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Big Data Analytics and Fuzzy
Technology: Extracting Information
from Social Data

Shahnaz N. Shahbazova and Sabina Shahbazzade

Abstract Data becomes overwhelming present in almost all aspects of manufac-
turing, finance, commerce and entertainment. Today’s world seems to generate tons
of data related to all aspect of human activities every minute. A lot of hope and
expectations are linked to benefits that analysis of such data could bring. Among
many sources of data, social networks start to play a very important role. Indica-
tions what individuals think about almost anything related to their lives, what they
like and dislike are embedded in posts and notes they leave on the social media
platforms. Therefore, discovering the users’ opinions and needs is very critical for
industries as well as governments. Analysis of such data—recognized as a big data
due to its tremendous size—is of critical importance. The theory of fuzzy sets and
systems, introduced in 1965, provides the researchers with techniques that are able
to cope with imprecise information expressed linguistically. This theory constitutes
a basis for designing and developing methodologies of processing data that are able
to identify and understand views and judgments expressed in a unique, human way
—the core of information generated by the users of social networks. The paper tries
to recognize a few important example of extracting value from social network data.
Attention is put on application of fuzzy set and systems based methodologies in
processing such data.
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1 Introduction

More and more often social networks, or shall we say data generated by its users, is
an object of research activities conducted by variety of organizations and corpo-
rations in order to extract information and knowledge about multiple aspects
characterizing activities, behaviour, as well as interests and likes of users and group
of users. We can find multiple examples of corporations and agencies putting
enormous effort to analyse and understand data that is generated by actions,
interactions, and conversations involving users, as well as by the users’ views and
opinions on almost everything what happens in their lives and surroundings.

Varieties of techniques are used to process data generated by users in social
networks: statistical approaches, graph based approaches, and many others [1–6].
However, a human nature is present in the social networks. This means that the
networks are human-like—full of imprecise relations and connections between
individuals, vague terms, groups and individuals with indefinite descriptions and
characteristics of interests. It seems that many aspects of social networks resembles
the ones of their users.

In the light of these statements, we would like to state that techniques of pro-
cessing social networks of users and groups should reflect such human facets.
Therefor, techniques that are based on a human-like methodology such as the
theory of fuzzy sets and systems [7] are the most suitable for such a purpose. The
abilities of fuzzy methods to deal with ambiguous data and facts, to describe things
in a human manner, and to handle imprecision and ambiguity make fuzzy based
technologies and methods [8] one of the best tools for analysing social network [9].

2 Analysis of Social Networks

The nature of data generated by users of social networks allows us to identify
multiple areas of human life, as well as industrial, corporate and governmental
activities that could benefit from analysing social network data. In the following
subsections we try to identify a few important aspects contributing to improvements
in: quality of human life, political life, shopping and entertainment, manufacturing,
and corporate visions and goals, Fig. 1.

2.1 Quality of Life

The users’ ability to observe and quickly react to different events—would they be
positive or negative—means that analysis of data can be an important element of
sophisticated and intelligent Disaster Management systems. An early detection of
disasters, for example earthquakes, floods or wild fires, would enable quick
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interventions that increase chances of minimizing or even mitigating the effects of
disasters. Tools that allow visualization of social media data would lead to better
understanding of dynamics of investigated calamities. They would provide close,
real-time monitoring of disasters and their progress. They would enable initial
analysis and estimation of effectiveness of prevention actions, as well as determine
the most adequate forms of help. All that is closely related to another very important
area that could benefit form analysis of social network data: Health Care. In this
case, application of big data techniques would have an enormous impact on coping
with diseases and health problems in the contexts of interactions
human-animal-environment. In general, data analysis would provide better
identification and recognition of origins of problems, better knowledge of mecha-
nisms of disease spreading, and better understanding of impact of variety of health
problems on human behaviour and actions. To sum up, systems able to detect and
track any health related problems related to humans and animals are of great
importance, especially in the time of increased human and animal migration
activities, as well as potential climate changes.

Education is yet another domain where preforming big data analysis on social
network data could play an important role. For example, it is already known that
analysis of posts generated by pupils and students can lead to detecting bullying and
even preventing tragedies caused by such behaviour. Development of systems
monitoring and analysing variety of issues related to ways of study as well as
problems and issues encountered by students would mean creation of a better
environment for education. Such an environment would increase effectiveness of
education systems and contribute to better-educated societies.

Fig. 1 Social network as data source for multiple types of information and knowledge
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Analysis of social network data would lead to a more effective Criminal Justice
system. More information extracted from social data related to actions violating
laws and by-laws would definitely change the way law enforcement agencies work.
The abilities to detect undesired behaviours as well as presence of dangerous
individuals would create safer communities.

2.2 Political and Community Life

Facebook [10], Pinterest [11], Twitter [12] and other social sites continue to gen-
erate and provide an uninterrupted stream of data. Users publish variety of mes-
sages and notes concerning multiple aspects of their lives. One of aspects of high
concern is their community life and national affairs. They provide uncensored
opinions, assessments and thoughts about what is going on in their local commu-
nities. They express their likes and dislikes regarding political decisions made at
different levels of government. Processing such data would lead to a better
understating what types of decisions are popular among individuals—would that
relate to simple local things, or national important issues. It seems that it will be
difficult for any government to ignore what citizens have to say about its governing
practices, introduced laws and its solutions of ‘small’ and ‘big’ problems and
concerns. Fuzzy processing could provide here a special analysis based on lin-
guistic summarization of data. That would provide easy to understand descriptions
and generation of people’s opinions.

Elections are big events that trigger a lot of reactions and emotions among
citizens. Opinions regarding individual candidates are subjects of many posted
statements. Importance and relevance of issues they raise and cover can be analysed
in order to better address needs and requirements of voters. Social networks already
play a significant role in political life, and analysis of data generated by the users
during an election time would provide evaluation of voters’ emotions and reac-
tions. That would shape and influence a whole election process. Overall that would
lead to election of governments addressing important issues in a way majority of
population would like to see.

2.3 Shopping and Entertainment

The social media is a platform for exchange of any types of information among
users. This means that a lot of posted notes, statements and texts are related to the
users’ opinions and thoughts about things and activities they do every day. Quite a
portion of that is related to shopping: what they buy, what they like and want to
buy, what they should not buy, and what is their shopping—including on-line
shopping—experience. Also entertainment plays a significant role in the users’
lives and it is also reflected in network data generated by individuals.
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They comment on multiple things from what music they listen to and what movies
they watch to look, behaviour and likes/dislikes of actors, directors, and singers.

All of this is an enormous source of data and potentially information that is
invaluable for entertainment and retail industries. The ability to understand a
customer, its desires and need is simply essential. Such knowledge would allow
manufacturers, on-line stores, and entrainment conglomerates to prepare their
products to better satisfy customers’ needs.

2.4 Manufacturing and Industrial Activities

The mentioned above social networks, such as Facebook and Twitter, continue to
generate and provide an uninterrupted stream of data. Development of methods and
approaches that analyse this data from a perspective of the users’ opinions on
different products and services will allow companies to identify the customers’
preferences, as well as their needs and likes. This would lead to a so-called
data-driven manufacturing—a scenario where existing and potential customers
influence what is being manufactured. Analysis of the users’ data would also help
identifying weaknesses and strengths of manufactured goods. Social media senti-
ment investigations could determine if users intent to purchase specific products or
if they dislike these products. All this would provide insight that can be explored
and acted upon. Such analyses could also assess consumers’ interest in a product
before it is launched.

Introduction of tools and systems analysing social network data would affect
variety of service and utility companies. Such systems could change the way
companies provide services to the users, and how these systems could react to
changes in the demand and needs. For example, General Electric (GE) is about
to release a system that uses analysis of social media to support estimation of
potential problems in an electrical grid—it is called Grid IQ [13]. Many aspects of
individuals’ lives are being discussed on the forum of social networks therefore any
company that provides services would benefit a lot from social network data.
Another interesting aspect is related to a so-called geo-tagging where many aspects
of collected data is location sensitive—and this alone will bring valuable infor-
mation to be analysed.

2.5 Corporate Visions and Goals

Understanding the users’ needs and their attitude to multiple services and products
offered by companies are key elements of building corporate strategies and plans for
future. Also here, vast amounts of data collected during the users’ social network
activities could provide corporations with valuable information. In such areas like
advertising and marketing any indications regarding the users’ moods, attitudes
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and opinions expressed directly or indirectly would be able to change policies and
strategies of companies. The analysis would provide companies with indicators of
their social presence, their ranking, and popularity among users.

One of the most interesting and intriguing aspects of analysis of social network
data could be related to strategies and operations of insurance and financial
companies. Information—in a form of opinions, facts or evaluations—that describe
the users’ behaviours, patterns and rules of actions would be of great interest to
insurance companies. They could adopt and customize their policies and offer
insurance packages to variety of customers trying to fit their specific needs.
Financial companies could use social media data to improve returns on investment
—analysis of the users’ discussions and posts from the point of few of sentiments

Fig. 2 Social network as data source with fuzzy-based processing: example of applicable
approaches
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and attitudes towards investments and associated with it expectations can lead to
identification of trends, patterns and motivations of the users. All this would
translate into better strategies and policies of investment polices of companies
(Fig. 2).

3 Fuzzy-Based Data Processing

In the light of importance of analysing social data it is critical to use variety of
methods and approaches that prepare and statically process data, as well as
methodologies that are suitable to ‘see’ data in a more human-like way. The latter
ones come under the name of soft computing methods. Among them fuzzy sets and
systems are of special interest. They allow for treating data in a ‘relaxed’ form—

they do not anticipate crisp boundaries between like and dislike, good and bad,
adequate and impropriate—all that is very important from the perspective of
analysis and understanding of human emotions, attitudes and behaviours related to
variety of things and issues a single individual deal with every day. Some examples
of application of fuzzy based techniques for processing of social network data are
illustrated below.

One of the first steps in analysing social network is building an adjacency
relation matrix based on relations between users. Those users are nodes in a social
network, therefore, it is reasonable to assume that a centrality measure can be used
to identify important features of the network, for example users that are most
influential during a decision making process [14–16]. The measure of centrality of
directed social fuzzy networks is a topic of investigations presented in [17]. A few
new centrality measures have been proposed: fuzzy in-degree centrality, fuzzy
out-degree centrality, fuzzy in-closeness centrality and fuzzy out-closeness
centrality.

In general, a process of finding leaders and communities in a social network is a
very interesting research topic in the network analysis. The works presented in
[18–23] are examples of a fuzzy-based approach, fuzzy clustering-based to be
exact, leading to detecting communities in the network. Another, linguistic based,
approach to analysis of networks and detecting leaders is described in [24]. The
pivotal point of the work is related to different measures describing nodes in graphs.
Based on analysis of these measures the authors provide a linguistic-based defi-
nition of a leader. This definition describes many of the requirements and criteria
represented with linguistic terms and expressions that a leader should satisfy.
This work is an example of “Intelligent Social Network Analysis ISNA” introduced
in [25].

Social networks are treated as a source of multiple types of information. Some of
this information comes directly from the structure of networks and is associated
with users and relations between them, while some is embedded in textual state-
ments left by the users on networks. In such cases, methods and techniques
of analysis of social networks should be equipped with the abilities to process
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this information—attributes, labels, text—and fuse it with “structure-based”
information.

In [26] the authors describe a methodology for building a signature that repre-
sents the user’s interests and opinions. This signature is built based on items as well
as labels used by the users when expressing their opinions and thought about those
items. Such signatures are constructed based on two fuzzy sets: fuzzy sets that
represent items’ attractiveness, and fuzzy sets representing popularity of different
descriptions. The usefulness of the users’ signatures is demonstrated in a process of
evaluating similarity between users. The work also provides a description of a
method for constructing signatures of groups of users. Firstly, the signatures of
members of the group are built; secondly, these signatures are aggregated using
ordered weighted aggregation [27] operator using different linguistic quantifiers.
That allows for construct the group’s description in a multiple different ways.

A few mentioned above examples of applications of fuzzy technologies to
analysis of social networks focus on the users and relations between them. Their
main objective is to find out as much as possible about the users and the roles they
play in the network. Those example show how fuzzy methods can be used to detect
different relations, identify communities and their leaders, find friends, and describe
groups of users. There is also a body of work that looks at applications of social
networks for ‘higher-order’ purposes. For example, a social network can be treated
as a communication media for exchanging data and information between actors.
Such applications of social network have a different sort of problems. Also here,
there is a place for fuzzy technologies enabling identification of sources and sink of
information, activities of users and types of important information—all that in a
linguistic form without worrying about splitting everything into crisp sets.

In the context of advanced analysis of social network data, we would like to state
that application of fuzzy-based approaches will enhance the capabilities of data
analytical methods, will enable deeper and more semantic oriented analysis, and
what is also essential will make the obtained outcomes more human-like.

4 Discussion and Conclusion

The above section provides just a few examples of areas that can benefit from
processing, analysing and modelling social network data. At this stage we would
like to foresee how fusion of big data methods with fuzzy technologies could
contribute to analysis of social networks.

Most of the work dedicate to analysis of network data is targeting structural
information of networks. The interconnection and relations between users have
been the main source of information [15, 24, 28–31]. Some works [25, 26, 32–37]
show an attempt to use additional information that brings different aspects of
analysis. It is well known that each of the nodes/users as well as connections/
relation is associated with supplementary information. It seems very reasonable that
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including that information in analysis procedure and methods would increase the
scope of analysis and allow for looking and discovering new insights regarding the
users and their behaviour.

A very important aspect of analysis of network data is to look into posts,
comments, tweets, or any form of text generated by the users. They contain
enormous amounts of information about users: what is being currently discussed,
what are moods among people, what they like, what types of things invoke positive
responses, what type of things are perceived as negative. It seems critical to be
armed with the ability to find answers to these questions—this would result in
detecting trends, popular and/or important topics, determine users’ requirements
and expectations regarding variety of items and events. In such a context, we would
like to state that application of fuzzy-based approaches will enhance the capabilities
of data analytical methods, will enable deeper and more semantic oriented analysis,
and what is also essential will make the obtained outcomes more human-like. Fuzzy
methods targeting summarization of texts [38], sentiment analysis [39, 40], trust
inference and propagation [19, 41], and event detection [42] are just a few
examples of research topics that constitute important issues that can be addressed
with, and will benefit from application of fuzzy-based techniques and methods.
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Personalization and Optimization
of Information Retrieval: Adaptive
Semantic Layer Approach

Alexander Ryjov

Abstract This work describes the idea of an adaptive semantic layer for large-scale
databases, allowing to effectively handling a large amount of information. This
effect is reached by providing an opportunity to search information on the basis of
generalized concepts, or in other words, linguistic descriptions. These concepts are
formulated by the user in natural language, and modelled by fuzzy sets, defined on
the universum of the significances of the attributes of the database. After adjustment
of user’s concepts based on search results, we have “personalized semantics” for all
terms which particular person uses for communications with database (for example,
“young person” will be different for teenager and for old person; “good restaurant”
will be different for people with different income, age, etc.).

1 Introduction

Why people spend time, efforts, money, etc. for collecting the data? Why Big Data,
Internet of Things are the most disruptive technologies for modern society and
economics [1]? We can find explanations in a number of analytical reports and
white papers—for example [2–5]. In general sense, the summary is: it is because the
data is a model of real world. Using the data, we can have more adequate picture of
the interesting for us part of a real world, make more well-founded and quick
decisions, and make a number of important things by more effective and efficient
manner (see cases in the references above).

So, database is an information model of the real world (Fig. 1). All important
from user’s point of view objects from a real world are presented in database as an
“information image”. We describe the real objects, search their images in database,
and use the results for operation in a real world.
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The present data processing technologies only allows us to search information
using concepts (words, symbols, figures), which are present in the data base
descriptions of objects. This leads to difficulties in those situations where the
information we need is not expressed unequivocally in the language of significances
of attributes of object descriptions. The translation of such queries towards the latter
search language tends to deform their meaning, and, hence, to reduce the efficiency
and the quality of using these data bases.

One of the important properties of the information we need for solving different
tasks, and which distinguishes it from the information in the database, is the
fuzziness of the concepts of the user. The user, like any human being, thinks in
qualitative categories [6–8], whereas the database information is basically clear
(sharp, non-fuzzy). This is of one of the main problems in the “translation” of user’s
needs of information towards the database query.

We can illustrate this with the following example.

Example 1 Choosing a car.
We consider the situation of a customer choosing a car from a database (elec-

tronic catalogue), which contains the following information:

• Price
• Model
• Year of issue
• Fuel consumption

For the formulation of a request in such a database, the user is forced to present
his query in the language of concrete, definite numbers and models. If our user has
in mind a very specific car, for which all the above-mentioned attributes have
definite values, and if he has decided that other cars (similar, or for instance a little
more economical) are not suitable, the standard technology of databases solves all
his problems. But, he wants to buy a car, which is “not very expensive”, “presti-
gious”, “economical”, and “not old”, the formulation of such a query to the data-
base is not a simple task.

Fig. 1 Database as an
information model of real
world
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A similar example can be given for the task of choosing an apartment or other
real estate property using a database, containing the description of particular flats in
a city. The “correct” processing of queries of the type “comfortable, not very
expensive flat, close to a park, and not very far from an underground station”
depends on the parameters of the user—his/her age, income, habits, and other
personal features.

In this case Fig. 1 could be transformed to Fig. 2—different users/classes of
users can have different (similar, but not equivalent) conception of correct pre-
sentation of data from database. We need in additional layer for implementation this
feature.

Applications of this approach for political problems (for example, monitoring
and evaluation of State’s nuclear activities [9], department of safeguards, Interna-
tional Atomic Energy Agency) have been described in [10].

In general, it can be stated that the problem described above is very important
when using automated (electronic) catalogues of goods and services, i.e., data
bases, containing particular information about particular objects of the same general
type. Especially this way could be effective for several tasks in big data analysis—
the next frontier for innovation, competition, and productivity which was intro-
duced by McKinsey Global Institute in May 2011 [2] and was supported by leading
companies [3–5].

2 The Concept of an Adaptive Semantic Layer

The structure of an adaptive semantic layer is shown in Fig. 3. The idea of the
adaptive semantic layer is to provide by user an interface, which allows:

• define user’s concepts;
• search an information by this concepts;
• adjustment of user’s concepts based on search results.

Fig. 2 Adaptive semantic layer
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2.1 Definition of the User’s Concepts

The work of user begins with a linguistic description of the objects he wants to find
in the data base. If the system does not recognize or know this linguistic descrip-
tion, control is transmitted to the program block for the construction of membership
functions1. If, on the other hand, the system recognizes the description, it will
retrieve the membership function, associated with it. The user can then, in case of
disagreement, edit the membership function, and a new membership function will
now be associated with this user, reflecting his “view” (interpretation) of the
description. The membership function editor is based on the principle of cognitive
graphics and does not require a specialized knowledge of computers.

We can mark out two situations: metric (U ⊆ R1) and non-metric (U ⊄ R1)
universum. For both cases we have well-defined methods which were tested in a
number of applications of fuzzy models. We can provide the following continuation
of example 1:

Example 2

(a) Metric universum: U = [$10000, $50000]; user’s concept A = “not-very-
expensive car” is presented in Fig. 4. We can also use fuzzy clustering methods
(for instance, Fuzzy C-Means) for building membership functions.

(b) Non-metric universum: U is a set of all cars’ models from the database; user’s
concept B = “sport cars for city” is presented in Fig. 5. Using the same way,
we can define “cars for hunting”, “cars for farmers”, “cars for young girls”, etc.

Here in right column we have all the cars; green box is collection of cars
definitely belongs to user’s concept; red box is collection of cars definitely not
belongs to user’s concept; yellow box is a set of cars which partially belongs to
user’s concept. We start from empty boxes (all models are in the right column) and

Fig. 3 The structure of an adaptive semantic layer

1Following [6], we associate semantics of the terms (words) with membership functions.
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split all the models to these three boxes. We can order elements from yellow box
according to belongings to user’s concept and define membership function as linear
one.

After the formulation of the linguistic description, and the association of the
membership functions with this description, an information search in the database
can be effected.

2.2 The Information Retrieval Algorithm

The information retrieval algorithm consists in calculating for each record in data
base the degree of satisfaction to the formulated request: from 1 (total satisfaction)
to 0 (total non-satisfaction). The result of the search is an ordering of the records in
the data base on the basis of the degree of satisfaction to the request.

Fig. 5 Semantic of user’s concept B

Fig. 4 Semantic of user’s concept A
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Notations:

• ið1≤ i≤NÞ—index of database attributes;
• Ui—domain of attribute i;
• Ai = fAi

1, . . . ,A
i
nig—user’s concepts defined on i—attribute (ni ≥ 0);

• ainkðuÞ= μAi
nk
ðuiÞ—membership function of nk—concept of i—attribute (nk

ni, ui∈Ui);
• Q= ⟨A1

k1 oA
2
k2 o⋯ oAN

kN⟩, where ki≤ ni, Ai
ki ∈Ai ∪∅ 1≤ i≤Nð Þ; o ∈ and, or,f

notg—is users concept’s based database query.

Algorithm:

1. r=0 (r—index of records in database; r ≤ R);
2. r= r+ 1;
3. i=0 (i—index of record’s attribute in database);
4. i= i+ 1;
5. if Ai .ð Þ∈Q then calculate aink uið Þ;
6. if i < N then goto 4;
7. calculate μQ rð Þ= a1k1 ∙ a2k2 ∙⋯ ∙ aNkN , where “●” is: t-norm if “o” in Q is “and”;

t-conorm if “o” in Q is “or”; 1 − aink uið Þ if “o” in Q is “not”;
8. if r<R then goto 2.

Result: μQ 1ð Þ, . . . , μQ Rð Þ—degree of belonging of each records from database
to user’s query.

As different classes of users can have different membership functions, the results
of the search for the same query can be different for different users, or classes of
users (Fig. 2). This allows us to have different “views” on the same data base.

2.3 Adjustment of User’s Concepts Based on Search Results

It is obvious enough that different users (classes of users) can have different for-
malization of the concepts (different membership functions). For example, concept
“expensive” for student and for businessman can be different. How can we make
our interface “personalized”?

In general terms, if we allow using uncertainty at the point of “entry” of the
system, we have to provide tools for manipulation of uncertainty at the “output”.

We can propose two ways to adjust or tune the interface. First way is adjustment
of membership function, second one is tuning of t-notms and t-conorms. The
following example can explain this idea.
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Example 3

(a) Adjustment of the membership functions is shown in Fig. 6.

Here more, less—directions of modification; a bit, not so far, a far, …—volume
(“power”) of the modificators.

This approach is described in [11].

(b) Adjustment of the logic (t-norms and t-conorms).

We can use parametric representation of a family of t-norms and t-conorms like

Tλða, bÞ= μa × μb
λ+ ð1− λÞðμa + μb − μa × μbÞ

and use genetic algorithms for choosing the best value of λ.
This approach is described in detail in [12].

3 Optimization of Semantic Layer

It is assumed that the person describes the properties of real objects in the form of
linguistic values. The subjective degree of convenience of such a description
depends on the selection and the composition of such linguistic values. Let us
explain this on a model example.

Example 4 Let it be required to evaluate the height of a man. Let us consider two
extreme situations.

Situation 1. It is permitted to use only two values: “small” and “high”.
Situation 2. It is permitted to use many values: “very small”, “not very high”, …,
“not small and not high”, …, “very high”.

Situation 1 is inconvenient. In fact, for many men both the permitted values may be
unsuitable and, in describing them, we select between two “bad” values.
Situation 2 is also inconvenient. In fact, in describing height of men, several of the
permitted values may be suitable. We again experience a problem but now due to
the fact that we are forced to select between two or more “good” values. Could a set
of linguistic values be optimal in this case?

Fig. 6 Adjustment of the
semantic of user’s concept A
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Different persons may describe one object for database. Therefore, it is desirable
to have assurances that the different sources of information for the database describe
one and the same object in the most “uniform” way.

On the basis of the above we may formulate the first problem as follows:

Problem 1 Is it possible, taking into account certain features of the man’s per-
ception of objects of the real world and their description, to formulate a rule for
selection of the optimum set of values of characteristics on the basis of which these
objects may be described? Two optimality criteria are possible:

Criterion 1. We regard as optimum those sets of values through whose use man
experiences the minimum uncertainty in describing objects.
Criterion 2. If the object is described by a certain number of users, then we regard as
optimum those sets of values which provide the minimum degree of divergence of
the descriptions.

This problem is studied in [13, 14]. It is shown that we can formulate a method
of selecting the optimum set of values of qualitative indications. Moreover, it is
shown that such a method is robust, i.e. the natural small errors that may occur in
constructing the membership functions do not have a significant influence on the
selection of the optimum set of values. The sets which are optimal according to
criteria 1 and 2 coincide.

What gives us the optimal set of values of qualitative attributes for information
retrieval in a database? In this connection the following problem arises.

Problem 2 Is it possible to define the indices of quality of information retrieval in
fuzzy (linguistic) databases and to formulate a rule for the selection of such a set of
linguistic values, use of which would provide the maximum indices of quality of
information retrieval?

This problem is studied in [11, 15]. It is shown that it is possible to introduce
indices of the quality of information retrieval in fuzzy (linguistic) databases and to
formalize them. It is shown that it is possible to formulate a method of selecting the
optimum set of values of qualitative indications which provides the maximum
quality indices of information retrieval. Moreover, it is shown that such a method is
also robust.

4 Conclusion Remarks

Databases are essential part of information environment we have in modern life. We
use databases for solving a number of day-to-day tasks: buying food, clothes,
tickets, etc. in e-shops, planning trips, communicate with friend using social net-
works, and many others.
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Users of databases are different, because they are human beings. It means that we
have to take into consideration human’s perception of objects of the real world and
manner of their description for databases.

Here we have focused on two important from our point of view issues:

• How we can make databases more personal, i.e. different for different users?
• How we can make databases more optimal, i.e. more adequate as a model of a

real world we would like to operate in?

This article describes only general properties of database as a model of real
world. I do hope that these ideas and results will allow building a maximal com-
fortable information environment for the participants.
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Frequent Itemset Mining
for a Combination of Certain
and Uncertain Databases

Samar Wazir, Tanvir Ahmad and M. M. Sufyan Beg

Abstract Modern industries and business firms are widely using data mining
applications in which the problem of Frequent Itemset Mining (FIM) has a major
role. FIM problem can be solved by standard traditional algorithms like Apriori in
certain transactional database and can also be solved by different exact (UApriori,
UFP Growth) and approximate (Poisson Distribution based UApriori, Normal
Distribution based UApriori) probabilistic frequent itemset mining algorithm in
uncertain transactional database (database in which each item has its existential
probability). In our algorithm it is considered that database is distributed among
different locations of globe in which one location has certain transactional database,
we call this location as main site and all other locations have uncertain transactional
databases, we call these locations as remote sites. To the best of our knowledge no
algorithm is developed yet which can calculate frequent itemsets on the combina-
tion of certain and uncertain transactional database. We introduced a novel
approach for finding itemsets which are globally frequent among the combination
of all uncertain transactional databases on remote site with certain database at main
site.
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1 Introduction

The size of data is growing exponentially day by day and we cannot stop this but
we can develop the strategies to capture this data and develop tool to analyze it.
These tools give us the results in exact or predictable format. This process is well
known as KDD (Knowledge Discovery in Databases) or in general term Data
Mining. Data Mining used in various application like marketing, airlines, surveil-
lance, medical science, pattern recognition.

In data mining, Frequent Itemset Mining problem is one of the most discussed
issue in which a database called transactional database is used. This database
consists of some transactions, each transaction consists of some items and group of
items is called itemset. So if count of an item or itemset in transactional database is
greater than a user specified threshold (i.e. Minimum Support) than that itemset is
called Frequent Itemset and this problem is called Frequent Itemset Mining
(FIM) problem [1].

In FIM two types of databases are used:

• First is certain transactional database in which each transaction has some items
that are associated with each other. For example transaction T1 {Bread, Butter,
Milk} means that the customer who purchased Bread also bought Butter and
Milk. All such type of transactions capture doubtless presence of an item in a
transaction.

• Second is Uncertain Transactional Database in which each item in a transaction
has its existential probability associated with it. In many applications, the
presence of an item in a transaction is doubtful and is best captured by its
probability of existence or likelihood measure. For example T2 {Bread: 0.23,
Butter: 0.45, Milk: 0.78} means that there is 23% chance that a customer will
purchase Bread. Bread, Butter and Milk present in same transaction T2, so they
are associated with each other. Therefore if customer will purchase Bread then
there is 45% chance that it will purchase Butter and 78% chance that it will
purchase Milk. This uncertain purchase behavior of customer for each item in a
transaction is also called Attribute Uncertainty [2, 3].

In case of certain transactional database, for computing frequent itemsets two
categories of algorithms are used called sequential and parallel algorithms. Agrawal
et al. proposed Apriori which is the best example of sequential algorithm for FIM
[1]. After that several researcher proposed different sequential and parallel
algorithms for FIM, e.g. two parallel formulations of the Apriori algorithm were
proposed in [4], Count Distribution (CD) and Data Distribution (DD). To improve
the performance of Data Distribution, Intelligent Data Distribution was proposed in
[5–7]. After this Hybrid Distribution was developed by combining the advantages
of both CD and DD [5]. Two more parallel algorithms were subsequently proposed
to improve the performance of previous work. These algorithms was Fast
Distributed Mining (FDM) [8] and Fast Parallel Mining (FPM) [9] Algorithms.
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In case of Uncertain Transactional Database the first algorithm of FIM was based
on expected support, which follow the Apriori sequential pattern of FIM and given
by Chui et al. called UApriori [10]. After UApriori several algorithms were pro-
posed for FIM over Uncertain Transactional Database [2, 3, 10–17]. These algo-
rithms cab be divided into two different categories that is Expected Support based
FIM algorithms (UFP-Growth, UH-Mine) and Probabilistic FIM algorithms
(Dynamic Programming based algorithms, Divide and Conquer based algorithm,
PDU Apriori, NPDU Apriori) [16].

This paper proposed a model in which the combination of Apriori, UApriori and
CD is used to find the Global Frequent Itemset on the combination of certain and
uncertain transactional databases. In sequential or parallel association mining, for
computing frequent itemsets either certain transactional database is used or
uncertain transactional database is used. To the best of our knowledge this is the
first approach in which frequent itemsets are discovered on the combination of
certain and uncertain transactional databases. For example, an “Accidents” dataset
is provided by Frequent Itemset Mining [18] dataset repository. National Institute of
Statistics (NIS) collects this dataset from Belgium region in 1991–2000. “Acci-
dents” dataset is a certain transactional database and computing frequent itemset on
this database gives us an idea about the most favorable condition for an accident
and how a preventive action can be taken. Later in this dataset some uncertainty
issues also considered like chances of accidents in case of rain, heavy fog and huge
traffic on Christmas holidays. Therefore “Accidents” dataset is modified and
existential probability of each item is added in the dataset hence it become
“Accidents” uncertain transactional database. This dataset is used by Tong et al.
[16] for computing frequent itemset over “Accidents” uncertain transactional
database. Let assume that we want to calculate global frequent itemset for more
than one country, in which some countries have rainy and cold weather and some
have dry and hot weather. Now we need a mechanism for combining certain and
uncertain database collected from different countries. After combining the databases
we compute items which are globally frequent, the location at which we calculate
global frequent items is called main site and all other locations are remote sites.

In this case we may have the following solutions:

• First solution of the problem is to bring all databases at one location and then
use FIM algorithm like Apriori to calculate frequent items. This method create
communication overhead between main site and remote sites and also not time
efficient.

• Second solution is we can compute frequent items at main site by Apriori and at
remote sites by UApriori and then bring the results at main site to calculate
global frequent itemsets.

• We proposed a more effective solution in which we compute frequent items at
remote sites by UApriori and send these itemsets to main site. In main site we do
not compute frequent itemsets of certain database in advance, like we did in
second solution. As shown in Fig. 1, We first calculate size-1 frequent items
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then combine these items to the same size-1 items we got from the remote sites
for calculating size-1 global frequent items. These size-1 global frequent items
are to be sent to the next stage for generating size-2 candidate itemsets and after
this we perform pruning operation. We repeat this procedure until we got all
global frequent itemsets. We call this algorithm as MasterApriori. MasterApriori
decreases the execution time dramatically.

2 Related Work

Mining frequent items in certain and uncertain databases and discovering associ-
ation rules is often regarded as an important research topic among researchers.
Many efficient algorithms have been proposed for sequential and parallel Frequent
Itemset Mining. Apriori is well known algorithm for sequential frequent itemset
mining proposed by [1] in certain transactional database. Similarly for uncertain
database we use UApriori by [10] and for parallel frequent itemset mining we use
count distribution proposed by [4, 19]. Here we discuss these three algorithms than
we focus on our algorithm for finding global frequent itemset.

Fig. 1 MasterApriori
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2.1 Apriori Algorithm [1]

Apriori uses multiple passes for computing frequent itemset. In this algorithm we
first calculate all Size-1 items then calculate their counts. If the count is greater than
user defined threshold called Minimum Support than that item is called Frequent
Item or Large Item. In next pass we combine all these Size-1 large items in form of
Size-2 Itemset and repeat the same procedure. After joining and before counting the
occurrence of itemset in database we perform one more operation called pruning.
Pruning use the concept that if an itemset is frequent than all its subset must also be
frequent. After pruning we check itemset count with minimum support for calcu-
lating frequent itemset. The structure of Apriori algorithm is given below.

Apriori Algorithm 

1. Input (certain database D, minimum support minSup)                        
2. L1 = {large-1 itemset};
3.  for (k=2; LK-1 ≠ ø; k++) do begin 
         CK = apriori-gen (LK-1) // New Candidates 
         for all transactions t  D do begin 
                    Ct = subset (CK, t);
                    for all candidates c  Ct do
                       c.count++;
         End  
         LK = {c  CK | c.count >= minSup} 
      End 
Answer = UKLK

2.2 UApriori Algorithm [10]

This algorithm extends the Apriori algorithm on Uncertain Transactional Database
(UTDB) and this is the first FIM algorithm on Uncertain Transactional Database
based on Expected Support.

Let T = {t1, t2, …, ti} be a set of transactions in UTDB and X = {x1, x2, …, xj}
be a set of distinct items in UTDB. Let |D| is the no of transactions and |X| is the no
of items then according to UApriori the expected support of an item or itemset X
can be calculated as

Expected SupportðXÞ= ∑
Dj j

i=1
∏
Xj j

j=1
PtiðxjÞ

where Pti(xj) is the existential probability of item xj in transaction ti
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For example in Table 1 UTDB is given
So in this case
Expected Support (I1) = 0.5 + 0.3 = 0.8
Expected Support (I1, I2) = 0.5 × 0.7 + 0.3 × 0.1 = 0.38
In Sect. 3.1 we discuss UApriori in detail.

2.3 Count Distribution [4]

In case of certain transaction database count distribution is used to compute fre-
quent itemset in parallel when database is distributed among different nodes e.g. in
case of Fig. 2, if our database is distributed among 3 processors. Then we calculate
the count of each itemset separately on each processor.

After that using a Global Reduction Operation we compute the sum of these
individual counts. The database is distributed among P processors so each processor
handles N/P transactions. However this algorithm can only compute the count of
itemset in parallel. It cannot parallelize the computation of building candidate
itemsets.

Processor 1 Processor 2 Processor 3

Global Reduc on
N = No of data items
M = Size of candidate set
P = No of processors/Nodes

M 

Database 

{1,2} 3
{1,3} 1
{2,3} 2
{2,4} 3
{3,5} 2

N/P Count

M 

Database
N/P Count

M 

Database
N/P Count

{1,2} 2
{1,4} 3
{2,4} 2
{2,5} 1
{3,5} 3

{1,2} 1
{1,3} 2
{1,4} 2
{2,4} 3
{3,6} 3

Fig. 2 Count distribution (CD) algorithm

Table 1 Uncertain transactional database

T1 I1 (0.5) I2 (0.7)

T2 I1 (0.3) I2 (0.1)
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3 Problem Definition and Paper Organization

The problem of computing Global Frequent Items over the combination of certain
and uncertain transactional database can be decomposed into two subproblems:

1. Find all itemsets which have expected support equal or greater than the lowest
probability (PL) at remote site (PL is to be discussed later in Sect. 3.1 of this
part). The expected support of an itemset can be calculated by adding the
existential probabilities of that itemset in all transaction. In Sect. 3.1 we use
UApriori algorithm for solving this problem and use lowest probability (PL) as
minimum support.

2. In Sect. 3.2 we use the frequent items from remote sites and combine them with
items of main site and check their total expected support with global minimum
support to calculate Global Frequent Itemset for all sites. We use MasterApriori
algorithm to solve this problem.

3.1 Discovering Frequent Itemset at Remote Sites

For discovering frequent itemset at remote sites, UApriori algorithm is used [10,
15–17]. For calculating expected support of an itemset we first multiply the exis-
tential probabilities of each item of itemset in each transaction than we add the
existential probabilities of all transactions for getting the expected support of an
itemset (Like in Sect. 2.2). We know that multiplying probabilities results in lower
values so if e.g. size of an itemset is 10 or it have 10 items. In this case we are
multiplying 10 values which are lower than one. So we can conclude that when
itemset size become large than the expected support become negligible. Here we
call this value as lowest probability represented by PL. The UApriori algorithm we
use for calculating frequent itemset at remote site is given below:

 UApriori                                                   //Executes at remote sites 
1.  Input (UDB, PL)                        
2. L1 = {large-1 itemset}; 
      for all  items in UDB where  
          Pe >= PL

3.  for (k=2; LK-1 ≠ ø ; k++) do begin 
         CK = UApriori-gen (LK-1) // New Candidates  
          LK = {c  CK | c.expectedSupport >= PL} 
      End 
Answer = UKLK
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In the above algorithm Pe is Existential Probability LK is large K frequent
itemset and CK is size k candidate itemset.

UApriori-gen () function perform join and prune operation for generating size k
candidate itemset by taking k – 1 large frequent itemset as input. For example let’s
consider the uncertain transactional database given in Table 2 [20].

We choose PL as 0.5, ES is the Expected Support. So by UApriori we get Size-1,
2, 3 frequent itemset based on their expected support ES greater than lowest
probability PL. The procedure is given in Tables 3, 4, and 5.

Table 2 Uncertain
transactional database
(UTDB)

TID Items

0 1(0.5) 2(0.4) 4(0.3) 5(0.7)
1 2(0.5) 3(0.4) 5(0.4)
2 1(0.6) 2(0.5) 4(0.1) 5(0.5)

3 1(0.7) 2(0.4) 3(0.3) 5(0.9)

Table 3 Calculating Size-1
frequent items

C1 ES1 L1(ES1 >= PL)

1 0.5 + 0.6 + 0.7 = 1.8 1
2 1.8 2
3 0.7 3
4 0.4

5 2.5 5

Table 5 Calculating Size-3
expected frequent itemsets

C3 ES3 L3(ES3 >= PL)

1, 2, 5 0.542 1, 2, 5

Table 4 Calculating Size-2
expected frequent itemsets

C2 ES2 L2(ES2 >= PL)

1, 2 0.5 × 0.4 + 0.6 × 0.5 +
0.7 × 0.4 = 0.78

1, 2

1, 3 0.21
1, 5 1.28 1, 5
2, 3 0.32
2, 5 1.09 2, 5
3, 5 0.43
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3.2 Calculating Global Frequent Itemset at Main Site

At main site we use MasterApriori as follows

MasterApriori                                                      //Executed at main site 

1. Input(CTDB, UTDB, minSup) 
2. Generate size-1 items from CTDB and prepare (itemset, 

mean) pair                          // e.g.   ABCD(itemset ) 0.16(mean) 
3. Generate L1 = {Large -1 itemset}; 

for (i=0; i<size_of_CTDB || i<size_of_UTDB) do begin 
if item.CTDB is present in UTDB 

  than Item.CTDB.mean += item.UTDB.ES 
 if item.UTDB is not present in CTDB 
 add item.UTDB in CTDB 

end
L1 = { l LK | l.mean >= minSup} 

Add to L1

4. for (k=2; LK-1 ≠ ø ; k++) do begin
CK = apriori-gen (LK-1) // New Candidates 
for all transactions t  CTDB do begin 
       Ct = subset(CK, t) ;  //candidates contained t 
       for all candidates c  Ct do
                  c.count++; 
      Ct.mean = (Ct.count ÷ NoOfTrans _in_CTDB)+    
                                              Ct.mean_in_UTDB 
end
LK = {c CK | c.mean >= minSup} 

end
 Answer  =  UKLK // frequent itemsets 

In the given algorithm we use the following abbreviation.
CTDB Certain Transactional Database (Table 6)
UTDB Uncertain Transactional Database (Table 2)
minSup global minimum support
mean = item_count/No_Of_Transactions_in_CTDB;
apriori-gen(LK–1) apriori join and pruning stage

Table 6 Certain
transactional database
(CTDB)

TID Items

0 1 2 3 4 5
1 1 3 4 5 6
2 1 3 4 6 7
3 1 4 5 6 7
4 1 4 6 7 8

Frequent Itemset Mining for a Combination … 33



At main site we get the expected frequent itemsets from the remote sites. Here
we generate size-1 items and their counts from certain transactional database. These
size-1 items counts is divided by no of transaction in CTDB for getting the mean of
each size-1 items. This mean is added with the expected support of same item of
UTDB. Now we check this total mean with global minimum support to get Global
Size-1 Frequent Itemset. In the next stage we generate candidate itemsets by apriori
join and prune method. Again we add the mean of the candidates at CTDB with the
expected support of same candidates at UTDB and check the result with global
minimum support to get Global Frequent Itemset. We repeat this procedure until we
get all Global Frequent Itemsets at main site. To understand the complete procedure
let’s take the following example. In Table 6 we use the certain database at main
site. We choose global minimum support (minSup) 0.5. In each stage of candidate
itemset generation we check the total expected support (local + remote) of an
itemset with minSup for getting Global Frequent Itemsets for all sites. For example
let itemset {1, 2, 5}, so first step is to check count of {1, 2, 5} in CTDB which is 1
and no of transactions in CTDB is 5 so mean for {1, 2, 5} is 1/5 = 0.2. Now
expected support of {1, 2, 5} in UTDB can be calculated as:

Expected Support 1, 2, 5ð Þ=0.5 × 0.4 × 0.7+ 0.6 × 0.5 × 0.5+ 0.7 × 0.4 × 0.9= 0.542

Tables 7, 8, 9, and 10 shows the generation of Global Frequent Itemsets.

4 Experiments and Result Analysis

For performance study and checking the efficiency of the proposed MasterApriori
algorithm, experiments are divided in two steps.

Table 7 Calculating Size-1 global frequent items

Size-1
CTDB
items

Size-1
CTDB
items
count

Size-1
CTDB
items mean

Size-1
UTDB
items mean

Size-1
total
mean1

L1(mean1 >= minSup)

1 5 1.00 1.8 2.8 1
2 1 0.20 1.8 2.00 2
3 3 0.60 0.7 1.30 3
4 5 1.00 1.00 4
5 3 0.60 2.5 3.1 5
6 4 0.80 0.80 6
7 3 0.60 0.60 7

8 1 0.20 0.20
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1. First Apriori algorithm was implemented on certain transactional database and
execution time was recorded. Then UApriori algorithm was implemented on
uncertain transactional database and execution time was recorded. After that
Execution time of Apriori and UApriori was added to calculate total time.

2. In second step global frequent items were calculated by MasterApriori and
execution time was recorded. This time was combined with the time of UApriori
to calculate total time.

So in the results we got that for calculating Global Frequent Itemsets if we use
Apriori and UApriori separately and then combine the results, it will take more time
comparatively to MasterApriori with UApriori. All experiments were performed on
Intel(R) Core(TM) i5 2.2 GHz Machine with 4 GB of RAM. Algorithms was
implemented on Microsoft’s Visual Studio 2013 running on Microsoft Windows
10Pro.

For certain transactional database we generate synthetic database by using
synthetic database generation program given by [1]. We set parameters for synthetic
database as T20.I6.D100K.N100.L200, defined as

Table 8 Calculating Size-2 global frequent items

Size-2
CTDB
items

Size-2
CTDB
items
count

Size-2
CTDB
items mean

Size-2
UTDB
items mean

Size-2
total
mean2

L2(mean2 >= minSup)

1, 2 1 0.20 0.78 0.98 1, 2
1, 3 3 0.60 0.60 1, 3
1, 4 5 1.00 1.00 1, 4
1, 5 3 0.60 1.28 1.88 1, 5
1, 6 4 0.80 0.80 1, 6
1, 7 3 0.60 0.60 1, 7
2, 3 1 0.20 0.20
2, 4 1 0.20 0.20
2, 5 1 0.20 1.09 1.29 2, 5
2, 6 1 0.20 0.20
2, 7 1 0.20 0.20
3, 4 3 0.60 0.60 3, 4
3, 5 2 0.40 0.40
3, 6 2 0.40 0.40
3, 7 1 0.20 0.20
4, 5 3 0.60 0.60 4, 5
4, 6 4 0.80 0.80 4, 6
4, 7 3 0.60 0.60 4, 7
5, 6 2 0.40 0.40
5, 7 1 0.20 0.20
6, 7 3 0.60 0.60 6, 7
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T20 = average size of transactions is 20
I6 = Average size of Maximal Potential Large Itemset is 6
D100K = Number of Transactions in Database are 100,000
N100 = Number of items in Database are 100
L200 = Number of Maximal Potential Large itemsets are 200.

For uncertain transactional database we use datasets used in [16].
We use Gazelle dataset as uncertain database in which total no of transactions

are 59,601 and there are 498 distinct items in dataset.
The performance of MasterApriori with the combined results of Apriori and

UApriori can be compared from Tables 11 and 12 for calculating Global Frequent

Table 9 Calculating Size-3 global frequent items

Size-3
CTDB
items

Size-3
CTDB
items
count

Size-3
CTDB
items mean

Size-3
UTDB
items mean

Size-3
total
mean3

L3(mean3 >= minSup)

1, 2, 3 1 0.20 0.20
1, 2, 4 1 0.20 0.20
1, 2, 5 1 0.20 0.542 0.742 1, 2, 5
1, 2, 6 1 0.20 0.20
1, 2, 7 1 0.20 0.20
1, 3, 4 3 0.60 0.60 1, 3, 4
1, 3, 5 2 0.40 0.40
1, 3, 6 2 0.40 0.40
1, 3, 7 1 0.20 0.20
1, 4, 5 3 0.60 0.60 1, 4, 5
1, 4, 6 4 0.80 0.80 1, 4, 6
1, 4, 7 3 0.60 0.60 1, 4, 7
1, 5, 6 2 0.40 0.40
1, 5, 7 1 0.20 0.20
1, 6, 7 3 0.60 0.60 1, 6, 7
4, 5, 6 2 0.40 0.40
4, 5, 7 1 0.20 0.20
4, 6, 7 3 0.60 0.60 4, 6, 7

Table 10 Calculating Size-4 global frequent items

Size-4
CTDB
items

Size-4
CTDB
items
count

Size-4
CTDB
items
mean

Size-4
UTDB
items
mean

Size-4
total
mean4

L4(mean4 >= minSup)

1, 4, 5, 6 2 0.40 0.40
1, 4, 5, 7 1 0.20 0.20
1, 4, 6, 7 3 0.60 0.60 1, 4, 6, 7
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Itemsets. The combined time of Apriori and UApriroi decreases when we increase
the minimum support for certain transactional database which reflects in losing of
significant frequent itemsets and association rules and when the minimum support
decreases the execution time increases exponentially (refer Fig. 3). On the other
hand the execution time of MasterApriori increases linearly when minimum support
decreases. In MasterApriori we check the minimum support of certain database after
combining its count with uncertain database so here we are not losing any infor-
mation. Only we can lose the information when we are choosing minimum proba-
bility for UApriori. But we use the same result of UApriori with MasterApriori and
Apriori.

So here we get the following improvements:

1. We are taking very low global minimum support for MasterApriori so that we
can calculate maximum no of Global Frequent Itemset. If we take the same
support for certain transactional database then it will take exponentially high
time for computing frequent itemset.

Table 11 Execution time of Apriori + UApriori

T20.I6.D100K.N100.L200
(CTDB)

Gazelle dataset (UTDB) Total time

minSup Time (Apriori) Time (UApriroi) (Apriori + UApriori)
0.1 3178.083 279.489 279.489 + 3178.083 = 3457.572
0.15 1158.304 279.489 1437.739
0.20 411.022 279.489 690.511

Table 12 Execution time of MasterApriori

Master Apriori Gazelle dataset (UTDB) Total Time
MinSup Time Time (UApriroi)

0.1 2.059 279.489 279.489 + 2.059 = 281.548
0.01 83.626 279.489 363.115
0.001 180.84 279.489 460.33
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Fig. 3 MasterApriori versus
Apriori + UApriori

Frequent Itemset Mining for a Combination … 37



2. In MasterApriori, there is very less communication between local and remote
sites. After calculating the frequent itemset by UApriori we need to bring the
result at one site and these results are of very less size.

3. According to Fig. 3 it is seen that our algorithm is much faster than combination
of Apriori and UApriori for calculating Global Frequent Itemset. We can see
that when global minimum support decreases time for Apriori + UApriori
increases exponentially but for MasterApriori it is increasing linearly.

For Gazelle dataset by taking Lowest probability PL = 0.02, time taken by
UApriori is 279.489 s.

5 Conclusion and Future Directions

The proposed algorithm is useful when we are dealing with uncertain and certain
database at the same time. It also very useful when we want to know that a
particular item or itemset is frequent all over the globe or not. The main attraction of
our algorithm is that there is very less communication between local and remote
sites and it is very fast in operation. Producing frequent itemset by using Apriori,
UApriori or Count Distribution approach giving amazing results and are milestones
in this area but when we compare the performance with time and no of frequent
itemset produced then we know that still we need some better strategy. If we count
frequent itemset by using Apriori on certain database and we convert the same
certain database in uncertain database by assigning probability generated by
Gaussian distribution (which is widely accepted by [11, 10, 15]) and then calculate
frequent items by UApriori. We get the result that there is huge difference between
no of frequent itemset by both approaches. Because one is probabilistic and other is
exact so difference may occur but it should not be exceeded beyond a limit. So in
future we can work on the strategies that how to assign probabilities on uncertain
items and how we calculate our desired frequent items in minimum time. Our
approach gives an introduction that how can we manage the gap between certain
and uncertain items because some items in database can never be represented as
certain and some items in database can never be represented as uncertain. So we
need a strategy of dealing with both certain and uncertain databases.
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New Method Based on Rough Set
for Filling Missing Value

R. Çekik and S. Telçeken

Abstract The presence of missing value in a dataset can affect the performance of
an analysis system such as classifier. To solve this problem many methods have
been proposed in different studies using different theorems, analysis systems and
methods such as Neural Network (NN), k-Nearest Neighbor (k-NN), closest fit etc.
In this paper, we propose novel method based on RST for solving the problem of
missing value that was lost (e.g., was erased). After dataset filling with proposed
method, it has been observed improvement the performance of used analysis
systems.

Keywords Missing value ⋅ Rough set ⋅ Data mining

1 Introduction

Missing value is a common problem in areas such as statistical analysis and data
mining. Rates of less than 1% missing value are generally considered insignificant,
1–5% governable. However, when more than 15% missing values may effectuate
bad an impression and affect the quality of the supervised learning process or the
performance of analysis systems such as classifiers, missing value is seen as a
significant problem. Find solutions to such problems is to be a reformative effect to
performance of analysis system and it is revealed more robust analysis.

There are two main reasons for the missing information: the value was lost (e.g.,
was erased) and was not important. In the former case the value useful but currently
we have no access to it for reasons such as deleted some values so flawed, not saved
result of misunderstanding and see insignificant some attributes during data entry.
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In the latter case the value does not matter for reasons such as deleted value due to
inconsistency with other data records, so such values are called unimportant values
(or “do not care” conditions). In this study, it is focused on the problem of missing
value in the former case.

Various methods have been developed to solve the problems of missing value.
The simple solution is the reduction of data set and elimination of all samples with
missing values or replace missing value with mean or with mean for given class [1].
Grzymala-Busse and Hu [2] proposed treating missing values as special values or
replace missing value with most common attribute value or concept most common
attribute. The closest fit algorithm defined by Grzymala-Busse et al. [3] is based on
replace a missing value with an existing value of the same attribute from another
case that resembles as much as possible the case with missing values [4]. Greco
et al. was defined an analysis method using Rough Set Theory (RST) called
ROUSTIDA [5]. Another solution is replacing missing attributes by Adaptive
Method in Rough Sets defined by Jeong et al. [6].

In this paper we propose novel method based on RST for solving the problem of
missing value that was lost (e.g., was erased).

2 Rough Set Theory: Basic Definitions

Rough set theory proposed by Pawlak is a mathematical tool to with the data
analysis and to discover hidden pattern in data. It is popular approach analyzing
incompleteness, vagueness, uncertainties data in many disciplines such as data
mining, learning machine, pattern recognition etc. It can also be used for process of
feature selection and feature extraction in data, data reduction, decision rule gen-
eration, and pattern extraction (templates, association rules) etc.

2.1 Information and Decision Systems

An information system is a data set that contains the most comprehensive infor-
mation. This data set is matrix that represents as a table where each row represents a
case (an event, a pattern or simply, and an object etc.) and every column represents
an attribute (a variable, a feature etc.). More formally, an information system
I = ðU,AÞ where U is a non-empty finite set of objects called Universe Set and A is
a non-empty finite set of attributes such that a: U → Va for every a ϵA. The set Va

is called the value set of a. Decision system is obtained adding a decision attribute
by information system. Mathematically a decision systems is any information
system of the form D= U,AUfdgð Þ, where d is called decision attribute.
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2.2 Indiscernibility

For any R⊂A there is an associated equivalence relation INDðRÞ:

IND Rð Þ= fðx, y ϵU2Þ j□ a∈R, aðxÞ= aðyÞg ð1Þ

IFðx, yÞ ϵ INDðRÞ, then x and y are indiscernible by attributes from R. The
equivalence classes of the R-indiscernibility relation are denoted ½x�R, x ∈ U.

2.3 Reduct and Core

In an information systems, reduct is defined as a subset of minimal ðRÞ of the
conditional attribute set ðEÞ such that for attribute set D, γRðDÞ= γEðDÞ. For
□ a ϵR, where R is a minimal subset γR− fagðDÞ≠ γEðDÞ. A given data set may
have many reduct sets, and all reducts is denoted by

□ a∈X, and X ⊆C

Rall= fXjγXðDÞ= γCðDÞ; γX − fagðDÞ≠ γXðDÞg ð2Þ

The intersection of all the set in Rall is called the core. COREðCÞ is denoted by
COREðCÞ = ∩ REDðCÞ, where is the set of all reducts of C.

2.4 Discernibility Matrix and Functions

Core and reduct of attributes and attributes value are computed by using
discernibility functions fA a*1, a

*
2, . . . , a*3

� �� �
that a Boolean function of m Boolean

variables a*1, a
*
2, . . . , a*3 and a discernibility matrix ðZi, jÞ of size n × n, where

n denotes the number of objects. Zi, j is defined as the set of all attributes which
discern objects xi and xj.

3 New Method Using RST for Filling Missing Value

RST pass names more about complete decision tables or information systems
studies in literature. However, RST is working very successfully on missing value
data. It is very successful to reveal the relationship between attributes and objects.
A new method is proposed using this advantage of RST. Therefore, some basic
concepts of rough set for new method have been changed or have been used another
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concepts using related to missing data in literature. For instance, instead of the
discernibility relations is used characteristic relations. For decision tables, in which
all missing values are lost, a special characteristic relation was defined by Ste-
fanowski and Tsoukias [7]. In this paper, characteristic relations has been denoted
by LVðBÞ, where B is a nonempty subset of the set A that is be set all attributes.
For x, y ϵU, characteristic relation LVðBÞ is given as follow:

ðx; yÞ∈LVðBÞif and only if pðx; aÞ= pðy; aÞ
for all a∈B such that pðx; aÞ≠ ? .

ð3Þ

Consequently, discernibility matrix is calculated to use characteristic relations.
Accordingly, a discernibility matrix defined as below,

cij = fa∈AjaðxiÞ= aðxjÞ, ∀a∈B such that aðxiÞ≠ ? g ð4Þ

In here, discernibility matrix is reflexive but in general does not need to be
symmetric or transitive. Additionally, conventional some concepts of RST is
changed for calculated discernibility functions. For example, it is used operators of
union of mathematical set approach instead of Boolean expression, which is said to
be in the normal form, if it is composed of Boolean variable and constants only,
liked by operators of disjunction and conjunction. Mathematically, discernibility
functions is denoted by,
Where c*ij = fa*ja∈ cijg

fD a*1, a
*
2, . . . , a*m

� �
= ∪ fc*ij j 1 ≤ j ≤ i ≤ Uj jg ð5Þ

To calculate discernibility function for each object:

fi = ⊆ f∪ fD a*1, a
*
2, . . . , a*m

� � j 1 ≤ i ≤ Uj jg ð6Þ

According to this (7), where all discernibility functions set denoted by,

fall a*1, a
*
2, . . . , a*m

� �
= ffi j 1 ≤ i ≤ Uj jg ð7Þ

An example of fill missing value with new method for a decision table (Table 1)
is presented.

Table 1 Decision table U/A a1 a2 a3 d

X1 1 1 1 1
X2 2 ? 2 2
X3 1 2 ? 3
X4 2 1 2 3
X5 ? 1 1 3

44 R. Çekik and S. Telçeken



The discernibility matrix is constructed in the following way. A discernibility
matrix can be used to find the minimal subset of attributes, which leads to expose
the indiscernibility relation between objects. To do this, one has to construct the
discernibility function. For the discernibility matrix presented in Table 2, the dis-
cernibility function has the following form:

f1 = a1 ∪ a2 ∪ a2a3 = a1 ∪ a2a3
f2 = a2 ∪ a2 ∪ a1a2a3 ∪ a2 = a1a2a3
f3 = a1a3 ∪ a3 ∪ a3 ∪ a3 = a1a3
f4 = a2 ∪ a1a2 ∪ a2 = a1a2
f5 = a1a2a3 ∪ a1a2 ∪ a1a2 ∪ a1a2 = a1a2a3

To calculate the final form of fall, the absorption law is applied. According to the
absorption law, if a set that separated by operator of union is to be subset any of the
other set, this set is discarded. If it is not to be subset, this set remains as it is. For
our example fall set is as follows,

fall = a1, a2, a3, a1, a2, a3, a1, a3, a1, a2, a1, a2, a3f g

After determining the discernibility functions of all objects fall, probability of
each attribute is calculated in fall. Accordingly, relationship with other attribute of
each attribute is determined. So, it is determined the most commonly using attri-
bute. Probability of each attribute is given as follow:

p ai\fallð Þ= Count ai, fallð Þ
Count aall, fallð Þ ð8Þ

For our example, if it is calculated to probability of each attribute:

pða1\fallÞ= Countða1, fallÞ
Countðaall, fallÞ =

5
13

pða2\fallÞ= Countða2, fallÞ
Countðaall, fallÞ =

4
13

pða3\fallÞ= Countða3, fallÞ
Countðaall, fallÞ =

4
13

Table 2 Discernibility
matrix

X1 X2 X3 X4 X5

X1 λ a2 a1, a3 a2 a1, a2, a3
X2 λ λ a3 a1, a2 a1, a2
X3 a1 a2 λ λ a1, a2
X4 a2 a1, a2, a3 a3 λ a1, a2
X5 a2, a3 a2 a3 a2 λ
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Hereafter step is to select an attribute that is to be the highest probability attribute
in fall. For our example, the highest probability attribute is a1. Latter step is
determined the highest probability value of attribute for the highest probability
attribute pðvi ̸vallÞ, where vi is any value and vall is all values in highest probability
attribute. In our example, since for attribute a1 probability of value 1 and 2 are
equal, any one of these values is chosen randomly. We selects value 2 for this
example. Missing value fills with value the highest probability value in attribute
where the missing values corresponding to attribute value that selected the highest
probability value of attribute for the highest probability attribute. In example, there
are three missing value in for mðX5, a1Þ, mðX2, a2Þ and mðX3, a3Þ. Accordingly,
mðX5, a1Þ=2 (in here, since probability of value 1 and 2 are equal, this value are
chosen randomly.), mðX2, a2Þ=1 and mðX3, a3Þ=2 is to be. Completed table is
given (Table 3).

3.1 Experimental Results

In this section we quantitatively evaluate the performance of the proposed method.
In experiments used dataset have been taken from the website of UCI Machine
Learning Repository (https://archive.ics.uci.edu/ml/datasets.html). It is chosen two
dataset as Bands and Horse Collic datasets (See Table 4).

In this paper, it is practiced to classification that an ordered set of related cat-
egories used to group data according to its similarities. To do this, it is used some
classification methods in a program called WEKA. There are several criterions for
the evaluation of a classification method. In this paper, accuracy, f-score
(f-measure) and mean absolute error (MAE) criterions have been used. In here, it
is make two test. First when datasets are empty, this criterions is evaluated. Second
after filling data sets with proposed method, criterions is evaluated. Performance of
classifiers also are illustrated in Tables 5, 6, 7 and 8.

Table 3 Completed decision table

U/A a1 a2 a3 d

X1 1 1 1 1
X2 2 1 2 2
X3 1 2 2 3
X4 2 1 2 3
X5 2 1 1 3

Table 4 Using datasets

Name Attributes Examples Classes Percentage of missing values (%)

Bands 19 539 2 32.28
Horse collic 27 368 2 46.67
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Analyzing results given all table, we see that proposed method improves per-
formances of classifiers on both Bands and Horse dataset. We also can say that
proposed method improves performances of classifiers for all three criteria.

4 Conclusions and Future Work

Missing value is important problem in data mining. It can affect the performance of
methods that is used to data analysis in data mining. To solve this problem or effect
reduce improves the performance of this methods. In this paper, we propose novel

Table 5 Performance of
classifiers for incomplete
bands dataset

Classifier Accuracy (%) f-score MAE

Naïve Bayes 61.4100 0.6100 0.4080
IBk 62.8942 0.6210 0.3717
PART 64.9351 0.6510 0.3766
J48 67.7180 0.6750 0.3587
RandomForst 71.7996 0.7190 0.3889

Table 6 Performance of
classifiers for complete bands
dataset

Classifier Accuracy (%) f-score MAE

Naïve Bayes 63.4508 0.6360 0.3909
IBk 71.4286 0.7150 0.2867
PART 69.9443 0.6820 0.3377
J48 70.3154 0.7010 0.3253

RandomForst 76.6234 0.7610 0.3512

Table 7 Performance of
classifiers for incomplete
horse dataset

Classifier Accuracy (%) f-score MAE

Naïve Bayes 64.6667 0.6520 0.3530
IBk 47.6667 0.4620 0.5231
PART 71.3333 0.7120 0.3356
J48 68.3333 0.6780 0.3418
RandomForst 72.6667 0.6750 0.3315

Table 8 Performance of
classifiers for complete horse
dataset

Classifier Accuracy (%) f-score MAE

Naïve Bayes 69.6667 0.7060 0.3053
IBk 67.3333 0.6700 0.3281
PART 83.6667 0.8340 0.1736
J48 83.3333 0.8300 0.1978

RandomForst 83.6667 0.8260 0.2660
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method for filling dataset including missing value. We show the performance of
proposed method on two dataset. The experimental results say that after dataset
filling with proposed method, it has been observed improvement the performance of
used classifiers for accuracy, f-score and MAE. For example, proposed method has
been provided improvement about 5–6% on Bands dataset and about 8–9% on
Horse dataset for accuracy. As future work will be made to improve proposed
method.
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A Hierarchy-Aware Approach
to the Multiaspect Text Categorization
Problem

Sławomir Zadrożny, Janusz Kacprzyk and Marek Gajewski

Abstract We advance our work on a special text categorization problem, the mul-

tiaspect text categorization, introduced in our previous works. In general case, it

assumes a hierarchy of categories, and documents are assigned to leaves of a category

but within categories documents are further structured into sequences of documents,

referred to as cases. This is much more complex than the classic text categorization.

Previously, we proposed a number of approaches to deal the above problem but we

took into account to a limited extent hierarchies occurring in the definition of the

problem. Here, we we start with one of our best approaches proposed so far and

extend it by assuming that categories are arranged into a hierarchy, and that there is

a hierarchical relation between a category and its offspring cases.

1 Introduction

We address an extended version of the classic, very relevant text categorization
(TC) [1, 2] problem, an example of multiclass classification with documents to be

assigned to one of some predefined classes/categories. In our previous work [3–10]

we introduced the multiaspect text categorization (MTC), a novel problem that adds

another dimension to the classic TC problem.

An intuitive example may be: a document concerning a citizen’s application for

a driving license is submitted to a system. It is assigned (by a clerc, for now) to,

e.g., the category of “Social and civic cases”, and then to, e.g., its subcategory of

“transportation”, etc. arriving finally at a specialized descendant subcategory, at the

bottom of the hierarchy, “Documentation of a vehicle registration”. Within this the

document has to be classified to a specific case, i.e., a sequence of documents related
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to an appropriate business process instance. This sequence can exist when, e.g., the

submitted document is an office request for an extra document which is then put at the

end of a specific person’s driving license application case. However, the document

in question may be an original application of a citizen for the license so that a new

case should be formed initiated by his/her application.

The above task is surely non-trivial and is usually dealt with manually, which is

costly and time consuming, and our aim is to develop a system automatically gen-

erating an advice concerning the proper classification of documents. In MTC, there

is a hierarchy of categories and documents are classified only to its lowest level,

i.e., to categories represented by leaves of a hierarchy tree; this can be done using a

standard text categorization techniques [1], possibly with a hierarchy of categories

[2, 11, 12]. However, in MTC documents are to be classified within a category to

a sequence of documents concerning some business process. Thus, the essence of

belongingness of a document to a sequence, referred to as a a case, is different. The

list of cases is not known in advance and it has to be decided if the document should

be assigned to an existing case or to launch a new case.

So far, we proposed new solutions to MTC for a flat structure of categories. Here,

we extend our approach based on a degree of fuzzy sets subsethood used for the

assignment of documents to cases [5], adding information on the hierarchy of cate-

gories, inspired by [13, 14], and also [2, 11, 12].

2 A Formal Problem Statement

We introduced the multiaspect text categorization (MTC) in [15]. Basically, docu-

ments result from various business processes and form a collection D = {d1,… , dn}.

Each document is assigned to exactly one category c ∈ C = {c1,… , cm} which cor-

responds to the set of leaves of a hierarchy H that is, in general, a tree with nodes of

varying degrees. Within categories documents are further organized into sequences

referred to as cases. Hence, each document d belongs to exactly one sequence 𝜎, and

the set of all sequences is Σ = {𝜎1,… , 𝜎p}. Each (leaf) category can comprise any

number of cases.

The essence of MTC is the classification of a newly arriving document d∗ both to

an appropriate category c ∈ C and to an appropriate sequence 𝜎 ∈ Σ. The first task

may be solved by one of many supervised TC methods [1]. On the other hand, the

classification of a document to a sequence is more challenging as sequences in Σ may

be short. Also, a newly arrived document d∗ may not belong to any existing sequence

and a new sequence should be established initiated with d. As to related problems,

the Topic Detection and Tracking (TDT) [16] may be mentioned, cf. our [7].
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3 A Subsethood Measure Based Solution and its Extension

In [5] we proposed a compact representation of documents, adopted also here, based

on keywords and the tf × IDF, i.e., a classic vector space model weighting scheme.

Each document d ∈ D is initially represented by a vector d = [w1,… ,wM] in the

space of keywords from a vocabulary T = {ti}i∈{1,…,M}. The coordinates of the par-

ticular wd
i ’s in d are computed as functions of the number of occurrences of a given

keyword tj in d, denoted as freq(d, ti), and of the number of documents in D in which

tj occurs at least once, denoted as nti . Thus, the the weight wd
i of ti ∈ T in d ∈ D is

wd
i = freq(d, ti) × log

nti
N

where N is the number of documents in D.

The wd
i ’s are computed for all ti ∈ T’s but each document is represented only

with K keywords with the highest weights; here K = 5 [5]. The representation of a

document is thus: d → [wd
t1
,… ,wd

tN
] → [wd

tk1
,… ,wd

tkK
] where T = {t1,… , tN} is the

set of all keywords used to index documents in the collection, wti are their weights

computed for d and k1,… , kK are indexes such that wtk1
≥ wtk2

≥ ⋯ ≥ wtkK
.

The cases are sequences of documents and are represented by the concatenation

of vectors. Formally, a case 𝜎 =< ds1 ,… , dsl > is represented as:

𝜎 → [w
ds1
tk1
,… ,w

ds1
tkK
,… ,w

dsl
tk1
,… ,w

dsl
tkK
] (1)

Now, when a document d∗ → [wd∗
tk1
,… ,wd∗

tkK
] is matched against the case 𝜎 rep-

resented by (1), then only the keywords in the representation of d∗ are taken into

account. As for a given ti there may be many documents in the case 𝜎 having this

keyword, a decision on if and how they are aggregated to get one weight of ti for

𝜎 with respect to d∗ is necessary. We assume that this weight is the weight of ti in

the most recent document in 𝜎. If ti does not appear in the representation of any

document from 𝜎, then this weight is equal 0.

Formally, when a case 𝜎 is matched against a document d∗, then 𝜎—for this

matching—is represented as 𝜎 → [w𝜎

tk1
,… ,w𝜎

tkK
] where wtki

refers to the weight of

the i-th keyword in the representation of d∗, i ∈ [1, K] and is computed as follows:

wtki
=

{
0 if tkl does not occur in any document of 𝜎
w
dsm
tkj

otherwise
(2)

where tkj = tki and m ∈ [1, l] is the largest m such that tki occurs in the representation

of dsm .

Based on the training documents, the categories are represented as: for each (leaf)

category c ∈ C the mean vector of all vectors representing documents in c is c →
[wc

t1
,… ,wc

tMc
] where wc

ti
=

∑
d∈c wd

ti|d∈c| and d ∈ c denotes documents assigned to c while| ⋅ | denotes the set cardinality. Thus, if a ti is not in the representation of a d, then
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wd
ti
= 0. The number Mc of keywords in the representation of c is therefore from

[K,N].
The essence of our approach to solve the MTC [5] is to use a weighted sum of the

similarities of a document to a given case and to the category it belongs to. Since the

representations of both categories and cases may be treated as fuzzy sets in the space

of keywords, both similarities may be defined in terms of the fuzzy sets subsethoods.

For a document to be classified, d∗, and each case 𝜎, which belongs to c ∈ C, the

two similarity degrees are computed denoted, respectively, as:

sim(d∗, 𝜎) (3)

sim(d∗, c) (4)

So, we compute the similarity of a new document d∗ to all ongoing cases 𝜎 and

choose the most similar (least dissimilar) case. The overall similarity of a d∗ to a 𝜎

is the weighted sum of two similarity measures:

wseqsim(d∗, 𝜎) + wcatsim(d∗, c) (5)

the first one related to 𝜎 itself, and the second to the category to which 𝜎 belongs.

Clearly [5]: (1) appropriate (dis)similarity measures, and (2) weights controlling the

influence of the similarity to a particular case and a particular category, should be

chosen.

In Sect. 3.1 we propose an extension of the generic algorithm which makes use

of the information concerning the hierarchical relations: between the categories in

the hierarchy and between the categories and the cases. In Sect. 3.2 we discuss some

fuzzy subsethood measures used in [5] and extend them to include the above hierar-

chy related information.

3.1 Information Extracted from the Hierarchy of Categories

The essence of the extension of our algorithm [5] given here is that, first, we consider

a hierarchy (tree) H of categories C and assign documents to the lowest level cate-

gories only, and due to [5] the decision on assigning a d to a category is partly based

on whether the fuzzy set of keywords representing d∗ is the subset of that represent-

ing the categories ck ∈ C. Moreover, the keywords shared by all categories having

the same parent in the hierarchy are assumed as less meaningful. Thus, for sibling

leaves ofH we find an intersection of their fuzzy sets of keywords. Assuming two leaf

categories ck1 and ck2 which are the only children of a higher level category ck ∈ C,

and treating representations of categories ck1 and ck2 as fuzzy sets, their intersection

is:

ck1 ∩ ck2 → [min(wck1
t1 ,wck2

t1 ),… ,min(wck1
tM ,wck2

tM )] (6)
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where, as previously, if a ti does not appear in the representation of cl, then wcl
ti = 0,

where l ∈ {k1, k2}; M belongs therefore to [0,min(Mk1,Mk2)], where Mk1 and Mk2
correspond to MC, i.e., are the numbers of keywords in the representations of the

categories ck1 and ck2, respectively.

The higher the degree of a ti in (6) the less important the its role in distinguishing

between ck1 and ck2, i.e. its lower influence. In general, the importance weight I of

keywords ti ∈ T taken into account for computing the match between a d∗ and a ckl
whose parent in H is a category ck, ckl ⊆ ck, is:

I(ti) = 1 − (
⋂
ckl⊆ck

ckl )(ti) (7)

where I is interpreted as a fuzzy set in T .

3.1.1 Identifying Keywords Shared by Cases Belonging to a Category

Now, we consider how to measure the similarity of a document to be classified d∗
w.r.t. the particular cases 𝜎. One should expect that not all keywords are equally

important as the keywords which are common to many cases within the same cat-

egory may be expected to be less useful in making a decision as to which case to

assign d∗. That is, a keyword ti is deemed less important from the perspective of the

cases belonging to category c, the higher the truth value of:

Keyword ti occurs inmost of the cases 𝜎j ∈ Σc

belonging to a category c

what may be formally denoted as:

Q𝜎′
j s are Oij

where Q is a linguistic quantifier with the membership function 𝜇Q(y) = y and Oij
represents the property that the keyword ti occurs in the representation of the case 𝜎j
with a non-zero weight. The linguistic quantifier Q may be replaced by another one,

e.g., “most”.

Thus, in general, the importance weight I of keywords ti ∈ T in the matching

between a d∗ and a 𝜎 from a c ∈ C is:

I(ti) = 1 − Q
𝜎j∈Σc

𝜎j(ti) (8)

where I is a fuzzy set in T , Σc is the set of all cases belonging to c, 𝜎j(ti) is a crisp

predicate stating that a ti occurs in the representation of the case 𝜎j with a non-zero

weight; as previously, A(⋅) is the membership function of A.
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Table 1 Subsethood measures considered in the paper (in the second and third row the implica-

tion/conjunction operators involved are shown)

No. Name General formula Detailed formula

1. Kosko’s subsethood

measure

|A∩B||A| sub1(A,B) =∑
i min(A(xi),B(xi))∑

i A(xi)

2. Implication based

(Reichenbach/product)

∀xA(x) → B(x) sub2(A,B) =∏
i(A(xi) + A(xi)B(xi))

3. Implication based

(Łukasiewicz/mean)

Q
avg

xA(x)→B(x) sub3(A,B) =∑
i min(A(xi)+B(xi),1)

5

The lower the degree of a keyword ti in (8) the less important its role in distin-

guishing between the cases belonging to a given category c, and while computing

the similarity degree (3) these keywords should have a lesser influence. In Sect. 3.2

we discuss in a detail how to do this via an appropriate modification of the formulas

shown in Table 1.

3.2 Subsethood Measures and Their Hierarchy-Aware
Extensions

In [5] we considered 5 types of fuzzy sets subsethood measures, and here we chose

the two most promising ones, from a theoretical and computational viewpoints. The

measures used are shown in Table 1. In Table 1 A corresponds to a fuzzy set rep-

resenting d∗ and B corresponds to a fuzzy set representing a case 𝜎 or a category

c profile, depending on which similarity index (3) or (4) is to be computed; only 5

keywords with the highest weights are used (cf. Sect. 3) to represent a document and

then cases and categories. Thus, in all formulas in Table 1 both fuzzy sets A and B
are defined over the same space of 5 keywords representing the document, i.e., the

set A. The following notation is used in Table 1:

∙ A(x)—the complement to 1 of the membership degree of x to A, i.e., A(x) = 1 −
A(x),

∙ |A|—the ΣCount cardinality of the fuzzy set, i.e., |A| = ∑
i A(xi),

∙ Q
avg

—Zadeh’s linguistic quantifier [17], 𝜇Q
avg

(x) = x.

The first subsethood measure in Table 1 was proposed by Kosko [18] and is inter-

preted as the truth degree of a linguistically quantified proposition [17]: “QavgAx′s
are B”.

The remaining two measures of subsethood are examples of a “fuzzification” of

the classical definition stating that A is a subset of B if: “∀x x ∈ A → x ∈ B”. The

two versions in rows 2–3 of Table 1 differ w.r.t. different implications and different

types of aggregation to model “∀”. Hence, in Table 1 we have:
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∙ in row 2: the Reichenbach implication is used, i.e., a → b = 1 − a + ab, and “∀”

is modeled via the algebraic product (t-norm),

∙ in row 3: the Łukasiewicz implication is used, i.e., a → b = 1 − a + b and “∀” is

interpreted as the arithmetic mean; this is also known also as Goguen’s inclusion

grade [19].

Now the problem is how to include the information extracted from the hierarchy

of categories, given as some extra importance weights of the keywords, cf. Sect. 3.1,

in the formulas for the particular three indexes in Table 1.

3.2.1 Kosko’s Subsethood Index sub𝟏

The inclusion of importance degrees is here quite simple thanks to the interpretation

of this index. Namely, if the importance of keywords is given as a fuzzy set I in

the space of all keywords, then to account for I using to Zadeh’s [17] calculus of

linguistically quantified propositions, we should write:

Q(A ∧ I)x′s are B (9)

Thus, the formula from Table 1, for the degree of subsethood of A in B w.r.t. I impor-

tant keywords, becomes:

subI1(A,B) =
∑

i min(A(xi), I(xi),B(xi))∑
i min(A(xi), I(xi))

(10)

In a rare case when the denominator of (10) becomes 0 the value of the index is

assumed to be 0.5 to represent a lack of information as to the subsethood of A in B
when all keywords are not important.

Another possible approach to extend Kosko’s subsethood measure with the impor-

tance weights is to interpret this index in terms of the conditional probability of

a fuzzy event, here assumed in Zadeh’s [20], i.e. P(A) =
∑n

i=1 A(xi)p(xi), where A
is a fuzzy set defined in some space X = {xi}i=1,…,n, A(⋅) is its membership func-

tion and p is a probability distribution over X, i.e., p ∶ X → [0, 1],
∑n

i=1 p(xi) = 1.

Then, assuming for simplicity the uniform probability distribution p over X, i.e.,

∀xi ∈ X p(xi) =
1
n
, we have the conditional probability of the fuzzy event B, con-

ditioned on A, P(B|A) as:

P(B|A) = P(A ∩ B)
P(A)

=
∑n

i=1 min(A(xi),B(xi))
1
n∑n

i=1 A(xi)
1
n

(11)

and, thus:

P(B|A) = ∑n
i=1 min(A(xi),B(xi))∑n

i=1 A(xi)
= sub1(A,B) (12)
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where sub1(A,B) is Kosko’s subsethood measure (cf. Table 1).

We can now normalize the importance weights I(⋅) to obtain Inorm(⋅):

Inorm(xi) =
I(xi)∑n
i=1 I(xi)

and then use them as probability distribution to model Kosko’s subsethood measure

with importance weights:

subI21 (A,B) =
∑n

i=1 min(A(xi),B(xi))Inorm(xi)∑n
i=1 A(xi)Inorm(xi)

(13)

3.2.2 Reichenbach’s Implication with the Algebraic Product Based
Index sub𝟐

The implication based indexes may be seen as the conjunction of the implications

involving particular keywords, i.e., those used to represent the documents, cases and

categories. The conjunction corresponds here to the general quantifier ∀ and is rep-

resented by the algebraic product (or the product t-norm). Thus, with the importance

weights of the keywords, we obtain the weighted conjunction of elements (x1,… , xn)
with assigned weights (w1,… ,wn) denoted as T((w1, x1),… , (wn, xn)). For the prod-

uct t-norm the weighted conjunction may be defined as (cf., e.g., [21]):

T((w1, x1),… , (wn, xn)) =
∏
i
xwi
i (14)

Based on (14) we employ the following version of the subsethood index sub2
extended with importance weight, with I(xi) = wi:

subI2(A,B) =
∏
i
(A(xi)+A(xi)B(xi))I(xi) (15)

However, the interpretation of the importance weights from the perspective of a

conjunction operator and our particular case of documents classification is different.

Namely, in the former case, (14) properly limits the influence of the less important

elements on the result of the conjunction as the arguments xi with the lowest val-

ues most strongly influence the result of the product. If some of them are of a low

importance wi < 1, then taking the power as in xwi
i effectively raises their values and

reduces their influence, cf. particularly the case of wi = 0 which leads to xwi
i = 1

which is a neutral element of the product (and of any t-norm). On the other hand,

for our purposes, as explained in Sect. 3.2, the computation of a subsethood index—

with its final step being the weighted conjunction represented by the product—is

carried out for a given d∗ and each category and case considered, and then their com-

bined results should be compared. Thus, we would wish less important keywords
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essentially neither decrease nor increase the result of the weighted conjunction.

Formula (14) secures only the former and, again, in the extreme case when wi = 0,

xwi
i is lifted to 1 even for a very small xi which may negatively influence the compar-

ison mentioned above.

Thus, we propose to use of a number of possible formulas to account for the

varying importance of the keywords:

(1) (15), i.e., increasing the value of the index for less important keywords;

(2) its modification based on a revised version of (14):

T((w1, x1),… , (wn, xn)) =
∏
i
x2−wi
i (16)

reducing the value of the index w.r.t. less important keywords. Based on the

above we employ the following subsethood index with importances, where

I(xi) = wi:

subI22 (A,B) =
∏
i
(A(xi)+A(xi)B(xi))2−I(xi) (17)

3) a combination of the above based on the following formula for the product based

weighted conjunction with importances:

T((w1, x1),… , (wn, xn)) =

=
∏
i
xxi(2−wi)+(1−xi)wi
i =

∏
i
x2xi+wi
i (18)

which leads to:

subI32 (A,B) =

=
∏
i
(A(xi) + A(xi)B(xi))xi(2−I(xi))+(1−xi)I(xi) (19)

where, as above, I(xi) = wi. For xi’s of high values and low importance their

value is reduced while for xi’s of low values and low importance their values are

increased, all that to reduce the influence of the low importance keywords on

the final result of the matching.

Notice that we expect only a few keywords to be identified as shared by a group

of sibling category leaves in H or by the cases from the same category, using one of

the methods from Sect. 3.1, and they will get reduced importance weights. All the

remaining keywords will get the importance weight equal 1 so that their influence

on the result of the matching will be left intact.
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3.2.3 Łukasiewicz’ Implication and the t-norm Based Subsethood
Index sub𝟑

Here, similarly as for subI1, we include the importance in the calculus of linguisti-

cally quantified propositions and interpret the mean operator vi the unitary linguistic

quantifier Qavg given by 𝜇Qavg
(y) = y for y ∈ [0, 1]. Then, with the importance of key-

words as a fuzzy set I in the space of all keywords and using (9), we obtain:

subI3(A,B) =
∑

i min(A(xi) + B(xi), 1, I(xi))∑
i I(xi)

(20)

In a rare case when the denominator of (20) becomes 0 the value of the index is

assumed to be 0.5 is meant to represent a lack of information as to the subsethood

of A in B when all keywords are not important.

4 Computational Experiments

The dataset used is much larger than in our previous paper [5] though derived from

the same ACL Anthology Reference Corpus (ACL ARC) [22] of selected scientific

papers on computational linguistics. Each paper is explicitly divided into sections

and we treat a whole paper as a case (sequence of documents) 𝜎 and its sections as

the documents. We use 664 papers, i.e. we have 664 cases which comprise in total

6884 documents. First, however, the papers are grouped via a hierarchical clustering

algorithm using the standard hclust function of the R platform with the default

settings, into 6 clusters then treated as categories C of the documents. The hierarchy

H has three levels: the 6 leaf categories form the first one, the pairs of categories 1

and 4, 2 and 3, 5 and 6 form three nodes of the second level and, finally, there is a

root node of H on the third level. The hierarchy H is derived by an analysis of the

overlap of the leaf categories in terms of the weights of keywords in their profile.

In each experiment we randomly select 40 cases as ongoing cases (cf. Sect. 3),

then randomly select a cut-off position in each of the ongoing cases and all the doc-

uments located at that position and beyond are removed and may be later used as the

testing documents (in the currently reported experiments we use as test documents

only the documents located at the cut-off points). All the remaining documents from

the ongoing cases and all closed cases are used as the training documents. The R

platform [23] was used, specifically the tm package [24] and some specific scripts

were used.

We carried out a series of 100 experiments. We tested all combinations of 15 sub-

sethood measures including: (a) 3 original measures sub1, sub2 and sub3 presented

in Table 1, (b) two variants of the first measure listed in Table 1, subI1 and subI21 for

each form of the importance I as defined by (7) and (8), thus giving rise to 4 Kosko’s

subsethood measures with importances, (c) three variants of the second measure
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listed in Table 1, subI2, subI22 and subI32 for each form of the importance I as defined

by (7) and (8), thus giving rise to 6 Reichenbach’s implication with product t-norm

based subsethood measures with importances, and (d) a variant of the third measure

listed in Table 1, denoted subI3, for each form of the importance I as defined by (7)

and (8), thus giving rise to 2 Łukasiewicz’ implication and t-norm based subsethood

measures with importances.

Now, we denote the subsethood measures referring to the importance defined

w.r.t. the sibling cases, i.e., according to (8), with the superscript 1 at I, e.g., subI
1
2
1

and those referring to the importance defined w.r.t. the sibling categories, i.e., accord-

ing to (7), with the superscript 2 at I, e.g., subI
2
2
1 . The weights wseq and wcat (5) are

assumed equal which turned out to be a good choice, cf. [5].

The experiments were meant to identify the best combinations of the subsethood

measures taking into account (cf. our previous work [5]): (a) the number of docu-

ments properly classified to their cases, (b) the number of documents for which their

actual case is the second best according to our algorithm, (c) the number of docu-

ments for which their actual case is the third best according to our algorithm, and

(d) the number of documents classified to a proper category; with the first as the

most important as it directly corresponds to the classical measure of the accuracy of

classification.

The best mean accuracy, equal 59%, over all 100 runs have been obtained for the

pairs of subsethood measures (sub3, subI11 ) and (subI13 , subI11 ). For the same pairs the

best assignment of the category took place—the best mean accuracy here amounts to

82%. The best single experiments, with the accuracy of the assignment of cases equal

80%, has been obtained for a number of the combination of the subsethood measures

but only the measures from the first and the third families were involved for the

matching of documents against cases. Concerning the assignment of the categories,

the best individual run has been characterized by the accuracy of 98% and the use

of only the subsethood measures of the first two families for matching documents

against cases and mostly the measures of the first family for matching documents

against categories.

Table 2 is meant to support the analysis of the advantages brought by the use of

the extra information based on hierarchical relations between categories and cases, as

advocated in we present the analysis . There is a row for each of 9 combinations of the

original subsethood measures listed in Table 1. The columns contain the following

information: (a) columns 1 and 2 present the names of the original subsethood mea-

sures used to compute sim(d∗, 𝜎) and sim(d∗, c), respectively; (b) column 3 shows

the mean accuracy of the combination identified in columns 1–2; (c) columns 4 and

5 show the best, importance based, replacements for the measures shown in columns

1 and 2, i.e., a measure named in columns 4 is an extension of the measure named in

column 1 obtained with an account for the importance of keywords, and similarly a

measure in column 5; there are usually several replacements of the equal quality and

they are all displayed in subsequent subrows of the table; and (d) column 6 shows

the mean accuracy of the combination identified in columns 4–5.
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Table 2 The performance of the extended versions of the subsethood measures compared to their

original forms

Sub4Seq Sub4Cat Mean

accuracy

Sub4Seq

w/imp

Sub4Cat

w/imp

Mean

accuracy

sub1 sub1 23.33 sub1 subI11 23.54
sub1 sub2 22.54 subI11 sub2 22.64

subI11 subI12
subI11 subI

1
2
2

sub1 sub3 22.78 subI11 subI23 22.85

sub2 sub1 23.25 sub2 subI11 23.26

subI12 subI11
subI

1
2
2 subI11

sub2 sub2 23.15 subI
2
3
2 subI22 23.19

sub2 sub3 23.29 sub2 sub3 23.29

sub2 subI13
sub2 subI23
subI12 sub3
subI12 subI13
subI12 subI23
subI

1
2
2 sub3

subI
1
2
2 subI13

subI
1
2
2 subI23

sub3 sub1 23.60 sub3 subI11 23.65

subI13 subI11
sub3 sub2 23.19 sub3 sub2 23.19

sub3 subI12
sub3 subI

1
2
2

subI13 sub2
subI13 subI12
subI13 subI

1
2
2

sub3 sub3 23.33 sub3 sub3 23.33

sub3 subI13
subI13 sub3
subI13 subI13

The results shown in Table 2 indicate that in many cases the inclusion of the

extra information has helped to obtain slightly better results. However, only in one

case, illustrated by the first row of Table 2, the improvement is statistically signifi-

cant using the Wilcoxon test. On the other hand, as mentioned earlier, the extended

subsethood measures were always a part of the best solutions in the experiments we

report.
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5 Conclusion

In our previous works we proposed the concept of the multiaspect text categorization

(MTC), and here we considerably extended it by using subsethood measures of fuzzy

sets enhanced with information pertaining to the hierarchical relations between the

categories and cases. The proposed extension proves to be promising.
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Adaptive Neuro-Fuzzy Inference System
for Classification of Texts

Aida-zade Kamil, Samir Rustamov, Mark A. Clements
and Elshan Mustafayev

Abstract In this work, we applied Adaptive Neuro-Fuzzy Inference System to
three different classification problems: (1) sentence-level subjectivity detection,
(2) sentiment analysis of texts, and (3) detecting user intention in natural language
call routing system. We used English dataset for the first and second problems, but
Azerbaijani dataset for the third problem based on same features. Our feature
extraction algorithm calculates a feature vector based on the statistical occurrences
of words in a corpus without any lexical knowledge.

1 Introduction

Sentiment analysis, which attempts to identify and analyze opinions and emotions,
has become a popular research topic in recent years. The main goal of sentiment
analysis is to understand subjective information such as opinions, attitudes, and
feelings. Basical research has focused on two subproblems for sentimental analysis:
detecting whether a segment of text, either a whole document or a sentence, is
subjective or objective, and detecting the overall polarity of the text, i.e., positive or
negative.

Call routing is the task of directing callers to the right place in the call center,
which could be either the appropriate live agent or an automated service.
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Call centers typically employ a complex hierarchy of touch-tone or speech-enabled
menus to provide self-service using Interactive Voice Response (IVR) which
enables skills-based routing. A touch-tone menu implements call routing by having
a caller select from a list of options using a touch-tone keypad. If there are more
than a few routing destinations, several touch-tone menus are arranged in hierar-
chical layers. Natural language call routing (NLCR) lets callers describe the reason
for their calls in their own words, instead of presenting them with a closed list of
menu options. NLCR directs more callers to the right place, thus saving both caller
and agent time.

In recent years, several different supervised and unsupervised learning algo-
rithms were investigated for classification of texts. There are machine learning
algorithms, such as Naive Bayes (NB), Maximum Entropy (ME), Support Vector
Machines (SVM), and unsupervised learning.

Pang, Lee and Vaithyanathan Pang (2002) employed SVM, NB and ME clas-
sifiers using a diverse set of features, such as unigrams, bigrams, binary and with or
without part-of-speech labels. They concluded that the SVM classifier with binary
unigram based features produces the best results [1].

Prabowo and Thelwall (2009) proposed a hybrid classification process by
combining, in sequence, several rule-based classifiers with a SVM classifier. Their
experiments showed that combining multiple classifiers can result in better effec-
tiveness than any individual classifier, especially when sufficient training data is not
available [2].

Yulan He (2010) proposed subjLDA for sentence-level subjectivity detection by
modifying the latent Dirichlet allocation (LDA) model through adding an additional
layer to model sentence-level subjectivity labels [3].

Rustamov et al. (2013) applied hybrid Neuro-Fuzzy and HMMs to document
level sentiment analysis and sentence level subjectivity analysis of movie reviews
[4–8].

The vector-based information retrieval technique was applied for determination
of user intention in NLCR. In the vector-based technique, for every topic in the
training corpus, queries are represented as vectors of features representing the
frequencies of terms that occur within them. Then a distance is computed between
the query vector and each topic vector. The topic that is the closest to the query is
chosen by the classifier [9].

A Markov Decision Process (MPD) framework is applied for the design of a
dialogue agent. The basic assumption in MPDs is that the current state and action of
the system determine the next state of the system (Markov property). Partially
Observable MPDs have been demonstrated that are proper candidates for modeling
dialogue agents [10].

Boosting is an iterative method for improving the accuracy of any given learning
algorithm. Its basic idea is to build a highly accurate classifier by combining many
“weak” or “simple” base classifiers. The algorithm operates by learning a weak rule
at each iteration so as to minimize the training error rate [11].

Aidazade et al., applied a Hybrid Fuzzy Control and HMM system for under-
standing user intention in the NLCR problem [12, 13].

64 A. Kamil et al.



In this paper we investigated three type text classification problems by using
Adaptive Neuro-Fuzzy Inference System (ANFIS): sentiment analysis of texts;
sentence-level subjectivity detection, and detecting user intention in natural lan-
guage call routing system. This model can be applied to any language and call
routing domain, i.e. there is no lexical, grammatical, syntactic analysis used in the
understanding process. Our feature extraction algorithm calculates a feature vector
based on statistical occurrences of words in the corpus without any lexical
knowledge.

2 Data Preparation and Feature Extraction

Feature extraction algorithms are a major part of any machine learning method. We
describe a feature extraction algorithm which intuitive, computationally efficient
and does not require additional human annotation or lexical knowledge. This
algorithm consists of two part: pre-processing (data preparation) and calculation of
feature vectors.

2.1 Pre-processing

As mentioned above, we use 3 DataSets: a sentiment polarity dataset 2v.0: 1000
positive and 1000 negative processed movie reviews [Pang/Lee ACL 2004], sub-
jectivity database from the “Rotten Tomatoes” movie reviews (see http://www.cs.
cornell.edu/people/pabo/movie-review-data) and Azerbaijani DataSet for NLCR.

In a machine learning based classification, two sets of documents are required: a
training set and a test set. A training set is used by an automatic classifier to learn
the differentiating characteristics of documents, and a test set is used to validate the
performance of the automatic classifier. We now introduce the data distribution in
the corpus (DataSet). Preliminary steps were taken to remove rating information
from the text files. Thus, if the original review contains several instances of rating
information, potentially given in different forms, those not recognized as valid
ratings remain part of the review text. To build the term list, the following oper-
ations are carried out:

• Combine all files from the corpus and make one text file;
• Convert the text to an array of words;

• Sort the array of words:
A
Z
↓

� �
;

• Code: V = fv1, . . . , vMg, where M—is the number of different words (terms) in
the corpus.
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As our target does not use lexical knowledge, we consider every word as one
code word. In our algorithm we do not combine verbs in different tenses, such as
present and past (“remind” vs “reminded”) nor nouns as singular or plural (“re-
minder” vs “reminders”). We consider them as the different code words. We
divided datasets randomly into 2 parts (training and testing) and made 10 folds.

2.2 Calculation of Feature Vectors

Below, we describe some of the parameters:

• N is the number of classes;
• M is the number of different words (terms) in the corpus;
• R is the number of observed sequences in the training process;
• μi, j describes the association between i-th term (word) and the j-th class

i=1, . . . ,M; j=1, 2, . . . ,N;
• ci, j is the number of times i-th term occurred in the j-th class;
• ti = ∑

j
ci, j denotes the occurrence times of the i-th term in the corpus;

• Frequency of the i-th term in the j-th class

cī, j =
ci, j
ti

;

• Pruned ICF (Inverse-Class Frequency) [5]

ICFi = log2
N
dNi

� �
,

where i is a term, dNi is the number of classes containing the term i, which
cī, j > q, where

q=
1

δ ⋅N
,

the value of δ is found empirically for the corpus investigated.
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3 Application ANFIS for Classification of Texts

The general structure of ANFIS is illustrated in Fig. 1. In response to linguistic
statements, the fuzzy interface block provides an input vector to a multi-layer neural
network. The neural network can be adapted (trained) to yield desired command
outputs or decisions [14].

The membership degree of the terms (μi, j) for appropriate classes can be esti-
mated by experts or can be calculated by analytical formulas. Since a main goal
is to avoid using human annotation or lexical knowledge, we calculated the
membership degree of each term by an analytical formula as follows
i = 1, . . . , M; j = 1, 2, . . . , Nð Þ:

μi, j = cī, j ⋅ ICFi. ð1Þ

3.1 Fuzzification Operations

Maximum membership degree is found with respect to the classes for every term of
the r-th request

μ ̄rs, j = μrs, jS ,

js = arg max
1≤ ν≤N

μri, v, s=1, . . . ,Tr.
ð2Þ

Means of maxima are calculated for all classes:

μ ̄r̄j =

∑
k∈ Zr

j

μ ̄rk, j

Tr
,

Zr
j = i: μ̄ri, j = max

1≤ ν≤N
μri, v

� �
,

j=1, . . . ,N.

ð3Þ

Fig. 1 The structure of
ANFIS
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We use the Center of Gravity Defuzzification (CoGD) method for the defuzzi-
fication operation. The CoGD method avoids the defuzzification ambiguities which
may arise when an output degree of membership comes from more than one crisp
output value.

We used statistical estimation of membership degree of terms by (1) instead of
linguistic statements at the first stage. Then we applied fuzzy operations (2) and (3).
MANN was applied to the output of the fuzzification operation. Outputs of MANN
are taken as indexes of classes appropriate to the requests (Fig. 2). MANN is
trained by the back-propagation algorithm.

For application of ANFIS to the current test, the membership degree of the
words of request are calculated by a fuzzification model in the testing process. By
using of trained neural networks parameter estimated index of class.

We set two boundary conditions for an acceptance decision:

ð1Þ yk̄ ≥Δ1

ð2Þ yk̄ − yp̃ ≥Δ2

where yi is the output vector of MANN and

y ̄k = max
1≤ i≤N

yi, k= arg max
1≤ i≤N

yi

yp̃ = max
1≤ i≤ k− 1; k+1≤ i≤N

yi.

There is shown results of sentimental analysis of movie reviews by ANFIS with
different values of Δ2 and Δ3 in Table 1.

There is shown results of subjectivity detection in movie reviews by ANFIS with
different values of Δ2 and Δ3 in Table 2.

In Table 3 is shown the results of classification of user requests by ANFIS with
different values of Δ2 and Δ3.

Fig. 2 The structure of
MANN in ANFIS
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4 Conclusions

We have described ANFIS classification system structures and applied to three
different classification problems: (1) sentence-level subjectivity detection, (2) sen-
timent analysis of texts, and (3) detecting user intention in natural language call
routing system. A goal of the research was to formulate methods that did not
depend on linguistic knowledge and therefore would be applicable to any language.
An important component of these methods is the feature extraction process. We
focused on analysis of informative features that improve the accuracy of the sys-
tems with no language-specific constraints.

When comparing the current system with others, it is necessary to emphasize
that the use of linguistic knowledge does improve accuracy. Since we do not use
such knowledge, our results should only be compared with other methods having
similar constraints, such as those which use features based on bags of words that are
tested on the same data set. Examples include studies by Pang and Lee and Mar-
tineau and Finin [15, 16]. Pang and Lee report 92% accuracy on sentence-level
subjectivity classification using Naıve Bayes classifiers and 90% accuracy using
SVMs on the same data set. Martineau and Finin (2009) reported 91.26% accuracy
using SVM Difference of TFIDFs. The currently reported results: ANFIS (92.16%)
are similar. It is anticipated that when IF-THEN rules and expert knowledge are
inserted into ANFIS, accuracy will improve to a level commensurate with human
judgment.

Table 1 Results of ANFIS
for classification of movie
reviews

Correct
(%)

Rejection
(%)

Error
(%)

Δ2 = 0.5; Δ3 = 0.5 67 24.6 8.4
Δ2 = 0.1; Δ3 = 0.5 76.35 10.85 12.8
No restriction 83 0 7

Table 2 Average results of
10 folds cross validation
accuracy ANFIS based on
TF ⋅ ICF for subjectivity
detection in movie reviews

Correct
(%)

Rejection
(%)

Error
(%)

Δ2 = 0.8; Δ3 = 0.5 78.66 18.84 2.5
Δ2 = 0.5; Δ3 = 0.5 85.77 8.62 5.61
No restriction 92.16 0.01 7.83

Table 3 Results of ANFIS
for NLCR

Boundary
conditions

Correct
(%)

Rejection
(%)

Error
(%)

No restriction 92 0 8
Δ1 = 0.1; Δ2 = 0.5 88 8 4
Δ1 = 0.3; Δ2 = 0.5 86 10 4
Δ1 = 0.5; Δ2 = 0.5 84 14 2
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Game Approach to Fuzzy Measurement

V. L. Stefanuk

Abstract The game approaches are rather popular in many applications, where a
collective of automata is used. In the present paper such a collective consists in a
group of learning automata characterized with simple number parameters. The
fuzzy measuring implemented as a game which is played sequentially with one
automaton at a time, the result of the game defines next automaton to be played
with. This game provides some measuring system that is very close to the procedure
of collecting statistics in Probability Theory. For measuring of an unknown
membership function a new concept has been introduced called Cognitive Gener-
ator which transforms a fuzzy singleton to ordinary crisp logic value. Considera-
tions on various types of axiomatic approaches shows that the Cognitive Generator,
as well as the Evidence Combination Axiomatic, belongs to one class of axiomatic
theories, which may be used in application directly. The present paper contains also
some programming examples aimed to illustrate our general approach.

1 Introduction

After deep theoretical study of Fuzzy Sets Theory, proposed by Prof. L. A. Zadeh [1],
came the epoch of practical applications of this theory, which turned out to be quite
successful, especially in the area of various Control Systems. Yet, some other
practical questions still exist. The most intriguing question is related to the problem
of understanding what actual decision is taken by a person or a machine when she/he/
it being asked about the value of a phenomenon given with some membership value
for it. It is a question of practical interpretation of fuzzy values. In another words,
how to go from fuzzy membership functions to ordinary values used in the real
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physical world, where one deals with such crisp values as voltage, pressure, mass,
and etc., and where the only uncertainty might be related to the precision of mea-
surements of those values by technical tools and sometimes may be related to
unknown probability of events.

Actually, in application of the Fuzzy Set Theory clever engineers had to work
somehow with the problem of practical interpretation of fuzzy values. One of the
first solution was the use of procedures of fuzzification and defuzzification [2], that
provide the bridge between Fuzzy World and ordinary Physical Phenomena.

In [3] one reads: “The basic structure of Fuzzy approach consists of the fol-
lowing components: (1) Knowledge Base. (2) Fuzzification. (3) Inference Engine.
(4) De-fuzzification”. The authors then propose to use neuro-fuzzy technique to
retrieve the data in faster manner with high speed and better usage of the above
components.

Nevertheless in the paper [4] it is mentioned: “Mamdani type fuzzy controller
with constant center for output classes may not perform satisfactory in all operating
conditions”. The authors also proposed to use neural network technology, which
due to the neuron training will present an adaptive fuzzy controller. In our opinion
this work is going in a right direction, yet the problem of learning was tackled in [4]
outside of the fuzzy part of the system. In some sense their approach as well as
approaches in [5, 6], may be considered as a modification of Mamdani approach.

Also we would like to stress that successful results in publications [4–6] were
achieved for concrete installations, such as Power Control, and there is no general
approach proposed that may be used in different fuzzy systems.

In present paper we continue our research [7–9], which aimed to find a way to
measure fuzzy values using for this purpose learning automata. This line of research
was first proposed in paper [7]. There our goal was formulated, namely to construct
something that is reminiscent of statistics in Probability Theory.

In papers [8, 9] we obtained formulas for finite learning automaton in a fuzzy
environment and explained the idea of measuring fuzzy singletons using this
automaton. The idea was based on some important properties discovered and
proved for such automata.

In order to reach above mentioned general goal the present paper provides five
sections. In the next Sect. 2 we will give a brief survey of some appropriate results
obtained in our previous publications.

In the Sect. 3 considerations will be provided concerning the concept of Cog-
nitive Generator that helps to relate fuzzy values with the ordinary crisp ones. We
will argue that the transformation must leads from a single membership value to one
of two possible crisp values, that roughly speaking, are False and True. In a certain
sense it is some new interpretation of a fuzzy value this time based on use of PRN.

To demonstrate the consistency and realistic of our approach in Sect. 4 there are
some computer programs. These programs are in LISP symbolic language to keep
the programming ideas obvious for reader.
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In the Sect. 5 we put some obviously important considerations for various
theoretical and practical schemes that are being built using various axiomatic
means. We will provide a number of examples of different type of axiomatic tools,
which may be classified either as formal or as constructive versions of axiomatic.

In Sect. 6 (conclusion) we try to visualize our plans for the future research.

2 Some Previous Results

In papers [8, 9] there were obtained formulas for finite learning automata being put
in a fuzzy environment and it was explained how we expect to measure fuzzy
values using those automata after some important properties have been proved for
the automata.

The finite automaton under consideration was proposed by Tsetlin [10]. It is able
to perform two actions, which will be denoted with the symbols 1 and 2. It operates
in discrete time t = 0, 1, …, when it obtains penalties (or rewards) for its actions
performed in each moment t. In the publication [10] the study of this automaton was
performed for the case of random environment, which issues rewards or penalties
for automaton actions with certain probabilities.

In [8, 9] and below it is assumed that each moment of time the finite automaton
obtains either penalty with the membership value λðiÞ, or non-penalty with the
complimentary fuzzy membership value ð1− λðiÞÞ, i=1, 2. The defined environ-
ment is a stationary one, i.e. λð1Þ and λð2Þ do not change with time. The state
transitions of the finite-state automaton are shown in the following figure.

In all the states belonging to the left side in Fig. 1 the automaton performs the
first action (1) and changes its inner states when it obtains the penalty as shown in
the upper graph, or changes its inner states when it obtains the reward as shown in
the bottom graph in Fig. 1. The right side in Fig. 1 shows the inner state transitions
when the automaton performs the second action (2).

Thus the situation here is different from that studied in [10], as presently this
automaton is being put into a fuzzy environment and performs its actions in cor-
respondence with the fuzzy membership values.

It may be shown that the performance of the linear automaton of Fig. 2 is
controlled with a Generalized Markov Chain defined in [11], which might be
referred to as the Markov-Stefanuk chain. It was possible to obtain the final

Fig. 1 Finite-state automaton with linear tactic [10]
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expressions, describing the behavior of the linear automaton, taking into account
also some results from [7].

Indeed, let the memory depth of the automaton shown in Fig. 1 be equal to n. It
means that the automaton has exactly n inner states for each of its actions (1 and 2).
Also it may be seen that the Markov-Stefanuk chain is ergodic one and one may
speak about final membership values.

If Mð1Þ is the final membership value for the first action and Mð2Þ is the final
membership value for the second action, then it was shown in [7] that the following
expressions are valid (in the time limit, when t→∞):

Mð1Þ =1− Π
n

k=1
1− μð1Þ1

1− λð1Þ

λð1Þ

 !k− 1
0
@

1
A ð1Þ

Mð2Þ =1− Π
n

k =1
1− μð1Þ1

λð1Þ

λð2Þ
1− λð2Þ

λð2Þ

 !k− 1
0
@

1
A ð2Þ

In [7] it was also shown that under additional condition

1− λðiÞ

λðiÞ
>1, i=1, 2, ð3Þ

which will not be discussed in current paper, the finite automata of Fig. 1 is able to
learn to perform the optimal action, obtaining eventually the lesser penalty.

When n→∞ one may see from (1), (2) that Mð1Þ → 1, Mð2Þ → 0. It means that
this finite automaton in our fuzzy environment has the important property of
asymptotic optimality [10]. In other words, this automaton lets one to establish for
sure, which of the following relations are true, either λð1Þ > λð2Þ, or λð1Þ < λð2Þ.

3 Cognitive Generator

The membership value is a theoretical concept showing up to what degree corre-
sponding fuzzy value belongs to a set [1]. Our purpose in this chapter is to provide a
means allowing interpret membership function as a crisp value, when it is needed.

For example, consider a point x on the abscises axis and corresponding mem-
bership function value μðxÞ for some fuzzy value x, say graphically represented.
Being requested the Cognitive Generator produces one of two results, corre-
sponding to True or False in the crisp world. In another words, each moment when
the Generator is requested it may produce one of two values depending on μðxÞ. It
might be 1 (True) or 0 (False) in case the Feedback Value [8, 9] for the learning
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automaton in a fuzzy environment, or Emptiness Value, if one is estimating how
empty is the glass of water.

The graphical representation is the most popular in Fuzzy set text books [12].
The scholars usually demonstrate a membership curve, describing the membership
function for each point x, showing the membership value for Feedback or Empti-
ness in this point. Yet, having graphical representation, a person still have to take a
decision on the phenomenon under consideration and say False or True, or, for
mathematical convenience 0 or 1.

Thus the graphical description is not a total description of some fuzzy value, as it
does not show what final decision would be taken with respect to Emptiness or
Feedback. For the final decision one needs some binary Cognitive Generator,
which takes decision formulated somehow in the brain of a person, or which was
produced in some technical device, like our finite learning machine shown in Fig. 2
above.

Trying to built such a generator and make its decisions as close as possible to the
human brain decisions, please note that in practice the result of Cognitive Generator
is not always the same even for the same point x. This fact was observed during
teaching our learning machine Fig. 2 originally intended to work in a probabilistic
environment.

In our research [8, 9] we specially stressed that the probability is not observed
value by itself. One might observe only some statistically collected numbers. Those
old days (1957–1961) people did not know such a science as Fuzzy Set Theory
discovered by Professor Lotfi A. Zadeh in 1965 [1]. As it was mentioned in [7],
myself, being the teacher of the machine in Fig. 2, in fact used some fuzzy con-
siderations for punishments or rewards.

It is important that, though the fuzzy value is not observed either, yet the
parameter μðxÞ is a number that maybe easily stored in the brain as it is. And if the

Fig. 2 Learning machine built in 1957–1961 [17]
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brain holds some Generator that we are looking for in this chapter, it would not be a
problem, what button should be pushed in the machine depicted in Fig. 2.

Now we have to acknowledge that this Cognitive Generator in the brain acts in
parallel with many other processes and hence it works in a very noisy environment.
Yet, it is not the noise as it is considered in Information Theory and it is not a
collection of errors of some kind either. This noise has a logical origin.

We have considered this type of the interferences in our invention of Collective
of Radio Stations [13] that many decades later became known throughout the world as
Mobile or Cellular Communication and found various engineering implementations.
It was shown in [13] that the regular transmission between stations A and B appears
as a noise for any other parties of speakers.

Now continuing our imitation of brain functioning one may conclude that the
logical noise might be produced using some logical device, which is known as Pseudo
Random Number Generator (PRNG). It is important that unlike the probability p the
numbers generated with PRNG are actual ones, i.e. they are observed number.1

All the above considerations were made to convince the reader that for inter-
pretation of certain fuzzy value one needs not only membership function μðxÞ but
also a PRN number r produced with PRN or something similar (see below). It is
important to stress that each moment t, when the Generator obtains a request, it may
produce 1 or 0, and the value of rðtÞ is unpredictable.

Probably this explains why having the same value μðxÞ our Brain returns
decisions that is related to this value but not in a straightforward manner.

One may propose several implementations for such a generator.
The value produced with the binary Cognitive Generator is related to the fuzzy

value μðxÞ as we mentioned above.
One may say for sure that the Cognitive Generator, obtaining GðxðtÞ, μðtÞÞ, may

produce the same quantity for a fuzzy value μðxÞ in the moments t=1, 2, . . . only
in two extreme cases, namely when μðxðtÞÞ=0 or when μðxðtÞÞ=1. In all other
cases the produced quantity might be either 0 or 1, as it depends on the performance
of Cognitive Generator.

For technical implementation of such a Generator the following versions may be
considered:

1. Simple Cognitive Generator: provides 1 if μðxðtÞÞ≥ 0.5 and provides 0
otherwise.

2. Type 2 Cognitive Generator, when a binary function is provided for each
μðxðtÞÞ. This is closely related to the Type 2 fuzzy theory introduced by
L. A. Zadeh. Probably, this function is different for different fuzzy phenomena.

3. Frequency generator. In this case the frequency of generation 1 will be more the
greater is the value of μðxðtÞÞ. Again, exact construction of the frequency
generator depends on application.

1Such Pseudo Random Numbers Generators are used in most of computers to imitate probability.
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4. In the case of our learning automata [8, 9] and in some other technical devices
the Cognitive Generator may be described somehow else. In automata men-
tioned in Chapter 2 an input to the technical device is sent as the result of some
initial generations of λi , i=1.2. Then the membership functions are calculated
following some previous values. It is quite suitable for theoretical studies using
appropriate Markov-Stefanuk chains.

5. In general case the Cognitive Generator might be an arbitrary function f ðμ, zÞ
that produces 0 or 1, provided that f ð1, zÞ=1 and f ð0, zÞ=0. This approach
reminds the axioms that were used in [14] to get an expression for the formula of
combining evidences that turned out to be a T-norm.

In present paper we propose the following expression for the f ðμ, zÞ that we
exhibit as a function in LISP language. This function uses a LISP library function
RANDOM, the latter produces PRN, of course.

We expect that such Cognitive Generator may be better for usage, than the
procedures of fuzzification and de-fuzzification mentioned above.

Besides, the concept of Cognitive Generator promises to help to create Perfectly
Fuzzy Systems (PFS), which avoids above mentioned heuristics, and hence may
improve the performance of various technical systems.

4 Demo Programs

The next program tsetlin describes the behavior of Linear Automaton by
M. L. Tsetlin [10], performing two actions with two membership functions, certain
initial state, and having n inner states for each action. The result of its learning is
obtained after certain number of steps (see examples below).
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An auxiliary function direct uses above function tsetlin:

and the final function reply, used to get the value of unknown lambd1, is the
following one:

Thus, reply shows that unknown membership (0.4) is 0.4.
Also function reply shows that unknown membership (0.65) is equal to 0.6 with

decimal precision.
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The linear tactic automaton in above examples was taken with the depth n=4
and we have been waiting 100 steps for the final decision. (Thus, unknown
membership values are represented within the programs as some sequences of ones
and zeroes during 100 steps, using Cognitive Generator. The learning automaton
decides with the reply function what is the value under measuring.)

5 Axiomatic Systems

Sometimes in axiomatic theories the relation between theory and reality, which is
the area of its application, is broken. Indeed, it is not always clear how to transfer
from the theoretical concepts to their practical counterparts.

Let us consider some examples.

1. Non-deterministic automata, having excellent logical and theoretical consis-
tency does not provide a direct possibility of its use in applied systems and tools.
(Note that in the present paper we used deterministic automatf having deter-
ministic number of actions, states, and state transactions.)

2. Category Theory allows to establish a connection among various CT schemas. It
allows to find some optimal decisions within the frames of the theory, and etc.
However CT creates only conceptual connections among elements, the latter
may not be used directly in practice, giving only some intuitive intellectual hints
for practical solutions, and providing theoretical explanation for decisions using
an analogy with those theoretical schemas that have being built within the
theory [15]. That is why for the theoretical constructions in CT one needs a
process of their interpretation [15].

3. Probability Theory in many cases may be directed applied to practical problems,
which is the result of existence of some limit theorems, which create a bridge
between theory and practice.

4. Fuzzy Sets Theory created by the outstanding research by Prof. Zadeh, has some
properties making it difficult sometimes to apply it directly. Hence, for an
interpretation of fuzzy values there were proposed some procedures of fuzzifi-
cation and de-fuzzification.

Another possibility is our proposal of Cognitive Generator described above in
this paper.

Again remaining strictly within the fuzzy theory one may obtain strict logical
relations connecting one set of membership functions to another [2]. In the present
paper we introduced other ways of interpretation of the concept of fuzziness trying
to solve the problem of measuring fuzzy values [3–7].

For this purpose we made a research of behavior of deterministic learning
automata in fuzzy environment and proved that the automaton is having an
important property of asymptotic optimality that was previously discovered by
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Tsetlin for probabilistic environment [10], and having some other important
behavioral properties that may be used in practice.

Returning to Fuzzy Sets in the frames of axiomatic approach introduced in [1],
while working with the membership functions, it is not easy to “make a decision”.
Yet, it became possible due to the important results on evidence accumulation
obtained in [14], which were in a good agreement with practical axioms for the
evidences, and hence may be directly transferred from theory to practice (and back).
Also a theory of Markov-Stefanuk chains was helpful for the purpose, being
generalization of classic Markovian Chains [11].

The behavior of the learning automata was studied strictly within the Fuzzy Sets
Theory, however the many properties of the results look quite natural and applying
our special way of fuzzy interpretation we obtained a practically valuable result.

5. Quantum Mechanics also should be mentioned among the axiomatic theories
where physicists found interpretations for essential theoretical concepts to find
their correspondence with concrete physical observations. However some new
for the practice concepts were introduced that were absent before the axiomatic
has been created (the uncertainty relation, Planck constant and etc.).

After some time practical physicists got used to the new concepts and accepted
them as an inherent physical properties and observations. In this respect it is worth
to point to the recent publication [16] where Prof. Vladik Kreinovich has pointed to
the deep correspondence between Quantum Theory and another axiomatic theory—
Fuzzy Set Theory.

Mamdani [2] produced one of the possible ways to connect theory with reality at
least in the area of Control Systems.

Another approach related to direct interpretation of membership functions is
proposed in present paper. Within the axiomatic of Fuzzy Sets we have one value –
membership function μðxÞ, showing the grade of belonging x to a Fuzzy Set A.

Speaking on practical use of the value μðxÞ it should be understood that the
actual practical decision, that a person must take, consists in either one of two crisp
values.

Indeed given graphical representation for phenomenon A at each point x the
person has to produce only one of two values True or False: “Whether the person of
age x is young or not”. In this paper we offer a concept of Cognitive Generator to
generate True or False. It gives the corresponding interpretation of μðxÞ applying
the pseudorandom numbers. In Sect. 3 we use a concrete formula for such an
interpretation, understanding that this is not the only possibility.

There are two considerations to support our approach. One is the practical
axiomatic that our formula must satisfy (see above). In addition the results obtained
are quite satisfactory as they open a possibility to measure membership function
with a given precision, finally resolving the problem formulated in sequence of
publications [7–9].
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Yet, we keep for the future some further considerations of the problem of such
generation, realizing that it is quite possible that there is a set of such interpreta-
tions, which may depend upon the Subject Domain in question.

At this point we would like to stress that both the probability of PrðAÞ and the
fuzzy membership μðxÞ are unobserved values, and we feel that this is the main
point that relates Fuzzy Set Theory to Probability Theory. In this respect please see
the careful study of relation of Fuzzy and Probability in the corresponding publi-
cations by Prof. L. A. Zadeh.

In present paper we showed that Cognitive Generator allows us to implement our
central idea of measuring fuzzy value with the help of learning automation, and to
resolve our problem of building an analog for statistics in probability area.

Our approach was called Game Approach as a collection of automata are used
for measuring μðxÞ. The power of this set depends on the precision of measuring.
Note that the Western scientists prefer to call the collective of automata [17] as
Multiagent systems, which is not completely fair as the term collective behavior was
introduced in 1965 in [17], i.e. some two dozens years before the term multiagent
systems was ever mentioned in AI literature.

6 Conclusion

The main point under consideration is that within the frames of axiomatic theory,
allowing to work with membership functions, it is impossible to reach a definite
decision, if a subject comes across with such a necessity. Yet it is natural to propose
that depending on the value μðxÞ human being or machine are taking a decision True
or False. The Cognitive Generator or an interpreter solves this problem usingGPRN.
In the paper we proposed a concrete scheme of such a generator, realizing that it is
not a unique possibly.

In future we plan to establish experimentally, which interoperations are used by
human. Maybe many versions of such interpretation do exist, possibly depending
even on the subject domain. Presently we do not know it.

As it was demonstrated in this paper, having such a Cognitive Generator it was
not difficult to finalize our idea of measuring fuzzy value with the help of learning
automaton [10] and resolve our central idea, formulated in [7–9], of designing some
Fuzzy Set Theory analog of statistics being used in Probability Theory.
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Towards Real-Time Łukasiewicz Fuzzy
Systems

Barnabas Bede and Imre J. Rudas

Abstract Łukasiewicz fuzzy systems are fuzzy systems based on Łukasiewicz

implication and Łukasiewicz t-norm and t-conorm as fuzzy operations. They are

deeply rooted in classical logic while being fuzzy systems, so they establish a con-

nection between classical logic and fuzzy logic. Łukasiewicz fuzzy systems with

Center of Gravity defuzzification have been shown to have good approximation prop-

erties, however Center of Gravity defuzzification makes them to be computationally

not very efficient. In the present paper we develop a real-time Łukasiewicz fuzzy sys-

tem, using the Mean of Maxima defuzzification. This defuzzification will be directly

computable for Łukasiewicz systems with certain properties. We investigate approx-

imation properties of such systems and we obtain a generalization of a previous uni-

versal approximation result.

1 Introduction

Currently, fuzzy systems of Mamdani [1] and Takagi-Sugeno types [2] are wastly

dominating the fuzzy logic literature and they are both very successful in appli-

cations. Mamdani systems have a full linguistic interpretation, which makes their

design easy and their applicability immediate. Takagi-Sugeno systems, have piece-

wise linear, or possibly higher order output, and they are performing much better

from the point of view of computational complexity, learning and adaptability. This

makes Takagi-Sugeno systems perform much better in real-time applications, how-

ever their interpretability on the output domain is lost as compared to Mamdani sys-

tems. Łukasiewicz logic [3, 4] is a fuzzy logic based on Łukasiewicz operators.
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Łukasiewicz fuzzy systems have been shown to be a viable alternative to the Mam-

dani approach from the point of view of their approximation properties, and also,

from the point of view of their theoretical background. Ł ukasiewicz logic has deep

roots in classical logic, making it possible to make connections between fuzzy logic

and various other areas of classical logic. Approximation properties of fuzzy sys-

tems were investigated by several authors [5–10] but mainly in the above mentioned

Mamdani and Takasi-Sugeno approaches. Recently in [11, 12], Łukasiewicz fuzzy

systems were investigated from the point of view of their approximation properties.

We continue the line of research in [11] but also, we would like to construct a new

type of Łukasiewicz fuzzy system with smaller computational complexity, as com-

pared to the approach proposed in [11]. To achieve an improvement in this direction

we replace the Center of Gravity defuzzification procedure with the Mean of Max-

ima defuzzification, which for a Łukasiewicz fuzzy system can be directly computed

without needing the evaluation or approximation of an integral. This way, we get a

real-time Ł ukasiewicz fuzzy system. Also, in the present paper the requirements of

[11] are weakened, so the antecedents and consequences are no longer required to

add up to 1 at every value in the corresponding domains. Let us mention here that the

present paper does not want to replace Mamdani and Takagi-Sugeno fuzzy system,

instead we want to enlarge the set of possible choices with a new type of fuzzy sys-

tem that is fully linguistic, computationally powerful and with strong connections to

classical logic.

The paper begins with introducing and showing the graphical interpretation of

a Łukasiewicz fuzzy system, followed by the discussion of the Łukasiewicz system

with Mean of maxima defuzzification, and is concluded by examples with one or

more antecedents.

2 Łukasiewicz Fuzzy System

Let us consider a fuzzy rule base

If x is Ai then y is Bi, i = 1,… , n.

Mamdani systems model the implication via the min operation x ∧ y = min{x, y},
which is a t-norm, and combine the fuzzy rules via the max t-conorm x ∨ y =
max{x, y} as follows:

R(x, y) =
n⋁

i=1
Ai(x) ∧ Bi(y).

Interpretation of a rule base via the Mamdani approach is possible using a disjunc-

tion. In Mamdani’s approach some of the rules are active to certain degree (fir-

ing level) while others are inactive. The most active rules have a higher weight in

the composition. Mamdani system in fact can be more precisely modeled by fuzzy
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conjunctive rules

x is Ai and y is Bi, i = 1,… , n,

with a disjunctive composition for a rule base

Or
n
i=1(x is Ai and y is Bi).

Let us assume that the fuzzy system described above receives a fuzzy input A′
. Then

the fuzzy output is

B′(y) =
n⋁

i=1

(
⋁

x∈X
A′(x) ∧ Ai(x)

)
∧ Bi(y).

The loss of interpolation property of Mamdani fuzzy systems is a well known prop-

erty and it states that if A′ = Ai then in general we have B′ ≠ Bi. It shows that the

implicative formulation of fuzzy rules is not necessarily precise in view of the modus

ponens rule. The property which we consider is that if the fuzzy system of Mamdani

type receives a fuzzy output that coincides with an antecedent, the Mamdani rule

base would not return the corresponding consequence. If the input isAi then the fuzzy

output will not be Bi. The disjunctive-conjunctive formulation of the Mamdani rule

base does not contradict the interpolation property. The properties discussed here

surely do not limit the applicability of the Mamdani systems, which are extremely

successful. It is sure that they will continue to be the number one choice of designers

who wish to use a fuzzy system in a certain application, but we need to provide a

more precise formulation of their properties, to avoid some criticism.

For the case of a singleton input x = x0 the fuzzy output can be calculated in a

simple way [13]

B′(y) =
n⋁

i=1
Ai(x0) ∧ Bi(y).

The other drawback of the Mamdani fuzzy system is the computational complexity,

that comes from using the Center of Gravity defuzzification. If the support of the

oputput B′(y) of a fuzzy system is W then we have

COG(B′) =
∫
W
y ⋅ B′(y)dy

∫
W
B′(y)dy

.

Surely, numerical approximation of the values of the integrals is a time consuming

operation.

Despite enumerating some deficiencies of the Mamdani fuzzy systems, the goal of

the present paper is not to diminish their importance or to advise researchers against

them. In contrary, we recognize the huge importance of the Mamdani approach and
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we are convinced that Mamdani fuzzy systems should be the first choice when imple-

menting a fuzzy controller. The goal of the present paper is to open up new direc-

tions, increasing the overlap between classical and fuzzy logic, as we are convinced

of the fact that these are not compeeting but complimentary research directions, with

a large non-empty intersection.

In what follows we will construct a Łukasiewicz fuzzy system. Let us first recall

that the Łukasiewicz t-norm and t-conorm are defined respectively as

x ∧L y = max{x + y − 1, 0},

x →L y = min{1 − x + y, 1}

Łukasiewicz fuzzy systems are modeling a cause-effect relationship. The fuzzy

rule base that we consider is

if x is Ai then y is Bi, i = 1,… , n.

This fuzzy rule base can be interpreted through a conjunctive-implicative model

And
n
i=1(if x is Ai then y is Bi).

This fuzzy rule base can be now naturally modeled by the fuzzy relation

R(x, y) = (∧L)ni=1(Ai(x) →L Bi(y)).

If an input A′(x) is considered then the fuzzy output is

B′(y) = (∧L)x∈X
[
A′(x) →L

(
(∧L)ni=1(Ai(x) →L Bi(y))

)]
.

It is known [4] that Łukasiewicz fuzzy systems have the fuzzy interpolation prop-

erty, i.e., if the input is one of the antecedents A′ = Ai then the output of the fuzzy

system will be the corresponding consequence Bi. For a singleton input x = x0, sim-

ilar to the Mamdani system, we have

B′(y) = (∧L)ni=1(Ai(x0) →L Bi(y)).

For the construction of a single input single output system we need to add a

defuzzification procedure, which can be the center of gravity defuzzification, which

is used in the Mamdani systems as well. In [11] this approach was investigated. The

resulting fuzzy systems can be written as
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F(f , x) =

d
∫
c

[
(∧L)ni=1Ai(x) →L Bi(y)

]
⋅ y ⋅ dy

d
∫
c

[
(∧L)ni=1Ai(x) →L Bi(y)

]
⋅ dy

.

These systems have good approximation properties, however, they have the same

drawback as the Mamdani fuzzy systems, i.e., the complexity of the defuzzification

algorithm.

Takagi-Sugeno fuzzy systems, have fuzzy input and crisp output, and they are

computationally much more convenient as compared with the Mamdani approach,

but their interpretability is reduced, as the output is not a fuzzy set any more, but a

function with possibly learned parameters.

In the present paper we propose a novel fuzzy system, based on the Łukasiewicz

fuzzy system, with a Mean of Maxima defuzzification. The proposed defuzzification

will have advantages both with respect to Mamdani and the Łukasiewicz systems

proposed in [11]. The first advantage will be theoretical. It helps us to release some

hard requirements in the results of [11] where both antecedents and consequences

need to form a Ruspini partition, otherwise the resulting fuzzy output will not have

a compact support, so it does not allow calculation of a COG. The second advantage

is computational. We will show that in a large class of Ł ukasiewicz fuzzy systems,

i.e. those with L-R fuzzy sets modeling antecedents and consequences the defuzzi-

fication step is directly computable.

In [11] an interesting graphical interpretation was given. Let us recall that inter-

pretation as it will be important for the following discussion. To show this interpre-

tation we consider a fuzzy rule base with 3 fuzzy rules

If x is Ai then y is Bi, i = 1, 2, 3,

with Gaussian membership functions for both antecedents and consequences. In

[11] a similar example was shown with triangular functions. Here we illustrate the

Łukasiewicz fuzzy system with Gaussian functions and we observe that the support

of the fuzzy input is in general unbounded. Figure 1 illustrates the antecedents and

the crisp input considered.

In Fig. 2 the output of the fuzzy system is shown together with the COG defuzzi-

fication. Łukasiewicz t-norm is used to model the conjunction of the outputs of rule

2 and rule 3. The output of the first rule is not shown on the figure, as it is constant

1, so it is neutral with respect to Łukasiewicz t-norm.

We observe if we denote by B′
the fuzzy output and if we assume an

unbounded domain we obtain that limy→−∞ B′(y) ≠ 0 and limy→∞ B′(y) ≠ 0, unless

the antecedents and consequences form a Ruspini partition, i.e.,

n∑

i=1
Ai(x) =

n∑

i=1
Bi(y) = 1.
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Fig. 1 Antecedents of a

Łukasiewicz fuzzy system
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Fig. 2 Consequences,

individual output of the rules

(cyan = rule 1, blue = rule 2,

green = rule 3) the fuzzy

output (dashed line) and the
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So if the Ruspini conditions do not hold then the considered fuzzy systems on

unbounded domain will not have a COG defuzzification, as the integrals diverge.

Practical situation of course will avoid that as the domains are bounded, but we would

like to bring correct solution in any situation.
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3 Łukasiewicz Fuzzy Systems with Mean of Maxima
Defuzzification

To get a more meaningful and computationally less expensive defuzzification for the

Łukasiewicz fuzzy systems we consider Mean of Maxima defuzzification, instead of

the Mean of Maxima. First we will prove a lemma that calculates the individual rule

outputs.

Lemma 1 The output of the ith fuzzy rule in a Łukasiewicz fuzzy system is given by

Ai(x) →L Bi(y) =
⎧
⎪
⎨
⎪⎩

1 − Ai(x) if Bi(y) = 0
1 − Ai(x) + Bi(y) if 0 < Bi(y) ≤ Ai(x)

1 if Ai(x) < Bi(y)
.

We will prove an approximation theorem for a fuzzy system of Łukasiewicz type

with MOM defuzzification. To construct an approximation operator we can consider

any continuous function f ∶ [a, b] → [c, d]. Let us consider the data x0, x1,… , xn+1 ∈
[a, b] and f (xi) = yi, i = 1,… , n + 1. We consider the fuzzy rules

If x is about xi then y is about yi, i = 1,… , n.

The following theorem will give a formula for the Mean of Maxima defuzzifica-

tion for a large class of Łukasiewicz fuzzy systems.

The error estimate that we obtain is using the modulus of continuity

𝜔 (f , 𝛿) = sup{| f (x) − f (y)| ∶ |x − y| ≤ 𝛿},

where f ∶ [a, b] → ℝ is a continuous function.

We denote by (A)0 = cl{x ∈ X ∶ A(x) > 0} the closure of the support of a fuzzy

set, and in general, by (A)
𝛼

= {x ∈ X ∶ A(x) ≥ 𝛼}, its 𝛼-level set, for 𝛼 ∈ (0, 1]
(please note that (A)1 stands for the core of the fuzzy set).

The following theorem shows that any continuous function can be approximated

by a Łukasiewicz fuzzy system under more relaxed conditions as compared with the

results in [11].

Theorem 1 Let us consider a continuous function f ∶ [a, b] → ℝ and yi = f (xi), i =
0,… , n + 1. Then f can be uniformly approximated by a Łukasiewicz fuzzy system

F(f , x) = MOM
[
(∧L)ni=1(Ai(x) →L Bi(y))

]

with continuous membership functions for the antecedents and consequences
Ai,Bi, i = 1,… , n satisfying

(i) (Ai)0 ⊆ [xi−1, xi, xi+1]
(ii)

∑n
i=1 Ai(x) ≥ 1.
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(iii) (Bi)0 ⊆ [min{yi−1, yi, yi+1},max{yi−1, yi, yi+1}]
(iv) (Bi)1 ≠ ∅.
Moreover the following error estimate holds true

‖F(f , x) − f (x)‖ ≤ 3𝜔 (f , 𝛿) ,

with 𝛿 = maxi=1,…,n{xi − xi−1}.

Proof First let us observe that if Ai(x) = 0 then the corresponding individual rule

output is Ai(x) →L Bi(y) = 1, which is the neutral element with respect to the

Łukasiewicz conjunction ∧L so they do not impact the result of the fuzzy system.

So we observe that under the given conditions there are two rules that are active at a

time. If x ∈ [xj, xj+1] these are rules j and j + 1.

|F(f , x) − f (x)| = |MOM((∧L)
j+1
i=j Ai(x) →L Bi(y)) − f (x)|.

Let us assume that y is outside the supports of both Bj and Bj+1. Then we have

Bj(y) = Bj+1(y) = 0 and we get

(Aj(x) →L Bj(y)) ∧L (Aj+1(x) →L Bj+1(y)) = (1 − Aj(x)) ∧L (1 − Aj+1(x))
= max{1 − Aj(x) − Aj+1(x), 0}.

The condition (ii) of the theorem ensures that Aj(x) + Aj+1(x) ≥ 1 which gives

(Aj(x) →L Bj(y)) ∧L (Aj+1(x) →L Bj+1(y)) = 0,

for any y ∈ Y outside of the support of Bj and Bj+1.

Taking now into account that

(Bi)0 = [min{yi−1, yi, yi+1},max{yi−1, yi, yi+1}]

we can restrict the output to the union of the supports of Bj and Bj+1.

Based on Lemma 1, and since Bi is normal (iv) and continuous, for any fixed

x ∈ X there exist y ∈ Y such that Bi(y) ≥ Ai(x) MOM is the average of the elements

y such that Bj(y) ≥ Aj(x) in which case the output of the rule number j is 1, so it is

neutral in the fuzzy system on the given interval. If we repeat the reasoning for the

output of rule j + 1 then we have Bj+1(y) ≥ Aj+1(y). Then if the intersection

{y ∶ |Bj(y) ≥ Aj(x)} ∩ {y|Bj+1(y) ≥ Aj+1(x)}

is non-empty then the MOM is in the intersection, which is a value

y ∈ [min{yj−1, yj, yj+1, yj+2},max{yj−1, yj, yj+1, yj+2}].
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If the intersection is empty then the Łukasiewicz t-norm will reduce the joint output

of rules j and j + 1and then the output of ∧L is within the two intervals, as output of

other rules is at 1. As Łukasiewicz t-norm, implication, Ai and Bi are all continuous,

the output of the Łukasiewicz fuzzy system is continuous as a function of y so, it is

bounded and it attains its bounds, based on the Bolzano-Weierstarass property. Then

as a conclusion we have

|F(f , x) − f (x)| = |y − f (x)|

for some

y ∈ [min{yj−1, yj, yj+1, yj+2},max{yj−1, yj, yj+1, yj+2}].

Further, it is easy to see that there exists a z ∈ [xj−1, xj+2] such that f (z) = y.
Finally we get

|F(f , x) − f (x)| = |f (z) − f (x)| ≤ 𝜔(f , |z − x|) ≤≤ 𝜔(f , 3𝛿) ≤ 3𝜔(f , 𝛿).

■
Let us remark here that the conditions in the universal approximation result in [11]

were stronger if we compare them to the conditions in the previous theorem, as in

[11] both antecedents and consequences were adding up to one at every point within

the respective domain, while in condition (iii) we only require that the antecedents

sum up to at least 1. So the previous theorem is a generalization of the approximation

result in [11].

An immediate generalization is obtained by using the same construction and

allowing r ≥ 2, overlapping antecedents.

Theorem 2 Any continuous function f ∶ [a, b] → [c, d] can be approximated by the
Łukasiewicz fuzzy system with MOM defuzzification

F(f , x) = MOM
[
(∧L)ni=1(Ai(x) →L Bi(y))

]

with continuous antecedents and consequences Ai,Bi, i = 1,… , n such that there
exist 0 < 𝜀, r ∈ ℕ, r < n, such that

(i) (Ai)0 ⊆ [xi, xi+r], i = 1,… , n;
(ii)

∑n
i=1 Ai(x) ≥ 1.

(iii) (Bi)0 ⊆ [minj=i,…,i+r{yj},maxj=i,…,i+r{yj}].
(iv) (Bi)1 ≠ ∅.

Moreover the following error estimate holds true

‖F(f , x) − f (x)‖ ≤ (r + 1)𝜔 (f , 𝛿)
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with
𝛿 = max

i=1,…,n
{xi − xi−1}

Proof The proof is based on the fact that x ∈ [a, b] belongs to the 0-level set of at

most r antecedents. Suppose that x ∈ (Aj)0 ∪… ∪ (Aj+r)0. If i ∉ {i,… , i + r} then

Ai(x) = 0 and by the definition of the Łukasiewicz implication we have Ai(x) →
Bi(y) = 1 and similar to the reasoning in the previous theorem we have exactly r
active consequences and we get

|F(f , x) − f (x)| ≤ |y − f (x)|,

where

y ∈ [min{yi,… , yi+r},max{yi,… , yi+r}].

Taking into account that y = f (z)with z ∈ [xi, xi+r]we have|y − f (x)| < (r + 1)𝜔(f , 𝛿)
and finally we obtain

|F(f , x) − f (x)| ≤ (r + 1)𝜔(f , 𝛿).

■

In some cases, when the antecedents and consequences are LR fuzzy numbers

then we can obtain a very simple expression for the output of a Łukasiewicz fuzzy

system. In fact if the LR fuzzy numbers have the same left and right shape functions,

the Łukasiewicz fuzzy system becomes a piecewise linear interpolation. In general

this is not the case as it will be shown in the examples in Sect. 4.

4 Applications

Łukasiewicz fuzzy systems that satisfy the properties of the theorems in the previous

section can be implemented very efficiently in the case of consequences begin L-R

fuzzy sets with invertible left and right shape functions L and R. Let us recall that

such fuzzy sets can be denoted Bj(y) = (a, b, c, d)L,R, and can be written as

Bj(y) =

⎧
⎪
⎪
⎨
⎪
⎪⎩

L
(

y−a
b−a

)
y ∈ [a, b)

1 y ∈ [b, c]
R
(

d−y
d−c

)
y ∈ (c, d]

0 otherwise

.

As it is shown in the proof of the theorems of the previous section a maximum point

satisfies Bj(y) ≥ Aj(x) and Bj+1(y) ≥ Aj+1(x). Then if we solve the equations Bj(y) =
Aj(x) and Bj+1(y) = Aj+1(x) we obtain the left and right endpoints yl and yr of the

interval j of maxima as
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(yl)i = yi−1 + L−1(Ai(x))(yi − yi−1),
(yr)i = yi+1 − R−1(Ai+1(x))(yi+1 − yi),

for i ∈ {j, j + 1}. If the two maxima are at the same value, e.g., at 1 then the intersec-

tion of the two intervals will give the intervals of maxima, in which case the MOM

can be calculated as the average of the two endpoints of the interval of maxima. If

one of the maximum values is higher then we obtain the MOM as the average of the

endpoints of the given interval. In any case, using the endpoints calculated above

we can directly calculate the defuzzification without the time consuming step of the

COG defuzzification.

We observe that if the antecedents form a Ruspini partition and ifBj(y) + Bj+1(y) =
1 for any y ∈ [yj, yj+1] then there is a unique intersection point of the intervals of max-

ima (yr)j = (yl)j+1. Also, if the antecedents and consequences are both linear, then

the Łukasiewicz fuzzy system becomes a piecewise linear interpolation. Indeed, if

both L,R shape functions for antecedents and consequences are piecewise linear then

the output of the fuzzy system becomes piecewise linear.

As an example we consider f ∶ [0, 1] → [0, 1], f (x) = sin(6x) with x ∈ [0, 1] and

we construct the Łukasiewicz fuzzy system that approximates this function using 10

fuzzy rules. The antecedents represented in Fig. 3 are LR-fuzzy numbers (see [13]),

defined based on monotonic splines as considered in [14]. For the consequences

we have triangular membership functions Fig. 4. The proposed approximation is

presented in Fig. 5.

p(t; 𝛽0, 𝛽1) =
t2 + 𝛽0t(1 − t)

1 + (𝛽0 + 𝛽1 − 2)t(1 − t)
.

Fig. 3 Antecedents for a

Łukasiewicz fuzzy systems

for function approximation
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Fig. 4 Consequences for

our fuzzy rule base
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Fig. 5 Function

f (x) = sin(6x) (red) is

approximated by a

Łukasiewicz (blue) fuzzy

system
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In what follows we compare the proposed Łukasiewicz fuzzy system with MOM

defuzzification with the Łukasiewicz fuzzy system with COG defuzzification and

with the Mamdani fuzzy system with COG defuzzification (see Fig. 6)

We observe that Łukasiewicz fuzzy system with MOM defuzzification better fol-

lows the peaks of the function to be approximated. It rescues this way the smoothing

effect of the COG defuzzification.
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Fig. 6 Function

f (x) = x2 + sin(10x) (black)

is approximated by a

Łukasiewicz (red) fuzzy

system with MOM

defuzzification, Łukasiewicz

(blue) fuzzy system with

COG defuzzification and

Mamdani (green) fuzzy

system with COG

defuzzification
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5 Conclusion and Further Research

A Łukasiewicz fuzzy system with MOM defuzzification can be calculated very

efficiently and the resulting fuzzy system has approximation properties similar to

Mamdani and Łukasiewicz systems with COG defuzzification, often presenting an

improvement with respect to these.
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Rankings and Total Orderings on Sets
of Generalized Fuzzy Numbers

Li Zhang and Zhenyuan Wang

Abstract Ranking and ordering generalized fuzzy numbers are hot topics in
decision making under uncertainty. By extension principle, addition and multipli-
cation of generalized fuzzy numbers are presented for establishing goodness cri-
teria. This paper initially proposes four criteria for judging the goodness of a given
ranking or total ordering defined on a set of generalized fuzzy numbers and then
discusses the methods of rankings and total orderings which satisfy these goodness
criteria. Besides, the cardinality of the set of all generalized fuzzy numbers is, for
the first time, determined.

Keywords Rankings ⋅ Total orderings ⋅ Generalized fuzzy numbers
Criteria for goodness ⋅ Decision making

1 Introduction

Ranking and total ordering fuzzy numbers have been widely applied to many areas
such as optimization, data mining, decision making, and artificial intelligence since
fuzzy set theory was introduced by L.A. Zadeh. Up to date, with a variety of
ranking and ordering methods for fuzzy numbers proposed and applied in decision
making and artificial intelligence [1–4, 7, 8, 13], a useful set of criteria for ranking
and total ordering of fuzzy numbers has been formed [12]. Further, there has been
much discussion regarding ranking and total ordering of generalized fuzzy num-
bers. However, there is no existing criterion for judge the goodness of the various
methods of ranking and total ordering for generalized fuzzy numbers.
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It is necessary to give a general discussion for ranking or totally ordering gen-
eralized fuzzy numbers. Then we may introduce some goodness criteria for judging
various ranking and totally ordering methods.

After the introduction, the paper is arranged as follows. The necessary prelim-
inary knowledge is presented in Sect. 2. In order to give a general discussion of
ranking and totally for generalized fuzzy numbers, some concepts on relation are
shown in Sect. 3. Before introducing goodness criteria in Sect. 5, we defined the
addition and multiplication for generalized fuzzy numbers in Sect. 4. In Sect. 6, a
general discussion on rankings and total orderings defined on sets of fuzzy numbers
and on sets of generalized fuzzy numbers is given. In addition, the cardinality of the
set of all generalized fuzzy is discussed in Sect. 7, followed by some conclusion in
Sect. 8.

2 Preliminary Knowledge on Fuzzy Numbers
and Generalized Fuzzy Numbers

Fuzzy numbers are used to describe fuzzy concepts on real numbers such as “be-
tween 10 and 10.6”, “around 1.5”, etc.

Definition 1 Let R= −∞,∞ð Þ. A fuzzy subset of R, denoted by e ̃, is called a
fuzzy number when its membership function me : R→ 0, 1½ � satisfies the following
conditions:

(FN1) Set xjme xð Þ>0f g, the support set of e ̃ (denoted by supp e), is bounded.
(FN2) Set fxjme xð Þ≥ αg, the α-cut of e ̃ (denoted by eα), is a closed interval,
denoted as elα, e

r
α

� �
, for every α∈ 0, 1ð �

α = 1 means that membership degree of a fuzzy number is 1 for at least one
point. However, a number of many papers discuss the concept of generalized fuzzy
number for which there may be no point at which the membership degree is 1.

Definition 2 Let R= −∞, ∞ð Þ. A fuzzy subset of R, denoted by e ̃, is called a
generalized fuzzy number when its membership function me : R→ 0, 1½ � satisfies
the following conditions:

(GFN1) Set xjme xð Þ>0f g, the support set of e ̃ (denoted by supp e), is bounded.
(GFN2) There exists h belongs to (0, 1] such that set fxjme xð Þ≥ αg, the α-cut of e ̃
(denoted by eα), is a closed interval, denoted as elα, e

r
α

� �
, for every α ∈ (0, h] and is

the empty set for every α ∈ (h, 1].

From above definitions, we know that any fuzzy number is a special case of
generalized fuzzy number, where h = 1. A ranking on a set of generalized fuzzy
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numbers is a transitive and totally comparable relation on this set, while a total
ordering is an anti-symmetric, transitive, and totally comparable relation on a set of
generalized fuzzy number. As is well known, total comparability implies the
reflexivity.

In literature, there are many ways to define a ranking or a totally ordering on sets
of generalized fuzzy numbers, mostly, restricted on sets of generalized triangle or
trapezoidal fuzzy numbers, based on some geometric properties of the membership
function such as area, centroid, and the moment [5, 6], which are usually called an
ranking index. For generalized fuzzy number a, its ranking index is denoted by r(a).
Generally speaking, for any given set, A, of generalized fuzzy numbers, if we can
establish a mapping from A to the real line, R= −∞,∞ð Þ regarded as a reference
system with the natural ordering [12], then a ranking on A can be obtained. For any
generalized fuzzy number a∈A, its mapping image r að Þ is just the ranking index.
Thus, a ranking, denoted by R, on A can be defined as follows. For any pair of
generalized fuzzy numbers a, b∈ A, we say aRb iff r að Þ≤ r bð Þ. When the mapping
is one-to-one, the established ranking is a total ordering.

When we have more than one mappings with respective ranking indexes, a
lexicography can be used for establishing a ranking. If all of these mapping are
one-to-one, the obtained ranking is a total ordering.

3 Equivalence Relation Among Generalized Fuzzy
Numbers Based on a Given Ranking

Let A be a nonempty set of generalized fuzzy numbers, a and b belong to A, and
R be a ranking on A. According to ranking R, a preceding b is denoted by aRb.

Definition 3 For any given ranking R on A, we say that a is equivalent to b,
denoted as a≈R b, iff aRb and bRa, that is, a and b have the same rank.

≈R is an equivalence relation on A. If there is no confusion, a≈R b can be simply
written as a≈ b.

Definition 4 Let ma and mb be the membership functions of a and b respectively. If
there exists real number k∈ 1,∞½ Þ such that kma =mb, then we say that a is a
contraction of b and b is an expansion of a. In case b is a fuzzy number, it is called
the maximal expansion of a, denoted by a ̄.

Example 1 Let a and b be two generalized fuzzy numbers with membership
functions shown in Fig. 1.

ma xð Þ=
1
2 x if x∈ 0, 1½ �
0 otherwise

�

and
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mb xð Þ= x if x∈ 0, 1½ �
0 otherwise

�
.

We have 2 ma xð Þ=mb xð Þ. So, a is a contraction of b and b is an expansion of a.
Since b is a fuzzy number, it is a maximal expansion of a.

Definition 5 a and b are similar to each other iff a is a contraction of b or b is a
contraction of a.

It is easy to know that generalized fuzzy numbers a and b are similar iff they
have the same maximal expansion.

The similarity shown in Definition 5 above is an equivalence relation on A.
Considering A being the set of all generalized fuzzy numbers, According to this
equivalence relation, the set of all fuzzy numbers is just the quotient of A.

4 Addition and Multiplication of Generalized Fuzzy
Numbers

By using Zadeh’s extension principle, we may define the sum and the product of
two generalized fuzzy numbers as follows.

(a).Membership function of generalized fuzzy number 

(b). Membership function of generalized fuzzy number 

1

0 21 x

( )bm x

1/2

0 21 x

( )am x

1

Fig. 1 Membership
functions of generalized fuzzy
numbers a and b
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Let ma and mb be the membership functions of generalized fuzzy numbers a and
b respectively.

Definition 6 The membership function of the sum of a and b is

ma+ b zð Þ= supz= x+ y ma xð Þ∧mb yð Þ½ � for z∈ −∞,∞ð Þ.
Definition 7 The membership function of the product of a and b is

mab zð Þ= supz= x ⋅ y ma xð Þ∧mb yð Þ½ � for z∈ −∞,∞ð Þ.
The sum and the product of two generalized fuzzy numbers are still generalized

fuzzy numbers. As for the scalar multiplication of generalized fuzzy numbers, it can
be regarded as a special case of the multiplication given in Definition 7 since any
real number can be regarded as a special generalized fuzzy number.

5 Goodness Criteria for Ranking

In literature, there are various methods for ranking and totally ordering generalized
fuzzy numbers based on areas, the centroid, and moments [5, 6]. Beyond the
complexity of calculation, there is no criterion proposed for comparing the good-
ness of ranking methods. Therefore, it is necessary to introduce some goodness
criteria shown below for ranking and totally ordering generalized fuzzy numbers.

Let R be a ranking on a nonempty set, A, of generalized fuzzy numbers and r að Þ
be corresponding ranking index, if any, of a in A.

5.1 Geometric Intuition

Let a and b be two generalized fuzzy numbers in A, and let a ̄ and b ̄ be their maximal
expansions respectively. Both a ̄α and bᾱ are intervals. If a ̄α ≤ bᾱ for every α∈ 0, 1ð �,
then aRb, that is,r að Þ ≤ r bð Þ. Here, the inequality for closed intervals is defined as
follows: c1, d1½ � ≤ c2, d2½ � iff c1 ≤ c2 and d1 ≤ d2.

5.2 Continuity

If, for any given a ∈ A with the maximal membership degree h, and any sequence
biji=1, 2, 3, . . .f g⊆A, bið Þα converges to að Þα for every α∈ 0, hð � and to the empty

set when α∈ h, 1ð � uniformly with respect to α, then we say that sequence
biji=1, 2, 3, . . .f g is strongly convergent to a. Here bið Þαji=1, 2, 3, . . .

� �
is a

sequence of intervals or the empty set. Its convergence to interval að Þα means that
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right and left endpoints, if any, of the sequence of intervals converge to the left and
right endpoints of interval að Þα respectively Ranking R is continuous iff for any
sequence biji=1, 2, 3, . . .f g that is strongly convergent to a, we have
lim
i
rðbiÞ= r að Þ.

5.3 Hereditability for Addition

a1Rb1 and a2Rb2 imply ða1 + a2ÞRðb1 + b2Þ for any a1, b1, a2, b2 ∈A.

5.4 Hereditability for Nonnegative Scalar Multiplication

aRb implies cað ÞR cbð Þ for any a, b∈A and any nonnegative real number c.
These criteria can also be used to judge totally ordering on sets of general fuzzy

numbers since any totally ordering is a special case of ranking.
In literature, most ranking methods based on the area or the centroid violate

some or even all above-defined criteria. The ranking method that we try to propose
in the next section satisfies all of these criteria.

6 Rankings and Total Orderings

For any given ranking R0, which may be a total ordering, on a set, F, of fuzzy
numbers, we may introduce a ranking, R, on set G of generalized fuzzy numbers,
where

G= aja is a contraction of some fuzzy number inFf g,

by defining aRb iff a ̄R0b.̄ Ranking R on G is called the generated ranking by
ranking R0 on F.

In our previous works, we have defined rankings and total orderings that satisfy
all above-mentioned four criteria on the set of all fuzzy numbers [9, 12], however,
what’s new here is that we redefined those criteria on the set of all generalized fuzzy
numbers based on maximal expansion, which is different from our previous paper
[12]. Now for each of these ranking and total orderings, we can produce a ranking
on a set of generalized fuzzy numbers satisfying all these four criteria.
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As one of the important results for totally order generalized fuzzy numbers, let’s
try to introduce total orderings defined on the set of all generalized fuzzy numbers
from a given total ordering on the set of all fuzzy numbers by lexicography.

Let R0 be any given total ordering on the set of all fuzzy numbers and a and b be
generalized fuzzy numbers. A total ordering, R, on the set of all generalized fuzzy
numbers is defined as follows. We say aRb iff a ̄Rb ̄ when a ̄≠ b ̄ or ha ≤ hb when
a ̄= b,̄ where ha and hb are the maximal membership degree of a and b, respectively.

We have learned that there are infinitely many different ways to define total
orderings on the sets of all fuzzy numbers [9, 11] as well as on any infinite set of
generalized fuzzy numbers. For any given total ordering on a nonempty set of
generalized fuzzy numbers, based on an equivalence relation on the same set, we
can produce a ranking on this set by selecting a representative in each equivalence
class.

Example 2 Let A be the set of all generalized triangular fuzzy numbers. Each
generalized triangular fuzzy number can be identified by 4-tupe ðh, c, f , gÞ illus-
trated in Fig. 2.

A total ordering, R, on A is defined by lexicography as follows. For any two
generalized triangular fuzzy number a1 and a2, identified by 4-tupes ðh1, c1, f1, g1Þ
and ðh2, c2, f2, g2Þ respectively, a1 R a2 iff c1 < c2, or f1 < f2 when c1 = c2, or
g1 < g2 when c1 = c2 and f1 = f2, or h1 < h2 when c1 = c2 and f1 = f2 and g1 = g2 as
well, We take an equivalence relation, Re, on A by setting any two generalized
triangular fuzzy number a1 and a2 being equivalent iff c1 = c2, f1 = f2, and g1 = g2.
In each equivalent class, there is a unique generalized triangularfuzzy number that
is a triangular fuzzy number, that is, whose height is h=1. We select it as the
representative of this equivalence class. Thus, a rank, Re, defined on A is obtained.
This rank can be described as follows. For any two generalized triangular fuzzy
numbers, identified by ðh1, c1, f1, g1Þ and ðh2, c2, f2, g2Þ respectively, a1 Re a2 iff
c1 < c2, or f1 < f2 when c1 = c2, or g1 < g2 when c1 = c2 and f1 = f2.

From Example 2, we can see that the procedure of constructing a total ordering
from an existing ranking is just the inverse procedure of introducing a ranking from
a total ordering.

h

f 0               c g 21 x

( )m x

1

Fig. 2 The membership
function of a generalized
triangular fuzzy number
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7 The Cardinality of the Set of All Generalized Fuzzy
Numbers

We have proved that the cardinality of the set of all fuzzy numbers is ℵ1 [10]. The
set of all generalized fuzzy numbers can be regarded as the product set of the set
including all fuzzy numbers and set consisting of all real numbers in interval (0, 1].
As is well known, the cardinality of interval 0, 1ð � is ℵ1. Therefore, the cardinality
of the set of all generalized fuzzy numbers is ℵ1 ×ℵ1, which is equal to ℵ1.

8 Conclusion

Ranking and ordering generalized fuzzy numbers are indispensable tools used for
decision making and data analysis in fuzzy environment. By extension principle,
addition and multiplication of generalized fuzzy numbers are reviewed. This paper
initially proposes four criteria for judging the goodness of a given ranking or total
ordering defined on a set of generalized fuzzy numbers, followed by the methods of
rankings and total orderings which satisfy the goodness criteria. Besides, the car-
dinality of the set of all generalized fuzzy numbers is concluded for the first time.
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Bio-inspired Optimization Metaheuristic
Algorithm Based on the Self-defense
of the Plants

Camilo Caraveo, Fevrier Valdez and Oscar Castillo

Abstract In this work a new method of bio-inspired optimization based on the
self-defense mechanism of plants applied to mathematical functions is presented.
Habitats on the planet have gone through changes, so plants have had to adapt to
these changes and adopt new techniques to defend from natural predators (herbi-
vores). There are many works in the literature have shown that plants have
mechanisms of self-defense to protect themselves from predators. When the plants
detect the presence of invading organisms this triggers a series of chemical reac-
tions that are released to air and attract natural predators of the invading organism
(Bennett and Wallsgrove New Phytol 127(4):617–63, 1994 [1]; Melin et al Expert
Syst Appl 40(8):3196–3206, 2013 [10]; Neyoy et al Recent Advances on Hybrid
Intelligent Systems, 2013 [11]). For the development of this algorithm we consider
as a main idea the predator prey model of Lotka and Volterra.

Keywords Predator prey model ⋅ Plants ⋅ Self-defense ⋅ Mechanism

1 Introduction

Throughout history there have been tested and developed multiple methods of
search and optimization inspired by natural processes. This with the goal of solving
particular problems in the area of computer science has tried different bio-inspired
methods such as PSO, ACO, GA, BCO etc. [8, 9, 12, 14] Trying to get the
resolution of a specific problem with a smaller error. In this paper a new opti-
mization algorithm inspired in the self-defense mechanisms of plants is presented.
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This in order to compete against existing optimization methods. In nature, plants are
exposed to many different pathogens in the environment. However, only a few can
affect them. If a particular pathogen is unable to successfully attack a plant, it is said
that it is resistant to it, in other words, cannot be affected by the pathogen [3, 4]. The
proposed approach takes as its main basis the Lotka and Volterra predator-prey
model, which is a system formed by a pair of first order differential equations,
nonlinear for moderating the growth of two populations that interact with each other
(predator and prey) [7], and maintain a balance between the two populations.

2 Self-defense Mechanisms of the Plants

In the habitat, plants as well as animals are exposed to a large number of invading
organisms, such as insects, fungi, bacteria and viruses that can cause various types
of diseases, and even death [3, 4, 11, 16].

Defense mechanisms also named by others as copying strategies are automatic
processes that protect the individual against external or internal threats. The plant is
able to react to external stimuli. When it detects the presence or attack of an
organism triggers a series of chemical reactions that are released into the air that
attracts natural predator of the assailant also chemical reactions liberated by plant
attracts insect pollinators such as birds, bees and other insects, in order to reproduce
and let before dying offspring or cause internal damage to the aggressor [10]
sometimes even dead. In Fig. 1 a general scheme is shown to illustrate the behavior
of the plant when it detects the presence or attack by a predator [3, 4, 19].

The leaves of the plants normally release into the air small amounts of volatile
chemicals, but when a plant is damaged by herbivorous insects, the amount of

Fig. 1 Representation of the process of self-defense of the plant
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chemicals tends to grow depending on the size damage caused by the predator.
Volatile chemicals vary depending on the plant species and species of herbivorous
insects [13]. These chemicals attract both predators, pollinators and parasitic insects
that are natural enemies of herbivores see Fig. 1. Such chemicals, which work in
the communication between two or more species, as well as those who serve as
messengers between members of the same species are called semi-chemicals [1, 2,
6, 11].

3 Predator-Prey Model

In nature organisms live in communities, forming intricate relationships of inter-
action, where each species directly or indirectly dependent on the presence of the
other. One of the tasks of Ecology is to develop a theory of community organization
for under-standing the causes of diversity and mechanisms of interaction. In this
work, we consider the interaction of two whose population size at time t is x(t) and
y(t) species [2, 3, 5]. Furthermore, we assume that the change in population size can
be written as:

dy
dt

= Iðx, yÞ ð1Þ

dx
dt

=Pðx, yÞ ð2Þ

There are different kinds of biological interaction that can be represented
mathematically with this system of equations [3]. As P(x, y) and I(x, y) determining
the growth rate of each of the populations; there is the case where one of these
species is fed from the other, then the system of survival is given by (Eq. 3):

Pyðx, y) < 0

Ixðx, y) > 0
ð3Þ

That is, the change of the prey population relative to the predator decreases and
the change of the predator population relative to the prey increases. These are some
of the conditions that must meet a set of predator prey equations [3, 15].

This model of Lotka and Volterra is based on the following assumptions.

1. The population grows proportionally to its size, and has enough space and food.
If this happens and x(t) represents the prey population (in the absence of
predators), then the population growth is given by:
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dx
dt

= ax, a > 0,

xðtÞ=x0eat.
ð4Þ

The population of prey in the absence of the predator grows exponentially.

2. The predator y(t) only feeds on the prey x(t). Thus, if there is no prey, their size
decreases with a rate proportional to its population is represented by (Eq. 5).

dy
dt

= − dy, d > 0,

yðtÞ= y0e− dt.
ð5Þ

The population of predators in the absence of prey decreases exponentially to
extinction.

3. The number of encounters between predator and prey is proportional to the
product of their populations. Each of the number of encounters favor predators
and reduces the number of prey.

The presence of prey helps the growth of the predator and is represented by
(Eq. 6).

cxy, c > 0. ð6Þ

While the interaction between them, reduces the growth of prey is represented by
(Eq. 7).

− bxy, b > 0. ð7Þ

Under the above hypothesis, we have a model of interaction between x(t) and
y(t) is given by the following system (Eqs. 8 and 9):

dx
dt

=Ax−Bxy ð8Þ

dy
dt

= −Cxy+Dy ð9Þ

X Is the number of prey.
Y Is the number of predators.

dx
dt

Is the growth of the population of prey time t.
dy
dt

Is the growth of the population of predator at time t.
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A It represents the birth rate of prey in the absence of predator.
B It represents the death rate of predators in the absence of prey.
C Measures the susceptibility of prey.
D Measures the ability of predation.

4 Proposed Optimization Algorithm Based
on the Self-defense Mechanisms of Plants with Lévy
Flights

The proposed approach takes as its main basis the Lotka and Volterra predator-prey
model, which is a system formed by a pair of differential equations of first order
nonlinear moderating the growth of two populations that interact with each other
(predator and prey). In Fig. 2 a general scheme of our proposal is shown and takes
as a basis the traditional model of predator prey, using the principle of the dynamics
of both populations the evolutionary process of plants is generated to develop the
techniques of self-defense [3, 4].

In nature, plants have different methods of reproduction, in our approach we
consider only the most common: clone, graft and pollen. Clone: the offspring
identical to the parent plant. Graft: it takes a stem of a plant and is encrusted on

Fig. 2 General illustration of our proposal
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another to generate an alteration in the structure of the plant. Pollen: one plant
pollinates other flowers and generates a seed and the descent is a plant with
characteristics of both plants, in [17] the authors develop a new optimization
algorithm called pollination of flowers algorithm, they use other method of polli-
nation, such as water, air and animals [3, 4].

To generate the initial population of the algorithm we use the equations of the
model of Lotka and Volterra, the mathematical representation is shown in
Sect. 3.1, Eqs. (8) and (9). Equation 8 is used to generate the population of prey
(plants), and Eq. 9 is used to generate the population of predators (herbivores), as
mentioned above functions predator prey model is used to model our proposed
model variables adapted to the proposal [3, 4]. In Fig. 3 describes the steps of the
optimization algorithm proposed [3, 4].

The initial sizes of both populations (prey, predators) are defined by the user, the
parameters (a, b, c, d) are also defined by the user, the model of Lotka and Volterra
recommended the following parameter values a = 0.4, b = 0.37, c = 0.3,
d = 0.05. Both populations that initiated these populations interact with each other
prey and preda-tor, use this method to generate new offspring of plants, these plant

Fig. 3 Flowchart of the
proposed algorithm
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reproduction in biological processes are applied. The population is re-evaluated and
if the stop criterion is not satisfied, return the iterative cycle of the algorithm [3, 4].

In [3, 4] we can find published a work using the same optimization algorithm,
but with a variation in the method of biological reproduction, in [3, 4] the method of
biological reproduction of plants used is the cloning process. In this paper the
method of reproduction type used is pollinated by insect pollinators. in Fig. 4 the
process of pollination is represented.

To maintain better performance of the proposed algorithm, we propose to use the
method of reproduction pollination by insects, to maintain a better balance between
exploitation and exploration of the algorithm, we use the method flights levy to
control flying insects pollinators. In [18] the authors proposed a new optimization
algorithm based on the pollination of flowers, and we are using their model of Levy
flights to integrate it as a method of reproduction in plants. The insect pollinators
located a group of plants and select the one with better fitness, this plant was used
as a base to pollinate other neighboring plants, and its next plant visit is determined
using a probability calculated using flight levy [18], the probability may be, apply
self-pollination or fly to one of the neighboring plants.

5 Results

For test the performance of the proposed algorithm, we used a set of benchmark
functions, where the goal is to approximate the value of the function to zero. Thirty
experiments were performed for the following mathematical functions the

Fig. 4 The process of pollination by insect pollinators
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evaluation is for 10 Variable, the mathematical definition of the functions described
below.

Powell Function
The function is usually evaluated on the hypercube xi ∈ [−4, 5], for all i = 1…

d.

f ðxÞ= ∑
d ̸4

i=1
½ðx4i− 3 + 10x4i− 2Þ2 + 5ðx4i− 1 − x4iÞ2 + ðx4i− 2 − 2x4i− 1Þ4 + 10ðx4i− 3 − x4iÞ2�

ð10Þ

Ackley Function
The function is usually evaluated on the hypercube xi ∈ [−32.768, 32.768], for

all i = 1… d, although it may also be restricted to a smaller domain.

f ðxÞ= − a ⋅ expð− b ⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n
∑
n

i=1
x2i Þ− expð1

n
∑
n

i=1
cosðcxiÞÞ+ a+ expð1Þ

s

ð11Þ

Griewank Function
The function is usually evaluated on the hypercube xi ∈ [−600, 600], for all

i = 1… d.

f ðxÞ= ∑
d

i=1

x2i
4000

− ∏
d

i=1
cos

xi
ffiffi

i
p

� �

+1 ð12Þ

Rastrigin Function
The function is usually evaluated on the hypercube xi ∈ [−5.12, 5.12], for all

i = 1… d.

f ðxÞ=10d+ ∑
b

i
½x2i − 10cosð2πxiÞ� ð13Þ

Schwefel Function
The function is usually evaluated on the hypercube xi ∈ [−500, 500], for all

i = 1… d.

f ðxÞ= ∑
d

i=1

x2i
4000

− ∏
d

i=1
cos

xi
ffiffi

i
p

� �

+1 ð14Þ

Sphere Function
The function is usually evaluated on the hypercube xi ∈ [−5.12, 5.12], for all

i = 1… d.
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f ðxÞ= ∑
n

i=1
x2i ð15Þ

Rosenbrock Function
The function is usually evaluated on the hypercube xi ∈ [−5, 10], for all

i = 1… d, although it may be restricted to the hypercube xi ∈ [−2.048, 2.048], for
all i = 1… d.

f ðxÞ= ∑
d

i=1

x2i
4000

− ∏
d

i=1
cos

xi
ffiffi

i
p

� �

+1 ð16Þ

In Table 1 the results of the mathematical functions used in this work for 6
variables is presented, in the table the most important parameters of the proposed
algorithm is shown, the values shown are as follows, A, B, C, D, these parameters
explained in Eqs. 8 and 9, the size, the populations of plants and herbivores were
used in the following range, plants [300–350], herbivores [200–250].

The values shown in Table 1 are the results of 30 experiments for each math-
ematical function, the values of A, B, C, D were changed manually to analyze the
behavior of the algorithm with these values, the algorithm shown some weaknesses
in some mathematical functions, but remember that the algorithm is in the early
stages therefore in need to make some adaptation and modifications.

6 Conclusions

The proposal is to create, develop and test a new optimization algorithm
bio-inspired by the self-defense mechanisms of the plants, the first challenge is to
adapt the predator-prey model and test the algorithm in an optimization problem, in
this case, we decided to test the performance in mathematical functions and we have
found acceptable results. When we move the parameters manually observe that the

Table 1 Experimental results

Function Experimental results with 6 variables
Parameters Values
A B C D Best σ Average

Ackley 0.34 0.04 0.23 0.36 7.99E−15 0.4814 3.32E−01
Griewank 0.29 0.06 0.27 0.320 2.89E−15 0.1412 4.38E−02
Rastrigin 0.29 0.02 0.10 0.170 3.13E−13 4.3820 1.39
Schwefel 0.50 0.08 0.51 0.740 1.88E−04 0.0115 3.57E−03
Sphere 0.37 0.02 0.10 0.330 2.13E−49 0.5061 2.132E−01
Powell 0.84 0.20 0.41 0.444 1.11E−04 0.4581 1.29E−01
Rosenbrock 0.33 0.19 0.22 0.36 2.5573 7.145 5.2213
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algorithm has better performance when the values are in a range of values, these
observations are only for this problem, we need to apply it to other optimization
problems to analyze the behavior. throughout this research we have been making
some modifications and adding new methods of biological reproduction of plants,
to date we have successfully adapted flights levy to control the pollination of the
plants, we achieved acceptable results but we consider that the results can be
improved.
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Experimenting with a New
Population-Based Optimization
Technique: FUNgal Growth Inspired
(FUNGI) Optimizer

A. Tormási and L. T. Kóczy

Abstract In this paper the experimental results of a new evolutionary algorithm are
presented. The proposed method was inspired by the growth and reproduction of
fungi. Experiments were executed and evaluated on discretized versions of common
functions, which are used in benchmark tests of optimization techniques. The
results were compared with other optimization algorithms and the directions of
future research with many possible modifications/extension of the presented method
are discussed.

1 Introduction

One of the main principles of computational intelligence [1, 2] besides the fuzzy
logic [3] and artificial neural networks [4, 5] are the various nature-inspired
methods used in optimization for example genetic algorithms, swarm intelligence
and evolutionary algorithms, which are widely used in complex problems.

The main contribution of this paper is a new nature-inspired optimization
technique, called FUNgal Growth Inspired (FUNGI) optimizer. The proposed
method is tested with a set of benchmark functions and the results are compared to
two other methods, namely genetic algorithm (GA) [6] and bacterial evolutionary
algorithm (BEA) [7].

After the introduction in Sect. 2 the background of optimization techniques, the
usual evaluation of those and the basic properties of fungi are outlined. In Sect. 3
the concept of the proposed FUNGI optimization technique is detailed. The used
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benchmark functions, test parameters and results of the executed experiment are
detailed in Sect. 4. In Sect. 5 conclusions from the experiment results are discussed
and directions of future research including possible extensions of the proposed
method are pointed out.

2 Background

2.1 Metaheuristic Optimization

The conventional type of optimization algorithms (like hill climbing [8]) are
deterministic; in the other type are the stochastic optimization methods including
heuristics and metaheuristics, which have some sort of randomness in the algo-
rithm. Metaheuristics means higher level heuristic algorithms [9]. There is no
unified definition of metaheuristic optimization techniques, but in general it could
be summarized as strategies to guide an iterative process in which the search space
is efficiently explored to find (near)optimum solution. There are several ways to
classify metaheuristic methods which could be briefly summarized as follows
according to [10]:

(1) Nature- or non-nature inspired: based on the origins of the algorithm’s
concept.

(2) Population-based or single point search: population-based if many solution
exists at any time.

(3) Dynamic or static objective function: dynamic if the objective function changes
during the search, static otherwise.

(4) One or various neighborhood structures: one neighborhood structure if the
fitness landscape topology does not change in the course of the search
algorithm.

(5) Memory usage or memory-less methods: the algorithm is memory-less if it does
not use the search history.

2.2 Evaluation of Optimization Techniques

The most common way to validate and compare optimization techniques are
through tests with benchmark functions. Several benchmark functions with various
properties could be found in literature [11–13].

The main difference between the characteristics of benchmark functions are the
number of global and local minima and maxima, the distribution of these in the
search space. Some examples of 2-Dimensional benchmark functions are shown in
Fig. 1.
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The most common properties of benchmark functions, which could be used as a
basis for the categorization of these functions, are continuity, differentiability,
separability, scalability and modality.

2.3 Basic Parts and Properties of Fungi

Despite the common belief fungi are not plants, neither animal; they are an inde-
pendent life kingdom in the eukaryote empire. They evolved about 1.5 billion years
ago from a common ancestor of fungi and animals. The plants diverged earlier from
the common plant-animal-fungi ancestor [14, 15]. The diversity of fungi is about
ten times bigger than the plants’.

The most common part of the fungi are the hyphae, which are thread-like food
and water seeking entities consisting of one or more cells with cell walls of chitin.

The mycelium is a common element of fungi, a network-like structure of hyphae
usually grown belowground or inside a host and they are responsible for the
feeding. The mycelium helps to produce the energy to grow the fruiting bodies or
mushrooms (which grows from and consists of hyphae) in some types of fungi and
could be considered as the roots.

Fig. 1 Examples of benchmark functions with various properties: a Ackley’s function, b Double
Dip function, c Rastrigin’s function and d Schwefel’s function
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Fungi can reproduce by both sexual and asexual means. In both cases spores are
formed, which are usually spread by the fruiting bodies. Spores could be considered
as the seeds of fungi from which hyphae are growing.

Fungi are able to sense their environment [16, 17], one common form of this
ability is the quorum sensing [17], which can be observed also in many types of
bacteria.

3 The Concept of FUNGI Optimizer

FUNGI is an evolutionary algorithm, which uses a simplified model or simulation
of fungal growth [18] and reproduction. According to the categorization of
metaheuristic algorithms summarized above, FUNGI is a nature-inspired,
population-based metaheuristic optimization algorithm, which uses memory, static
objective function and one neighborhood structure.

The first step of the proposed algorithm is to randomly generate some candidate
solutions, called spores in the search space. Each spore grows a particular number
of (first-level) hyphae in random directions and distances in a ring shaped area from
the spores. The hyphae are representing candidate solutions as well. Each spore
with the connected hyphae represents a mycelia.

In the second step each spore’s hyphae grows further, second- or higher-level
hyphae in the direction with a random deviance (between 0 and a defined maximum
value of deviance) of the hypha with the lowest fitness value. The growth of hyphae
is also ring shaped. This step is repeated until the maximum length of hyphae is
reached.

When mycelium are full grown (the length of the hyphae reaches the defined
maximum), then a particular number of hyphae with the best fitness are growing
fruiting bodies and start to spread a predefined number of new spores. A particular
number of spores with the best fitness values are selected to survive, while the
others are eliminated. The algorithm continues with repetition of the above steps
with the new spores until it reaches the maximum number of generations.

The guided (second- or higher-level) hyphae growth in the algorithm could be
considered as a global search in the problem space. It uses information from other
solutions in the population to control the search in the space. The spore dispersal
operator could be considered as a local search in the sense of searching for new
candidate solutions in a small limited area near a particular candidate solution.

The proposed algorithm uses 13 parameters, which are the following:

(1) Maximum number of generations
(2) Number of initial spores
(3) Number of first-level hyphae per spore
(4) Number of higher-level hyphae per first-level hyphae
(5) Number of hyphae levels
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(6) Inner radius of hyphae growing ring
(7) Outer radius of hyphae growing ring
(8) Maximum angle of growth deviation
(9) Number of hyphae growing fruits

(10) Number of dispersed spores per best fruits
(11) Inner radius of spore dispersal ring
(12) Outer radius of spore dispersal ring
(13) Number of surviving spores for the next generation

The most similar algorithm compared to the FUNGI optimizer is the Cuckoo
Optimization Algorithm (COA) [19], but it also differs at many points, which could
be observed in population handling, in reproduction patterns, in memory usage and
so on.

4 Experiments and Results

4.1 Benchmark Functions

10 well known benchmark functions were selected with 2-Dimensional search
space for the experiment, namely:

(1) Ackley’s function, evaluated on x, y ∈ [−4, 4];
(2) Booth function, evaluated on x, y ∈ [−10, 10];
(3) Double Dip function, evaluated on x, y ∈ [−2, 2];
(4) Drop-Wave function, evaluated on x, y ∈ [−5.12, 5.12];
(5) Easom function, evaluated on x, y ∈ [−100, 100];
(6) Matyas function, evaluated on x, y ∈ [−10, 10];
(7) Rastrigin’s function, evaluated on x and y = [−5.12, 5.12];
(8) Schaffer’s function N. 2, evaluated on x, y = [−100, 100];
(9) Schwefel’s function, evaluated on x, y = [−500, 500];

(10) Six-Hump Camel function, evaluated on x ∈ [−3, 3], y ∈ [−2, 2].

A decision was made to discretize each benchmark function in order to make the
experiment easier to follow and observe. This modification had a significant effect
on the benchmark functions; the search space, the values and the locations of the
local/global minimum/maximum were changed according to the sampling as part of
the discretization. The properties of the search spaces, the new global minimum
values and their locations for each discretized benchmark functions are summarized
in Table 1.

The experiment’s goal was to find global minimum of these discretized functions
using genetic algorithm (GA), bacterial evolutionary algorithm (BEA) and FUNGI
optimizer.
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4.2 Parameters of Algorithms Used in the Experiment

The (x, y) coordinates were selected as the parameters of candidate solutions (e.g.
alleles of chromosomes or bacteria) in the experiment. The values of fitness func-
tions of the 3 used algorithms were the values of the benchmark functions at the
given coordinates represented by the candidate solutions of the algorithms. The
methods’ goal was to minimize the value of the fitness function. The parameter
values of the used methods were selected in order to have a similar number of
fitness evaluations in a generation for each algorithm. The reason of this choice was
that in most cases the computational cost of optimization algorithms mostly
depends on the number of the fitness evaluations.

The implemented GA had 4 parameters: population size, maximum number of
generations, the probability of crossovers and the probability of mutations, the
values were 285, 50, 0.7 and 0.001 respectively. The number of fitness evaluations
in the initial population was 285, but after that only about 70% of the population
was changed in crossovers and 0.1% in mutations, which means about 199.785
fitness evaluations/generation (depending on the exact number of crossovers and
mutations in the particular generation), since the fitness is the same for the
unchanged chromosomes. Roulette wheel method was used for selecting the 2
parents in the crossover step; the new chromosomes were generated from the
randomly selected coordinate (x or y) of the first parent and the other coordinate
from the second parent. The mutated coordinate was selected by a random (nor-
mally distributed) function and the new value was an integer generated between the

Table 1 Properties of discretized benchmark functions

Benchmark
function

x y Global minimum value Global minimum
coordinate

Ackley’s function 1…1053 1…1053 0.00990673572320988 (527,527)
Booth function 1…1053 1…1053 0.0003480926 (685,579)
Double Dip
function

1…1035 1…1035 −0.428877520506912 (336,518)

Drop-Wave
function

1…1053 1…1053 −0.998287090164812 (527,527)

Easom function 1…1053 1…1053 −0.9998225 (543,543)
Matyas function 1…1053 1…1053 0.000003607344 (527,527)
Rastrigin’s
function

1…1053 1…1053 −1.99991504067884 (527,527)

Schaffer’s function
N. 2

1…1053 1…1053 0.00001803623 (527,527)

Schwefel’s
function

1…1053 1…1053 −837.921529876121 (970,970)

Six-Hump Camel
function

1…702 1…1053 −1.031618711244 (476,511)
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ranges of the given coordinate for the function. The initial generation was consisted
of randomly generated chromosomes.

The BEA had 5 parameters: population size, maximum numbers of generations,
number of clones in bacterial mutation, number of infections in a generation and the
point of division in infection to distinguish good and bad bacteria, the values were
20, 50, 5, 5 and 50% respectively. 20 fitness evaluations were required for the
randomly generated initial population. After that 205 fitness evaluations/generation
were required, this consists of calculations of 5 clones for 20 times 5 for each 2
mutated alleles and 5 evaluations for the infected bacterium. The order of allele
mutation, the good and the bad bacteria and the allele to transfer were randomly
selected.

The FUNGI optimizer had 13 parameters. The number of randomly selected
initial spores and the number of maximum generations were both set to 10. The
level of hyphae was set to 2, the number of first-level hyphae (grown from the
spores randomly) was set to 2, while the number of second-level hyphae (hyphae
grown from first-level hyphae in the direction of the hypha with the best value) was
set to 4. The inner radius of hyphae growing ring was set to 20, while the outer
radius was set to 200 and the angle of growing was set to 10°. The number of
fruiting hyphae (the number of mushrooms) was 10 and each fruit spread 10 spores.
The spores were spread in a ring with an inner radius of 1 and outer radios of 30.
The best 10 spores were selected from the 100 generated spores. The 10 spores and
the two first-level hyphae per spore require 30, while the 4 second-level hyphae per
first-level hyphae requires 80 fitness evaluations. The 10 spores spread by the 10
best hyphae require 100 evaluations of the fitness function, which added to the
previous number gives 200 fitness evaluations/generation plus 10 in the first gen-
eration for the randomly generated initial spores.

4.3 Results

The experiment was executed on a desktop PC with a 3.6 GHz 8-core AMD FX–
8150 processor, 4 GB RAM running the 64 bit version Microsoft Windows 8 Pro.
The algorithms were implemented as single threaded windowed applications in C#
(.NET 4.5). In this environment FUNGI evaluated a generation in 7.104 s in
average based on the 10 executions on the 10 benchmark functions, while GA and
BEA required 7.835 and 28.129 s/generation respectively. These runtimes are not
able to express the efficiency of the methods in general, because these highly
depend on their implementation and the parameters of the environment, but could
be used as a basis to compare the algorithms to each other in this given test.

The following results were compared for GA, BEA and FUNGI during the
benchmark test for each function:

(1) Best run (BR): the 1 run out of 10 in which the population reached the best
result (a candidate with the lowest fitness) for a particular benchmark function.
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If two or more different runs reached the same results, then the one is selected
in which it appeared in the earliest generation.

(2) Worst run (WR): the 1 run out of 10 in which the population’s best candidate
reached the worst result (the greatest fitness value) for a particular benchmark
function. If two or more different runs had the same results, then the one is
selected in which the value appeared in a latter generation.

(3) Average of populations (AP): the average value of the best candidates’ fitness
values of populations in 10 runs for a particular benchmark function.

The experiments run on Ackley’s function showed that BEA could find the
global minimum in each run; FUNGI reached it 7 times out of 10 runs, while GA
couldn’t find it in any runs. It is important to highlight the fact that the FUNGI
could evaluate the 10 runs (for each test case) in the third time compared to BEA.
In BR BEA found the best solution 1 generation earlier than FUNGI. In AP BEA
reached slightly better (a lower fitness with 0.00215) results, but FUNGI converged
faster to the optimum value.

In BR for Booth function FUNGI reached the global minimum 7 generations
earlier than BEA, while GA could not find it in any of the runs. In WR none of the
algorithms could find the optimum, but FUNGI reached a solution with lower
(better) fitness by 0.004726. In AP FUNGI reached better fitness values and had
better convergence than BEA in each generation.

The results of benchmark test for Double Dip function showed that in
BR FUNGI could reach the global optimum 5 generations earlier than BEA, while
in WR and AP BEA reached slightly lower fitness (by 0.0000003 and 0.0000001
respectively).

In BR for Drop-Wave function FUNGI reached the global minimum 15 gen-
erations earlier than BEA. In WR FUNGI reached better results by 0.0620418 than
BEA. In AP FUNGI found solutions lower than BEA by 0.016461 shown in Fig. 2.

In BR for Easom function FUNGI reached the global minimum 15 generations
earlier, than BEA which is more impressive if the runtime is also considered. In WR
FUNGI reached better result by 0.008335 compared to BEA. In AP BEA found
solutions with lower fitness by 0.004026 as shown in Fig. 3.

In BR and WR for Matyas function FUNGI reached better results than BEA and
GA by 2.6 * 10−10 and 0.004 respectively. In AP FUNGI found solution with lower
fitness by 0.00016 compared to BEA.

In BR for Rastrigin’s function BEA reached the global optimum in 20 genera-
tions earlier than FUNGI, while in WR and AP (shown in Fig. 4) BEA found better
solution than FUNGI by 0.270433 and 0.027106 respectively.
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In BR, WR and AP for Schaffer’s N. 2 function FUNGI reached better results
compared to BEA by 6.5 * 10−10, 0.0021 and 0.00045 respectively. The AP results
are shown in Fig. 5.

The benchmark results for the Schwefel’s function showed that in BR FUNGI
reached the same result as BEA 5 generations earlier and both achieved better
fitness, than GA by 0.02699. In WR FUNGI performed definitely worse fitness
values than GA (by 222.4196) and BEA (by 236.9071). In AP both BEA and GA
reached better results compared to FUNGI by 82.90251 and 78.40624 respectively
as shown in Fig. 6.
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In BR for Six-Hump Camel function FUNGI reached the global minimum 8
generations earlier than BEA. In WR both FUNGI and BEA reached the same
result, but FUNGI found that value 5 generations earlier. In AP BEA could find
solutions with lower fitness than FUNGI by 6.6341 * 10−9 as shown in Fig. 7.

The benchmark results clearly showed that in APs GA performed definitely
worse than BEA in all cases and 9 times out of 10 than FUNGI. In most cases BEA
and FUNGI reached quite similar results, except for Rastrigin’s and for Schwefel’s
functions in which FUNGI performed worse. If we also consider the runtime of the
algorithms, then the performance of FUNGI are more impressive, because it
required about 25–33% of BEA’s run time to reach the results.

5 Conclusions and Future Work

A new fungal growth inspired (FUNGI) optimization method was presented. The
method was implemented and an experiment was executed on 10 different
2-Dimensional discretized search spaces. The benchmark results and the properties
of the proposed algorithm were compared with GA and BEA. The introduced
method reached promising results in the benchmark test compared to the other
algorithms. The results of the experiments showed that the FUNGI optimizer had
better convergence or reached same or lower fitness values in BRs for 8 cases out of
10 benchmark functions, while the average evaluation time of a generation was
similarly low as GA’s (about the third of BEA’s).

There are several plans for further research, which could be grouped into two
main directions: (1) the examination of parameters and basic properties of the
method (e.g. random functions) and (2) the investigation of various extensions of
the method (e.g. used operators).

The main goal of the following research will be an extensive examination of the
FUNGI optimizer’s parameters to determine the effects of those on the speed and
success of the algorithm.

The effects of the random functions’ distribution and shape will be also con-
sidered as a main direction of the following work. For example a square shaped
space of hyphae growth and spore spreading could be as good as the ring shaped
used in the algorithm, but it would be easier to implement especially for problems
with higher number of dimensions in the search space.
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The most trivial and important extension of the method is enabling it to handle
N-Dimensional spaces. In most cases of optimization problems there are more than
2 dimensions. A similarly significant modification of the algorithm would be to
handle continuous search spaces, which is also regular in optimization problems.
These two extensions of the proposed algorithm would significantly increase its
possible applications.

The current model uses the hypha with best fitness to determine the direction for
growing second- and further level hyphae. This may result in the system as con-
vergence to a local minimum, which could be avoided by the use of aggregated
fitness of mycelia. In this case the hyphae would grow to the direction of the
mycelia, which has the highest aggregated fitness. A similar approach is used in
imperialist competitive algorithm, where an aggregated fitness of an empire and its
colonies is also used.

The firefly algorithm (FA) [20] uses a distance-based weighted fitness of the
fireflies to attract each other. A similar approach could be used in FUNGI optimizer,
where the hyphae would grow in the direction of the hypha with best distance- or
age-based fitness. With the higher value of distance or the age the attractiveness of
hyphae would decrease. Hypha with higher distance would force even the most
distant hypha to grow in the direction of a (possibly) local minimum ignoring a
possible better solution in a near position. This way the population might be forced
to migrate big distances without guaranteeing better solution and resulting in the
avoidance of the global minimum near a given hypha. This could be handled with
the distance-based weighted fitness. The age-based fitness weights could have an
advantage in the case if the highest fitness value is a local minimum point in the
search space and it does not change even in several generations. If the fitness of the
hypha decreases with its age (the difference between the current number of gen-
eration and in which it was generated), then the system might be asserted to
converge in a new direction, where a hypha has lower fitness, but could be closer to
a global minimum.

The current system uses a fix sized ring as the possible area of hyphae growth
even if the best hypha has a close position compared to the hypha which grows the
new hyphae. A possible modification of the system would be the use of a growing
ring, where the distance between the new hyphae and the hypha in which direction
it grows would be used to determine the inner and outer radius of the ring. This way
the new hyphae would have a small growth if the best hypha is close; and it would
grow bigger otherwise. Other possible modifications of the proposed algorithm
could be a dynamically changing or unlimited number of hyphae branches and/or
hyphae length based on the fitness or the current number of the generation.

The proposed method in this paper keeps all the generated mycelium in the
population even for later generations; it does not require further computations in
the algorithm, but slightly increases the used memory. A possible extension of the
presented method could be the death of mycelium and/or hyphae with low fitness or
a greater age. Beside the possible decrease in the systems memory usage it would
be reasonable to eliminate them in order to reach a better convergence in the
system.
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The presented algorithm uses the asexual (without the exchange of genetic
information) concept, which is common in fungi reproduction. However some types
of fungi use sexual reproduction, in which two fungi may exchange genetic
information through the hyphae. This concept could be also applied in a modified
version of the proposed method, which way there would be a global information
exchange between the entities in the population. This could be modeled and inte-
grated in the method as the gene transfer operator in BEA.

Finally some parts of the algorithm could be easily modified to use multiple
threads. The extension of the algorithm with parallel computing capacity could
dramatically decrease the computational time required by the method.
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A Hybrid Genetic Algorithm
for Minimum Weight Dominating
Set Problem

O. Ugurlu and D. Tanir

Abstract Minimum Weight Dominating Set (MWDS) belongs to the class of
NP-hard graph problem which has several real life applications especially in
wireless networks. In this paper, we present a new hybrid genetic algorithm. Also,
we propose a new heuristic algorithm for MWDS to create initial population. We
test our hybrid genetic algorithm on (Jovanovic et al., Proceedings of the 12th
WSEAS international conference on automatic control, modeling and simulation,
2010) [3] data set. Then the results are compared with existing algorithms in the
literature. The experimental results show that our hybrid genetic algorithm can yield
better solutions than these algorithms and faster than these algorithms.

1 Introduction

A dominating set for G = (V, E) is a subset of vertices S ∈ V; such that every
vertex in V\S is adjacent to at least one vertex in S. The dominating set problem
consists of finding smallest dominating set in a graph. The cardinality of the
smallest dominating set is called the domination number of the graph. The problem
is also known to be NP-hard [1]. In fact, the minimum dominating set problem for
general graphs is polynomially equivalent to the Set Cover problem [2]. Many real
life problems can be formulated as instances of the minimum dominating set.
Examples of such areas where the minimum dominating set problem occurs posi-
tioning retail, sensor networks and Mobile Ad hoc Networks (MANETs) [3].
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One of the crucial extensions of the minimum dominating set is Minimum
Weighted Dominating Set MWDS problem. Given a graph G = (V, E) with vertex
weight function C: V → R+, the MWDS problem is to find a dominating set of
graph G such that its total weight is minimum. The problem of finding a MWDS has
been proven to be NP-hard [1]. MWDS has numerous real life applications as
routing and clustering in wireless networks, reducing the number of full wavelength
converters and so on [4].

Due to the significant real-life applications, a great numbers of algorithms have
been proposed for MWDS in last decade. [5–8] are some of the approximations
algorithms which have been proposed for MWDS. Jovanovic et al. [3] have pro-
posed an ant colony optimization algorithm and a data set for MWDS. Moreover,
Potluri and Singh [4] have been proposed three hybrid metaheuristic algorithms for
MWDS and have tested their algorithms performance on [3] data set.

In this paper, a new hybrid genetic algorithm has been proposed for MWDS. We
have also proposed a heuristic algorithm for MSDS. The proposed hybrid genetic
algorithm has been compared with other metaheuristics [3, 4] algorithms for
MWDS. The experimental results show that our hybrid genetic algorithm is far
better than the other existing metaheuristic algorithms on Type I instances [3, 4] and
can give quality solutions on Type II.

The paper is organized as follows: Sect. 2 describes the proposed hybrid genetic
algorithms and heuristic algorithm for initial population. In Sect. 3, graph models
used in the experiments are briefly described, and the proposed algorithm is
compared with other metaheuristic algorithms on [3] data set. Section 4 summarizes
and concludes the paper.

2 Hybrid Genetic Algorithm

Hybrid genetic algorithms have received significant interest in recent years and are
being increasingly used to solve for optimization problems. A genetic algorithm can
incorporate other techniques within its framework to produce a hybrid that reaps the
best from the combination [9].

In the proposed algorithm, we have combined a new local search with a genetic
algorithm to solve MWDS problem.

2.1 Initial Heuristic

To create an initial population for the genetic algorithm, we have proposed a new
heuristic algorithm. The pseudo-code of the proposed algorithm as follows (N(v):
neighbors of vertex v):
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1. S = ∅
2. While ( S is not a dominating set) do
3. For (all v which are not in S )
4.    Find the min ( ) / ( )i id v w v value and mark the iv
5.   end
6. For (all v in ( )iN v )
7. Find the max ( *) / ( *)d v w v value and mark the *v
8. end
9. *S S v= ∪
10.   end

We have also used random function in step 4 (0.5 chance for random vi, and 0.5
chance for step 4). We have tried to ensure diversity in population by selecting vi
randomly.

2.2 Genetic Algorithm

We have set population size to μ= n for genetic algorithm. For fitness function, we
have used the sum of weights of all vertices in the dominating set. The elitism rate
has been set to 0.2, and the remaining 0.8 of the population have been reproduced in
every generation. To generate new solutions, we have used the tournament selection
(k = 3) method and single-point crossover technique. Since we have a powerful
local search, we only add vertices to the solutions in mutation operator. 0.02 of
population size have selected randomly and have been applied mutation. And 0.02
of n have selected randomly and have been added to the selected solutions. The
main purpose of the mutation operator is that ensure the diversity the population to
prevent the genetic algorithm from being stuck in a local minimum. After the
mutation operator, all solution have been checked by repair procedure. The
pseudo-code of the repair procedure as follows:

1. While ( S is not a dominating set) do
2. [] 0rep ←
3. For (all iv which are not in S )
4.     For (all jv in ( )iN v )
5.              [ ]= [ ]+1j jrep v rep v

6.              end
7.          end
8. For (all v which are not in S ) 
9. Find the max [ *]rep v
10. end
11.     *S S v= ∪
12. do

After checking all solution via repair procedure, local search has carried out to
all solutions. If the best solution in population is not improved over 100 iterations,
the algorithm will stop.
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2.3 New Local Search Technique

If all neighbors of vertex v, are covered by other vertices of the dominating set and
at least, one of the neighbors of vertex v belongs to the dominating set then we can
call vertex v redundant vertex, and we can remove v from the dominating set. We
have used this technique to minimize the cardinality of the dominating set. How-
ever, when the solutions converge towards the local optima in the genetic algo-
rithm, it is almost impossible to find a redundant vertex. Therefore, we have used
the following Procedure2 and Procedure3. These procedures provide the population
diversity by making small moves around the solution neighbors and create more
redundant vertex. Since in our problem vertices have weight, changing in domi-
nating set, provide much more quality solutions even if the cardinality of the
dominating set does not change. Main steps of the proposed local search as follows:

• Procedure1: If there is a redundant v vertex in solution, remove v from solution.
Repeat this procedure till the solution has no redundant vertices.

• Procedure2: If all neighbors of vertex v, are covered by other vertices of the
solution and none of them is in solution, then define v as can be shift vertex and
remove vertex v from solution and add its one neighbor to the solution which
has minimum weight. Perform the Procedure1.

• Procedure3: If all neighbors of vertex v, are covered by other vertices of the
solution except for only one vertex w, then define v as can be shift vertex and
remove the v from solution and add the w to the solution. Perform the
Procedure1.

We have applied local search to the each solution until the solutions have no
redundant or shift vertices.

3 Experimental Results

The proposed HGA was implemented by the authors in C++ and compiler with gcc
version 4.9.2 with –o3 optimization. The experiments were carried out on Intel
Core i7 4700HQ 2.4 GHz CPU with 32 GB of RAM running Windows 8.1 64-bit
Edition. Since reading the graph and building the adjacency lists are common to all
algorithms, they are not included in running times.

The proposed HGA was tested on [3] data set. This data set consists of two types
of instances. Type I instances are connected undirected graphs with vertices weights
randomly distributed in [20, 70]. In Type II instances, the weights of the vertices are
determined by a function of the degree of the vertex and randomly distributed in
[1, d(v)2]. The number of vertices in the graphs varies from 50 to 1000. For each
vertex and edge number, there are 10 instances. For each of these instances, a total
of 10 runs of the algorithm are performed, and best solution is selected. In Tables 1
and 2, the average value of 10 instances for each vertex and edge number are given.
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Table 1 Results for Type I instances

n m ACO1 HGA1 ACO2 ACO3 HGA

50 50 539.8 531.3 531.3 532.6 531.3
50 100 391.9 371.2 371.2 371.5 362.2
50 250 195.3 175.7 176 175.7 175.8
50 500 112.8 94.9 94.9 95.2 94.5
50 750 69 63.1 63.1 63.2 63.1
50 1000 44.7 41.5 41.5 41.5 41.8
100 100 1087.2 1081.3 1066.9 1065.4 1061.4
100 250 698.7 626.2 627.2 627.4 618.9
100 500 442.8 358.3 362.5 363.2 356.2
100 750 313.7 261.2 263.5 265 256.5
100 1000 247.8 205.6 209.2 208.8 204.2
100 2000 125.9 108.2 108.1 108.4 107.8
150 150 1630.1 1607 1582.8 1585.2 1580.7
150 250 1317.7 1238.6 1237.2 1238.3 1220
150 500 899.9 763 767.7 768.6 748.4
150 750 674.4 558.5 565 562.8 548.6
150 1000 540.7 438.7 446.8 448.3 433.6
150 2000 293.1 245.7 259.4 255.6 245,9
150 3000 204.7 169.2 173.4 175.2 168.8
200 250 2039.2 1962.1 1934.3 1927 1912.9
200 500 1389.4 1266.3 1259.7 1260.8 1236.2
200 750 1096.2 939.8 938.7 940.1 913
200 1000 869.9 747.8 751.2 753.7 726.3
200 2000 524.1 432.9 440.2 444.7 415.9
200 3000 385.7 308.5 309.9 315.2 300.4
250 250 NA 2703.4 2655.4 2655.4 2638.8
250 500 NA 1878.8 1850.3 1847.9 1809.2
250 750 NA 1421.1 1405.2 1405.5 1369.3
250 1000 NA 1143.4 1127.1 1122.9 1096.9
250 2000 NA 656.6 672.8 676.4 626.7
250 3000 NA 469.3 474.1 478.3 453.8
250 5000 NA 300.5 310.4 308.7 293.1
300 300 NA 3255.2 3198.5 3205.9 3186.9
300 500 NA 2509.8 2479.2 2473.3 2437.7
300 750 NA 1933.9 1903.3 1913.9 1867.2
300 1000 NA 1560.1 1552.5 1555.8 1499
300 2000 NA 909.6 916.8 916.5 875.5
300 3000 NA 654.9 667.8 670.7 634.9
300 5000 NA 428.3 437.4 435.9 415.5
500 500 5476.3 5498.3 5398.3 5387.7 5338.5

(continued)
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The proposed hybrid genetic algorithm has been compared with other meta-
heuristics algorithm for MWDS. Jovanovic et al. [3] have proposed an ant colony
optimization algorithm for MWDS and Potluri and Singh [4] have proposed three
metaheuristics (one hybrid genetic algorithm and two ant colony optimization
algorithms) algorithms for MWDS. For a detail description of these algorithms, the
reader is referred to Potluri and Singh [4]. Note that we have set population size to
μ=100 for n>500 to find solutions in more reasonable times.

To compare results, we use following notations in tables:

ACO1: The ant-colony optimization algorithm proposed by Raka et al. [3].
HGA1: The hybrid genetic algorithm proposed by Potluri and Singh [4].
ACO2: The ant-colony optimization algorithm with local search (ACO-LS) pro-
posed by Potluri and Singh [4].
ACO3: The ant-colony optimization algorithm with local search and pre-processing
(ACO-PP-LS) proposed by Potluri and Singh [4].
HGA: Our hybrid genetic algorithm.

The results of these algorithms are given in Tables 1 and 2 and the running time
of these algorithms are given in Tables 3 and 4.

4 Conclusions

A new hybrid genetic algorithm has been proposed for minimum weight domi-
nating set. The algorithm has been compared with other metaheuristic algorithms
[3, 4] for this problem. The experimental results show that proposed algorithm
superior to [3] and far better than [4] on Type I instances. On Type II instances,

Table 1 (continued)

n m ACO1 HGA1 ACO2 ACO3 HGA

500 1000 4069.8 3798.6 3714.8 3698.3 3654.9
500 2000 2627.5 2338.2 2277.6 2275.9 2215.8
500 5000 1398.5 1122.7 1115.3 1110.2 1069.2
500 10,000 825.7 641.1 652.8 650.9 631.7
800 1000 8098.9 8017.7 8117.6 8068 7785.1
800 2000 5739.9 5318.7 5389.9 5389.6 5096.8
800 5000 3116.5 2633.4 2616 2607.9 2531.4
800 10,000 1923 1547.7 1525.7 1535.3 1537.3
1000 1000 10924.4 11095.2 11035.5 11022.9 10706.3
1000 5000 4662.7 3996.6 4012 4029.8 3796.5
1000 10000 2890.3 2334.7 2314.9 2306.6 2326.9
1000 15,000 2164.3 1687.5 1656.3 1657.4 1672.1
1000 20,000 1734.3 1337.2 1312.8 1315.8 1372.3
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Table 2 Results for Type II instances

n m ACO1 HGA1 ACO2 ACO3 HGA

50 50 62.3 60.8 60.8 60.8 60.8
50 100 98.4 90.3 90.3 90.3 90.1
50 250 202.4 146.7 146.7 146.7 147.4
50 500 312.9 179.9 179.9 179.9 195.8
50 750 386.3 171.1 171.1 171.1 182.9
50 1000 NA 146.5 146.5 146.5 170.4
100 100 126.5 124.5 123.6 123.5 123.5
100 250 236.6 211.4 210.2 210.4 215.5
100 500 404.8 306 307.8 308.4 331.1
100 750 615.1 385.3 385.7 386.3 417.5
100 1000 697.3 429.1 430.3 430.3 445.5
100 2000 1193.7 550.6 558.8 559.8 609.7
150 150 190.1 186 184.7 184.9 185.2
150 250 253.9 234.9 233.2 233.4 235.3
150 500 443.2 350 351.9 351.9 378.8
150 750 623.3 455.8 456.9 454.7 518
150 1000 825.3 547.5 551.4 549 651.8
150 2000 1436.4 720.1 725.7 725.7 1023.4
150 3000 1751.9 792.6 794 806.2 1065.6
200 250 293.2 275.1 272.6 272.6 275.2
200 500 456.5 390.7 388.6 388.4 408.8
200 750 657.9 507 501.7 501.4 558
200 1000 829.2 601.1 605.9 605.8 732.8
200 2000 1626 893.5 891 892.9 1251.2
200 3000 2210.3 1021.3 1027 1034.4 1592.6
250 250 NA 310.1 306.5 306.7 307.5
250 500 NA 444 443.8 443.2 461.4
250 750 NA 578.2 573.1 575.9 639.2
250 1000 NA 672.8 671.8 675.1 791.4
250 2000 NA 1030.8 1033.9 1031.5 1404.8
250 3000 NA 1262 1288.5 1277 1937.1
250 5000 NA 1480.9 1493.6 1520.1 2501.3
300 300 NA 375.6 371.1 371.2 373.2
300 500 NA 484.2 480.8 481.2 500.8
300 750 NA 623.8 621.6 618.3 670
300 1000 NA 751.1 744.9 743.5 844.6
300 2000 NA 1106.7 1111.6 1107.5 1516.3
300 3000 NA 1382.1 1422.8 1415.3 2103.8
300 5000 NA 1686.3 1712.1 1698.6 3014.6
500 500 651.2 632.9 627.5 627.3 632.7

(continued)
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Table 2 (continued)

n m ACO1 HGA1 ACO2 ACO3 HGA

500 1000 1018.1 919.2 913 912.6 1002.8
500 2000 1871.8 1398.2 1384.9 1383.9 1664.3
500 5000 4299.8 2393.2 2459.1 2468.8 4148
500 10,000 8543.5 3264.9 3377.9 3369.4 8234.4
800 1000 1171.2 1128.2 1126.4 1125.1 7785.1
800 2000 1938.7 1679.2 1693.7 1697.9 5116..4
800 5000 4439.0 3003.6 3121.9 3120.9 4170.2
800 10,000 8951.1 4268.1 4404.1 4447.9 8573.6
1000 1000 1289.3 1265.2 1259.3 1258.6 1272.7
1000 5000 4720.1 3220.1 3411.6 3415.1 4414.8
1000 10,000 9407.7 4947.5 5129.1 5101.9 7982.8
1000 15,000 14433.5 6267.6 6454.6 6470.6 13470.4
1000 20,000 19172.6 7088.5 7297.4 7340.8 19346.6

Table 3 Running times for Type I instances in sec.

n m HGA1 ACO2 ACO3 HGA

50 50 2.7 1.2 1.1 0.02
50 100 2.6 1 0.9 0.03
50 250 2.3 0.6 0.6 0.1
50 500 2 0.5 0.5 0.2
50 750 2.1 0.3 0.3 0.6
50 1000 2.1 0.3 0.3 0.7
100 100 9.6 4.3 3.9 0.2
100 250 8.4 3.1 2.8 0.3
100 500 5.8 2.3 2 0.7
100 750 4.8 2 1.9 0.9
100 1000 4.9 1.7 1.7 1.7
100 2000 4.9 1.2 1.2 3.7
150 150 23.4 9.9 8.8 0.6
150 250 20.8 8.6 7.5 0.9
150 500 15.3 6.1 5.5 1.3
150 750 12.2 5 4.5 2
150 1000 11.8 4.5 4 2.6
150 2000 9.2 3.3 3.3 5.5
150 3000 8.3 3 2.8 10.3
200 250 41.7 17.7 15.3 2
200 500 33.4 13.2 11.5 3.5
200 750 28.1 10.6 9.2 5
200 1000 24.9 9 8 5.8

(continued)
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Table 3 (continued)

n m HGA1 ACO2 ACO3 HGA

200 2000 15.2 6.5 6 10.3
200 3000 14.4 5.7 5.4 15
250 250 72.7 32.5 28.4 3.8
250 500 59.9 25.1 21.9 7
250 750 55 20 17.4 9.5
250 1000 47.3 17.3 15.2 31.2
250 2000 26.1 11.6 10.7 20.8
250 3000 23 9.5 9 52.8
250 5000 21.8 8.4 8.1 86.5
300 300 116.3 49.2 42.2 8.5
300 500 109 41 35.7 13.6
300 750 93.2 34 30 14.1
300 1000 80.1 28.2 24.5 17.5
300 2000 47.6 18.8 17 40.4
300 3000 37.3 15.4 14.3 50.8
300 5000 27.4 12.5 12 76.3
500 500 412.3 180.3 156 50.5
500 1000 359.8 143.7 116.4 69.2
500 2000 219.2 90.3 81.7 89.2
500 5000 114.4 51.3 45.7 148.2
500 10,000 64 36.9 35.8 314.9
800 1000 1459.5 769.8 709.6 9.8
800 2000 1094.3 572.6 554.8 16
800 5000 551.5 263.5 237.3 35.6
800 10,000 246.1 147.5 145.4 83.3
1000 1000 2829.6 1320.7 1189.9 11.6
1000 5000 1152.1 627.7 600.8 53.8
1000 10,000 566.2 308.8 289.9 133
1000 15,000 356.3 227.7 211 219.4
1000 20,000 251.1 204.9 200.3 343.7
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Table 4 Running times for Type II instances in sec.

n m HGA1 ACO2 ACO3 HGA

50 50 3.8 1.2 1.2 0.01
50 100 3.8 1.1 1.1 0.03
50 250 3.4 0.8 0.7 0.03
50 500 2.8 0.6 0.6 0.2
50 750 2.5 0.5 0.4 0.4
50 1000 1.9 0.3 0.2 0.7
100 100 11 4.2 4 0.1
100 250 11 3.5 3.2 0.3
100 500 10.2 2.7 2.5 0.7
100 750 8.6 2.4 2.3 1
100 1000 8.5 2 1.9 1.5
100 2000 7.8 1.6 1.5 3.8
150 150 29.5 9.1 8.6 0.5
150 250 29.1 8.6 7.8 1.4
150 500 24.5 7 6.2 1.9
150 750 21.8 5.9 5.6 2.5
150 1000 19.7 5.5 5.1 2.9
150 2000 17.5 4.4 4.1 6.4
150 3000 15.4 3.6 3.6 10.3
200 250 53.9 17.1 15.6 2
200 500 49.9 14.6 12.8 6.7
200 750 45.9 12.5 11.1 7.5
200 1000 37.3 11.2 10.2 9.3
200 2000 31.9 8.9 8.1 14.5
200 3000 29.9 7.2 7 24.6
250 250 88 28 25.5 5
250 500 89.1 25.4 22.8 12.8
250 750 77.1 23 20.6 18.2
250 1000 74.2 20.8 19 16.3
250 2000 56.8 15.9 15.1 16
250 3000 49 14 13.5 35.9
250 5000 46.9 11.2 10.9 34.3
300 300 142.3 43 39.2 12.3
300 500 143.4 40 35.8 15.6
300 750 124.5 36.9 32.9 16.3
300 1000 113 33.7 30.5 19.7
300 2000 87.7 24.3 22.7 23.9
300 3000 70.9 23.9 20.9 33.6
300 5000 66.7 18.2 17.4 41
500 500 522 149.1 135.4 32.7

(continued)
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HGA1 which is proposed by [4] gives best results in general. Also, experimental
results show that our algorithm is extremely fast on sparse graphs.

The main contribution of this paper is the idea of local search technique. In
future works, the authors aim to improve solutions quality on Type II instances by
improving the local search technique and test the algorithm performance on disk
graphs.
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Optimization of Ensemble Neural
Networks with Type-1 and Type-2 Fuzzy
Integration for Prediction of the Taiwan
Stock Exchange

Martha Pulido and Patricia Melin

Abstract This paper describes an optimization method based on genetic algo-
rithms and particle swarm optimization for ensemble neural networks with type-1
and type-2 fuzzy aggregation for forecasting complex time series. The time series
that was considered in this paper to compare the hybrid approach with traditional
methods is the Taiwan Stock Exchange (TAIEX), and the results shown are for the
optimization of the structure of the ensemble neural network with type-1 and type-2
fuzzy integration. Simulation results show that the ensemble approach produces
good prediction of the Taiwan Stock Exchange.

Keywords Ensemble neural networks ⋅ Optimization ⋅ Genetic algorithms
Time series prediction ⋅ Particle swarm

1 Introduction

Time series are usually analyzed to understand the past and to predict the future,
enabling managers or policy makers to make properly informed decisions. Time
series analysis quantifies the main features in data, like the random variation. These
facts, combined with improved computing power, have made time series methods
widely applicable in government, industry, and commerce. In most branches of
science, engineering, and commerce, there are variables measured sequentially in
time. Reserve banks record interest rates and exchange rates each day. The gov-
ernment statistics department will compute the country’s gross domestic product on
a yearly basis. Newspapers publish yesterday’s noon temperatures for capital cities
from around the world. Meteorological offices record rainfall at many different sites
with differing resolutions. When a variable is measured sequentially in time over or
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at a fixed interval, known as the sampling interval, the resulting data form a time
series [1].

Time series predictions are very important because based on them we can
analyze past events to know the possible behavior of futures events and thus can
take preventive or corrective decisions to help avoid unwanted circumstances.

Time series predictions are very important because based on them we can
analyze past events to know the possible behavior of futures events and thus we can
take preventive or corrective decisions to help avoid unwanted circumstances.

The choice and implementation of an appropriate method for prediction has
always been a major issue for enterprises that seek to ensure the profitability and
survival of business. The predictions give the company the ability to make deci-
sions in the medium and long term, and due to the accuracy or inaccuracy of data
this could mean predicted growth or profits and financial losses. It is very important
for companies to know the behavior that will be the future development of their
business, and thus be able to make decisions that improve the company’s activities,
and avoid unwanted situations, which in some cases can lead to the company’s
failure. In this paper we propose a hybrid approach for time series prediction by
using an ensemble neural network and its optimization with genetic algorithms and
particle swarm optimization. In the literature there have been recent produced work
of time series [2–10].

This method consists of a hybrid approach to optimization ensemble neural
networks [11–27] with genetic algorithms [28–32] and particle swarm optimization
[32, 33] and integration of the responses of the neural network with type-1 and
type-2 fuzzy systems [34, 35].

2 Problem Statement and Proposed Method

The goal of this work was to implement a Genetic Algorithm and particle swarm
optimization to optimize the ensemble neural network architectures. In this case the
optimization is for each of the modules, and thus to find a neural network archi-
tecture that yields optimum results in each of the Time Series to be considered. In
Fig. 1 we have the historical data of each time series prediction, then the data is
provided to the modules that will be optimized with the genetic algorithm for the
ensemble network and then these modules are integrated with type-2 fuzzy inte-
gration method.

Historical data of the Taiwan Stock Exchange time series was used for the
ensemble neural network trainings, where each module was fed with the same
information, unlike the modular networks, where each module is fed with different
data, which leads to architectures that are not uniform.

The Taiwan Stock Exchange (Taiwan Stock Exchange Corporation) is a finan-
cial institution that was founded in 1961 in Taipei and began to operate as stock
exchange on 9 February 1962. It is regulated by the Financial Supervisory Com-
mission. The index of the Taiwan Stock Exchange is the TWSE [36].
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Data of the Taiwan Stock Exchange time series: We are using 800 points that
correspond to a period from 03/04/2011 to 05/07/2014 (as shown in Fig. 2). We
used 70% of the data for the ensemble neural network trainings and 30% to test the
network [36].

The objective function is defined to minimize the prediction error as follows:

EM = ∑
D

t=1
ai − xij j

� �
̸D ð1Þ

where a, corresponds to the predicted data depending on the output of the network
modules, X represents real data, D the Number of Data points and EM is the total
prediction error.

The corresponding particle structure is shown in Fig. 3.
The corresponding particle structure is shown in Fig. 4.

Fig. 1 General architecture of the proposed ensemble model

Fig. 2 Taiwan stock
exchange
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Figure 4 represents the Particle Structure to optimize the ensemble neural net-
work, where the parameters that are optimized are the number of modules, number
of layers, and number of neurons of the ensemble neural network. PSO determines
the number of modules, number of layers and number of neurons per layer that the
neural network ensemble should have, to meet the objective of achieving the better
Prediction error.

The parameters for the particle swarm optimization algorithm are: 100 Particles,
100 iterations, Cognitive Component (C1) = 2, Social Component (C2) = 2,
Constriction coefficient of linear increase (C) = (0–0.9) and Inertia weight with
linear decrease (W) = (0.9–0). We consider a number of 1–5 modules, number of
layers of 1–3 and neurons number from 1 to 30.

The aggregation of the responses of the optimized ensemble neural network is
performed with type-1 and type-2 fuzzy systems. In this work the fuzzy system
consists of 5 inputs depending on the number of modules of the neural network
ensemble and one output is used. Each input and output linguistic variable of the
fuzzy system uses 2 Gaussian membership functions. The performance of the
type-2 fuzzy aggregators is analyzed under different levels of uncertainty to find out

Fig. 3 Chromosome structure to optimize the neural network

Number
of

Modules

Number
of

Layers
Neurons 1 ... Neurons n

Fig. 4 Particle structure to optimize the ensemble neural network
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the best design of the membership functions for the 32 rules of the fuzzy system.
Previous tests have been performed only with a three input fuzzy system and the
fuzzy system changes according to the responses of the neural network to give us
better prediction error. In the type-2 fuzzy system we also change the levels of
uncertainty to obtain the best prediction error.

Figure 5 shows a fuzzy system consisting of 5 inputs depending on the number
of modules of the neural network ensemble and one output. Each input and output
linguistic variable of the fuzzy system uses 2 Gaussian membership functions. The
performance of the type-2 fuzzy aggregators is analyzed under different levels of
uncertainty to find out the best design of the membership functions for the 32 rules
of the fuzzy system. Previous experiments were performed with triangular, and
Gaussian and the Gaussian produced the best results of the prediction.

Figure 6 represents the 32 possible rules of the fuzzy system; we have 5 inputs
in the fuzzy system with 2 membership functions, and the outputs with 2 mem-
bership functions. These fuzzy rules are used for both the type-1 and type-2 fuzzy
systems. In previous work several tests were performed with 3 inputs, and the
prediction error obtained was significant and the number of rules was greater, and
this is why we changed to 2 inputs.

3 Simulation Results

In this section we present the simulation results obtained with the genetic algorithm
and particle swarm optimization for the Taiwan Stock Exchange.

We consider working with a genetic algorithm to optimize the structure of an
ensemble neural network and the best architecture obtained was the following
(shown in Fig. 7).

System Dollar: 5 inputs, 1 outputs, 32 rules

Prediction1 (2)

Prediction2 (2)

Prediction3 (2)

Prediction (2)

Prediction5 (2)

Prediction (2)

Dollar

(mamdani)

32 rules

Fig. 5 Fuzzy inference
system for integration of the
ensemble neural network
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In this architecture we have three layers in each module. In module 1, in the first
layer we have 12 neurons, In module 2 we used 12 neurons in the first layer, in
module 3 we have 1 neurons in the first layer, in module 4 we have 22 neurons
in the first layer and in module 5 we have 30 neurons in the first layer,

Fig. 6 Rules of the type-2 fuzzy system
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the Levenberg-Marquardt (LM) training method was used; 3 delays for the network
were considered.

Table 1 shows the genetic algorithm results (as shown in Fig. 7) where the
prediction error is of 0.0011421.

Fuzzy integration is performed initially by implementing a type-1 fuzzy system
in which the best result is in experiment of row number 7 of Table 2 with an error
of: 0.0129.

As a second phase, to integrate the results of the optimized ensemble neural
network a type-2 fuzzy system is implemented, where the best results that are
obtained are as follows: with a degree uncertainty of 0.3 a forecast error of 0.0124 is
obtained, with a degree of uncertainty of 0.4 the error is of 0.0136 and with a degree
of uncertainty of 0.5 the error is of 0.001828, as shown in Table 3.

Figure 8 shows the plot of real data against the predicted data generated by the
monolithic neural network optimized with the genetic algorithm.

Fig. 7 The best architecture
GA for ensemble network
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Table 2 Results GA for
type-1 fuzzy integration of the
TAIEX

Experiments Prediction error with fuzzy integration
Type-1

Experiment 1 0.0165
Experiment 2 0.0169
Experiment 3 0.0153
Experiment 4 0.0147
Experiment 5 0.0140
Experiment 6 0.0160
Experiment 7 0.0129
Experiment 8 0.0139
Experiment 9 0.0149
Experiment 10 0.0157

Table 3 Results of type 2
fuzzy integration of TAIEX

Experiment 0.3
Uncertainty

0.4
Uncertainty

0.5
Uncertainty

Experiment 1 0.0235 0.033 0.0281
Experiment 2 0.0289 0.0494 0.01968
Experiment 3 0.0189 0.0182 0.0247
Experiment 4 0.0193 0.0228 0.0263
Experiment 5 0.0348 0.0276 0.0277
Experiment 6 0.0131 0.0120 0.01953
Experiment 7 0.0124 0.0136 0.01828
Experiment 8 0.0387 0.0277 0.0267
Experiment 9 0.0325 0.0599 0.0575
Experiment 10 0.0247 0.0363 0.0382

Days
500 550 600 650 700 750 800

C
lo

si
ng

29.2

29.4

29.6

29.8

30

30.2

30.4

30.6

30.8
Taiwan Stock Exchange

Real Data
Prediction Data

Fig. 8 Prediction with the
optimized ensemble neural
network with GA of the
TAIEX
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We also consider working with a particle swarm optimization to the structure of
an ensemble neural network and the best architecture obtained was the following
(shown in Fig. 9).

Fig. 9 Prediction with the optimized ensemble neural network with GA of the TAIEX

Table 4 Particle swarm optimization results for the ensemble neural network

No. Iterations Particles Number of
modules

Number
of layers

Number of
neurons

Duration Prediction
error

1 100 100 2 3 13, 16, 2
18, 20, 18

01:48:30 0.002147

2 100 100 2 2 3, 9
14, 19

01:03:09 0.0021653

3 100 100 2 2 20, 4
10, 7

01:21:02 0.0024006

4 100 100 2 2 16, 19
3, 12

01:29:02 0.0019454

5 100 100 2 2 19, 19
24, 17

02:20:22 0.0024575

6 100 100 2 3 21, 14, 23
14, 24, 20

01:21:07 0.0018404

7 100 100 2 2 23, 9
9, 15

01:19:08 0.0013066

8 100 100 2 2 15, 17
9, 22

01:13:20 0.0018956

9 100 100 2 2 22, 15
20, 16

01:13:35 0.0023377

10 100 100 2 2 23, 8
10, 17

01:04:23 0.0023204
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Figure 9 shows the plot of real data against the predicted data generated by the
monolithic neural network optimized with the genetic algorithm.

Table 4 shows the particle swarm optimization (as shown in Fig. 9) where the
prediction error is of 0.0013066.

Fuzzy integration is performed initially by implementing a type-1 fuzzy system
in which the best result is in experiment of row number 8 of Table 5 with an error
of: 0.0235.

As a second phase, to integrate the results of the optimized ensemble neural
network a type-2 fuzzy system is implemented, where the best results that are
obtained are as follows: with a degree uncertainty of 0.3 a forecast error of 0.01098
is obtained, with a degree of uncertainty of 0.4 the error is of 0.01122 and with a
degree of uncertainty of 0.5 the error is of 0.001244, as shown in Table 6.

Figure 10 shows the plot of real data against the predicted data generated by the
monolithic neural network optimized with the genetic algorithm.

Table 5 Results PSO for
type-1 fuzzy integration of the
TAIEX

Experiments Prediction error with fuzzy integration
Type-1

Experiment 1 0.0473
Experiment 2 0.0422
Experiment 3 0.0442
Experiment 4 0.0981
Experiment 5 0.0253
Experiment 6 0.0253
Experiment 7 0.0253
Experiment 8 0.0235
Experiment 9 0.0253
Experiment 10 0.0253

Table 6 Results PSO of type
2 fuzzy integration of TAIEX

Experiment 0.3
Uncertainty

0.4
Uncertainty

0.5
Uncertainty

Experiment 1 0.0335 0.033 0.0372
Experiment 2 0.0299 0.5494 0.01968
Experiment 3 0.0382 0.0382 0.0387
Experiment 4 0.0197 0.0222 0.0243
Experiment 5 0.0433 0.0435 0.0488
Experiment 6 0.0121 0.0119 0.0131
Experiment 7 0.01098 0.01122 0.01244
Experiment 8 0.0387 0.0277 0.0368
Experiment 9 0.0435 0.0499 0.0485

Experiment 10 0.0227 0.0229 0.0239
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4 Conclusion

The best result when applying the genetic algorithm to optimize the ensemble
neural network was: 0.0011421 (as shown in Fig. 7 and Table 2). We also
Implemented a type 2 fuzzy system for ensemble neural network, in which the
results where for the best evolution as obtained a degree of uncertainty of 0.3
yielded a forecast error of 0.0124, with a 0.4 uncertainty error: 0.0136, and 0.5
uncertainty error of 0.01828, as shown in Table 3. The best result when applying
the particle swarm to optimize the ensemble neural network was: 0.0013066 (as
shown in Fig. 8 and Table 4). Implemented a type 2 fuzzy system for ensemble
neural network, in which the results where for the best evolution as obtained a
degree of uncertainty of 0.3 yielded a forecast error of 0.01098, with an 0.4
uncertainty error: 0.01122, and 0.5 uncertainty error of 0.01244, as shown in
Table 6. After achieving these results, we have verified efficiency of the algorithms
applied to optimize the neural network ensemble architecture. In this case, the
method was efficient but it also has certain disadvantages, sometimes the results are
not as good, but genetic algorithms can be considered as good technique a for
solving search and optimization problems.
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Fig. 10 Prediction with the
optimized ensemble neural
network with PSO of the
TAIEX
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Optimization of Modular Neural
Network Architectures
with an Improved Particle Swarm
Optimization Algorithm

Alfonso Uriarte, Patricia Melin and Fevrier Valdez

Abstract According to the literature of Particle Swarm Optimization (PSO), there
are problems of getting stuck at local minima and premature convergence with this
algorithm. A new algorithm is presented in this paper called the Improved Particle
Swarm Optimization using the gradient descent method as an operator incorporated
into the Algorithm, as a function to achieve a significant improvement. The gradient
descent method (BP Algorithm) helps not only to increase the global optimization
ability, but also to avoid the premature convergence problem. The Improved PSO
Algorithm (IPSO) is applied to the design of Neural Networks to optimize their
architecture. The results show that there is an improvement with respect to using the
conventional PSO Algorithm.

Keywords Modular Neural Network ⋅ Particle Swarm Optimization
Pattern recognition

1 Introduction

The Particle Swarm Optimization (PSO) algorithm is inspired by the movements of
bird flocks and the mutual collaboration among them-selves in seeking food within
the shortest period of time [1]. PSO is one of the most popular optimization
algorithms due to its extremely simple procedure, easy implementation and very
fast convergence rate. Apart from all the advantages, the algorithm has its draw-
backs too. The PSO algorithm faces problems with premature convergence as it is
easily trapped into local optima. It is known that it is almost impossible for the PSO
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algorithm to escape from the local optima once it has been trapped, causing the
algorithm to fail in achieving the global optimum result. Many methods have been
proposed throughout the years to counter this drawback of the PSO algorithm [2, 3].

Although some improvement measures have been proposed, such as increasing
the population scale, the dynamic adjustment of the coefficient of inertia, this to a
certain extent improving the optimization algorithm performance, but the algorithm
itself has some of the nature problem that is not solved.

In order to apply the particle swarm algorithm in training neural network
avoiding slow convergence speed and so on, this paper combines the particle swarm
algorithm with the gradient descending method, the article proposes an improved
particle swarm optimization algorithm, this method has the purpose of combining
the advantages of particle swarm algorithm global parallel search and the gradient
descending method local certainty search, improve of convergence speed and avoid
the local minima.

The remainder of the paper is organized as follows: Sect. 2 defines Modular
Neural Networks; Sect. 3 presents the Gradient Descent Method, Sect. 4 the Par-
ticle Swarm Optimization, Sect. 5 the Improved Particle Swarm Optimization and
Sect. 6 the Experimental Results.

2 Modular Neural Networks

The modular neural network consists on a network of interconnected simple neural
networks (also called modules) each of which solves a sub problem from a com-
plete problem. The greatest benefit of modular neural networks is the inherent
separation of the overall problem into sub problems.

A modular neural network is a set of simple networks and an integrating unit that
determines how the outputs of the networks are combined to find the final output.
The simple network is also called an expert network. The expert networks and the
integrating unit work together to learn how to divide a task into subtasks that are
functionally independent. The integration unit measures the competence of each
expert network and assigns different networks to learn each task. This modular
architecture avoids learning a global control policy set that cannot be good for the
entire control of each task under different operating points.

Neural networks are particularly adaptable to scientific research of mathematical
nonlinear variables models. In these models, the effect of the variables interrela-
tionship attempt to solve them by using algorithmic methods, but it has been proven
that these are very difficult to solve. Figure 1 shows the architecture of a Modular
Neural Network.

166 A. Uriarte et al.



3 Gradient Descent Method

The gradient descent algorithm is a method used to find the local minimum of a
function. It works by starting with an initial guess of the solution and it takes the
gradient of the function at that point. It moves the solution in the negative direction
of the gradient and it repeat the process. The algorithm will eventually converge
where the gradient is zero (which corresponds to a local minimum).

A similar algorithm, the gradient ascent, finds the local maximum nearer the
current solution by stepping it towards the positive direction of the gradient. They
are both first-order algorithms because they take only the first derivative of the
function.

The BP algorithm is a kind of simple deterministic local search method, it uses
local adjustments aspects and shows a strong performance, along the direction of
gradient descent and can quickly find local optimal solution, but the BP algorithm is
very sensitive to the choice of the initial position, and does not ensure that the
optimal solution is the global optimal. Figure 2 shows the Gradient Descent
Method Visualization.

Fig. 1 Modular neural network architecture
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4 Particle Swarm Optimization

PSO was originally formulated by Eberhart and Kennedy in 1995. The thought
process behind the algorithm was inspired by the social behavior of animals, such
as bird flocking or fish schooling. PSO is similar to the continuous Genetic
Algorithm (GA) in that it begins with a random population matrix. Unlike the GA,
PSO has no evolutionary operators such as crossover and mutation. The rows in the
matrix are called particles (similar to the GA chromosome). They contain the
variable values and are not binary encoded. Each particle moves about the cost
surface with certain velocity. The particles update their velocities and positions
based on the local and global best solutions:

The equation to update the velocity is as follows:

Vijðt+1Þ=VijðtÞ+ c1r1jðtÞ½yijðtÞ− xijðtÞ�+ c2r2ðtÞ½yĵðtÞ− xijðtÞ� ð1Þ

The equation to update the position is expressed as:

xiðt+1Þ= xiðtÞ+ viðt+1Þ ð2Þ

In Eqs. (1) and (2), xi is the position particle i, vi is the velocity particle i, yi is
best position of particle i, ŷ is the best global position, c1 is cognitive coefficient, c2
social coefficient, r1j and r2j are random values.

The PSO algorithm updates the velocity vector for each particle and then adds
that velocity to the particle position or values. Velocity updates are influenced by
both the best global solution associated with the lowest cost ever found by a particle

Fig. 2 Gradient descent method visualization
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and the best local solution associated with the lowest cost in the present population.
If the best local solution has a cost lower than the cost of the current global solution,
then the best local solution replaces the best global solution.

The particle velocity is reminiscent of local minimizers that use derivative
information, because velocity is the derivative of position. The constant C1 is called
the cognitive parameter.

The constant C2 is called the social parameter. The advantages of PSO are that it
is easy to implement and there are few parameters to adjust.

5 Improved Particle Swarm Optimization

The process is as follows: all particles first are improved by PSO in the group of
every generation algorithm, according to the Eqs. (1) and (2) update each particle
speed and position, and calculate for each particle the fitness function value.

According to the particle fitness value choose one or several of the adaptable
particles. These particles are called elite individuals. The elite individual is not
directly into the next generation of algorithm in the group, but rather through the BP
operator to improve the performance.

That is the BP operator in the area around to develop individual elite more
excellent performance of particle position, and they lead a rapid evolution to the
particles in the next generation.

From the overall perspective, the improved particle swarm optimization algo-
rithm is in the algorithm of the next generation groups merge with BP Algorithm
(Gradient Descent Method). Figure 3 shows a flow diagram of the Improved Par-
ticle Swarm Optimization.

IPSO Pseudocode

-Begin

-Start population

-While (no stop condition is met) do

-Evaluate first population

-Update velocity and position of particle

-Evaluate new population

-If the best local particle is better than best

global particle

- Move to the new population

-Else

-Evaluate with Gradient Descent

Method

-End while

-End
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6 Experimental Results

In this case 6-dimensional particles are generated, the first dimension represents the
layers and the other 5 dimensions are the neurons per layer. Figure 4 shows the
architecture of a particle of the PSO algorithm with 3 layers.

Figure 5 shows the architecture of the particles of the PSO algorithm with 4
layers. Figure 6 shows the architecture of a particle of the PSO algorithm with 5
layers.

Fig. 3 Improved particle
swarm optimization diagram

Fig. 4 Architecture of a
particle of the PSO algorithm
with 3 layers

Fig. 5 Architecture of a
particle of the PSO algorithm
with 4 layers

170 A. Uriarte et al.



To train the modular neural network, we used The CMU_ARCTIC databases,
which were recorded at the Language Technologies Institute at Carnegie Mellon
University as phonetically balanced, US English single speaker databases designed
for unit selection speech synthesis research.

The IPSO algorithm was executed with an initial population of 30 individuals,
with which the neural network is evaluated. A modular neural network with the
database is trained and recognition tests are made.

The database of American men was selected, which includes a subset of 500
speeches of the BD CMU Artic. Figure 7 shows one of the sounds of the database
without noise.

Table 1 shows the parameters of training with IPSO. Table 2 shows the
experimental results with IPSO. Table 3 shows the experimental results with simple
PSO.

Fig. 6 Architecture of a
particle of the PSO algorithm
with 5 layers
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0.25Fig. 7 Sound 1 of database
without noise

Table 1 Parameters of
training with IPSO

Parameter Value

Training method Trainscg
Epochs 300
Goal error 0.02
Transfer function hidden layer Sigmoidal tangent
Transfer function output layer Sigmoidal tangent
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7 Conclusion

In order to reduce the search process for the particle swarm algorithm and the
existing early-convergence problem, a kind of “variation” into the idea of the
particle swarm algorithm is proposed, the gradient descent method (BP algorithm)
as a particle swarm operator is embedded in the particle swarm algorithm and helps

Table 2 Experimental results with IPSO

# Training Goal error Training method Epochs Error % Recognition

1 0.02 Trainscg 300 0.27530284 72.47
2 0.02 Trainscg 300 0.16310281 83.69
3 0.02 Trainscg 300 0.12044402 87.96
4 0.02 Trainscg 300 0.29992361 70.01
5 0.02 Trainscg 300 0.11952153 88.05
6 0.02 Trainscg 300 0.2379497 76.21
7 0.02 Trainscg 300 0.22739126 77.26
8 0.02 Trainscg 300 0.18417452 81.58
9 0.02 Trainscg 300 0.10459964 89.54
10 0.02 Trainscg 300 0.2662329 73.38
11 0.02 Trainscg 300 0.11546172 88.45
12 0.02 Trainscg 300 0.14153354 85.85
13 0.02 Trainscg 300 0.15189437 84.81
14 0.02 Trainscg 300 0.27950404 72.05
15 0.02 Trainscg 300 0.29540453 70.46
16 0.02 Trainscg 300 0.23227976 76.77
17 0.02 Trainscg 300 0.13733892 86.27
18 0.02 Trainscg 300 0.16698889 83.30
19 0.02 Trainscg 300 0.10573184 89.43
20 0.02 Trainscg 300 0.25490314 74.51
21 0.02 Trainscg 300 0.19766658 80.23
22 0.02 Trainscg 300 0.19286712 80.71
23 0.02 Trainscg 300 0.10235316 89.76
24 0.02 Trainscg 300 0.18789587 81.21
25 0.02 Trainscg 300 0.26156607 73.84
26 0.02 Trainscg 300 0.12784975 87.22
27 0.02 Trainscg 300 0.09717687 90.28
28 0.02 Trainscg 300 0.12208608 87.79
29 0.02 Trainscg 300 0.12491552 87.51
30 0.02 Trainscg 300 0.14531977 85.47
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to solve problems of local minimum and premature convergence with faster con-
vergence velocity in this way approaching the global optimal solution for the best
design of modular neural network.

The results of experiments show that the average of recognition increases using
the proposed method when compared to the simple PSO algorithm.

Table 3 Experimental results with simple PSO

# Training Goal error Training method Epochs Error % Recognition

1 0.02 Trainscg 300 0.25925926 74.07
2 0.02 Trainscg 300 0.25925926 74.07
3 0.02 Trainscg 300 0.14814815 85.19
4 0.02 Trainscg 300 0.22222222 77.78
5 0.02 Trainscg 300 0.25925926 74.07
6 0.02 Trainscg 300 0.25925926 74.07
7 0.02 Trainscg 300 0.18518519 81.48
8 0.02 Trainscg 300 0.18518519 81.48
9 0.02 Trainscg 300 0.25925926 74.07
10 0.02 Trainscg 300 0.22222222 77.78
11 0.02 Trainscg 300 0.25925926 74.07
12 0.02 Trainscg 300 0.2962963 70.37
13 0.02 Trainscg 300 0.25925926 74.07
14 0.02 Trainscg 300 0.14814815 85.19
15 0.02 Trainscg 300 0.18518519 81.48
16 0.02 Trainscg 300 0.25925926 74.07
17 0.02 Trainscg 300 0.2962963 70.37
18 0.02 Trainscg 300 0.25925926 74.07
19 0.02 Trainscg 300 0.25925926 74.07
20 0.02 Trainscg 300 0.25925926 74.07
21 0.02 Trainscg 300 0.22222222 77.78
22 0.02 Trainscg 300 0.18518519 81.48
23 0.02 Trainscg 300 0.2962963 70.37
24 0.02 Trainscg 300 0.2962963 70.37
25 0.02 Trainscg 300 0.2962963 70.37
26 0.02 Trainscg 300 0.33333333 66.67
27 0.02 Trainscg 300 0.18518519 81.48
28 0.02 Trainscg 300 0.22222222 77.78
29 0.02 Trainscg 300 0.2962963 70.37
30 0.02 Trainscg 300 0.22222222 77.78
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Ensemble Neural Network with Type-2
Fuzzy Weights Using Response
Integration for Time Series Prediction

Fernando Gaxiola, Patricia Melin, Fevrier Valdez and Juan R. Castro

Abstract In this paper an ensemble of three neural networks with type-2 fuzzy
weights is proposed. One neural network uses type-2 fuzzy inference systems with
Gaussian membership functions for obtain the fuzzy weights; the second neural
network uses type-2 fuzzy inference systems with triangular membership functions;
and the third neural network uses type-2 fuzzy inference systems with triangular
membership functions with uncertainty in the standard deviation. Average inte-
gration and type-2 fuzzy integrator are used for the results of the ensemble neural
network. The proposed approach is applied to a case of time series prediction,
specifically in the Mackey-Glass time series.

1 Introduction

We are presenting an ensemble with three neural networks for the experiments. The
final result for the ensemble was obtained with average integration and type-2 fuzzy
integration. The time series prediction area is the study case for this paper, and
particularly the Mackey-Glass time series is used to test the proposed approach.

This research uses the managing of the weights of a neural networks using
type-2 fuzzy inference systems and due to the fact that these affect the performance
of the learning process of the neural network, the used of type-2 fuzzy weights are
an important part in the training phase for managing uncertainty.
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One type of supervised neural network and its variations is the one that would be
of most interest in our study, which is the backpropagation network. This type of
network is the most commonly used in the above mentioned areas.

The weights of a neural network are an important part in the training phase,
because these affect the performance of the learning process of the neural network.

This conclusion is based on the practice of neural networks of this type, where
some research works have shown that the training of neural networks for the same
problem initialized with different weights or its adjustment in a different way but at
the end is possible to reach a similar result.

The next section presents the basic concepts of neural networks and type-2 fuzzy
logic. Section 3 presents a review of research about modifications of the back-
propagation algorithm, different management strategies of weights in neural net-
works and time series prediction. Section 4 explains the proposed ensemble neural
network. Section 5 describes the simulation results for the ensemble neural network
with average integration and the type-2 fuzzy integrator proposed in this paper.
Finally, in Sect. 6, some conclusions are presented.

2 Basic Concepts

2.1 Neural Network

An artificial neural network (ANN) is a distributed computing scheme based on the
structure of the nervous system of humans. The architecture of a neural network is
formed by connecting multiple elementary processors, this being an adaptive sys-
tem that has an algorithm to adjust their weights (free parameters) to achieve the
performance requirements of the problem based on representative samples [1, 2].
The most important property of artificial neural networks is their ability to learn
from a training set of patterns, i.e. they are able to find a model that fits the data
[3, 4].

The artificial neuron consists of several parts (see Fig. 1). On one side are the
inputs, weights, the summation, and finally the adapter function. The input values
are multiplied by the weights and added: ∑ xiwij. This function is completed with
the addition of a threshold amount i. This threshold has the same effect as an entry
with value −1. It serves so that the sum can be shifted left or right of the origin.

Fig. 1 Scheme of an artificial
neuron
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After addition, we have the function f applied to the sum, resulting the final value of
the output, also called yi [5], obtaining the following equation.

yi = f ∑
n

i=1
xiwij

� �
. ð1Þ

where f may be a nonlinear function with binary output + −1, a linear function f
(z) = z, or as sigmoidal logistic function:

f ðzÞ= 1
1+ e− z . ð2Þ

2.2 Type-2 Fuzzy Logic

The concept of a type-2 fuzzy set, was introduced by Zadeh (1975) as an extension
of the concept of an ordinary fuzzy set (henceforth called a “type-1 fuzzy set”).
A type-2 fuzzy set is characterized by a fuzzy membership function, i.e., the
membership grade for each element of this set is a fuzzy set in [0, 1], unlike a
type-1 set where the membership grade is a crisp number in [0, 1] [6, 7].

Such sets can be used in situations where there is uncertainty about the mem-
bership grades themselves, e.g., uncertainty in the shape of the membership func-
tion or in some of its parameters [8]. Consider the transition from ordinary sets to
fuzzy sets. When we cannot determine the membership of an element in a set as 0 or
1, we use fuzzy sets of type-1 [9–11]. Similarly, when the situation is so fuzzy that
we have trouble determining the membership grade even as a crisp number in [0, 1],
we use fuzzy sets of type-2 [12–17].

3 Historical Development

The backpropagation algorithm and its variations are the most useful basic training
methods in the area of research of neural networks. When applying the basic
backpropagation algorithm to practical problems, the training time can be very
high. In the literature we can find that several methods have been proposed to
accelerate the convergence of the algorithm [18–21].

There exist many works about adjustment or managing of weights but only the
most important and relevant for this research will be considered here [22–25].

Ishibuchi et al. [26], proposed a fuzzy network where the weights are given as
trapezoidal fuzzy numbers, denoted as four trapezoidal fuzzy numbers for the four
parameters of trapezoidal membership functions.
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Ishibuchi et al. [27], proposed a fuzzy neural network architecture with sym-
metrical fuzzy triangular numbers for the fuzzy weights and biases, denoted by the
lower, middle and upper limit of the fuzzy triangular numbers.

Momentum method—Rumelhart, Hinton and Williams suggested adding in the
increased weights expression a momentum term β, to filter the oscillations that can
be formed a higher learning rate that lead to great change in the weights [5, 28].

Adaptive learning rate—focuses on improving the performance of the algorithm
by allowing the learning rate changes during the training process (increase or
decrease) [28].

Castro et al. [29], proposed interval type-2 fuzzy neurons for the antecedents and
interval of type-1 fuzzy neurons for the consequents of the rules.

Kamarthi and Pittner [30], focused in obtaining a weight prediction of the net-
work at a future epoch using extrapolation. Feuring [31], developed a learning
algorithm in which the backpropagation algorithm is used to compute the new
lower and upper limits media weights. The modal value of the new fuzzy weight is
calculated as the average of the new computed limits.

Recent works on type-2 fuzzy logic have been developed in time series pre-
diction, like that of Castro et al. [32], and other researchers [33, 34].

4 Proposed Ensemble Neural Network

The focus of this work is to use ensemble neural networks with three neural
networks with type-2 fuzzy weights to allow the neural network to handle data with
uncertainty; we used an average integration approach and type-2 fuzzy integrator
for the final result of the ensemble. The approach is applied in time series prediction
for the Mackey Glass time series (for τ = 17).

The three neural network works with type-2 fuzzy weights [35], one network
works with two-sided Gaussian interval type-2 membership functions with uncer-
tain mean and standard deviation in the two type-2 fuzzy inference systems (FIST2)
used to obtain the weights (one in the connections between the input and hidden
layer and the other between the hidden and output layer); the other two networks
work with triangular interval type-2 membership function with uncertain and tri-
angular interval type-2 membership function with uncertain standard deviation,
respectively (see Fig. 2).

We considered a three neural network architecture, and each network works with
30 neurons in the hidden layer and 1 neuron in the output layer. These neural
networks handle type-2 fuzzy weights in the hidden layer and output layer. In the
hidden layer and output layer of the networks we are working with a type-2 fuzzy
inference system obtaining new weights in each epoch of the networks [36–39].

We used two similar type-2 fuzzy inference systems to obtain the type-2 fuzzy
weights in the hidden and output layer for the neural network.

The weight managing in the three neural networks will be done differently to the
traditional management of weights performed with the backpropagation algorithm
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(see Fig. 3); the method works with interval type-2 fuzzy weights, taking into
account the change in the way we work internally in the neuron (see Fig. 4) [40].

The activation function f (-) used in this research was the sigmoid function in the
neurons of the hidden layer and the linear function in the neurons of the output for
the three neural networks.

The three neural networks used two type-2 fuzzy inference systems with the
same structure (see Fig. 5), which have two inputs (the current weight in the actual
epoch and the change of the weight for the next epoch) and one output (the new
weight for the next epoch).

In the first neural network, the inputs and the output for the type-2 fuzzy
inference systems used between the input and hidden layer are delimited with two
Gaussian membership functions with their corresponding range (see Fig. 6); and the
inputs and output for the type-2 fuzzy inference systems used between the hidden

Fig. 2 Proposed ensemble neural network architecture with interval type-2 fuzzy weights using
average integration or type-2 fuzzy integrator

Fig. 3 Schematic of the
management of numerical
weights for input of each
neuron
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and output layer are delimited with two Gaussian membership functions with their
corresponding range (see Fig. 7).

In the second neural network, the inputs and the output for the type-2 fuzzy
inference systems used between the input and hidden layer are delimited with two
triangular membership functions with their corresponding ranges (see Fig. 8); and
the inputs and output for the type-2 fuzzy inference systems used between the
hidden and output layer are delimited with two triangular membership functions
with their corresponding ranges (see Fig. 9).

In the third neural network, the inputs and the output for the type-2 fuzzy
inference systems used between the input and hidden layer are delimited with two
triangular membership functions with standard deviation with their corresponding
range (see Fig. 10); and the inputs and output for the type-2 fuzzy inference sys-
tems used between the hidden and output layer are delimited with two triangular
membership functions with uncertainty in the standard deviation with their corre-
sponding ranges (see Fig. 11).

The rules for the six type-2 fuzzy inference systems are the same, we used six
rules for the type-2 fuzzy inference systems, corresponding to the four combina-
tions of two membership functions and we added two rules for the case when the
change of weight is null (see Fig. 12).

We obtain the prediction result for the ensemble neural network using the
average integration and type-2 fuzzy integrator.

Fig. 4 Schematic of the
management of interval type 2
fuzzy weights for input of
each neuron

Fig. 5 Structure of the six
type-2 fuzzy inference
systems used in the three
neural networks
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Fig. 6 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the input
and hidden layer for the first neural network

Fig. 7 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the
hidden and output layer for the first neural network
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Fig. 8 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the input
and hidden layer for the second neural network

Fig. 9 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the
hidden and output layer for the second neural network
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Fig. 10 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the
input and hidden layer for the third neural network

Fig. 11 Inputs (a and b) and output (c) of the type-2 fuzzy inference system used between the
hidden and output layer for the third neural network
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The average integration is performed with the Eq. 3 (prediction of the neural
network with FIST2 Gaussian MF: NNGMF, prediction of the neural network with
FIST2 triangular MF: NNTMF, prediction of the neural network with FIST2 tri-
angular SD MF: NNTsdMF, number of neural networks in the ensemble: #NN, and
prediction of the ensemble: PE).

PE=
NNGMF+NNTMF +NNTsdMF

#NN
ð3Þ

The structure of the type-2 fuzzy integrator consists of three inputs: the pre-
diction for the neural network with type-2 fuzzy weights using Gaussian mem-
bership functions (MF), triangular MF and triangular MF with uncertainty in the
standard deviation; and one output: the final prediction of the integration (see
Fig. 13)

We used three triangular membership functions in the inputs and output for the
type-2 fuzzy integrator (T2FI) and the range is established in the interval for 0–1.5
(see Fig. 14). The footprint and positions of the membership functions are estab-
lished empirically.

Fig. 12 Rules of the type-2 fuzzy inference system used in the six FIST2 for the neural networks
with type-2 fuzzy weights

Fig. 13 Structure of the type-2 fuzzy integrator
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In the type-2 fuzzy integrator we utilized 30 rules, 27 for the combination of the
three inputs with “and” operator and there are also 3 rules using the “or” operator
(see Fig. 15).

5 Simulation Results

The results for the experiments for the ensemble neural network with average
integration (ENNAI) are shown on Table 1 and Fig. 16. The best prediction error is
of 0.0346, and the average error is of 0.0485.

We presented 10 experiments of simulations for the ensemble neural network
with the average integration and the type-2 fuzzy integrator, but the average error
was calculated considering 30 experiments with the same parameters and condi-
tions. The results for the experiments for the ensemble neural network with type-2
fuzzy integrator (ENNT2FI) are shown on Table 2. The best prediction error is of
0.0265, and the average error is of 0.0561.

We show in Table 3 a comparison for the prediction for the Mackey-Glass time
series between the results for the monolithic neural network (MNN), the neural

Fig. 14 Structure of the type-2 fuzzy integrator
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network with type-2 fuzzy weights (NNT2FW), the ensemble neural network with
average integration (ENNAI) and the ensemble neural network with type-2 fuzzy
integrator (ENNT2FI).

Fig. 15 Rules for the type-2 fuzzy integrator

Table 1 Results for the
ensemble neural network with
average integration for
Mackey-Glass time series

No. Prediction error

E1 0.0350
E2 0.0496
E3 0.0553
E4 0.0375
E5 0.0428
E6 0.0523
E7 0.0623
E8 0.0346
E9 0.0437
E10 0.0372
Average 0.0485
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6 Conclusions

In the experiments, we observe that using an ensemble neural network with average
integration and type-2 fuzzy integrator, we can achieve better results than the
monolithic neural network and the neural network with type-2 fuzzy weights for the

Fig. 16 Graphic of real data
again prediction data of
ENNAI for the Mackey-Glass
time series

Table 2 Results for the
ensemble neural network with
the type-2 fuzzy integrator for
time series Mackey-Glass

No. Prediction error

E1 0.0290
E2 0.0429
E3 0.0539

E4 0.0265
E5 0.0428
E6 0.0488
E7 0.0340
E8 0.0555
E9 0.0306
E10 0.0666
Average 0.0561

Table 3 Comparison results
for the Mackey-Glass time
series

Method Prediction error

MNN [35] 0.0530
NNT2FW [35] 0.0390
ENNAI 0.0346
ENNT2FI 0.0265
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Mackey-Glass time series. The ensemble with type-2 fuzzy integrator presents
better results in almost all the experiments than the optimization with PSO.
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Resource Selection with Soft Set
Attribute Reduction Based on Improved
Genetic Algorithm
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Abstract In principle, distributed heterogeneous commodity clusters can be
deployed as a computing platform for parallel execution of user application,
however, in practice, the tasks of first discovering and then configuring resources to
meet application requirements are difficult problems. This paper presents a
general-purpose resource selection framework that addresses the problems of
resources discovery and configuration by defining a resource selection scheme for
locating distributed resources that match application requirements. The proposed
resource selection method is based on the frequencies of weighted condition
attribute values of resources and the outstanding overall searching ability of genetic
algorithm. The concept of soft set condition attributes reducts, which is dependent
on the weighted conditions’ attribute value of resource parameters is used to
achieve the required goals. Empirical results are reported to demonstrate the
potential of soft set condition attribute reducts in the implementation of resource
selection decision models with relatively higher level of accuracy.
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1 Introduction

The selection of suitable resource for user applications amidst proliferation of large
sets of computing resources inside distributed computing environments poses
unprecedented challenges. These environments are remarkably dynamic in nature,
resources are often heterogeneous, and their availability marked with several
inconsistences and uncertainties. Therefore, managing these resources raises a lot of
challenges, including determining the right resource subset for a specific application
and scheduling a job on it [1]. Researchers realize that in order to achieve high
resource utilization and optimal application makespan, feature resource selection
procedures is an indispensable component of the entire distributed system
scheduling process [2, 3]. In distributed computing generally, most of the existing
resource selection approach takes enormous amount of time to find minimal subset
of qualified candidate resources, capable of executing specific user applications.

There are several important existing mathematical theories or tools, used for
dealing with uncertainties in relation to some complex problems that involve data
which are not always crisp, as pointed by Molodtsov [4]. This can also be extended
to similar uncertainties associated with the distribution and availability of com-
puting resources in a dynamically distributed computing environment. Some
examples of these theories include: theory of probability, theory of fuzzy sets,
theory of intuitionistic fuzzy sets, theory of vague sets, theory of interval mathe-
matics, and theory of rough sets. However, all these theories have their own
inherent limitations as pointed out in [4]. It is based on this trend that Molodtsov
initiated the concept of soft theory as a new mathematical tool for dealing with
uncertainties which is free from the inadequacy of the parameterization tool of the
existing theories [5].

Soft set is a parameterized mathematical tool that deals with a collection of
approximate descriptions of objects. Each approximate description has two parts, a
predicate and an approximate value set [4–6]. Soft set theory has a rich potential for
applications in several directions, few of which had been shown by Molodtsov in
his pioneer work [4]. Other application areas of soft set theory can also be found in
[7–11].

The new researches in the area of distributed resource selection focus on
reducing resources search times or schedule lengths for the purpose of achieving
optimal resource throughput and utilization. Following the concept presented in the
work of Zhao [12], a new resource selection technique, which is based on the
utilization of the unique parameterization properties of soft set theory is proposed.
The concept is based on the calculation of weighted-average of all possible decision
values of parameterized object (or machine) and the weight of each possible
condition attribute value which is decided by the distribution of other objects
(machines). Hence, this work proposes an effective and efficient resource selection
method, fine-tuned by the concept of condition attribute reduct-soft-set
theoretic model.
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The concepts of attribute reduction with condition attributes in soft set theoretic
and genetic algorithm (GA) are employed to obtain minimal reduction in resource
discovery and selection time. This is achieved from a decision table under existing
conditions by coupling the outstanding overall searching ability of GAs with soft
set condition attributes reduct technique. A fitness function and selection algorithm
are proposed and applied to the GAs, which accelerated the speed of convergence.
Therefore, by coupling soft set decision rule with genetic algorithms proficiency
problem search ability, the authors envisaged that an induction engine, which is
able to induce probable decision rules from inconsistent resource information, can
possibly be developed.

The rest of the paper is organized as follows. In Sect. 2, a review of related
literature is presented; In Sect. 3, related soft set concept is briefly recalled; the
principle of Genetic algorithm is explained in Sect. 4; while the empirical result is
reported in Sect. 5 and Sect. 6 concludes the paper.

2 Related Work

Due to the robustness of soft set theory, in dealing with uncertainty and vagueness,
many researchers tend to combine it with inductive learning techniques so as to
achieve better results. In [13] soft set theory was applied to solve a decision making
problem. The author developed a specialized algorithm that selects objects based on
its optimal choice. This algorithm uses fewer parameters to select the optimal object
for a decision problem. Conversely, in decision making problem, there is a
straightforward relationship between the condition attribute values of objects and the
conditional parameters. That is, the condition attribute values are computed with
respect to the conditional parameters. This basic fact is also true for resource selec-
tion. For example, when selecting list of resources from a cluster, the attribute values
of the resources are dependent on the priority placed on each resource parameters’.

Genetic algorithm is known to be conceptually simple but computationally
powerful, which has made it a promising research area since its inception. Genetic
algorithm and its variants have been used to handle a wide variety of applications,
especially in the areas of numerical optimization, search optimization and machine
learning [14–17]. Genetic algorithm-based learning techniques take advantage of
the unique search engine of GAs to glean probable decision rules from its search
space. Genetic algorithm have been combined with soft set based induction rule to
solve the problems of GA poor convergence speed and plunging into local mini-
mums [18]. Many other related work have addressed specific issues discussed in
this paper, specifically, object selection (e.g., [5, 13, 19, 20]). However, for the
current work, the authors do not claim innovation in this area, but instead
emphasize the merits of the techniques presented in this paper and, in particular, the
soft set techniques used to integrate adaptive mechanisms into the GA architecture.
In the next section, the proposed approach employed to solve the resource selection
problem is discussed.
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3 Cluster Information System Based on Soft Set Theory

Let C denote a universal set of clusters of machines, and E a set of parameters (each
parameter could be a word or a sentence, such as, “processing speed”, “memory
size”, “band width”, and so on) with certain attributes A⊆E. Also let P Cð Þ denote
the power set of C.

Definition 1 A pair F,Eð Þ is called a soft set over C, where F is a mapping given
by F:E→P Cð Þ, (See [4, 13]).

For ε ∈ E, F εð Þ may be considered as the set of ε-elements of the soft set F,Eð Þ
or as the set of ε-approximate elements of the soft set. It is noteworthy that the sets
F εð Þ may be empty for some ε ∈ E.

In this case, let us treat a cluster as an information system defined as a 4-tuple
C= ðM,A,V 0, 1f g,F, where M = m1,m2, . . . ,m Mj j

� �
is a non-empty finite set of

machines (where Mj j denotes the cardinality of M), A= a1, a2, . . . , a Aj j
� �

is a
non-empty finite set of attributes (where Aj j denotes the cardinality of A),
V = ⋃a ∈ A Va,Va is the domain (value set) of attribute a, F:M ×A→V is the
cluster information function such that F m, að Þ ∈ Va for every m, að Þ ∈ M ×A,
called cluster information or knowledge function.

In essence, a heterogeneous cluster can be seen as a knowledge representation
system or an attribute-valued system. Thus, information about a cluster can be
intuitively expressed in terms of an information table (see Table 1). Adopted from
[19, 21].

Also, in a cluster knowledge representation system given by C= M,A,V ,Fð Þ, if
Va = 0, 1f g for every a ∈ A, then C is called a Boolean-valued information system.
A simple example of a Boolean-valued information system is shown in Table 2. To
illustrate the idea presented so far, let us consider the following example.

Table 1 A cluster information system

M a1 a2 ⋅ ⋅ ⋅ ak ⋅ ⋅ ⋅ a|A|
m1 F m1, a1ð Þ F m2, a2ð Þ ⋯ F m1, akð Þ ⋯ F m1, a Aj j

� �

m2 F m2, a1ð Þ F m2, a2ð Þ ⋯ F m2, akð Þ ⋯ F m2, a Aj j
� �

⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮
m|M| F m Mj j, a1

� �
F m Mj j, a2
� �

⋯ F m Mj j, ak
� �

⋯ F m Mj j, a Aj j
� �

Table 2 Tabular
representation of a soft set in
the above example

M e1 e2 e3 e4 e5
m1 1 1 1 1 1
m2 1 1 0 1 0
m3 0 1 1 1 1
m4 1 0 0 0 0
m5 1 0 1 1 1
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Example 1 For instance, consider a soft set F,Eð Þ which describes the “capabilities
of a cluster” that the application J requires for its application.

Suppose that there are five machines in the universal set C under consideration,
then

M = m1,m2,m3,m4,m5f gandE= e1, e2, e3, e4, e5f g

is a set of conditional parameters, where e1 stands for the parameter “processing
speed”, e2 stands for the parameter “band width”, e3 stands for the parameter
“memory size”, e4 stands for the parameter “cache size” and e5 stands for the
parameter “number of processors”. Considering the mapping:

F:E→P Cð Þ, given by “machines ð ⋅ Þ” where ð ⋅ Þ is to be filled in by one of
parameters e ∈ E

F e1ð Þ= m1,m2,m4,m5f g,F e2ð Þ= m1,m2,m3f g,F e3ð Þ= m1,m3,m5f g,
F e4ð Þ= m1,m2,m3f g,F e5ð Þ= m1,m4,m5f g

Therefore, F e1ð Þ means machines with “high processing speeds” whose func-
tional value is the set m1,m2,m4,m5f g.

Thus, we can view the soft set F,Eð Þ as a collection of approximations as below:

F,Eð Þ=

machines with high processing speeds = m1,m2,m4,m5f g
machines with high network bandwidths = m1,m2,m3f g

machines with high memory sizes = m1,m3,m5f g
machines with high cache sizes = m1,m2,m3f g

machines with high number of processors = m1,m4,m5f g

8>>>><
>>>>:

9>>>>=
>>>>;

Each approximation has two parts, a predicate p and an approximate value set
v. For example, for the approximation “high processing speed machines
= m1,m2,m4,m5f g”, we have the predicate name of high processing speed
machines and the approximate value set or value set of m1,m2,m4,m5. Thus, a soft
set F,Eð Þ can be viewed as a collection of approximations, as shown below:

F,Eð Þ= p1 = v1, p2 = v2, . . . , pn = vnf g

Thus, a soft set now can be viewed as a knowledge representation system where
the set of attributes is to be replaced by a set of parameters describing resource or
machine specification characteristics values.
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3.1 Reduct Soft Set

Consider the soft set F,Eð Þ. Clearly, for any P⊂E, F,Pð Þ is a soft subset of F,Eð Þ.
A reduct soft set of the soft set F,Pð Þ is defined as follows:

Definition 2 Intuitively, a reduct-soft-set F,Qð Þ of the soft set F,Pð Þ is that
essential part of F,Pð Þ, which is sufficient enough to describe all basic approximate
descriptions of the soft set [13].

3.2 Condition Attribute Value of a Machine mi

A generalization selection technique of the classical soft set framework is made by
constructing discernibility function from the available cluster information system.
The condition attribute value of a machine mi ∈ M is ri, given by

ri = ∑
j
mi, j ð1Þ

where mi, j are the entries in the table of the reduct-soft-set.
It may happen that in selecting a machine, all the parameters belonging to P are

not of equal importance to the task. In that case, the task would impose weights on
its condition parameters, i.e., corresponding to each element pi ∈ P, there is a
weight wi ∈ 0, 1ð �.

3.3 Weighted Condition Attribute Value of a Cluster mi

The weighted condition attributes value of a machine mi ∈ M given by

ri = ∑
j
di, j ð2Þ

where di, j =wi ×mi, j. Imposing weights on its condition parameters, the task or
application can use algorithm 1 to arrive at its final decision. With this improve-
ment, the cluster information table presented in Table 1 can be re-adjusted and
presented as shown in Table 3.
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4 Genetic Algorithm

Genetic algorithms are stochastic heuristic search methods, which use principles
inspired by natural genetics to evolve solutions to problems [14]. Specifically, GA
usually operates on multiple solutions simultaneously. This characteristic makes
GA a good solution method that efficiently exploit both exploration and exploita-
tion of the problem search space. The GA starts its search process by first initial-
izing a population of individuals. Individual solutions are selected from the
population, and then mate to form new solutions. The mating process which is
usually achieved by combining genetic material from both parents to form new
genetic material for a new solution confers the data from one generation of solution
to the next one. Subsequently, diversity is promoted through the periodic appli-
cation of random mutation. If the new solution is better than those in the population,
the individuals in the population are replaced by the new solution [15]. The process
is illustrated in Fig. 1.

Fig. 1 Genetic algorithm procedure
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4.1 Genetic Algorithm Operators

The traditional GA generally includes the following genetic operators: selection
operator, crossover operator, mutation operator and optimal preservation strategy.
The one-point crossover operator is used in this paper. The concrete implementation
process is described as follows:

Chromosomes formulation: The optimization process of genetic algorithm does
not directly act on the data in the solution space, but act on the corresponding code,
which is expressed as a genotype string in the genetic space through encoding
[14, 16]. Fixed-length binary array of one-dimension is used here, the length of
chromosome equal to the number of condition attributes. Each gene bit does cor-
respond to a condition attribute of either 1 or 0. The condition is such that, if the bit
is 1, then the corresponding condition attribute is selected, and if otherwise, then the
corresponding condition attribute is not selected. For example, the code 0101
represents condition attributes of 4 bits and the reduction is done by selecting the
corresponding first and fourth condition attributes. This coding characteristic of the
genetic algorithm makes it very easy to operate.

Initialization: The initial population is generated in such a way that, the gene bits
corresponding to the resource parameters with attributes in the core are set as 1,
while others are set as 0. The notion is that, machines with high attribute rating, in
terms of speed, strength and capacities of their parameters are assigned attribute
value of 1 and those with low attribute rating are assigned attribute value of 0.

Fitness function: In the GA, the fine level of the optimal solution can be
achieved by making use of the fitness function which measures each individual’s
optimization calculation in the groups. In this paper, the fitness of each machine r is
defined according to the expression given in Eq. 2 and is presented as follows:

fitnessðriÞ= ∑
n

i=1
ri ð3Þ

Selection process: To select best machine, the optimal preservation strategy is
used [14, 17]. The process is such that, the number of population (that is the number
of machines in a cluster) is set to n, and the fitness function of the individual
machine r is given by fitness rð Þ, then the probability of machine ri being selected
(which is denoted by PðrsiÞ) is expressed as follows:

PðrsiÞ= fitnessðriÞ
∑n

i fitnessðriÞ
ð4Þ

Summarily, the general selection process is based on comparing all machine
fitness function and selecting the machine with the maximum fitness function, also
referred to as the best machine or best rið Þ. This is illustrated in Table 4 and
expressed as shown in Eq. 5.
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bestðriÞ= max
i ∈ 1, 2, ..., nj jf g

fitnessðriÞ ð5Þ

Crossover: The crossover operator is one of the most important genetic functions
in evolutionary algorithms. This is a process where chromosomes exchange seg-
ments via recombination. An investigation of the standard one point crossover
method and a “eugenic” best chromosome crossover method was carried out, in
which a certain percentage of offspring was forced to be generated from the
chromosomes with the highest fitness values. The new individual that emerges is
defined as the crossover of them. Instead of adopting a random crossover, a uniform
crossover is rather chosen, where the probability that the ith variable of the new
individual is equal to the ith variable of the first or second parent is proportional to
the fitness of the first or second parent. See [14, 22] for further details.

Mutation: mutation is a genetic operator used to maintain genetic diversity from
one generation of a population of chromosomes to the next. Mutation is an important
part of the genetic search, which help to prevent the population from stagnating at any
local optima. Two mutation operators (swap and random) are used to introduce some
extra variability into the population. A swap mutation swaps two selected genes from
randomly selected genes in the chromosome; this is the primary method used to
introduce variability. Random mutation changes a randomly selected gene value to
another possible value; this method generally has an adverse effect on fitness due to
poor ‘distribution’, but it can introduce ‘lost’ gene values back into the chromosome,
thereby preventing premature convergence. A combination of these two methods
show better results than using them individually. See [14, 22] for further details.

4.2 Algorithm Description

The following algorithm is used by the user application to select the resources that
meets its execution requirements:
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Example 2 Let us consider the same soft set given in Sect. 3 above, which is
expressed as a collection of approximations as shown below:

F,Eð Þ=
machines with high processing speeds= m2,m4,m5,m7,m8,m11f g
machines with high network bandwidths= m2,m3,m5,m6,m10f g
machines with highmemory sizes= m1,m4,m5,m7,m8,m9,m11f g
machines with high number of processors= m1,m2,m8,m10,m12f g

8>><
>>:

9>>=
>>;

Suppose that an application requires a resource mi ∈ M with the following
weights for the parameters of mi: for the parameter “PS”, w1 = 0.4, for the
parameter “BW”, w2 = 0.4, for the parameter “MS” w3 = 0.2, and for the parameter
“NP”, w4 = 0.1.

Incorporating the condition attribute values, the reduct-soft-set is thus repre-
sented as shown in Table 4.

Here maxfrig=m5 = 0.9.
Decision: The application can opt for the machine m5.

5 Empirical Analysis

In this section, an empirical evaluation of the resource selection technique was
implemented using C++ Program and Microsoft Excel. The Excel software con-
tains the resources tables, which consist of twelve clusters, with their parameters
descriptions. The Improved Genetic Algorithm with Reduct-Softset proposed in this
paper is demonstrated using the C++ program we wrote to test the proposed

Table 4 Resource selection decision table for cluster with 12 machines

M Condition attributes Decision attribute
e1, w1 = 0.4 e2, w1 = 0.3 e3, w1 = 0.2 e4, w1 = 0.1 Decision value

m1 0 0 1 1 m1 = 0.3
m2 1 1 0 1 m2 = 0.8
m3 0 1 0 0 m3 = 0.3
m4 1 0 1 0 m4 = 0.6
m5 1 1 1 0 m5 = 0.9
m6 0 1 0 0 m6 = 0.3
m7 1 0 1 0 m7 = 0.6
m8 1 0 1 1 m8 = 0.7
m9 0 0 1 0 m9 = 0.2
m10 0 1 0 1 m10 = 0.4
m11 1 0 1 0 m11 = 0.6
m12 0 0 0 1 m12 = 0.1
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algorithm. There are three stages in the selection process, which involves the
following.

1. Resource filtering stage
2. Resource classification according to assigned weights and fitness
3. Selection of resources with best fitness characteristics that meets the application

resource requirement description of the user

The simulation starts by supplying input in the format represented in Table 5.
This is usually presented in the form of application or job resource requirement. All
the resources values were randomly generated for the purpose of the experiment.

The second phase of the simulation starts with resource classification according
to assigned weights and computation of fitness values for each specific machines
per cluster. There are twelve sets of clusters whose resource parameters are gen-
erated randomly. Weights are assigned to the parameters according their priorities.
Since, four parameters are considered for the computing resources, β1, β2, β3 and β4
are the weights assigned to the four parameters respectively. The four weights are
selected in such a way that they sum up to one. e.g. β1 = 0.4, β2 = 0.3, β3 = 0.2
and β4 = 0.1. The selection condition is set in such a way that, job resource
requirement parameters must be less or equal to the available resource parameters,
which the resource provider can offer. The result of the simulation process is
illustrated in Table 6 (See appendix).

After the second phase of the simulation process, what follows is the selection of
resource cluster having the best fitness characteristics that fulfills the job resource
requirement description of the user. This is the third simulation phase. In this case,
all the machines in cluster 2 fulfill the resource requirements of the user job and
thus, it is selected for the job execution as shown in Table 7 (See appendix).

6 Conclusion and Future Work

In this paper we proposed an efficient resource selection heuristic that is based on
the concept of soft set attribute reduction enhanced with improved genetic algo-
rithm framework. This algorithm makes use of the frequency information of indi-
vidual resource parameterized attribute in the cluster information system or

Table 5 Jobs Resource Requirement

Jobs resource requirement
Job ID # processors Processor speed Memory size Bandwidth

Job 1 1 2608 3244 111
Job 2 1 3062 2849 70

Job 3 4 2608 3244 100

204 A. E. Ezugwu et al.



knowledge base, and develops a weighting mechanism to rank resources based on
their attributes values. Even though, the proposed method does not guarantee
finding optimal solution, but empirical results show that in most situations it does.
The ideas presented in this paper on theoretical application of soft sets, provides an
intuitive solution to the problem of resource configuration and selection problem.
The resource selection method presented in this paper is generic and can be applied
to other resource discovery and selection problems. Further research direction
includes enhancing the proposed resource selection method with other machine
learning algorithms and developing a more efficient weighting mechanism.

Appendix: Empirical Results

Table 6 Resource filtering and classification

Cluster 1 1.5
C1Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 4 8853 8187 200 machine_1 machine_1 machine_1 1 1 1 machine_1 4 8853 8187 200
machine_2 10 6832 4052 300 machine_2 machine_2 machine_2 1 1 1 machine_2 10 6832 4052 300
machine_3 4 4341 3694 170 machine_3 machine_3 machine_3 1 1 1 machine_3 4 4341 3694 170
machine_4 9 4341 6326 140 machine_4 machine_4 machine_4 1 1 1 machine_4 9 4341 6326 140
machine_5 5 3661 5335 114 machine_5 machine_5 machine_5 1 1 1 machine_5 5 3661 5335 114
machine_6 4 4728 5627 105 No Match machine_6 machine_6 0 1 1
machine_7 5 5021 7349 169 machine_7 machine_7 machine_7 1 1 1 machine_7 5 5021 7349 169
machine_8 10 2488 2352 161 No Match No Match No Match 0 0 0
machine_9 9 2843 5612 128 machine_9 No Match machine_9 1 0 1 machine_9 9 2843 5612 128
machine_10 1 3466 3268 156 machine_10 machine_10 No Match 1 1 0 machine_10 1 3466 3268 156

TOTAL 61 46574 51802 1643 0.80 0.80 0.80

FIRST COLLECTION OF QUALIFIED CLUSTERS
Qualified Machines for Job 1 in Cluster1

Condi on A ributes Job_to_Resource Matching No Match

Decision values for Cluster 1 =

Decision value

Cluster 2
C2Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 4 5030 9851 200 machine_1 machine_1 machine_1 1 1 1 machine_1 4 5030 9851 200
machine_2 6 6031 7481 250 machine_2 machine_2 machine_2 1 1 1 machine_2 6 6031 7481 250
machine_3 10 5806 15400 151 machine_3 machine_3 machine_3 1 1 1 machine_3 10 5806 15400 151
machine_4 10 5909 15282 137 machine_4 machine_4 machine_4 1 1 1 machine_4 10 5909 15282 137
machine_5 4 5411 6722 176 machine_5 machine_5 machine_5 1 1 1 machine_5 4 5411 6722 176
machine_6 4 5662 6537 171 machine_6 machine_6 machine_6 1 1 1 machine_6 4 5662 6537 171
machine_7 6 5496 4609 300 machine_7 machine_7 machine_7 1 1 1 machine_7 6 5496 4609 300
machine_8 8 5108 13368 189 machine_8 machine_8 machine_8 1 1 1 machine_8 8 5108 13368 189
machine_9 8 3838 3423 120 machine_9 machine_9 machine_9 1 1 1 machine_9 8 3838 3423 120
machine_10 9 3803 11185 131 machine_10 machine_10 machine_10 1 1 1 machine_10 9 3803 11185 131

TOTAL 69 52094 93858 1825 1.00 1.00 1.00

Qualified Machines for Job 1 in Cluster2
Condi on A ributes

Decision values for Cluster 2 =

Decision value

Cluster 3
C3Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 10 5081 12895 211 machine_1 machine_1 machine_1 1 1 1 machine_1 10 5081 12895 211
machine_2 24 7661 10093 170 machine_2 machine_2 machine_2 1 1 1 machine_2 24 7661 10093 170
machine_3 20 3027 1545 211 No Match No Match No Match 0 0 0
machine_4 14 2461 6441 163 No Match No Match No Match 0 0 0
machine_5 10 5886 7715 223 machine_5 machine_5 machine_5 1 1 1 machine_5 10 5886 7715 223
machine_6 6 2751 9280 203 machine_6 No Match machine_6 1 0 1 machine_6 6 2751 9280 203
machine_7 6 5478 6896 185 machine_7 machine_7 machine_7 1 1 1 machine_7 6 5478 6896 185
machine_8 6 5752 10048 195 machine_8 machine_8 machine_8 1 1 1 machine_8 6 5752 10048 195
machine_9 14 5871 10969 226 machine_9 machine_9 machine_9 1 1 1 machine_9 14 5871 10969 226
machine_10 6 4398 12064 172 machine_10 machine_10 machine_10 1 1 1 machine_10 6 4398 12064 172

TOTAL 116 48366 87946 1959 0.80 0.70 0.80

Qualified Machines for Job 1 in Cluster3

Decision values for Cluster 3 =

Condi on A ributes
Decision value

Cluster 4
C4Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 9 5127 1619 236 No Match No Match No Match 0 0 0
machine_2 4 6067 7270 267 machine_2 machine_2 machine_2 1 1 1 machine_2 4 6067 7270 267
machine_3 7 4842 5085 283 machine_3 machine_3 machine_3 1 1 1 machine_3 7 4842 5085 283
machine_4 10 3770 2500 207 No Match No Match No Match 0 0 0
machine_5 8 5596 2955 227 No Match machine_5 No Match 0 1 0
machine_6 10 5748 6258 255 machine_6 machine_6 machine_6 1 1 1 machine_6 10 5748 6258 255
machine_7 6 2794 2125 256 No Match No Match No Match 0 0 0

TOTAL 54 33944 27812 1731 0.43 0.57 0.30

Qualified Machines for Job 1 in Cluster4
Condi on A ributes

Decision value

Decision values for Cluster 4 =
Cluster 5
C5Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 10 3699 5194 203 machine_1 machine_1 machine_1 1 1 1 machine_1 10 3699 5194 203
machine_2 20 2857 6681 235 machine_2 No Match machine_2 1 0 1 machine_2 20 2857 6681 235
machine_3 12 3927 5014 208 machine_3 machine_3 machine_3 1 1 1 machine_3 12 3927 5014 208
machine_4 24 3608 2555 252 No Match No Match No Match 0 0 0
machine_5 10 3074 7246 257 machine_5 machine_5 machine_5 1 1 1 machine_5 10 3074 7246 257
TOTAL 76 17165 26690 1155 0.80 0.60 0.80

Qualified Machines for Job 1 in Cluster5
Condi on A ributes

Decision value

Decision values for Cluster 5 =

Cluster 6
C6Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 20 4341 5531 196 machine_1 machine_1 machine_1 1 1 1 machine_1 20 4341 5531 196
machine_2 10 5235 3052 173 No Match machine_2 No Match 0 1 0
machine_3 14 8737 3694 170 machine_3 machine_3 machine_3 1 1 1 machine_3 14 8737 3694 170
machine_4 9 8965 6326 280 machine_4 machine_4 machine_4 1 1 1 machine_4 9 8965 6326 280
machine_5 45 3661 5335 200 machine_5 machine_5 machine_5 1 1 1 machine_5 45 3661 5335 200
machine_6 7 4728 5627 200 machine_6 machine_6 machine_6 1 1 1 machine_6 7 4728 5627 200
machine_7 20 5021 7349 260 machine_7 machine_7 machine_7 1 1 1 machine_7 20 5021 7349 260
machine_8 10 3488 4352 161 machine_8 machine_8 machine_8 1 1 1 machine_8 10 3488 4352 161
machine_9 9 6843 5612 128 machine_9 machine_9 machine_9 1 1 1 machine_9 9 6843 5612 128
machine_10 22 3466 3268 156 machine_10 machine_10 machine_10 1 1 1 machine_10 22 3466 3268 156

TOTAL 166 54485 50146 1924 0.90 1.00 0.90

Qualified Machines for Job 1 in Cluster6
Condi on A ributes

Decision value

Decision values for Cluster 6 =

Resource Selection with Soft Set Attribute Reduction … 205



Table 7 Selection of cluster with the best sets of machines fitness

Cluster 2
C2Node ID # processors Processor speed Memory size Bandwidth

machine_1 4 5030 9851 200
machine_2 6 6031 7481 250
machine_3 10 5806 15,400 151
machine_4 10 5909 15,282 137
machine_5 4 5411 6722 176
machine_6 4 5662 6537 171
machine_7 6 5496 4609 300
machine_8 8 5108 13,368 189
machine_9 8 3838 3423 120
machine_10 9 3803 11,185 131
Total 69 52,094 93,858 1825

Table 6 (continued)

Cluster 7
C7Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 22 5030 9851 109 No Match machine_1 machine_1 0 1 1
machine_2 3 6031 7481 108 No Match machine_2 No Match 0 1 0
machine_3 10 5806 15400 151 machine_3 machine_3 machine_3 1 1 1 machine_3 10 5806 15400 151
machine_4 7 5909 15282 137 machine_4 machine_4 machine_4 1 1 1 machine_4 7 5909 15282 137
machine_5 4 5411 6722 176 machine_5 machine_5 machine_5 1 1 1 machine_5 4 5411 6722 176
machine_6 2 5662 6537 171 machine_6 machine_6 No Match 1 1 0 machine_6 2 5662 6537 171
machine_7 30 5496 4609 159 machine_7 machine_7 machine_7 1 1 1 machine_7 30 5496 4609 159
machine_8 8 5108 13368 189 machine_8 machine_8 machine_8 1 1 1 machine_8 8 5108 13368 189
machine_9 14 3838 3423 113 machine_9 machine_9 machine_9 1 1 1 machine_9 14 3838 3423 113
machine_10 9 3803 11185 131 machine_10 machine_10 machine_10 1 1 1 machine_10 9 3803 11185 131

TOTAL 109 52094 93858 1444 0.80 1.00 0.80

Qualified Machines for Job 1 in Cluster7
Condi on A ributes

Decision value

Total Matching Score for Cluster 7 =
Cluster 8
C8Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 4 5081 12895 211 machine_1 machine_1 machine_1 1 1 1 machine_1 4 5081 12895 211
machine_2 4 7661 10093 170 machine_2 machine_2 machine_2 1 1 1 machine_2 4 7661 10093 170
machine_3 6 3027 1545 211 No Match No Match No Match 0 0 0
machine_4 3 2461 6441 163 No Match No Match No Match 0 0 0
machine_5 10 5886 7715 223 machine_5 machine_5 machine_5 1 1 1 machine_5 10 5886 7715 223
machine_6 2 2751 9280 203 machine_6 No Match No Match 1 0 0 machine_6 2 2751 9280 203
machine_7 6 5478 6896 185 machine_7 machine_7 machine_7 1 1 1 machine_7 6 5478 6896 185
machine_8 6 5752 10048 140 machine_8 machine_8 machine_8 1 1 1 machine_8 6 5752 10048 140
machine_9 5 5871 10969 226 machine_9 machine_9 machine_9 1 1 1 machine_9 5 5871 10969 226
machine_10 6 4398 12064 200 machine_10 machine_10 machine_10 1 1 1 machine_10 6 4398 12064 200

TOTAL 52 48366 87946 1932 0.80 0.70 0.70

Qualified Machines for Job 1 in Cluster8
Condi on A ributes

Decision value

Decision values for Cluster 8 =
Cluster 9
C9Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 9 5127 1619 236 No Match No Match No Match 0 0 0
machine_2 4 6067 7270 267 machine_2 machine_2 machine_2 1 1 1 machine_2 4 6067 7270 267
machine_3 7 4842 5085 283 machine_3 machine_3 machine_3 1 1 1 machine_3 7 4842 5085 283
machine_4 10 3770 2500 207 No Match No Match No Match 0 0 0
machine_5 8 5596 2955 227 No Match machine_5 No Match 0 1 0
machine_6 10 5748 6258 255 machine_6 machine_6 machine_6 1 1 1 machine_6 10 5748 6258 255
machine_7 6 2794 2125 256 No Match No Match No Match 0 0 0

TOTAL 54 33944 27812 1731 0.43 0.57 0.43

Qualified Machines for Job 1 in Cluster9
Condi on A ributes

Decision value

Decision values for Cluster 9 =
Cluster 10
C10Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3
machine_1 10 3699 5194 203 machine_1 machine_1 machine_1 1 1 1 machine_1 10 3699 5194 203
machine_2 28 2857 6681 235 machine_2 No Match machine_2 1 0 1 machine_2 28 2857 6681 235
machine_3 14 3927 5014 208 machine_3 machine_3 machine_3 1 1 1 machine_3 14 3927 5014 208
machine_4 8 3608 2555 252 No Match No Match No Match 0 0 0
machine_5 10 3074 7246 257 machine_5 machine_5 machine_5 1 1 1 machine_5 10 3074 7246 257
TOTAL 70 17165 26690 1155 0.80 0.60 0.80

Qualified Machines for Job 1 in Cluster10
Condi on A ributes

Decision value

Decision values for Cluster 10 =
Cluster 11
C11Node ID # processors Processor speed Memory size Bandwidth Job 1 Job2 Job3 Job 1 Job 2 Job 3
machine_1 7 4341 5531 196 machine_1 machine_1 machine_1 1 1 1 machine_1 7 4341 5531 196
machine_2 8 5235 3052 173 No Match machine_2 No Match 0 1 0
machine_3 22 2737 3694 170 machine_3 No Match machine_3 1 0 1 machine_3 22 2737 3694 170
machine_4 9 3965 6326 140 machine_4 machine_4 machine_4 1 1 1 machine_4 9 3965 6326 140
machine_5 16 3661 5335 114 machine_5 machine_5 machine_5 1 1 1 machine_5 16 3661 5335 114
machine_6 7 4728 5627 105 No Match machine_6 machine_6 0 1 1
machine_7 30 5021 7349 169 machine_7 machine_7 machine_7 1 1 1 machine_7 30 5021 7349 169
machine_8 10 2488 2352 161 No Match No Match No Match 0 0 0
machine_9 9 2843 5612 128 machine_9 No Match machine_9 1 0 1 machine_9 9 2843 5612 128
machine_10 12 3466 3268 156 machine_10 machine_10 machine_10 1 1 1 machine_10 12 3466 3268 156
TOTAL 130 38485 48146 1512 0.70 0.70 0.80

Qualified Machines for Job 1 in Cluster11

Decision values for Cluster 1 1=

Condi on A ributes

Cluster 12
C12Node ID # processors Processor speed Memory size Bandwidth Job 1 Job 2 Job 3 Job 1 Job 2 Job 3
machine_1 8 5030 9851 109 No Match machine_1 machine_1 0 1 1
machine_2 3 6031 7481 108 No Match machine_2 No Match 0 1 0
machine_3 10 5806 15400 180 machine_3 machine_3 machine_3 1 1 1 machine_3 10 5806 15400 180
machine_4 7 5909 15282 137 machine_4 machine_4 machine_4 1 1 1 machine_4 7 5909 15282 137
machine_5 4 5411 6722 176 machine_5 machine_5 machine_5 1 1 1 machine_5 4 5411 6722 176
machine_6 6 5662 6537 200 machine_6 machine_6 machine_6 1 1 1 machine_6 6 5662 6537 200
machine_7 18 5496 4609 159 machine_7 machine_7 machine_7 1 1 1 machine_7 18 5496 4609 159
machine_8 8 5108 13368 189 machine_8 machine_8 machine_8 1 1 1 machine_8 8 5108 13368 189
machine_9 22 3838 3423 113 machine_9 machine_9 machine_9 1 1 1 machine_9 22 3838 3423 113
machine_10 9 3803 11185 200 machine_10 machine_10 machine_10 1 1 1 machine_10 9 3803 11185 200
TOTAL 95 52094 93858 1571 0.80 1.00 0.90

Qualified Machines for Job 1 in Cluster12

Decision values for Cluster 12 =

Condi on A ributes
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Fuzzy Multi-criteria Method to Support
Group Decision Making in Human
Resource Management

M. H. Mammadova and Z. G. Jabrayilova

Abstract The objective of this research is to develop a methodological approach to
the making managerial decisions in HRM tasks, which have such specific features
as multi-objectivity and heterogeneity of data, the hierarchal, quantitative, and
qualitative nature of criteria, their ambiguity, the need for considering the expert
evaluation of their weight, and the influence of the experts’ competence on the
made decision. To ensure the adaptability of multi-criteria decision-making in
HRM a modified TOPSIS method is proposed. Introducing additional components
into the decision-making algorithm, this modification excludes the hierarchal
structure of criteria and takes into account the competence of experts. The method is
tested on the employment case study.

1 Introduction

Globalization and rapid change of technologies precondition changes in the labor
market, which, in its turn, causes considerable transformations in personnel rela-
tions, and requires the development of new conceptual approaches and scientifically
substantiated methods in the policy that regulates these relations, depending on a
specific HRM task. According to this concept, HRM is a special type of managerial
activity. In this case, the main managed object is the human and his competencies,
including knowledge, skills, and professional abilities, personal and behavioral
qualities, motivational principles, intellectual and qualification potential, while
HRM is aimed at supporting the organization’s activity strategy under the growing
role and importance of the human factor [1–3]. Therefore, in order to make deci-
sions that are adequate to the new conditions with regard to personnel planning,
selection, recruitment, adaptation to the changing market environment, retention,
dismissal, promotion, development, training, and motivation of personnel, the
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decision-maker should evaluate and consider a wide range of information regarding
the competencies of employees, be able to compare applicants, based on a multiple
heterogeneous attributes (criteria), select the optimal solution (candidate) with the
consideration of multiple influences, preferences, interests, and possible conse-
quences. All these peculiarities of HRM tasks determine their multi-objectivity. At
that, one should consider the volume, quantitative and qualitative nature, com-
plexity and inconsistency of the flow of information that the decision-maker
receives, which allow identifying HRM tasks as semi-structured tasks, for which
the construction of objective models is either impossible or extremely difficult.
Along with the abovementioned problems that arise during the generation and
selection of managerial decisions, one should consider the decision-maker’s pref-
erences, and experts’ competence (knowledge, intuition, experience, etc.).

Therefore, in human resource management tasks, the handling of such data
requires the application of models and methods, based on the fuzzy set and fuzzy
logic theories [4–6]. In order to overcome the abovementioned difficulties one
needs to select, create, and develop methodological approaches to multiple-criteria
analysis and decision-making in human resource management, based on intelligent
technologies, methods, and computer systems of decision-making support [7, 8].

2 Multi-criteria Methods of Decision-Making in HRM
Tasks: Literature Survey

The literature survey shows among the HRM tasks’ decision-making processes that
require intelligent support, including employment management, assessment, and
organization of personnel remuneration system, career planning, formation of the
reserve, authors pay most attention to the selection and recruitment of personnel
resources, which is caused by the greatest practical applicability of the latter.

At present, while solving personnel selection tasks, developers mostly prefer
multi-criteria methods of decision-making, including methods of decision tree
analysis [9], analytic hierarchy process (AHP) [10–12], the Technique for Order of
Preference by Similarity to Ideal Solution (TOPSIS) [13–21], expert systems [4,
22], etc.

According to the authors of works [10–12], the FAHP-based computer system of
decision-making support eliminates restrictions to information on candidates, and
aids managers in making optimal decisions (selecting the best candidate) under fuzzy
conditions. However, although these approaches allow making the best decision
among the possible ones, they do not allow selecting an alternative that is preferable
by all criteria, i.e. is the most similar to the ideal (optimal) solution. This possibility is
provided by the TOPSIS method, which was first suggested by work [13]. With a
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view to selecting personnel, [14] suggests group decision-making, based on the
TOPSIS fuzzy method, where membership functions of alternatives on criteria are
described by values of fuzzy linguistic variables, presented as fuzzy triangular
numbers. With a view to selecting personnel, [15] introduces an additional stage,
which allows aggregating heterogeneous information by using ordered weighted
averaging (OWA). [16] also suggests a modified TOPSIS method by the example of
selecting university lecturers. In this case, the modification consists in suggesting a
new measure for calculating the distance from the positive ideal and negative ideal
solution during multi-criteria decision-making. In [17], the TOPSIS-based support of
decision-making during the selection of the most skilled human resources includes a
new concept of ranking (arranging in order) alternatives, which consists in that the
final decision is determined by a veto set, established by the decision-maker, rather
than by the proximity of alternatives to the ideal solution. The authors of [18], suggest
another TOPSIS modification, which consists in the introduction into the final
decision making algorithm, based on a veto set that is established by
decision-makers, the relative importance of the latter. [18] uses a modified TOPSIS
method to solve the task of selecting middle managers for a Greek IT-company; [19]
demonstrates the application of the TOPSIS-based multi-criteria decision-making
method with a view to selecting human resources for a Greek bank; [20] implements
a TOPSIS-based fuzzy model of the decision-making support system with a view to
improving the selection and recruitment of personnel for the Iran Khodro Industrial
Group. Paper [21] offers a modified TOPSIS for decision-making support in
recruitment tasks. This modification accounts for the hierarchal structure of criteria
that are typical for HRM tasks.

However, it should be noted that all abovementioned modifications of TOPSIS
only deal with certain aspects of specific features of HRM tasks. In the present
research, the authors attempted to account for all components of decision-making in
HRM tasks.

For example, the suggested TOPSIS modification consists in the integration into
the decision-making algorithm of additional components, which, at the first stage,
provide a calculation, based on the analysis of weight coefficients of partial criteria,
which allows disposing of the hierarchal structure of criteria, and, at the second
stage, allow introducing into the algorithm pre-estimated competence coefficients of
expert, who participate in the evaluation of alternatives. With a view to ensuring the
robustness of criteria to the confidence interval boundaries, this paper, when using
group decision-making, describes the membership functions of alternatives on
criteria by values of fuzzy linguistic variables, presented as fuzzy trapezoidal
numbers.
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3 Generalized Conceptual Model of Human Resource
Management Tasks

The authors of works [21, 23–25] studied the main HRM tasks, emphasized those
that require intelligent support, and determined their specific features. For example,
the tasks, the solution whereof comes down to making efficient decisions, include
the task of managing employment processes (selection, evaluation, and recruit-
ment), the task of assessment (determining the conformity of personnel to the held
position), the task of organizing a personnel remuneration system, the task of
employees’ career planning (promotion), the task of forming a reserve, etc. The
analysis of mentioned HRM tasks allowed distinguishing the following peculiar
features of the latter: multi-objectivity and heterogeneity of data that describe HRM
tasks; the multilevel hierarchal structure of criteria, expressed in the fact that each
individual upper-level criterion is based on the aggregation of partial criteria of the
next lower level; quantitative and qualitative nature of criteria; the impossibility of
unambiguous determination of criteria and the variableness of their value range;
different extent of the influence of criteria and indicators on the considered variants
(objects, alternatives), and the need to consider the difference in their weights. This
determines the need for involving experts (information carriers) in decision-making,
and the consideration of their opinions; the influence of the experts’ competence on
the quality of the made decision; the presence of a vast number of heterogeneous
partial criteria in real situations, which complicate the formal comparison of
alternatives.

The abovementioned peculiarities of HRM tasks allow identifying them as tasks
of multiple-criteria analysis and decision-making in a fuzzy environment [26].

Based on the comprehensive approach to the consideration of the specificity of
human resource management, the generalized conceptual model of decision-making
in HRM tasks can be presented by the following set of information:MHRM = (X, К,
Y, E, V, P, L, W), where:

• X = x1, x2, . . . , xnf g= xi, i=1, n
� �

is the set of admissible alternatives;
K = K1,K2, . . . ,Kmf g= Kj, j=1,m

� �
is the set of choice criteria that charac-

terize alternatives; Kj = kj1, kj2, . . . , kjT
� �

= kjt, t=1, T
� �

is the set of
sub-criteria that characterize each criterion; Y is the range of definition of each
partial criterion’s value; E is the group of experts, participating in
decision-making; V is the set of relation between experts in accordance with the
decision-maker’s preferences; P is the relations between the X, K and E sets; L
is the linguistic expressions that reflect the level of partial criteria’s satisfaction
by alternatives (membership level); W is the relations between criteria and
partial criteria.

According to the conceptual model, the essence of decision making in HRM
tasks is: (1) finding a systematized list of alternatives (X → X*), ranked from the
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best (optimal) one to the worst one (or vice versa); (2) choosing the best (optimal)
variant from among the alternatives.

4 General Formulation

With the specific peculiarities of decision-making tasks in HRM and the suggested
conceptual model in mind, it is necessary to formulate in general the task of
multi-objective ranking/choice of alternatives. A multi-objective optimization task
is generally understood as finding the maximum and minimum vector-valued cri-
terion in a feasible set of alternatives. Given the following components of HRM
tasks in organization:

1. X = xi, i=1, n
� �

is the set of alternatives;
2. K = Kj, j=1,m

� �
is the set of criteria;

3. Kj = kjt , t=1, sj
� �

is the set of partial criteria;
4. E= el, l=1, g

� �
is the set of experts;

5. wj, j=1,m is the coefficients of criteria’s relative importance
(K = kj, j=1,m

� �
);

6. wjt , t=1, sj, j=1,m is the coefficients of partial criteria’s relative importance
(kj = kjt, t=1, sj

� �
);

7. vl, l=1, g is the experts’ competence coefficients.

Assume f ðxÞ is an objective function that guarantees the choice of the best
alternatives:

(1) f ðxÞ=maxðf ðx1Þ, f ðx2Þ, . . . , f ðxnÞÞ и f ðxÞ→ 0, 1½ �,
where f ðxiÞ is the resultant vector of the evaluation of alternative xi ∈ X in
accordance with integral criterion K, i.e. f ðxiÞ → KðxiÞ.

(2) KðxiÞ= ðpðxiÞ,w, vÞ is the integral evaluation of alternative xi, according to the
set of evaluation criteria, the weight of partial criteria in the integral criterion K
and the coefficient of the relative importance of experts’ competence, where
—pðxiÞ is the integral evaluation of alternative xi, i=1, n in accordance with the
values of the linguistic variable by the experts’ preference; w= ðw1, . . . ,wZÞ
are the weights of partial criteria in the integral criterion K, z=1, Z. Z is the
total number of partial criteria; v= ðv1, . . . , vgÞ is the coefficient of the relative
importance of experts’ competence, according to the decision-maker’s
preferences.

(3) f ðxiÞ≻0, provided that pðxiÞ ≥ 0.
(4) gðKðxÞ,w, vÞ ∈ G, x ∈ X,
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wj≻0, j=1,m, ∑
m

j=1
wj =1, wjt≻0, t=1, sj, ∑

sj

t=1
wjt =1,

wz≻0, z=1, Z., vl≻0, l=1, g, ∑
g

l=1
vl =1.

It is necessary to find the alternatives that best correspond with the objective
functions and restrictions. According to the task’s formulation, the set of feasible
solutions is formed by eliminating from the initial set of alternatives the ones that
do not satisfy the set objective and restrictions. As shown above, multi-objective
HRM tasks are semi-structured problems that contain many criteria (both qualita-
tive and quantitative) of decision quality evaluation. The decision-maker is guided
by his or her subjective preferences with regard to the efficiency of possible
alternatives and the importance of different criteria. Constructing a decision-maker
preference model produces a large volume of information. It is difficult and,
sometimes, impossible to estimate efficiency indicators and choose a single best
decision by analytical methods. Therefore, the existing concepts of evaluating
preferences are based on heuristic methods and the inclusion of the decision-maker
(experts) as a main component of the decision-making task.

Effective instruments are needed to build complex decision-making procedures
and to evaluate a wide range of alternatives. The present paper preferred a modern
multi-objective choice method—TOPSIS, modified to suit the conditions of the
solved problem.

5 TOPSIS Method

The main idea of the TOPSIS method is that the most preferable alternative should
have the shortest distance from the ideal solution and the longest geometric among
all alternatives from the inadmissible solution [13]. Based on the essence of the
TOPSIS method, the use of the latter is efficient in solving tasks of fuzzy
multi-objective optimization, which constitute the mathematical basis of
decision-making support in human resource management tasks. In the
decision-making theory, multi-objective optimization is understood as the selection
of the best solution among the possible alternatives [4]. The solution of opti-
mization tasks with the use of TOPSIS assumes the need for translating the values
of qualitative linguistic variables that express the level of satisfaction of the criteria
by this or than alternative into fuzzy numbers. A fuzzy number is a fuzzy subset of
a universal set of real numbers, which has a normal or convex membership func-
tion, for which there exists such a carrier value, where the membership function is
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1, while the membership function decreases during leftwards or rightwards devi-
ation [27]. According to [28], fuzzy expert judgments that were formulated in the
natural language can be described by fuzzy triangular and fuzzy trapezoidal
numbers. This paper, taking into consideration the need for ensuring the robustness
of criteria to the confidence interval boundaries, uses a fuzzy trapezoidal number.
Operations on fuzzy numbers are introduced by means of operations on member-
ship functions, based on the segmental principle [29]. In order to implement this
method, one should handle linguistic variables and their values that express verbal
ranking scales for measuring attributes. Here, the levels are arranged in the order of
ascension of these attributes’ intensity. In this case, the number of linguistic vari-
ables’ values (ranks) is seven. Figure 1 shows a graphical representation of the
transformation of linguistic values into numeric equivalents.

Table 1. shows the 7-level values of the linguistic variable and respective fuzzy
trapezoidal numbers.

According to Table 1, a numeric equivalent can be found for each linguistic
variable value.

Fig. 1 Transformation of linguistic values into fuzzy trapezoidal numbers

Table 1 Linguistic values
and their respective fuzzy
trapezoidal numbers

Linguistic values Fuzzy trapezoidal numbers

Too weak (0, 0, 1, 2)
Weak (1, 2, 2, 3)
Slightly weak (2, 3, 4, 5)
Satisfactory (4, 5, 5, 6)
Not very good (5, 6, 7,8)
Good (7, 8, 8, 9)
Very good (8, 9, 10, 10)
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6 TOPSIS-Based Algorithm of Multi-objective
Optimization in HRM Tasks

The goal of the task is to rank alternatives, based on the evaluations of experts,
taking into consideration the competence of the latter. The solution of the task
assumes the performance of the following sequence of actions:

Step 1. In order to perform TOPSIS-based multi-objective optimization of HRM
tasks, one should first dispose of the hierarchal structure of criteria. For this pur-
pose, based on Saaty’s AHP, by relative importance coefficients of criteria
Kj, j=1,m

� �
and partial criteria kjt, t=1, sj

� �
, weights are determined [26], with

which the latter will enter the calculation of the K integral criterion. In a formalized
form, wK

jt—the weight of the kjt partial criterion in the calculation of the integral

criterion K = kj, j=1,m
� �

, i.e. wK
jt =wjt ⋅wj, is determined by the multiplication wj,

where ∑m
j=1 wj =1, and wjt, where ∑sj

t=1 wjt =1. As a result, the two-level hierar-

chal structure of choice criteria K = Kj, j=1,m
� �

that characterize alternatives
comes down to the calculation of the integral criterion that includes the weights of
partial criteria kjt, t=1, sj

� �
, which allows disposing of the hierarchal structure.

During subsequent steps, all partial criteria are united into a single G set, with a
view to simplifying indexes.

G= kjt, j=1,m, t=1, sj
� �

= kz, z=1, Z
� �

, z= sj− 1 + t, j=1,m, t=1, sj, s0 = 0. ð1Þ

Here, Z is the overall number of partial criteria that characterize alternatives, i.e.

Z = ∑
m

j=1
sj.

In this case, wz =wK
jt .

Step 2. The level of membership (relation) of alternatives on partial criteria is
evaluated by linguistic values (see Table 1) and expressed by trapezoidal numbers
Rl = ðrlizÞ= ðaliz, bliz, cliz, dlizÞ. The expert evaluation of alternatives’ membership on
partial criteria results in the following matrix:

Rl = rliz
� �

, l=1, g⇔ aliz, b
l
iz, c

l
iz, d

l
iz

� �
, l=1, g. ð2Þ

Step 3. This step assumes the pre-estimation of experts’ competence coefficient
vl, l=1, g. For this purpose, the authors applied the modified method that integrates
into the algorithm pre-estimated coefficients of competence of experts, who par-
ticipate in the evaluation of alternatives. The matrix
Rvl = rvliz

� �
, l=1, g⇔ avliz , b

vl
iz , c

vl
iz , d

vl
iz

� �
, l=1, g is formed, taking into account the

experts’ competence coefficient vl, l=1, g. The elements of this matrix are trape-
zoidal numbers that express the level of satisfaction by alternative xi of partial
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criteria kz, taking into account the experts’ competence. The elements are calculated
as follows:

avliz = aliz ⋅ vl;

bvtiz = bliz ⋅ vl;

cvliz = cliz ⋅ vl;

dvliz = dliz ⋅ vl.

ð3Þ

Step 4. This step determines the single aggregated matrix:

Rvl = rvliz
� �

, l=1, g⇔ avliz , b
vl
iz , c

vl
iz , d

vl
iz

� �
, l=1, g⇒Riz

= riz½ �⇔ aiz, biz, ciz, dizf g.

The elements of this matrix are determined as follows:

aiz = minavliz , l=1, g
� �

;

biz =
1
g
∑
g

l=1
bvliz ;

ciz =
1
g
∑
g

l=1
cvliz ;

diz = max dvliz , l=1, g
� �

.

ð4Þ

Step 5. The elements of matrix Riz = riz½ �⇔ aiz, biz, ciz, dizf g are multiplied by the
weights of partial criteria. This operation builds the weighed fuzzy matrix
Rw
iz = rwiz

� �
⇔ awiz, b

w
iz, c

w
iz, d

w
iz

� �
. Here:

awiz = aiz ⋅wz;

bwiz = biz ⋅wz;

cwiz = ciz ⋅wz;

dwiz = diz ⋅wz.

ð5Þ

Step 6. The obtained matrix is normalized. For this purpose, the Hsu and Cehn
method [30] is used, which determines d +

z =max dwiz , i=1, n. Then, based on the
expression

RN
iz = rNiz

� �
⇔ aNiz , b

N
iz , c

N
iz , d

N
iz

� �
⇔

awiz
d +
z
,
bwiz
d +
z
,
cwiz
d +
z
,
dwiz
d +
z

� �
. ð6Þ

the elements of the normalized decision-making matrix are determined.
Step 7. Based on the weighed values, the positive ideal (optimal) solution

(PIS) X* is determined. For this purpose, for each kz, z=1, Z,
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d*z = max dNiz , i=1, n
� � ð7Þ

is selected, and the

X* = d*z
� �

= ðd*1, d*1, d*1, d*1Þ, . . . , ðd*Z , d*Z , d*Z , d*ZÞ
� �

. ð8Þ

matrix is formed. In accordance with expression (8), d*z =1 for ∀z, i.e. all elements
of matrix X* are 1.

Step 8. The negative (worst) ideal value (NIS) X − is calculated. For this pur-
pose, for each kz, z=1, Z

a−
z = min aNiz , i=1, n

� � ð9Þ

is selected, and the following matrix is formed:

X − = a−
z

� �
= ða−

1 , a−
1 , a−

1 , a−
1 Þ, . . . , ða−

Z , a−
Z , a−

Z , a−
Z Þ� �

. ð10Þ

Step 9. The distance of alternatives from PIS are calculated by formula (2) for
the individual values of each partial criterion:

D*
z ðxi,X*Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4
ððaNiz − d*z Þ2 + ðbNiz − d*z Þ2 + ðcNiz − d*z Þ2 + ðdNiz − d*z Þ2Þ

r
ð11Þ

Vector D*½ �= D*
1, . . . ,D

*
Z

� �
is formed, based on the obtained results.

Step 10. The distance of alternatives from NIS are calculated for the individual
values of each partial criterion

D−
z ðxi,X − Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4
ððaNiz − a−

z Þ2 + ðbNiz − a−
z Þ2 + ðcNiz − a−

z Þ2 + ðdNiz − a−
z Þ2Þ

r
ð12Þ

Vector D−½ �= D−
1 , . . . ,D−

Z

� �
is formed, based on the obtained results.

Step 11. The distance of each alternative from PIS is determined:

D*ðxiÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
Z

z=1
ðD*

z ðxi,X*Þ2
s

ð13Þ

Step 12. The distance of each alternative from NIS is determined:

D− ðxiÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
Z

z=1
ðD−

z ðxi,X*Þ2
s

ð14Þ

Step 13. The integral indicator (proximity coefficient) is calculated for each
compared alternative, as the correlation between its calculated distance from the
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negative ideal solution, and the sum of distances between the best and the worst
solutions:

DðxiÞ=D*ðxiÞ+D− ðxiÞ

φðxiÞ= D− ðxiÞ
DðxiÞ .

ð15Þ

The value of the proximity coefficient φðxiÞ allows ranking alternatives. For
example, the closer the value of the proximity coefficient φðxiÞ to 1, the more
preferable the compared alternative.

7 Application of the Suggested Method for Solving
Personnel Selection and Recruitment Tasks

The suggested instrumental approach was tested during the solution of tasks of
selecting and recruiting with a view to evaluating candidates. Experiments were
conducted with a view to evaluating the applicants for the vacancy at the Human
Resource Management Department. For this purpose, the following actions were
taken:

1. A criteria system was formed with the participation of four experts, with a view
to recruiting personnel to the HRM Department. The coefficients of criteria’s
relative importance were calculated, based on pairwise comparison [26]. The
task of detecting contradictions in expert evaluations [26, 31] was also con-
sidered. The obtained results helped determine the coefficients of criteria’s
relative importance, and the weights of partial criteria, with which the latter will
enter the calculation of the K integral criterion.

2. The obtained integral indicator (the proximity coefficient of compared alter-
natives) φðxiÞ was expressed by a certain value (on the [0, 1] interval) of the
probability of recruitment for each candidate xi. The values of this variable
allow making the final decision regarding each alternative candidate.

3. The coefficients of the competence of experts, who participate in the evaluation
of candidates, were calculated by pairwise comparison [26, 31], based on the
linguistic expression of “slight superiority of expert 1 and expert 4 over expert
2 and expert 3”: v1 = 0.375, v2 = 0.125, v3 = 0.125, v4 = 0.375.

4. With the participation of four experts, based on seven-level linguistic variables,
the authors evaluated the level of satisfaction (membership) of 12 partial criteria
by three candidates for the job, who passed all necessary stages of selection.

5. A 3 x 12 x 4 generalized matrix of fuzzy trapezoidal numbers was built, based
on the evaluations of four experts on the basis of formulas (1) and (2).

6. Taking into account the competence of experts based on the formula (3), the
matrix of trapezoidal fuzzy numbers was built and aggregated in accordance
with formula (4) trapezoidal fuzzy numbers were defined.
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7. The elements of the matrix of aggregated fuzzy trapezoidal numbers were
multiplied by the weights of partial criteria according to formula (5), and the
results were normalized.

8. The integral matrix of fuzzy positive (best) ideal solutions and fuzzy negative
(worst) ideal solutions was formed in accordance with expressions (7)–(10).

9. The results of the calculations of distances between alternatives and PIS (X*)
were calculated, based on formula (12) for the value of each partial criterion.

10. The results of the calculations of distances between alternatives and NIS (X−)
were calculated, based on formula (11) for the value of each partial criterion.

11. The distances from each alternative to PIS and DIS were calculated in accor-
dance with formulas (13) and (14), respectively. Formula (15) was used to
calculate the values of the integral indicator, which expresses the proximity of
each compared alternative to the ideal solution. The ranks of each alternative
were determined in accordance with the results (Table 2).

8 Conclusion

The suggested methodological approach to the solution of HRM task with the use
of TOPSIS-based multi-objective optimization allows improving the adequacy of
made decisions by means of prioritization by the proximity to the ideal solution,
ensures the objectiveness and transparency of managerial decisions, and provides
opportunities for expanding the applicability of multi-objective optimization
methods. The use of the described methodological approach as the mathematical
basis for the computer system of decision-making support in HRM tasks can
become an effective instrument for preparing and making efficient decisions in
human resource management.

Table 2 Distance of compared alternatives from PIS and NIS, the coefficient of their proximity to
the ideal solution and respective ranks

Alternatives X* X− X* + X− φKðxiÞ Ranks Solution

x1 1.7208 1.6287 3.3495 0.486 3 Reception of the
candidate is
associated with a
great risk

x2 1.7344 1.6719 3.4063 0.491 2 Reception the
candidate is
associated with a
great risk

x3 1.6619 1.6651 3.3270 0.501 1 Reception of the
candidate is
associated with a
small risk
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Fuzzy Management of Imbalance
Between Supply and Demand for IT
Specialists

M. H. Mammadova, Z. G. Jabrayilova and F. R. Mammadzada

Abstract The levels of modeling the processes of interaction between supply and
demand on the labor market of IT specialists identified. Different types of imbal-
ance between supply and demand for IT specialists and identified, the main areas,
models and methods of their coordination are defined. The management method by
a supply and demand on IT specialists at the micro-level, based on fuzzy situation
analysis and fuzzy pattern recognition is proposed. The method and algorithm of an
estimation of the imbalance degree between supply and demand on IT-specialists
labor market at the macro-level, based on fuzzy mismatch scale is offered.

1 Introduction

Everyone recognizes the special role of information and communication tech-
nologies (ICT) in the development of the world and national economies, the
acceleration of the processes of transiting to a knowledge-based economy,
increasing the efficiency, competitiveness and innovation potential of economic
branches and enterprises. The use of ICT in various domains of human activity, the
expansion of the population’s access to various information resources and trans-
formation of information into a global resource have caused a sharp increase in
demand for IT specialists on the labor market, which far exceeds their supply in
many countries. Thus, the deficit of IT specialists is recorded in practically every
country of the European Union today [1, 2].

The rising demand for IT specialists and their insufficient supply is recorded in
such developed countries as the USA and Canada [3, 4]. CIS member states,
including Azerbaijan, which are actively integrating in the global information
space, have also encountered the problem of the discrepancy of supply and demand
of IT specialists [5–7].
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Today the elaboration of adequate technologies and methods of support for
managerial decisions on the coordination of supply and demand for IT specialists
which takes into account the specifics of this sector and its main actors, i.e. IT
specialists (supply) and employers (demand), remain open.

2 Literature Review

At present the labor market and the market of education have different mechanisms
and time frames of functioning. The education system develops on the basis of
long-term policies and strategies, whereas the IT industry must respond to fast
changing market demands and technological innovation in order to remain com-
petitive on the global, national and local markets [8, 9]. The political measures
taken today to address the problem of imbalance between supply and demand
(SD) for IT specialists (ITS), within the framework of which new technologies and
instruments are implemented, have not produced the expected effect yet [4, 5, 10–
14]. The discordance of SD on the market of ITS can be explained by: (1) quan-
titative imbalance as a result of lack or oversupply of ITS, including in terms of
certain IT jobs and specializations; (2) qualitative imbalance which is accounted for
by (a) structural misalignment of occupational training of ITS as a result of
obsolescence of some IT skills and emergence of other, principally new IT jobs and
specializations and the education system’s delayed response to some of the labor
market demands; (b) the discrepancy between the knowledge and skills as well as
practical experience of IT specialists formed by educational institutions and those
required by the labor market; (3) various combinations of the indicated kinds of
imbalance [15–17]. The decisions taken to coordinate supply and demand for IT
specialists will be different for each type of imbalance or a combination of them.

The approaches and models of assessing supply and demand on the labor market
suggested in individual works [18–23] do not allow one to manage its separate
segments efficiently, since the labor market is not an aggregate of the labor markets
in specific branches of the economy. Specific features of every segment of the
national economy, the conditions, factors and rates of development of the economic
branches account for their various contributions to the general state of the labor
market and necessitate the research of individual segments.

3 The Aim and Tasks of the Research

The aim of this study is the development of models and methods of assessment of
the imbalance between supply and demand at the micro- and macro-levels on the
basis of a conceptual approach to intelligent control of the IT specialists’ labor
market which is proposed by the authors. The following tasks are aimed at
achieving this objective: to define the notion of intelligent control of supply and
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demand on the labor market of IT specialists; to identify the components of the
intelligence system of management of the IT specialists’ labor market; to elaborate
a transaction scheme of the system of intelligent control of supply and demand on
the IT specialists’ labor market; to develop a method for assessing the qualitative
imbalance of supply and demand; to develop a method for assessing the quanti-
tative imbalance of supply and demand.

The study describes the authors’ approach to fulfilling the above tasks.

4 Intelligent Control of Supply and Demand on the Labor
Market of IT Specialists

At present demand plays the main role in the supply-and-demand interconnection in
many economic sectors, including IT. It is quite robust and presents certain chal-
lenges to supply. This suggests the necessity of new strategic approaches to IT
specialist training including closer contacts with employers who are now obliged to
carry out the training, retraining and further training of IT experts on their own [13].
At the same time, employers need to participate more actively in the processes of
developing the professional knowledge and skills, the advancement in training and
further training of IT specialists [14].

We regard the elaboration of an intelligent system of managing the coordination
of ITS as one of the ways of reducing the imbalance between them and quick
adjustment of IT experts’ supply to the fast-changing needs of the economy.

By intelligent control of SD of the market of ITS the authors mean managerial
decision-making on the coordination (balancing) of the SD of ITS which comes
down to: (1) generating alternative policy options (measures, strategies, tactics) in
accordance with a specific task and the supply and demand at a given moment
(period) of time; (2) making a managerial decision in keeping with the aim and
terms of the task set as well as with the needs and preferences of the main actors of
the labor market (employers and IT specialists) on the one hand and ensuring
minimal difference between supply and demand on the other. The aim of intelligent
control of SD of ITS consists in making well-grounded managerial decisions on
staffing various branches of the national economy with qualified specialists. In order
to achieve this aim, a system of intelligent control of the ITS labor market is
designed, one of the basic components of which is a help module of the process of
exercising control as regards the coordination of both quantitative and qualitative
components of SD of the market of ITS.
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5 Conceptual Approach to Investigating the Labor
Market of IT Specialists

The shift of emphasis onto the human factor and its intellectual component deter-
mines the need to review the content of the main components of the labor market.
According to the concept advanced by the authors [24], the labor market is seen as
an intellectual space (environment or system) in which its subjects who represent
demand (employers) and supply (IT experts) operate. The latter’s competences
which embody their personal intellectual potentials expressed by knowledge, skills
and aptitudes as well as “soft” skills and idiosyncrasies are seen as the product of
the IT segment of the labor market.

Interpreting the content of the main subjects of the labor market of ITS in
keeping with the realities of knowledge-based economy allows one to identify the
following basic structural components of intelligent control of the coordination of
the labor market:

(1) demand for IT experts from the perspective of the needs of enterprises (em-
ployers) which is reflected in IT job requirements;

(2) supply, i.e. applicants for IT jobs who offer their intellectual potentials formed
by means of continuous education services;

(3) mechanisms of identifying the correlation between supply and demand on the
IT labor market which embody the degree of coordination (imbalance) of
demand for IT specialists and their supply (models and methods of assessing
the balance of supply and demand);

(4) mechanisms of managing the coordination of SD on the market of ITS
(methods of support of managerial decision-making which come down to
elaboration of policies in the sphere of labor and employment and adjustment of
IT education and training to labor market needs) [25].

6 Modeling of the Processes of Interaction and Evaluation
of the Imbalance of SD on the Market of ITS

In the examination of the processes of coordination of S and D it is also necessary
to clearly identify the level at which the imbalance is assessed. Thus, the task of
modeling the processes of interaction of S and D on the labor market of ITS and
their management can be examined at the micro- and macro-levels. At the
macro-level the task of identifying the states of S and D is examined from the
viewpoints of individual subjects of the labor market (IT experts and employers)
and their behavioral strategies. Enterprise is the smallest unit at this level. It is at the
level of enterprise that the structure and volume of demand for ITS as well as
expectations of their professional competencies and personal intelligences are
specified. Given this, the establishment of the degree of coordination between S and
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D at the micro-level boils down to elaboration of mechanisms of effective selection
and recruitment of ITS. At the macro-level the modeling of the processes of
interaction of S and D of ITS comes down to balancing the relevant supply and
demand within the bounds of a territorial or geographical entity (at the levels of
economic branches, regions, country as a whole etc.).

In formal terms, the problem of identification of supply and demand conditions
can be defined by three components D= ⟨V , S,R⟩, where V is the set of vacancies;

S is the set of IT specialists; R is the set of rules defining the relationship
between the elements of sets V and S, i.e., rules helping to compare the descriptions
of actual conditions of IT specialists with all reference conditions of the demand
side.

The recognition and evaluation of supply and demand take the form of the
mapping F:D → Z, where Z is the solution of the problem D set with the intelligent
system as a particular target condition meeting the purpose of recognition and
evaluation in a particular situation.

At the micro-level these are rules that allow to correlate the descriptions of the
real states of IT specialists and all the reference states of demand (qualification
criteria set by the employer for job applicants) and reveal the difference between
them. At the macro-level these are rules that allow to establish the composite supply
and demand of IT specialists in various IT jobs and specializations as well as the
degree of their balance which reflects the conditions of the market and IT
specialists.

A. Managing the discrepancy between supply and demand of IT specialists at the
micro-level

Let MV = V ,K,G,Q,Upf g be a model of demand for IT professionals, defining
requirements for the competence of the applicant to a particular workplace. The
latter one is a system of employers’ preference regarding specific job applicant,
which are expressed by a set of desired competencies of the candidate, and it forms
a search image of IT professional. Here V is a set of vacancies expressed with
demands of employers for IT professionals, i.e. applicants for vacancies, K = L,Cð Þ
is a set of core competencies characterizing IT professional, which is formed by
L—a set of personal competencies needed to work in the IT sector, and by C—a set
of professional competence, reflecting the necessary ability of functionality to be
engaged in a particular position. G is a system of employer’s preferences regarding
owning individual indicators, Q:V ⋅K ⋅Up → G is a decisive rule (assessment
model) to display the system of employer’s preferences to the set of competencies,
Up is a set of conditions, proposed to the candidates for IT profile position.

Proposal model MS = S,K,W ,Q*,Us
� �

reflects the actual values of competen-
cies and preferences of each individual IT professionals, identifying real search
image (professional portrait) of IT professionals. Here S is a set of IT professionals
seeking a job and applying for a particular job, K = L,Cð Þ is a set of personal
characteristics and professional competencies of a specific IT specialist, i.e. a
potential applicant for a specific job, W is a system of preferences of IT
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professionals, Q*: S ⋅K ⋅Us → W displays the system of preferences of IT spe-
cialist to a set of competencies, Us is the requirements of IT professionals for
IT-profile work place. During the interaction of a set of standard states of demand
for IT professionals and the set of real states, that define their supply, many unique
semi-structured (fuzzy) situations are formed.

The goal of the management problem of supply and demand in the labor market
of IT professionals is the identification (recognition) of real search images of IT
professionals and etalon query search images of the exact same pair, the conformity
(proximity) degree of the elements of which has the greatest value from both the
preference position (reference requirements) of the employer, and from the stand-
point of the applicant claims.

B. Solution of the management problem of supply and demand in the labor market
of IT professionals

Demand model V = L,Cð Þ can be described by three matrices VL = lij
�� ��

kn,
VC = cirk kkm, and VU = uizk kkp, where each row Við Þ describes a separate position in
the IT labor market; the columns ln, cmð Þ display constantly expanding base of
personality characteristics and competencies; the elements lkn, ckm are the level of
possessing separate indicators needed to fill a vacancy at time t; ukp is the values
of parameters characterizing the conditions offered for the applicant to fill a par-
ticular vacancy. Satisfaction rate of Vi vacancy for the indicators lij and cir is
defined as fuzzy sets with membership functions μlij Við Þ:V × L→ ½0, 1�,
μcir Við Þ:V × C → ½0, 1�, which express the rate of owning individual competencies
required by the given employers to fill a vacancy.

At the same time, the conditions offered to applicants are described by matrix
VU = uizk kkp, where the membership functions μuiz Við Þ:V × U → 0, 1½ � are fuzzy
measures of indicator intensity, characterizing the conditions of employment.
S= l, cð Þ—the demand model is also described by three matrices SL = lij

�� ��
kn,

SC = cirk kkm and SU = uizk kqp, where each row Sq
� �

describes a separate candidate
for the job in the IT labor market; the columns ln, cmð Þ reflect the constantly
expanding base of personality characteristics and competencies; the elements lqn, cqm
are the rate of possessing different characteristics needed to fill a vacancy; uqp is the
indicator value, describing the requirements of IT—specialist to the vacancies. The
rate of possession of specific IT professional competence Sl is determined by a
separate membership function μlij Sið Þ: S × L → ½0, 1�, μcir Sið Þ: S × C → ½0, 1�.

Requirements of IT professionals for a vacancy are expressed by matrix
SU = uizk kcp, and μucz Sið Þ: S × U → 0, 1½ � is a fuzzy measure of requirements for
intensity of IT professionals. Actually, there are two sets of fuzzy conditions,
describing the state of supply V ̃k and demand Sq̃ in the labor market of IT
professionals:
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Sq̃ = ⟨μlij Sq
� �

⟩, ⟨μcir Sq
� �

⟩, ⟨μuiz Sq
� �

⟩
n o

= μSqðyÞ ̸y
n o

V ̃k = ⟨lij Vkð Þ⟩, ⟨μcir Vkð Þ⟩, ⟨μuiz Vkð Þ⟩� �
= μVk

ðyÞ ̸y
� �

Here Sq̃ = μSqðyÞ ̸y
n o

is a description of the set of fuzzy etalon situations, and

Vk̃ = μVk
ðyÞ ̸y

� �
is the set of description of fuzzy real situations [26, 27].

C. Managing the imbalance between S and D on the market of labor of ITS at the
macro-level

The education services market is one of the main sources of workforce inflow
onto the labor market and an infrastructure element of its regulation, including
various occupational-skills groups [28]. The market of education services is the
source of continuous inflow of specialists for specific jobs in the IT sector. This
provides an opportunity to elaborate a model of interaction between the system of
vacancies (demand), the IT workforce (supply), the institutions influencing the
processes and mechanisms of managing the S and D of ITS and to establish the
composite D (S) at the level of any territorial and geographical entity and country as
a whole. We should also take into account the characteristic feature of the problems
relevant to the assessment of the imbalance between S and D at the micro-level
which consists in the fact that information for their resolution is derived from
observing the states of S and D at various intervals and from different sources.

The task of managing the imbalance between S and D at the macro-level is the
elaboration of approaches and methods: (1) calculation of the composite demand
and composite supply for IT jobs and qualifications; (2) the evaluation of the degree
of occupational-skill imbalance between S and D which reflects conditions of ITS
labor market.

Let t1, t2½ � be a specified amount of time. The volume and structure of the
demand for specialists in various IT jobs and specializations will be described by
vector V t1, t2½ �= V1 t1, t2½ �,V2 t1, t2½ �, . . . ,VN t1, t2½ �f g which presents a set of IT jobs
broken down by sectors of a national economy within time interval t1, t2½ �, where N
is the number of IT jobs and specializations on the labor market. The volume and
the structure of supply of ITS in a specified time interval in terms of IT jobs
and specializations can be described by the vector of supply S t1, t2½ �=
S1 t1, t2½ �, S2 t1, t2½ �, . . . , SN t1, t2½ �� �

.
The interaction of S and D on the labor market of ITS and the movement of

resource flows occur predominantly on the basis of three sources. Thus, the overall
number of ITS with a certain occupational-skill structure which seek employment
independently (through friends, relatives etc.) can be described by vector
S1 t1, t2½ �= S11 t1, t2½ �, S12 t1, t2½ �, . . . , S1N t1, t2½ �� �

. Let us designate the number of
employed ITS from this category over time t1, t2½ � as H + t1, t2½ �, whereas the number
of job seekers as H − t1, t2½ �. These vectors can be described also in terms of the
number of the employed as H + t1, t2½ �= H +

1 t1, t2½ �,H +
2 t1, t2½ �, . . . ,H +

N t1, t2½ �� �
and
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those seeking employment, as H − t1, t2½ �= H −
1 t1, t2½ �,H −

2 t1, t2½ �, . . . ,H −
N t1, t2½ �� �

in every IT job and specialization. The overall number and make up of ITS who
seek employment via the Internet and recruitment agencies will be designated as
vector S2 t1, t2½ �. Among them W + t1, t2½ � is the number of the employed and
W − t1, t2½ � is the number of the unemployed. In terms of the occupational-skill
structure the number of the employed and the unemployed IT experts is described
by the following vectors: W + t1, t2½ �; W − t1, t2½ �. The general number and the
makeup of ITS who seek employment through the market of education services will
be described by vector S3 t1, t2½ �. Among them Q+ t1, t2½ � is the number and the
occupational-skill makeup of the employed who entered the labor market through
forms of training and retraining, whereas Q− t1, t2½ � is the number and the
occupational-skill makeup of the unemployed from this category who apply for IT
jobs. The constructed system of vectors allows one to describe the overall number
and makeup of ITS on the labor market.

The unemployed part of ITS constitutes the vector of supply at a given moment t
which can be described as follows:S tð Þ= H − t1, t2½ �+W − t1, t2½ �+Q− t1, t2½ �� �

. The
overall number of the satisfied cases of S and D of ITS over certain period of time
t1, t2½ � according to all the sources of interaction of S and D can be presented as
VIS t1, t2½ �= H + t1, t2½ �+W + t1, t2½ �+Q+ t1, t2½ �� �

. Then the unsatisfied D at current
moment in time t is calculated in the following way:

V tð Þ=V t1, t2½ �−VIS t1, t2½ �, ð1Þ

and S can be calculated using the following equation:

S tð Þ= S t1, t2½ �−VIS t1, t2½ �. ð2Þ

D. The conjuncture of the labor market of ITS

The interaction between S and D of ITS forms the conditions of the respective
segment of the labor market. Let us consider market conditions in the context of the
IT segment. Thus, (1) if at moment in time t vector of demand V tð Þ exceeds vector
of supply S tð Þ, i.e. the composite demand for ITS in various IT professions and
specializations is higher than the composite supply in terms of the specified jobs
and specializations VðtÞ > SðtÞ, then there is a deficit of IT specialists on the
market; (2) if at moment in time t vector of supply S tð Þ exceeds vector of demand
V tð Þ, i.e. the composite supply of specialists in various IT jobs and specializations
is higher than the composite demand for ITS in terms of the IT jobs and special-
izations in question V tð Þ < S tð Þ, then the labor market has an excess of ITS; (3) if at
moment in time t vectors of supply S tð Þ and demand V tð Þ coincide, i.e. the number
and makeup of S of ITS are equal to the number of IT vacancies for specialists of
appropriate qualifications and specializations are sought, then we can speak of an
ideal situation of balance V tð Þ= S tð Þ on the labor market. The description of the
labor market’s conjuncture by means of the three above mentioned states does not
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allow to reveal the entire range of interrelations between S and D of ITS. For
instance, a gap between S and D can be quite substantial (critical) or, on the
contrary, insignificant. It is also necessary to note the character of the tendencies of
growth and diminishment of imbalance from the perspective of supply and demand,
i.e. to uncover both the dynamics of S and D trends. The variety of possible states
of S and D generates a respective set of conjuncture situations on the labor market
of ITS.

7 Method of Assessing the Degree of Imbalance Between
S and D Based on Fuzzy Mismach Scale

In order to obtain generalized characteristics of the correlation of S and D on the
market of ITS within time interval t1, t2½ �, let us introduce the notion of “indicator of
quantitative imbalance”, which represents the ratio of the num-ber of the unem-
ployed and job-seeking ITS (supply) to the number of IT jobs: δ= S t1, t2½ � ̸V t1, t2½ �,
if S t1, t2½ �<V t1, t2½ �, and δ=V t1, t2½ � ̸S t1, t2½ � if S t1, t2½ �>V t1, t2½ �.

Let the indicators which describe the labor market of ITS be data-based and the
above formulas (1) and (2) provide for calculating the values of S and D. As a rule,
factual data for assessing supply and demand come from different information
sources. These data are not ideal, far from comprehensive and not free from sub-
jectivism and contradictions. Therefore it appears logical to examine the indicator
of the “imbalance between supply and demand” as a linguistic variable [26, 29]. It
is proposed to describe the range of variation of the imbalance of S and D of ITS as
a scale of discordance consisting of two segments, one of which we will call a
region of positive demand (in case of the latter’s dominance over supply) and the
other a region of positive supply in the contrary case. Figure 1 illustrates a scale of
discordance which shows imbalance between S and D.

Fig. 1 A graphic illustration of the degree of imbalance between S and D
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As can be seen in the Figure, each of the specified regions of changes in the
imbalance E,A½ � and E*,A½ � is an interval [0, 1] divided in conformity with a
possible degree of discordance between S and D into several segments, which are
regions of deviation from the standard value of the imbalance. In order to formalize
the parameters determining the degree of imbalance between S and D at a certain
moment in time, let us use functions sðSjÞ described as fuzzy measures and being a
real number which an expert assigns to every event Sj. These functions were
introduced in the work [30] for assessing the measure of uncertainty. For ∀i,
functions sðSjÞ characterize the degree of the expert’s confidence that sðSjÞ⊂ΨS.
The scope of changes in the imbalance depending on the degree of its expres-
siveness can be divided, by expert assessment, into several fuzzy intervals repre-
senting the region of the change of functions of membership of fuzzy sets of verbal
gradations of the linguistic variable “imbalance of S and D” δi, specified for the set
of real numbers Rδ in the shape of μδi :Rδ → 0, 1½ �. Let us express the guideline value
of imbalance (optimal correlation between supply and demand) at the moment in
time tm (or in certain time period) by δtmnorm = Stmnorm ̸Vtm

norm if Stmnorm <Vtm
norm and

δtmnorm =Vtm
norm ̸Stmnorm if Stmnorm >Vtm

norm. If running values of supply and demand are
known (as is their correlation (the running imbalance)), i.e. δtmcur = Stmcur ̸Vtm

cur, then
the membership functions of the current state of imbalance can be established using
the following:

μlðxÞ=1− δtmcur
�� − δtmnorm

��. ð3Þ

As is seen in Fig. 1, the imbalance between S and D may vary over a wide range:
from the standard value of the correlation of S and D to their complete imbalance.

The closer the running imbalance is to the standard one, the more favorable the
region of changes is in which the values of membership functions of the current
state occur.

The proposed approach to the assessment of the situation on the labor mar-
ket allows one to make a fuzzy classification of its states according to the degree of
imbalance between S and D. An algorithm for fuzzy classification of the states of
the labor market imbalance in the degree of its intensity at a certain time is offered.
The open knowledge base, in which generated by experts production rules corre-
spond to control actions that should be adopted to eliminate the discrepancies
between supply and demand in particular the current situation in the labor market.

8 Conclusion

At present the Institute of Information Technology of the National Academy of
Science of Azerbaijan is engaged in designing an intelligent system of managing
the labor market of ITS which is based on the methodological and conceptual
approaches advanced in this paper. The system is meant to reduce the quantitative
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and qualitative imbalance between S and D on the ITS’ labor market by means of
providing information and consultation support for decision-makers at various
levels of administration as well as for employers and ITS, in identifying the current
needs of the labor market and the education services in the IT sector, the adoption
of executive decisions adequate to the situation as regards balancing S and D, the
management of human resources in the IT sector, continuous adjustment of
decision-making to the changing business environment.
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Discrimination
of Electroencephalograms
on Recognizing and Recalling Playing
Cards—A Magic Without Trick

T. Yamanoi, H. Toyoshima, H. Takayanagi, T. Yamazaki, S. Ohnishi
and M. Sugeno

Abstract Authors measured electroencephalograms (EEGs) as participants rec-
ognized and recalled 13 playing card images (from ace to king of club) presented on
a CRT monitor. During the experiment, electrodes were fixed on the scalps of the
participants. Four EEG channels located over the right frontal and temporal cortices
(Fp2, F4, C4 and F8 according to the international 10–20 system) were used in the
discrimination. Sampling data were taken at latencies between 400 and 900 ms at
25 ms intervals for each trial. Thus, data were 84 dimensional vectors (21 time
point X 4 channels). The number of objective variables was 13 (the number of
different cards), and the number of explanatory variates was thus 84. Canonical
discriminant analysis was applied to these single trial EEGs. Results of the
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canonical discriminant analysis were obtained using the jack knife method and were
100% of nine participants. We could perform playing card estimation magic without
a trick. This fact is sub production based on our series of precedent research.

1 Introduction

In the human brain, the primary processing of a visual stimulus occurs in areas V1
and V2 in the occipital lobe. Initially, a stimulus presented to the right visual field is
processed in the left hemisphere and a stimulus presented to the left visual field is
processed in the right hemisphere. Next, processing moves on to the temporal
associative areas [1].

Higher order processing in the brain is associated with laterality. For example,
language processing in Wernicke’s area and Broca’s area is located in the left
hemisphere in 99% of right-handed people and 70% of left-handed people [2, 3].
Language is also processed in the angular gyrus (AnG), the fusiform gyrus (FuG),
the inferior frontal gyrus (IFG), and the prefrontal cortex (PFC) [4].

Using equivalent current dipole localization techniques [5] applied to summed
and averaged electroencephalograms (EEGs), we previously reported that for input
stimuli comprised of the arrow symbol, equivalent current dipoles (ECDs) can be
localized to the right middle temporal gyrus, and estimated in areas related to
working memory for spatial perception, such as the right inferior or the right middle
frontal gyrus. Further, using Chinese characters (Kanji) as stimuli, ECDs were also
localized to the prefrontal cortex and the precentral gyrus [6, 7].

However, in the case of silent reading, spatiotemporal activities were observed in
the same areas at around the same latencies regardless of the stimulus (Kanji or
arrow). ECDs were localized to the Broca’s area which is said to be the language
area that control speech. And also after on the right frontal lobe, the spatiotemporal
activities go to so-called working memory region. As in our previous studies, we
found that latencies of main peak were almost the same, but that the polarities of
potentials were opposite in the frontal lobe during higher order processing [6].

Research into executive function using the functional magnetic resonance
imaging indicates that the middle frontal lobe is related to the central executive
system, including working memory. Functions of the central executive system
include to selecting information from the outer world, to holding it temporarily in
memory, to ordering subsequent actions, to evaluating these orders and making
decisions, and finally erasing temporarily stored information. Indeed, this art of the
frontal cortex is the headquarters of higher order functions in the brain.

Previously, we compared signal latencies at each of three channels of EEG, and
found that the channel 4 (F4), 6 (C4) and 12 (F8) were effective in discriminating
EEGs during silent reading for four types of arrows and Kanji characters. Each
discrimination ratio was more than 80% [6].

When the data were tested with the jack knife (cross validation) statistical
technique, their discriminant ratios generally decreased. Thus, for the recent study,
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we have improved the technique by adding another EEG channel (channel 2: Fp2)
(Fig. 1). With these changes, discriminant analysis with the jack knife method
resulted in means of discriminant ratios were greater than 95%.

2 Measurement of EEGs on Recognition and Recall

Participants were nine 22-year-old university students, who had normal visual
acuity, and were right-handed. The participants were nine undergraduate students.
We denote each experiment as YI, YT, YY, SH, RE, MK, CS, HM and TH. The
participants wore an electrode cap with 19 active electrodes and attended visual
stimuli that were presented on a 21-inch PC monitor placed 30 cm in front of them.

Participants kept their heads steady by placing their chins on a chin rest fixed to a
table. Electrode positions were set according to the international 10–20 system and
two other electrodes were fixed on the upper and lower eyelids for eye blink mon-
itoring. Impedances were adjusted to less than 50 kΩ. Reference electrodes were put
on both earlobes and the ground electrode was attached to the base of the nose.

EEGs were recorded on a multi-purpose portable bio-amplifier recording device
(Polymate, TEAC). The frequency band was set between 1.0 and 2000 Hz. Output
was transmitted to a recording computer. Analog outputs were sampled at a rate of
1 kHz and stored on computer hard disk.

During the experiment, participants were presented with 13 playing card images
(the 13 Club). Each trial began with a 3000 ms fixation period, followed by the
playing card image (encoding period) for 2000 ms, another fixation (delay) period
for 3000 ms, and finally a 2000 ms recall period. During the recall period, par-
ticipants imagined the playing card that had just been presented. Each playing card
was presented randomly, and measurements were repeated several times for each
playing card. Thus, the total number of experiment was about 100. We recorded
EEGs the encoding and recall periods (Fig. 2) and these EEGs are used for infer-
ence of the playing card by use of the canonical discriminant analysis.

No. 6 as C4

No. 4 as F4 

No. 12 as F8 

No. 2 as Fp2

Fig. 1 Electrodes placement
over the right hemisphere
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3 Single Trial EEG and Sampling Period

Single-trial EEG data, recorded in the experiment with directional symbols were
used in a type of multivariate analysis called canonical discriminant analysis. From
the result of our past research [6], the silent reading pathway with directional
symbols goes to the right frontal area at the latency after 400 ms. Therefore, in the
current experiment, we sampled EEGs data from 400 to 900 ms. We also sampled
data from 399 to 899 ms and from 398 to 898 ms. Each set of samples was
collected 25 ms intervals, yielding 21data points from each channel for each
sampling period.

For real-time applications, using a small number of EEG channels or sampling
data is natural. Our previous work has investigated to what the minimal numbers of
EEG channels and data samples are for the best results [6]. Especially, we wanted to
determine the minimal sampling number necessary to obtain a perfect discriminant
ratio (100%) at each channel for the same. In that set of experiments, we used the
same time period, but the sampling interval was 50 ms. These results showed that
by using EEGs, four types of order might be able to control. We must note that the
discriminant analysis must be performed individually for each single trial of data.
Thus, the discriminant coefficients are determined for each single data set. To
improve the accuracy of single-trial discriminant ratios, we have adopted the jack
knife (cross validation) method.

Of the 19 channels, we analyzed data from channels Fp2 (No. 2), F4 (No. 4), C4

(No. 6), and F8 (No. 12), according to the International 10–20 system (Fig. 1),
because these points lie above the right frontal area. Although EEGs are time series
data, we regarded them as vector values in a 84 dimensional space (4 channels X 21
time points).

Fixation 
3000ms 

Stimulus 
Presentation 

2000ms
Fixation 
3000ms

Recall 
2000ms

Fig. 2 Time chart of present experiment
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4 Canonical Discriminant Analysis

Canonical discriminant analysis [8] is a dimension-reduction technique related to
principal component analysis and canonical correlation. Given a classification
objective variable and several explanatory variables, canonical discriminant anal-
ysis derives canonical variables (linear combinations of the explanatory variables)
that summarize between-class variation in much the same way that principal
components summarize total variation.

Given two or more groups of observations with measurements on several
interval variables, canonical discriminant analysis derives a linear combination of
the variables x1, x2,…, and xp that has the highest possible multiple correlation with
the groups. This maximal multiple correlation is called the first canonical correla-
tion. The coefficients of the linear combination are the canonical coefficients or
canonical weights. The variable defined by the linear combination is the first
canonical variable or canonical component. The second canonical correlation is
obtained by finding the linear combination uncorrelated with the first canonical
variable that has the highest possible multiple correlation with the groups. The
process of extracting canonical variables can be repeated until the number of
canonical variables equals the number of original variables or the number of classes
minus one, whichever is smaller.

The expression of the fundamental canonical discriminant analysis is as follows:

y= a1x1 + a2x2 +⋯+ apxp + b

where y is the canonical discriminant function, xi is the discriminating variable, and
ai is the coefficient which produce the desired characteristics of the function, and
b is the residual.

The first canonical correlation is at least as large as the multiple correlation
between the groups and any of the original variables. If the original variables have
high within-group correlations, the first canonical correlation can be large even if all
the multiple correlations are small. In other words, the first canonical variable can
show substantial differences among the classes, even if none of the original vari-
ables do.

For each canonical correlation, canonical discriminant analysis tests the
hypothesis that it and all smaller canonical correlations are zero in the population.
An F approximation is used that gives better small-sample results than the usual χ2

approximation. The variables should have an approximate multivariate normal
distribution within each class, with a common covariance matrix in order for the
probability levels to be valid. The new variables with canonical variable scores in
canonical discriminant analysis have either pooled within-class variances equal to
one; standard pooled variance, or total-sample variances equal to one; standard total
variance. By default, canonical variable scores have pooled within-class variances
equal to one.
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5 Results of Canonical Discrimination

We collected the EEGs data from each single trial and used them as learning data.
The data were resampled three times, in three types of sample timing; sampling data
1 are taken from latency of 400–900 ms at 25 ms interval (21 sampling points),
sampling data 2 are taken from latency of 399–899 ms at 25 ms interval and
sampling data 3 are taken from latency of 398–898 ms at 25 ms interval. Each
criterion variable has thirteen type indices, from Ace to King. We had tried so
called the jack knife statistical method, we took one sample to discriminate, and we
used the other samples left as learning data, and the method was repeated.

The participants were seven undergraduate students so the total number of
experiments was seven.

We tried to discriminate the thirteen types by EEG samples using the canonical
discriminant analysis. Each canonical discriminant coefficient was determined by
each participant and by each series about 100 experiments. As results, the dis-
criminant ratios were 100%. Two results are shown in Tables 1 and 2.

Each result of discrimination for participants is presented on a computer screen
by software developed us. From this each result of discrimination of EEG is pre-
sented on the computer screen with the presented card and the corresponding
discriminated card (Fig. 3). And results are presented also on the computer screen
(Fig. 4).

Table 1 Example of result of canonical discriminant analysis for playing card recognition
(subject: YI, discriminant ratio: 100%)

Obs. Pred.
A 2 3 4 5 6 7 8 9 10 J Q K

A 8 0 0 0 0 0 0 0 0 0 0 0 0
2 0 8 0 0 0 0 0 0 0 0 0 0 0
3 0 0 8 0 0 0 0 0 0 0 0 0 0
4 0 0 0 8 0 0 0 0 0 0 0 0 0
5 0 0 0 0 8 0 0 0 0 0 0 0 0
6 0 0 0 0 0 8 0 0 0 0 0 0 0
7 0 0 0 0 0 0 8 0 0 0 0 0 0
8 0 0 0 0 0 0 0 8 0 0 0 0 0
9 0 0 0 0 0 0 0 0 8 0 0 0 0
10 0 0 0 0 0 0 0 0 0 8 0 0 0
J 0 0 0 0 0 0 0 0 0 0 8 0 0

Q 0 0 0 0 0 0 0 0 0 0 0 8 0
K 0 0 0 0 0 0 0 0 0 0 0 0 8
Obs Observation, Pred Prediction
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Table 2 Example of result of canonical discriminant analysis for playing card recognition
(subject: YT, discriminant ratio: 100%)

Obs. Pred.
A 2 3 4 5 6 7 8 9 10 J Q K

A 8 0 0 0 0 0 0 0 0 0 0 0 0
2 0 8 0 0 0 0 0 0 0 0 0 0 0
3 0 0 8 0 0 0 0 0 0 0 0 0 0
4 0 0 0 8 0 0 0 0 0 0 0 0 0
5 0 0 0 0 8 0 0 0 0 0 0 0 0
6 0 0 0 0 0 8 0 0 0 0 0 0 0
7 0 0 0 0 0 0 8 0 0 0 0 0 0
8 0 0 0 0 0 0 0 8 0 0 0 0 0
9 0 0 0 0 0 0 0 0 8 0 0 0 0

10 0 0 0 0 0 0 0 0 0 8 0 0 0
J 0 0 0 0 0 0 0 0 0 0 8 0 0
Q 0 0 0 0 0 0 0 0 0 0 0 8 0
K 0 0 0 0 0 0 0 0 0 0 0 0 8
Obs Observation, Pred Prediction

Fig. 3 Example of result on computer screen by canonical discriminant analysis for single-trial
EEGs (right: presented card, left: discriminated result)
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6 Concluding Remarks

In this study, we recorded single-trial EEGs starting after 400 ms, and determined
effective sampling latencies for the canonical discriminant analysis of 13 different
images. We triple sampled EEG data from four channels (Fp2, F4, C4, and F8) at
25 ms intervals between 400 and 900 ms just after image presentation. Discrimi-
nant analysis using jack knife method for 13 objective variates yielded perfect
(100%) discriminant rate for the nine participants. This attempt is original and none
of simular research was found.

Acknowledgements This research was partially supported by a grant from the Ministry of
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Fig. 4 Example of result on computer screen by canonical discriminant analysis for single-trial
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How to Describe Measurement
Uncertainty and Uncertainty of Expert
Estimates?

Nicolas Madrid, Irina Perfilieva and Vladik Kreinovich

Abstract Measurement and expert estimates are never absolutely accurate. Thus,

when we know the result M(u) of measurement or expert estimate, the actual value

A(u) of the corresponding quantity may be somewhat different from M(u). In prac-

tical applications, it is desirable to know how different it can be, i.e., what are the

bounds f (M(u)) ≤ A(u) ≤ g(M(u)). Ideally, we would like to know the tightest

bounds, i.e., the largest possible values f (x) and the smallest possible values g(x).
In this paper, we analyze for which (partially ordered) sets of values such tightest

bounds always exist: it turns out that they always exist only for complete lattices.

1 Formulation of the Problem

How can we describe measurement uncertainty: formulation of the problem.

We want to know the actual values of different quantities. To get these values, we

perform measurements.

Measurements are never absolutely accurate, there is always measurement uncer-

tainty, in the sense that the actual value A(u) of the corresponding physical quantity

is, in general, different from the measurement result M(u); see, e.g., [1].

This uncertainty means that the actual value A(u) can be somewhat different from

the measurement result M(u). It is therefore desirable to describe what are the pos-

sible values of A(u). This will be a perfect way to describe uncertainty: for each

measurement result M(u), we describe the set of all possible values of A(u).
How can we attain this description?
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Important remark: in practice, we do not know the actual values. Ideally, for dif-

ferent situations u, we should compare the measurement result M(u) with the actual

value A(u). The problem is that we do not know the actual value—if we knew the

actual value, we would not need to perform any measurements. So how do practi-

tioners actually gauge the accuracy of measuring instruments?

A usual approach (see, e.g., [1]) is to compare the measurement result M(u) with

the result S(u) of measuring the same quantity by using a much more accurate (“stan-

dard”) measuring instrument. If the standard measuring instrument is indeed much

more accurate than the one whose accuracy we are gauging, then, for the purpose of

this gauging, we can:

∙ assume that S(u) = A(u), and

∙ compare the results M(u) and S(u) of measuring the same quantity by two different

measuring instruments.

In general, all we have is measurement results, so all we can do to gauge accuracy

is to compare two measurement results. So, from the practical viewpoint, the above

problem can be reformulated as follows:

∙ we know the measurement result M(u) corresponding to some situation u,

∙ we would like to describe the set of possible values S(u) that we would have

obtained if we apply a standard measuring instrument to these same situation u.

Let us first list typical situations. Before we consider the general case, let us first

describe several typical situations.

Case of absolute measurement error. In some cases, we know the upper bound 𝛥

on the absolute value of the measurement error M(u) − A(u), i.e., we know that

|M(u) − A(u)| ≤ 𝛥.

In this case, once we know the measurement result M(u), we can conclude that the

(unknown) actual value A(u) satisfies the inequality

M(u) − 𝛥 ≤ A(u) ≤ M(u) + 𝛥.

In other words, we conclude that A(u) belongs to the interval [M(u) − 𝛥,M(u) + 𝛥];
see, e.g., [2–4].

In more general terms, we can describe the corresponding bounds as

f (M(u)) ≤ A(u) ≤ g(M(u)),

where

f (x)
def
= x − 𝛥 and g(x)

def
= x + 𝛥.

Case of relativemeasurement error. In some other cases, we know the upper bound

𝛿 on the relative measurement error:
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|M(u) − A(u)|
|A(u)|

≤ 𝛿.

In this case, for positive values,

(1 − 𝛿) ⋅ A(u) ≤ M(u) ≤ (1 + 𝛿) ⋅ A(u).

Thus, once we know the measurement result M(u), we can conclude that the actual

(unknown) value A(u) of the corresponding physical quantity satisfies the inequality

M(u)
1 + 𝛿

≤ A(u) ≤ M(u)
1 − 𝛿

.

In other words, we have

f (M(u)) ≤ A(u) ≤ g(M(u))

for

f (x)
def
= x

1 + 𝛿
and g(x)

def
= x

1 − 𝛿
.

In some cases, we have both types of measurement errors. In some cases, we have

both:

∙ additive measurement errors, i.e., errors whose absolute value does not exceed 𝛥,

and

∙ multiplicativemeasurement errors, i.e., errors whose relative value does not exceed

𝛿 and thus, whose absolute value does not exceed 𝛿 ⋅ |A(u)|.

In this case, for positive values, we get

A(u) − 𝛥 − 𝛿 ⋅ A(u) ≤ M(u) ≤ A(u) + 𝛥 + 𝛿 ⋅ A(u).

The left inequality can be reformulated as

A(u) ⋅ (1 − 𝛿) − 𝛥 ≤ M(u),

hence

A(u) ⋅ (1 − 𝛿) ≤ M(u) + 𝛥

and thus,

A(u) ≤ M(u) + 𝛥

1 − 𝛿
.

Similarly, the right inequality can be reformulated as

M(u) ≤ A(u) ⋅ (1 + 𝛿) + 𝛥,
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hence

A(u) ⋅ (1 + 𝛿) ≥ M(u) − 𝛥

and thus,

A(u) ≥ M(u) − 𝛥

1 + 𝛿
.

In this case, we have

f (M(u)) ≤ A(u) ≤ g(M(u)),

where

f (x)
def
= x − 𝛥

1 + 𝛿
and f (x)

def
= x + 𝛥

1 − 𝛿
.

Towards a general case. The above formulas assume that parameters 𝛥 and 𝛿

describing measurement accuracy are the same for the whole range. In reality, mea-

suring instruments have different accuracies in different ranges. Hence, the resulting

functions f (x) and g(x) are non-linear.

It should be mentioned that all the above functions f (x) and g(x) are monotonic,

and this is usually true for all measuring instruments: when the measurement result

is larger, this usually means that the bounds on possible values of the actual quantity

also increase (or at least do not decrease).

To describe the accuracy of a general measuring instrument, it is therefore rea-

sonable to use:

∙ the largest of the monotonic functions f (x) for which f (M(u)) ≤ A(u) and

∙ the smallest of the monotonic functions g(x) for which A(u) ≤ g(M(u)).

Similarly, to describe the relative accuracy of a measuring instrument M(u) in com-

parison to a standard measuring instrument S(u), it is reasonable to use:

∙ the largest of the monotonic functions f (x) for which f (M(u)) ≤ S(u) and

∙ the smallest of the monotonic functions g(x) for which S(u) ≤ g(M(u)).

From measurements to expert estimates. While measurement are very important,

a large part of our knowledge comes from expert estimates. Expert estimates are

extremely important in areas such a medicine.

In contrast to measurements that always result in numbers, expert estimates often

can also result in “values” from a partially ordered set. For example, when a med-

ical doctor is asked how probable is a certain diagnosis, the doctor may provide

an approximate probability, or an interval of possible probabilities, or a natural-

language term like “somewhat probable” or “very probable”.

Such possibilities are described, e.g., in different generalizations and extensions

of the traditional [0, 1]-based fuzzy logic; see, e.g., [5–7]; see also [8]. What is in

common for all such extensions is that on the corresponding set of value L, there

is always an order (sometimes partial), so that 𝓁 < 𝓁′
means that 𝓁′

represents a

stronger expert’s degree of confidence.
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Need to describe uncertainty of expert estimates. Some experts are very good,

in the sense that based on their estimates, we make very effective decisions. These

experts can be viewed as analogs of standard measuring instruments.

Other experts may be less accurate. It is therefore desirable to gauge the uncer-

tainty of such experts in relation to the “standard” (very good) ones. If a regular

expert provides an estimate M(u) for a situation u, then, to make a good decision

based on this estimate, we would like to know what would the perfect expert con-

clude in this case, i.e., what are the bounds on the perfect expert’s estimates S(u)? In

general, we may have several functions f (x) and g(x) for which

f (M(u)) ≤ S(u) ≤ g(M(u)).

It is desirable to find:

∙ the largest of the monotonic functions f (x) for which f (M(u)) ≤ S(u) and

∙ the smallest of the monotonic functions g(x) for which S(u) ≤ g(M(u)).

What is known and what we do in this paper. For the case when the set L is an

interval – e.g., the interval [0, 1] – the existence of the largest f (x) and smallest g(x)
was proven in [9] (see also [10]).

In this paper, we analyze for which partially ordered sets such largest f (x) and

smallest g(x) exist. It turns out that they exist for complete lattices – and, in general,

do not exist for more general partially ordered sets. To be more precise,

∙ the largest f (x) exists for complete lower semi-lattices (precise definitions are

given below), while

∙ the smallest g(x) exists for complete upper semi-lattices.

2 Main Result: For Lattices, It Is Possible to Describe
Uncertainty in Terms of The Bounding Functions f (x)
and g(x)

Definition 1 Let L be a (partially) ordered set, and let U be any set. We say that a

function F ∶ U → L is smaller that a function G ∶ U → L is F(u) ≤ G(u) for all

u ∈ U. We will denote this by F ≤ G.

Definition 2 We say that a function L → L is monotonic if x ≤ y implies f (x) ≤ f (y).

Notation 1 For every ordered set L, by ML, we denote the set of all monotonic func-

tions f ∶ L → L.

Definition 3 Let f ∈ ML. We say that a function F ∶ U → L is f -smaller than a

function G ∶ U → L if f (F(u)) ≤ G(u) for all u ∈ U. We will denote this by F ≤f G.
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Notation 2 By F (F,G) we will denote the set of all functions f ∈ ML for which

F ≤f G.

Definition 4 Let L be an ordered set, and let S ⊆ L be its subset.

∙ We say that an element x is a lower bound for the set S if x ≤ s for all s ∈ S.

∙ An ordered set is called a complete lower semi-lattice if for every set S, among all

its lower bounds, there exists the largest one. This largest lower bound is denoted

by
⋀

S.

∙ We say that an element x is an upper bound for the set S if s ≤ x for all s ∈ S.

∙ An ordered set is called a complete upper semi-lattice if for every set S, among

all its upper bounds, there exists the smallest one. This smallest upper bound is

denoted by
⋁

S.

∙ An ordered set L is called a complete lattice if it is both a complete lower semi-

lattice and a complete upper semi-lattice.

Proposition 1 If L is a complete lower semi-lattice, then for every two functions
F,G ∶ U → L, the set F (F,G) has the largest element fF,G for which

F (F,G) = {f ∈ ML ∶ f ≤ fF,G}.

Proof We will prove that the function

fF,G(x)
def
=

⋀
{G(u) ∶ x ≤ F(u)}

is the desired function. In other words, we will prove:

∙ that the function fF,G belongs to the class F (F,G) and

∙ that the function fF,G is the largest function in this class.

Let us first prove that fF,G ∈ F (F,G), i.e., that for every u, we have

fF,G(F(u)) ≤ G(u).

Indeed, for x = F(u), we have x ≤ F(u), and thus, the element G(u) belongs to the

set {G(u) ∶ x ≤ F(u)}. Thus, this element G(u) is larger than or equal to the largest

lower bound

fF,G(x) =
⋀

{G(u) ∶ x ≤ F(u)}

for this set, i.e., indeed

fF,G(F(u)) = fF,G(x) ≤ G(u).

Let us now prove that the function fF,G is the largest function in the class F (F,G),
i.e., that if f ≤ F (F,G), then f ≤ fF,G. Indeed, let f ∈ F (F,G). By definition of

this class, this means that f is monotonic and f (F(u)) ≤ G(u) for all u. Let us pick
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some x ∈ L and show that f (x) ≤ fF,G(x). Indeed, for every value u ∈ U for which

x ≤ F(u), we have, due to monotonicity, f (x) ≤ f (F(u)). Since f (F(u)) ≤ G(u),
we this conclude that f (x) ≤ G(u). So, the value f (x) is smaller than or equal to all

elements of the set {G(u) ∶ x ≤ F(u)}, i.e., f (x) is a lower bound for this set. Every

lower bound is smaller than or equal to the largest lower bound

fF,G(x) =
⋀

{G(u) ∶ x ≤ F(u)},

so indeed f (x) ≤ fF,G(x).
Let us now prove that F (F,G) = {f ∈ ML ∶ f ≤ fF,G}. We have shown that

every function f ∈ F (F,G) is ≤ fF,G, i.e., that

F (F,G) ⊆ {f ∈ ML ∶ f ≤ fF,G}.

Vice versa, if f ≤ fF,G, then for every u, from fF,G(F(u)) ≤ G(u) and

f (F(u)) ≤ fF,G(F(u)),

we conclude that f (F(u)) ≤ G(u), i.e., that indeed f ∈ F (F,G).
The proposition is proven.

Discussion. A similar result can be obtained for the upper bounds.

Definition 5 Let f ∈ ML. We say that a function G ∶ U → L is g-larger than a

function F ∶ U → L if F(u) ≤ g(G(u)) for all u ∈ U. We will denote this by G ≥g F.

Notation 3 By G (F,G) we will denote the set of all functions g ∈ ML for which

G ≥g F.

Proposition 2 If L is a complete upper semi-lattice, then for every two functions
F,G ∶ U → L, the set G (F,G) has the smallest element gF,G for which

G (F,G) = {g ∈ ML ∶ g ≥ gF,G}.

Proof Is similar to the proof of Proposition 1.

3 The Main Result Cannot Be Extended Beyond Complete
Lower Semi-Lattices

Let us prove that this result cannot be extended beyond complete semi-lattices.

Proposition 3 Let L be an ordered set for which, for every two functions F,G ∶
U → L, the set F (F,G) has the largest element. Then the set L is a complete lower
semi-lattice.
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Proof Let us assume that the ordered set L has the above property. Let us prove that

L is a complete lower semi-lattice. Indeed, let S ⊆ L be any subset of L. Let us take

U = S, and take G(u) = u for all u ∈ S. Let us also pick any element x0 ∈ L and

take F(u) = x0 for all u ∈ S. Because of our assumption, the set F (F,G) of all the

functions for which f (F(u)) ≤ G(u) for all u has the largest element fF,G.

Because of our choice of the functions F(u) and G(u), the inequality

f (F(u)) ≤ G(u)

simply means that f (x0) ≤ u for all u ∈ S, i.e., that f (x0) is the lower bound for the set

S. The fact that there is the largest of such functions f ∈ F (F,G) means that there

is the largest of the lower bounds – which is exactly the definition of the complete

lower semi-lattice. The proposition is proven.

Proposition 4 Let L be an ordered set for which, for every two functions F,G ∶
U → L, the set G (F,G) has the smallest element. Then the set L is a complete upper
semi-lattice.

Proof Is similar to the proof of Proposition 3.

4 Auxiliary Results: What if There Is No Bias?

Comment about bias. In some practical situations, measuring instrument has a bias
(shift): a clock can be regularly 2 min behind, a thermometer can regularly show tem-

peratures which are 3 degrees higher, etc. Bias means that we get the measurement

result M(u), then this value cannot be equal to the actual value of the measured quan-

tity: there is always a non-zero shift A(u) −M(u).
Bias can easily be eliminated by re-calibrating the measuring instrument: for

example, if I move to a different time zone, I can simply add or subtract the cor-

responding time difference and get the exact local time.

It is therefore reasonable to assume that the bias has already been eliminated, and

that, thus, A(u) = M(u) is one of the possible actual values. For this value A(u) =
M(u), our inequality

f (M(u)) ≤ A(u) ≤ g(M(u))

implies that

f (x) ≤ x ≤ g(x).

So, it makes sense to only consider functions f (x) and g(x) for which f (x) ≤ x and

x ≤ g(x). It turns out that similar results hold when we thus restrict the functions f (x)
and g(x).

Notation 4 For every ordered set L, by 𝛺L, we denote the set of all monotonic func-

tions f ∶ L → L for which f (x) ≤ x for all x ∈ L.
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Notation 5 By Fu(F,G) we will denote the set of all functions f ∈ 𝛺L for which

F ≤f G.

Proposition 5 If L is a complete lower semi-lattice, then for every two functions
F,G ∶ U → L, the set Fu(F,G) has the largest element fF,G for which

Fu(F,G) = {f ∈ 𝛺L ∶ f ≤ fF,G}.

Proof We will prove that the function

fF,G(x)
def
=

⋀
{G(u) ∧ x ∶ x ≤ F(u)}

is the desired function. In other words, we will prove:

∙ that the function fF,G belongs to the class Fu(F,G) and

∙ that the function fF,G is the largest function in this class.

Let us first prove that fF,G ∈ Fu(F,G), i.e., that for every u, we have fF,G(F(u)) ≤
G(u). Indeed, for x = F(u), we have x ≤ F(u), and thus, the element G(u) belongs

to the set {G(u) ∶ x ≤ F(u)}. Thus, this element G(u) is larger than or equal to the

largest lower bound

fF,G(x) =
⋀

{G(u) ∶ x ≤ F(u)}

for this set, i.e., indeed

fF,G(F(u)) = fF,G(x) ≤ G(u).

Since G(u) ∧ x ≤ x, we conclude that fF,G(x) ≤ x. Thus, indeed, fF,G ∈ 𝛺L.

Let us now prove that the function fF,G is the largest function in the classFu(F,G),
i.e., that if f ≤ Fu(F,G), then f ≤ fF,G. Indeed, let f ∈ Fu(F,G). By definition of

this class, this means that f is monotonic, f (x) ≤ x or all x, and f (F(u)) ≤ G(u) for

all u. Let us pick some x ∈ L and show that f (x) ≤ fF,G(x). Indeed, for every value

u ∈ U for which x ≤ F(u), we have, due to monotonicity, f (x) ≤ f (F(u)). Since

f (F(u)) ≤ G(u), we this conclude that f (x) ≤ G(u). So, the value f (x) is smaller than

or equal to all elements of the set {G(u) ∶ x ≤ F(u)}, i.e., f (x) is a lower bound for

this set. Moreover, as f (x) ≤ x, we have

f (x) ≤
⋀

{G(u) ∧ x ∶ x ≤ F(u)} = fF,G(x),

so indeed f (x) ≤ fF,G(x).
Let us now prove that

Fu(F,G) = {f ∈ 𝛺L ∶ f ≤ fF,G}.

We have shown that every function f ∈ Fu(F,G) is ≤ fF,G, i.e., that
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F (F,G) ⊆ {f ∈ 𝛺L ∶ f ≤ fF,G}.

Vice versa, if f ≤ fF,G, then for every u, from fF,G(F(u)) ≤ G(u) and

f (F(u)) ≤ fF,G(F(u)),

we conclude that f (F(u)) ≤ G(u), i.e., that indeed f ∈ Fu(F,G).
The proposition is proven.

Notation 6 For every ordered set L, by 𝛩L, we denote the set of all monotonic func-

tions g ∶ L → L for which x ≤ g(x) for all x ∈ L.

Notation 7 By Gu(F,G) we will denote the set of all functions g ∈ 𝛩L for which

G ≥g F.

Proposition 6 If L is a complete upper semi-lattice, then for every two functions
F,G ∶ U → L, the set Gu(F,G) has the smallest element gF,G for which

Gu(F,G) = {g ∈ 𝛩L ∶ g ≥ gF,G}.

Proof Is similar to the proof of Proposition 5.
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Jagdambika Method for Solving Matrix
Games with Fuzzy Payoffs

Tina Verma and Amit Kumar

Abstract Li (IEEE Trans Cybern 43:610-621, 2013) [1] recently proposed a method

for solving matrix games with fuzzy payoffs and claimed that the obtained minimum

expected gain of Player I and maximum expected loss of Player II, will be identical.

Chandra and Aggarwal (Eur J Oper Res 2015. https://doi.org/10.1016/j.ejor.2015.

05.011) [2], in their recent paper, pointed out the shortcomings of Li’s approach and

overcome the shortcomings of Li’s approach. Chandra and Aggarwal, transformed

the fuzzy mathematical programming problem into a multiobjective programming

problem and obtained its result by using GAMS software. In this paper, it is pointed

out that Chandra and Aggarwal have not considered some necessary constraints for

the value of game to be a fuzzy number. Further, a new method (named as Jag-

dambika method) is proposed to overcome the limitations of existing method and to

obtain the solution of matrix games with fuzzy payoffs. To illustrate the proposed

Jagdambika method, an existing numerical problem of matrix games with fuzzy pay-

offs is solved by the proposed Jagdambika method.

1 Introduction

Game theory [3] is a mathematical tool to describe strategic interactions among mul-

tiple decision makers who behave rationale. It has many applications in broad areas

such as strategic welfares, economic or social problems, animal behavior, politi-

cal voting systems etc. Although, the concept of game theory was started with Von

Neumanns study on zero-sum games [4], in which he proved the famous minimax
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theorem for zero-sum games. It was also basis for the book Theory of Games and

Economic Behavior by Von Neumann and Morgenstern [5]. But, Game theory was

significantly advanced at Princeton University through the work of Nash [6].

Games are roughly be classified into two major categories: Cooperative games

and Non-cooperative games [3]. Cooperation of players may be assumed in games,

since it often exists in reality, though in many, if not most cases, the existence of

non-cooperation is more attractive because it is often more realistic, especially in

the presence of competition between players.

In non-cooperative games, an important, from a conceptual and applications point

of view, class of games are matrix games.

In the classical (or crisp) matrix games, usually the payoffs of players are repre-

sented by crisp values i.e., real numbers. But in real life, there is need to represent

the players’ payoffs by their subjective judgments (or opinions) about competitive

situations (or outcomes) instead of real numbers.

In the classical (or crisp) matrix games, usually the payoffs of players are repre-

sented by crisp values i.e., real numbers. But in real life, there is need to represent

the players’ payoffs by their subjective judgments (or opinions) about competitive

situations (or outcomes) instead of real numbers. For example, the decision problem

in which two companies try to improve some products sales in some target mar-

ket may be regarded as a game problem. In this scenario, the payoffs of players (i.e.,

companies) are represented by the company managers subjective judgments (or opin-

ions) of the product shares in the target market at various situations. Such subjec-

tive judgments may be expressed with terms of linguistic variables such as “very

large”, “larger”, “medium” and “small” as well as “smaller”. Obviously, these judg-

ments usually involve some fuzziness or uncertainty due to the bounded rationality

of players and behavior complexity. Usually, when some of the data are only approx-

imately known, the most likely values or average is used to find a crisp solution of

matrix games. Since, only one value is obtained so, some valuable information is

lost sometimes.

One way to describe impreciseness in the payoffs is to represent the payoffs by

fuzzy numbers [7].

In the literature, such matrix games in which payoffs are represented by fuzzy

numbers are named as matrix games with fuzzy payoffs.

2 Preliminaries

In this section, some basic definitions, arithmetic operations of fuzzy numbers and

method for comparing fuzzy numbers is presented [1].
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2.1 Definitions

In this section, some basic definitions are reviewed

Definition 1 A fuzzy number ̃A = (aL(0), a(1), aR(0)) is called a triangular fuzzy

number if its membership function 𝜇
̃A is given by

𝜇
̃A =

⎧
⎪
⎨
⎪
⎩

x−aL(0)
a(1)−aL(0)

aL(0) ≤ x < a(1)
x−aR(0)

a(1)−aR(0)
a(1) ≤ x < aR(0)

0 x < aL(0), x ≥ aR(0)

Further, the 𝛼−cut of the triangular fuzzy number ̃A is the closed interval [aL(0) +
𝛼(a(1) − aL(0)), aR(0) + 𝛼(a(1) − aR(0))].

Definition 2 A fuzzy number ̃A = (aL(0), aL(1), aR(1),
aR(0)) is called a trapezoidal fuzzy number if its membership function 𝜇

̃A is given

by

𝜇
̃A =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

x−aL(0)
aL(1)−aL(0)

aL(0) ≤ x < aL(1)
1 aL(1) ≤ x ≤ aR(1)

x−aR(0)
aR(1)−aR(0)

aR(1) < x ≤ aR(0)
0 x < aL(0), x > aR(0)

Further, the 𝛼−cut of the trapezoidal fuzzy number ̃A is the closed interval [aL(0) +
𝛼(aL(1) − aL(0)), aR(0) + 𝛼(aR(1) − aR(0))].

Definition 3 A fuzzy number ̃A = (aL(0), aL(1), aR(1),
aR(0)) is said to be non-negative if aL(0) ≥ 0 and atleast aR(0) > 0.

2.2 Arithmetic Operations of Trapezoidal Fuzzy Numbers

In this section, some arithmetic operations of two trapezoidal fuzzy numbers, defined

on universal set of real numbersℜ, are presented. Let ̃A = (aL(0), aL(1), aR(1), aR(0))
and ̃b = (bL(0), bL(1), bR(1), bR(0)) be two trapezoidal fuzzy numbers then

1. ̃A + ̃B = (aL(0) + bL(0), aL(1) + bL(1), aR(1) + bR(1), aR(0) + bR(0)).
2. ̃A − ̃B = (aL(0) − bR(0), aL(1) − bR(1), aR(1) − bL(1), aR(0) − bL(0)).
3. If 𝜆 is a real number then

𝜆

̃A =
{

(𝜆aL(0), 𝜆aL(1), 𝜆aR(1), 𝜆aR(0)) 𝜆 ≥ 0
(𝜆aR(0), 𝜆aR(1), 𝜆aL(1), 𝜆aL(0)) 𝜆 < 0
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2.3 Comparison of Fuzzy Numbers

If a and b are two distinct real numbers then it can be easily verified that a > b or

a < b. However, if ̃A and tildeB are two fuzzy numbers then there is no unique way to

verify ̃A >

̃B or ̃A <

̃B. In this section, the method, used by the authors [1, 2] to com-

pare two trapezoidal fuzzy numbers, is presented. Let ̃A = (aL(0), aL(1), aR(1), aR(0))
and ̃b = (bL(0), bL(1), bR(1), bR(0)) be two trapezoidal fuzzy numbers. Then,

1. ̃A ≥ ̃B ⇔ aL(0) ≥ bL(0), aL(1) ≥ bL(1), aR(1) ≥ bR(1), aR(0) ≥ bR(0).
2. ̃A ≤ ̃B ⇔ aL(0) ≤ bL(0), aL(1) ≤ bL(1), aR(1) ≤ bR(1), aR(0) ≤ bR(0).

3 Existing Mathematical Formulation of Matrix Games
with Payoffs of Piecewise Linear Fuzzy Numbers

Let Player I and Player II be two players and A = (aij) be the payoff matrix for Player

I. Let S1 = {𝛿1, 𝛿2, ..., 𝛿m} and S2 = {𝜂1, 𝜂2, ..., 𝜂n} be set of course of actions avail-

able to Player I and Player II respectively and x1, x2, ..., xm and y1, y2, ..., yn be the

probabilities for selecting the course of action 𝛿1, 𝛿2, ..., 𝛿m and 𝜂1, 𝜂2, ..., 𝜂n respec-

tively. Let X =
{
x = (x1, x2, ..., xm)|

∑m
i=1 xi = 1, xi ≥ 0, i = 1, 2, ...,m

}
and

Y =
{
y = (y1, y2, ..., yn)|

∑n
j=1 yj = 1, yj ≥ 0, j = 1, 2, ...,m

}
be the set of strategies

for Player I and Player II respectively. Then, the optimal value of Problem 3.1

and Problem 3.2 represents the minimum expected gain of Player I and maximum

expected loss of Player II respectively [3]. Further, the optimal solution {x1, x2, ..., xm}
and {y1, y2, ..., yn} of Problem 3.1 and Problem 3.2 represents the optimal strategies

of Player I and Player II respectively.

Problem 3.1 Maximize{𝜐} Subject to
m∑

i=1
aijxi ≥ 𝜐, j = 1, 2, ..., n;

m∑

i=1
xi = 1;

xi ≥ 0, i = 1, 2, ...,m.

Problem 3.2 Minimize{𝜔} Subject to
n∑

j=1
aijyj ≤ 𝜔, i = 1, 2, ...,m;

n∑

j=1
yj = 1;

yj ≥ 0, j = 1, 2, ..., n.
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On the same direction, Li [1] assumed that if payoffs are represented by trapezoidal

fuzzy numbers instead of real numbers then to find the minimum expected gain of

Player I and maximum expected loss of Player II, it is equivalent to find the opti-

mal value of Problem 3.3 and Problem 3.4 respectively. Further, the optimal solu-

tion {y1, y2, ..., ym} and {z1, z2, ..., zn} of Problem 3.3 and Problem 3.4 represents the

optimal strategies of Player I and Player II respectively.

Problem 3.3 Maximize{�̃�} Subject to
m∑

i=1
ãijxi ≥ �̃�, j = 1, 2, ..., n;

m∑

i=1
xi = 1;

xi ≥ 0, i = 1, 2, ...m.

Problem 3.4 Minimize{�̃�} Subject to
n∑

j=1
ãijyj ≤ �̃�, i = 1, 2, ...,m;

n∑

j=1
yj = 1; yj ≥ 0, j = 1, 2, ..., n.

4 Review of Existing Methods

Li [1] split the Problem 3.3 into four independent crisp problems and obtained

the minimum expected gain of Player I with the help of these problems. Similarly,

Problem 3.4 into four independent crisp problems and obtained the maximum expec-

ted loss of Player II. However, it is pointed out by Chandra and Aggarwal [2], that

it is not correct way to transform the fuzzy programming problem i.e., Problem 3.3

into four problems as these are independent problems so different optimal solutions

will be obtained. Therefore, it is not genuine to split it in four problems as Li [1] did.

So, Problem 3.3 and Problem 3.4 can be transformed into multiobjective linear pro-

gramming problem i.e., Problem 4.1 and Problem 4.2 respectively.

Problem 4.1 Maximize{(𝜐L(0), 𝜐L(1), 𝜐R(1), 𝜐R(0))}
Subject to
m∑

i=1
aLij(0)xi ≥ 𝜐

L(0), j = 1, 2,… , n;
m∑

i=1
aLij(1)xi ≥ 𝜐

L(1), j = 1, 2,… , n;
m∑

i=1
aRij (1)xi ≥ 𝜐

R(1), j = 1, 2,… , n;
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m∑

i=1
aRij (0)xi ≥ 𝜐

R(0), j = 1, 2,… , n;
m∑

i=1
xi = 1; xi ≥ 0, i = 1, 2, ...,m.

Problem 4.2 Minimize{(𝜔L(0), 𝜔L(1), 𝜔R(1), 𝜔R(0))}
Subject to
n∑

j=1
aLij(0)yj ≤ 𝜔

L(0), i = 1, 2,… ,m;
n∑

j=1
aLij(1)yj ≤ 𝜔

L(1), i = 1, 2,… ,m;
n∑

j=1
aRij (1)yj ≤ 𝜔

R(1), i = 1, 2,… ,m;
n∑

j=1
aRij (0)yj ≤ 𝜔

R(0), i = 1, 2,… ,m;
n∑

j=1
yj = 1; yj ≥ 0, j = 1, 2, ...n.

5 Flaws of the Existing Methods

Chandra and Aggarwal [2] have used the relation (aL(0), a(1), aR(0)) ≥ (bL(0), b(1),
bR(0)) ⇒ aL(0) ≥ bL(0), a(1) ≥ b(1), aR(0) ≥ bR(0), for transforming the fuzzy con-

straints of Problem 3.3 into crisp constraints of Problem 4.1. As the constraints

𝜐

L(0) ≤ 𝜐(1) ≤ 𝜐

R(0) are not considered in Problem 4.1 so for the optimal solution of

Problem 4.1, the condition 𝜐

L(0) ≤ 𝜐(1) ≤ 𝜐

R(0) may or may not be satisfied i.e., it

is not always possible to obtain a triangular fuzzy number, representing the optimal

value of Problem 4.1, by using the optimal solution of Problem 4.1. e.g., it can be ver-

ified that 𝜐
L(0) = 3725

24
, 𝜐(1) = 0, 𝜐R(0) = 0, x1 =

19
24
, x2 =

5
24

is an efficient solution of

existing Problem 5.1 [1]. However, in the efficient solution the inequalities 𝜐
L(0) ≤

𝜐(1) and 𝜐(1) ≤ 𝜐

R(0) are not satisfying i.e., �̃� = (𝜐L(0), 𝜐(1), 𝜐R(0)) = ( 3725
24

, 0, 0), the

value of game is not a triangular fuzzy number.

Problem 5.1 Maximize{(𝜐L(0), 𝜐(1), 𝜐R(0))}
Subject to

175x1 + 80x2 ≥ 𝜐

L(0); 150x1 + 175x2 ≥ 𝜐

L(0);
190x1 + 100x2 ≥ 𝜐

R(0); 158x1 + 190x2 ≥ 𝜐

R(0);
180x1 + 90x2 ≥ 𝜐(1); 156x1 + 180x2 ≥ 𝜐(1);
x1 + x2 = 1, x1 ≥ 0, x2 ≥ 0.
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6 Proposed Jagdambika Method

In this section, a new method (named as Jagdambika method), is proposed to find

minimum expected gain of Player I, maximum expected loss of Player II and the

corresponding optimal strategies of Player II. The minimum expected gain of Player

I, maximum expected loss of Player II and the corresponding optimal strategies can

be obtained as follows:

Step 1: Transform the Problem 4.1 and Problem 4.2 into Problem 6.1 and Problem

6.2 respectively.

Problem 6.1 Maximize{𝜐L(0)}
Subject to
m∑

i=1
aLij(0)xi ≥ 𝜐

L(0), j = 1, 2, ..., n;
m∑

i=1
aLij(1)xi ≥ 𝜐

L(1), j = 1, 2, ..., n;
m∑

i=1
aRij (1)xi ≥ 𝜐

R(1), j = 1, 2, ..., n;
m∑

i=1
aRij (0)xi ≥ 𝜐

R(0), j = 1, 2, ..., n;

𝜐

L(1) − 𝜐

L(0) ≥ 0; 𝜐R(1) − 𝜐

L(1) ≥ 0; 𝜐R(0) − 𝜐

R(1) ≥ 0;
m∑

i=1
xi = 1; xi ≥ 0, i = 1,

2, ...m.

Problem 6.2 Maximize{𝜔L(0)}
Subject to
n∑

j=1
aLij(0)yj ≤ 𝜔

L(0), i = 1, 2, ...,m;
n∑

j=1
aLij(1)yj ≤ 𝜔

L(1), i = 1, 2, ...,m;
n∑

j=1
aRij (1)yj ≤ 𝜔

R(1), i = 1, 2, ...,m;
n∑

j=1
aRij (0)yj ≤ 𝜔

R(0), i = 1, 2, ...,m;

𝜔

L(1) − 𝜔

L(0) ≥ 0;𝜔R(1) − 𝜔

L(1) ≥ 0;𝜔R(0) − 𝜔

R(1) ≥ 0;
n∑

j=1
yj = 1; yj ≥ 0, j = 1,

2, ...n.
Step 2: Find the optimal solution {xi, 𝜐L(0), 𝜐L(1), 𝜐R(1),
𝜐

R(0), i = 1, 2, ...,m} and {yj, 𝜔L(0), 𝜔L(1), 𝜔R(1), 𝜔R(0),
j = 1, 2, ..., n} of Problem 6.1 and Problem 6.2 respectively.
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Step 3: Using the optimal solution of Problem 6.1 and Problem 6.2, obtain the solu-

tion {xi, 𝜐L(0), 𝜐L(1), 𝜐R(0), i = 1, 2, ...,m} and {yj, 𝜔L(0), 𝜔L(1), 𝜔R(0)j = 1, 2, ..., n}
of Problem 6.3 and Problem 6.4 respectively.

Problem 6.3 Maximize{𝜐L(1)}
Subject to

Constraints of Problem 6.1 with additional constraint 𝜐

L(0) = optimal value of

Problem 6.1.

Problem 6.4 Maximize{𝜔L(1)}
Subject to

Constraints of Problem 6.1 with additional constraint 𝜔

L(0) = optimal value of

Problem 6.1.

Step 4: Using the optimal solution of Problem 6.3 and Problem 6.4, obtain the solu-

tion {xi, 𝜐L(0), 𝜐L(1), 𝜐R(1), i = 1, 2, ...,m} and {yj, 𝜔L(0), 𝜔L(1), 𝜔R(1), j = 1,
2, ..., n} of Problem 6.5 and Problem 6.6 respectively.

Problem 6.5 Maximize{𝜐R(1)}
Subject to

Constraints of Problem 6.3 with additional constraint 𝜐

L(1) = optimal value of

Problem 6.3.

Problem 6.6 Maximize{𝜔R(1)}
Subject to

Constraints of Problem 6.4 with additional constraint 𝜔

L(1) = optimal value of

Problem 6.4.

Step 5: Using the optimal solution of Problem 6.5 and Problem 6.6, obtain the solu-

tion {xi, 𝜐L(0), 𝜐L(1), 𝜐R(1), 𝜐R(0), i = 1, 2, ...,m} and {yj,
𝜔

L(0), 𝜔L(1), 𝜔R(1), 𝜔R(0), j = 1, 2, ..., n} of Problem 6.7 and Problem 6.8 respec-

tively.

Problem 6.7 Maximize{𝜐R(0)}
Subject to

Constraints of Problem 6.5 with additional constraint 𝜐

R(1) = optimal value of

Problem 6.5.

Problem 6.8 Maximize{𝜔R(0)}
Subject to

Constraints of Problem 6.6 with additional constraint 𝜔

R(1) = optimal value of

Problem 6.6.
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Step 6: Using the optimal solution {xi, 𝜐L(0), 𝜐L(1), 𝜐R(1),
𝜐

R(0), i = 1, 2, ...,m} and {yj, 𝜔L(0), 𝜔L(1), 𝜔R(1), 𝜔R(0),
j = 1, 2, ..., n} of Problem 6.7 and Problem 6.8, the minimum expected gain of

Player I and maximum expected loss of Player II is (𝜐L(0), 𝜐L(1), 𝜐R(1), 𝜐R(0)) and

(𝜔L(0), 𝜔L(1), 𝜔R(1), 𝜔R(0)) respectively. The corresponding optimal strategies for

Player I and Player II are {x∗i , i = 1, 2, ...,m} and {y∗j , j = 1, 2, ..., n} which are opti-

mal solution of Problem 6.7 and Problem 6.8 respectively.

Step 7: Similarly, the Pareto optimal solutions can be obtained by changing the order

of the objectives.

7 Numerical Example

In this section, matrix games with fuzzy payoffs

̃A =
[
(175, 180, 190) (150, 156, 158)
(80, 90, 100) (175, 180, 190)

]

, chosen by Li [1], is solved by the proposed

Jagdambika method.

The mathematical programming problem for Player I and Player II will be Problem

7.1 and Problem 7.2 respectively.

Problem 7.1 Maximize{(𝜐L(0), 𝜐(1), 𝜐R(0))}
Subject to

(175, 180, 190)x1 + (80, 90, 100)x2 ≥ (𝜐L(0), 𝜐(1), 𝜐R(0));
(150, 156, 158)x1 + (175, 180, 190)x2 ≥ (𝜐L(0), 𝜐(1), 𝜐R(0));
x1 + x2 = 1; x1 ≥ 0, x2 ≥ 0.

Problem 7.2 Maximize{(𝜔L(0), 𝜔(1), 𝜔R(0))}
Subject to

(175, 180, 190)y1 + (150, 156, 158)y2 ≤ (𝜔L(0), 𝜔(1), 𝜔R(0));
(80, 90, 100)y1 + (175, 180, 190)y2 ≤ (𝜔L(0), 𝜔(1), 𝜔R(0));
y1 + y2 = 1; y1 ≥ 0, y2 ≥ 0.
Step 1: Transform the Problem 7.1 and Problem 7.2 into Problem 7.3 and Problem

7.4 respectively.

Problem 7.3 Maximize{𝜐L(0)}
Subject to

175x1 + 80x2 ≥ 𝜐

L(0); 180x1 + 90x2 ≥ 𝜐(1);
190x1 + 100x2x1 ≥ 𝜐

R(0); 150x1 + 175x2 ≥ 𝜐

L(0);
156x1 + 180x2 ≥ 𝜐(1); 158x1 + 190x2 ≥ 𝜐

R(0));
x1 + x2 = 1; x1 ≥ 0, x2 ≥ 0.
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Problem 7.4 Maximize{𝜔L(0)}
Subject to

175y1 + 150y2 ≤ 𝜔

L(0); 180y1 + 156y2 ≤ 𝜔

(1);
190y1 + 158y2 ≤ 𝜔

R(0); 80y1 + 175y2 ≤ 𝜔

L(0);
90y1 + 180y2 ≤ 𝜔(1); 100y1 + 190y2 ≤ 𝜔

R(0);
y1 + y2 = 1; y1 ≥ 0, y2 ≥ 0.

Step 2: The obtained solution of Problem 7.3 and Problem 7.4 is {x1 =
19
24
, x2 =

5
24
, 𝜐

L(0) = 3725
24

, 𝜐(1) = 3725
24

, 𝜐

R(0) = 3725
24

} and {y1 =
5
24
, y2 =

19
24
, 𝜔

L(0) = 3725
24

, 𝜔(1) =
645
4
, 𝜔

R(0) = 685
4
} respectively.

Step 3: Using the optimal solution of Problem 7.3 and Problem 7.4, the obtained

solution of Problem 7.5 and Problem 7.6 is {x1 =
19
24
, x2 =

5
24
, 𝜐

L(0) = 3725
24

, 𝜐(1) =
161, 𝜐R(0) = 161} and {y1 =

5
24
, y2 =

19
24
, 𝜔

L(0) = 3725
24

, 𝜔(1) = 645
4
, 𝜔

R(0) = 685
4
} respec-

tively.

Problem 7.5 Maximize{𝜐L(1)}
Subject to

Constraints of Problem 7.3 with additional constraint 𝜐
L(0) = 3725

24
.

Problem 7.6 Maximize{𝜔L(1)}
Subject to

Constraints of Problem 7.4 with additional constraint 𝜔
L(0) = 3725

24
.

Step 4: Using the optimal solution of Problem 7.5 and Problem 7.6, the obtained

solution of Problem 7.7 and Problem 7.8 is {x1 =
19
24
, x2 =

5
24
, 𝜐

L(0) = 3725
24

, 𝜐(1) =
161, 𝜐R(0) = 494

3
} and {y1 =

5
24
, y2 =

19
24
, 𝜔

L(0) = 3725
24

, 𝜔(1) = 645
4
, 𝜔

R(0) = 685
4
} respec-

tively.

Problem 7.7 Maximize{𝜐R(0)}
Subject to

Constraints of Problem 7.5 with additional constraint 𝜐(1) = 161.

Problem 7.8 Maximize{𝜔R(0)}
Subject to

Constraints of Problem 7.6 with additional constraint 𝜔(1) = 645
4

.

Step 6: Using the solution {x1 =
19
24
, x2 =

5
24
, 𝜐

L(0) = 3725
24

, 𝜐(1) = 161, 𝜐R(0) = 494
3
}

and {y1 =
5
24
, y2 =

19
24
, 𝜔

L(0) = 3725
24

, 𝜔(1) = 645
4
, 𝜔

R(0) = 685
4
} of Problem 7.7 and

Problem 7.8, the minimum expected gain of Player I and maximum expected loss

of Player II is (𝜐L(0), 𝜐(1), 𝜐R(0)) = ( 3725
24

, 161, 494
3
) and (𝜔L(0), 𝜔(1), 𝜔R(0)) = ( 3725

24
,

645
4
,

685
4
) respectively. The corresponding optimal strategies for Player I and Player

II are {x1 =
19
24
, x2 =

5
24
} and {y1 =

5
24
, y2 =

19
24
} which are optimal solution of Prob-

lem 7.7 and Problem 7.8 respectively.
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Step 7: The Pareto optimal solutions for minimum expected gain of Player I by

changing the order of the objectives are (𝜐L(0), 𝜐(1), 𝜐R(0)) = (155, 3060
19

,

3130
19

),
(𝜐L(0), 𝜐(1), 𝜐R(0)) = ( 9155

61
,

9540
61

,

10150
61

) and the corresponding optimal strategies are

{x1 =
15
19
, x2 =

4
19

}, {x1 =
45
61
, x2 =

16
61
} respectively. Similarly, Pareto optimal solu-

tions for maximum expected loss of Player II by changing the order of the objectives

are (𝜔L(0), 𝜔(1), 𝜔R(0)) = ( 2950
19

,

3060
19

,

3250
19

), (𝜔L(0), 𝜔(1), 𝜔R(0)) = ( 9550
61

,

9900
61

,

10150
61

)
and the corresponding optimal strategies are {y1 =

4
19
, y2 =

15
19
}, {y1 =

16
61
, y2 =

45
61
}

respectively.

8 Conclusion

On the basis of the present study, it can be concluded that some necessary constraints

are missing in the existing methods [1, 2] so, the value of a game of matrix games in

which payoffs are represented by fuzzy numbers, may or may not be fuzzy number.

Also, it can be concluded that in the Jagdambika method, proposed in this paper,

necessary constraints are considered and hence, Jagdambika method should be used

for solving these type of problems.
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Structural and Parametric Optimization
of Fuzzy Control and Decision Making
Systems

Yuriy P. Kondratenko and Dan Simon

Abstract This paper analyzes various methods of structural and parametric opti-
mization for fuzzy control and decision-making systems. Special attention is paid to
hierarchical structure selection, rule base reduction, and reconfiguration in the
presence of incomplete data sets. In addition fuzzy system parameter optimization
based on gradient descent, Kalman filters, H-infinity filters, and maximization of
envelope curve values, are considered for unconstrained and constrained cases.
Simulation results show the validity of the proposed methods.

1 Introduction

Many systems require the automation of decision making and control processes for
the efficient functioning of complex coupled objects in the presence of uncertainty.
Such systems include mobile robots, marine objects, economic enterprises, and
others. These systems include a sparsity of information, and a corresponding need
for methods to decrease the degree and impact of uncertainty. Factors that impact
uncertainty are: (a) non-stationary disturbances with characteristics that are not
possible to measure in real time; (b) difficulties in creating accurate mathematical
models; (c) human factors and the subjectivity of human evaluations and decisions.

One popular approach to the design of efficient control and decision-making
systems in uncertain environments is fuzzy sets and fuzzy logic, first suggested by
L. A. Zadeh [29] as a control method based on linguistic rules. Fuzzy logic allows
the formation of linguistic models of processes and control methods based on
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human experts. New applications of fuzzy sets and fuzzy logic often require new
theoretical investigations, new approaches for the optimisation of fuzzy systems,
and new design methods for the hardware realisation of fuzzy systems, all while
taking into account requirements related to embedded systems and real-time deci-
sion making.

2 Related Works and Problem Statement

Many examples of fuzzy systems (FS) applications are given in the literature [2, 7,
15]: control of asynchronous, direct current, and thermoacoustic drives, vehicles,
ships, ecopyrogenesis plants, intelligent robots; decision making in uncertainty,
including route planning in transport logistics and intelligent robotics; and many
others.

Approaches to the optimization of designing fuzzy controllers (FC) are con-
sidered in [2, 8, 14], especially for the optimization of membership function
(MF) parameters of linguistic terms (LT) [8, 18, 25], weights of fuzzy rules [18],
selection of defuzzification methods [17, 18], etc. Special attention is paid to fuzzy
rule base reduction [5, 17] based on rule base interpolation [6], supervised fuzzy
clustering [19], combining rule antecedents [5], linguistic 3-tuple representation [1],
orthogonal transforms [20], multi-objective optimization [3], and evolutionary
algorithms [16, 26]. Publications [4, 15, 27, 30] show that researchers continue to
develop approaches for structural and parametric optimization (SPO). Recent
research deals with applications of FS, design requirements, increasing levels of
uncertainty (incomplete input data, random disturbances, and unknown parame-
ters), etc. Choosing specific methods for FS SPO is in most cases based on the
analysis of comparative modeling results and the designer’s experience.

The aim of this paper is to provide an overview of some of the proposed methods
of FS structural and parametric optimization and their abilities for increasing the
efficiency of real-time control and decision making processes.

3 Optimization of Fuzzy Systems

3.1 Structural Optimization of Fuzzy Systems

Structural optimization should be applied at different stages of the design of a fuzzy
logic system [8]:

• selection of the type of fuzzy inference engine (Mamdani, Takagi-Sugeno,
modifications, etc.);
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• selection of the most informative inputs; for example, the type of FC (PI, PD,
PID, etc.) depends on the input signals: error, integral, derivative, specific
measured disturbances, etc.;

• selection of MF the number K and H of LTs Lxi = L1xi . . . L
K
xi

n o
for input signals

xi i=1 . . .mð Þ, and LTs LG = L1G . . . LHG
� �

for output signals G, where K and
H affect the flexibility and memory of the FS, as well as the computation time
during fuzzy information processing;

• optimization and reduction of the rules number in rule base R1 ν1ð Þ . . .RR νRð Þf g
and the weights νj νj ∈ 0, 1½ �� �

; for example, if m=2, then the j-th rule
Rj νj
� �

, j∈ 1,R½ �ð Þ can be written as

IF x1 =Lð ÞAND x2 =Hð ÞTHEN Gj =LM,
� � ð1Þ

where L,H,LM are “Low”, “High”, and “Low-Medium”;

• selection of fuzzy processing algorithms for aggregation, accumulation, and
defuzzification; for example: (a) the AND operator can be realized by t-norm
operators or by parameterized mean operators [17]; (b) the OR operator can be
realized by the parameterized union mean operator, algebraic sum operator,
arithmetic sum operator, or by s-norm operators [17]; (c) different methods [17,

18] can be used for defuzzification G* =Defuz μres G
∼

� �� �
of the fuzzy set

μres G
∼

� �
= sup

G∈R+
μL1G G

∼

� �
. . . μLHG G

∼

� �n o
.

All the above-mentioned structural types, algorithms, operators, and analytic
models are candidates for structural optimization in fuzzy control and
decision-making systems.

3.2 Parametric Optimization of Fuzzy Systems

Structural and parametric FS optimization can be done on the basis of minimization
of the RMS criterion, for example,

J ε, B̄, ν ̄ð Þ= ∑
Nmax − 1

i=0
ε i½ �ð Þ2

� 	
̸Tmax, ð2Þ

where ε i½ � is the error of the control system at time ti, ti = i ⋅Δt,
i=0 . . .Nmaxð Þ; Tmax =Δt ⋅Nmax; B̄ is a matrix of LT parameters; and v ̄ is a vector of
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rule weights. Objective (2) can be used for evaluation of FS under the different
kinds of non-stationary disturbances and different system parameters to achieve
robustness. Some FS parameters that can be optimized task include the following.

(a) MF parameters of LTs Lxi = L1xi . . . L
K
xi

n o
for FS inputs [21, 23, 24] (triangular

(3), trapezoidal, Gaussian, polynomial, or harmonic [17]). For example, three
parameters b− , c, b+ð Þ are optimized (Fig. 1) for triangular LTs
c− b− , c, c+ b+ð Þ [7, 17]:

μA
∼
xð Þ=

0, ∀ x≤ c− b−ð Þ ∪ x≥ c+ b+ð Þ
x− c+ b−ð Þ ̸ b−ð Þ, ∀ c− b− < x≤ cð Þ
c+ b+ − xð Þ ̸ b+ð Þ, ∀ c< x< c+ b+ð Þ

8<
: ð3Þ

Two parameters b, cð Þ are optimized for bell-shaped LTs [18]:

μA
∼
xð Þ=1 ̸ 1+ x− bð Þ ̸cð Þ2

� �
ð4Þ

(b) MF parameters of LTs LG = L1G . . . LHG
� �

for FS outputs G (for Mamdani-type

FS) and parameters K ̄ j = k j
P, k

j
I , k

j
D

� �
of consequents Gj x1, x2, x3,K ̄

j
� �

,

j∈ 1 . . .R½ � (Takagi-Sugeno FS). For example, the contribution Gj of rule Rj to
output signal G* of a fuzzy PID controller [8] can be presented as:

Gj x1, x2, x3,K ̄
j

� �
= k j

Px1 + k j
I x2 + k j

Dx3 ð5Þ

(c) Weight coefficients νj of the fuzzy rules Rj [17, 18].

Fig. 1 Fuzzy numbers: 1—
triangular
C
∼
= ðc− b− , c, c+ b+ Þ; 2,3

—bell-shape from Eq. (4)
with various parameters of
MFs
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4 Hierarchical Systems and Incomplete Input Data

4.1 Rational Selection of the Hierarchical Structure

For multi-input FS it is appropriate to use a hierarchical structure, where the output of a
subsystem is supplied to the input of another subsystem. Such a hierarchical approach
allows reduction of the size of the FS rule base and an increase in the sensitivity to the
input variables [9, 17]. The design process for a hierarchical FS depends on the
selection of its structure (grouping, number of hierarchical levels, etc.).

Let us detail the main steps of the selection of the structure.

Step 1. Synthesis of the set D ̄ of alternative variants Di, i=1 . . . nð Þ for different
groupings of input signals xj, j=1 . . .mð Þ:

D̄= D1,D2, . . . ,Di, . . . ,Dnf g ð6Þ

For example, for a fuzzy system with 9 input signals (Fig. 2a) the set D ̄ of
alternatives can be presented as D ̄= D1,D2,D3f g, where

D1 = x1, x2, x3f g, x4, x5, x6f g, x7, x8, x9f gð Þ ð7Þ

D2 = x1, x2f g, x3, x4, x5f g, x6, x7, x8, x9f gð Þ ð8Þ

D3 = x1, x2, x3, x4f g, x5, x6, x7, x8f g, x9f gð Þ ð9Þ

Step 2. Synthesis of the set S ̄t of alternative structures Sti Dið Þ, i=1 . . . nð Þ of the
hierarchical FS based on (6):

S ̄t= St1 D1ð Þ, St2 D2ð Þ, . . . , Sti Dið Þ, . . . , Stn Dnð Þf g ð10Þ

(b) 
(a) 

F1

F2

F3

F4
y

1y

2y

3y

1x

2x

3x

4x

5x

6x

7x

8x

9x

1x

9x

.

.

.

Fig. 2 FS structures with nine input signals. a Single-level FS; b hierarchical FS
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For example, three different structures of a hierarchical FS, based on (7), (8), and
(9), are presented in Figs. 2b and 3.

Step 3. Evaluation of each alternative structure Sti Dið Þ using some suitable criterion
K Stið Þ, i= 1, . . . , nf g, which quantifies the goodness of the FS output signals
(accuracy, response time, etc.). For example, the structure of an FS for gait intent
recognition during human ambulation can be evaluated by the number of correctly
classified cases K Stið Þ.
Step 4. The selection of the optimal configuration Stopt of a fuzzy system by solving
the optimization problem

Stopt =ArgMax
Sti

K Stið Þ, i=1 . . . nð Þ. ð11Þ

Figure 4a presents the hierarchical structure of an FS for transport logistics [12]
and Fig. 4b presents a FS for model-oriented support of university / IT-company
cooperation [9], with 19 and 27 inputs, respectively.

The hierarchical FS of Fig. 4b with discrete outputs (seven alternative models)
consists of 11 subsystems:

Sts =

y1 = f1 x1, x2, x3ð Þ, y2 = f2 x4, x5, x6, x7ð Þ,
y3 = f3 x8, . . . , x13ð Þ, y4 = f4 x14, . . . , x17ð Þ,
y5 = f5 x6, x18, x19ð Þ, y6 = f6 x18, . . . , x23ð Þ,
y7 = f7 x24, x25, x26, x27ð Þ, y8 = f8 y1, y2ð Þ,
y9 = f9 y3, y4ð Þ, y10 = f10 y5, y6ð Þ,
y= f11 y7, y8, y9, y10ð Þ

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;
. ð12Þ

F1

F2

F3

F4

y
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Fig. 3 Alternative structures of hierarchical fuzzy systems: a St2 D2ð Þ based on (8); b St3 D3ð Þ
based on (9)
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4.2 Fuzzy System Reconfiguration with Incomplete Data

FS reconfiguration is required in the case of incomplete input data [11]. In some
cases some input data may not be important according to human judgment. Suppose
r is the set of informative inputs, and NI is the set of uninformative or uninteresting
inputs. For example, if an FS operates with 16 inputs N =16ð Þ, but we have data on
only 11 input signals Nr =11ð Þ, we exclude the other 5 inputs NNI =5ð Þ, so
Nr +NNI =N, and the dimension of the FS input vector decreases from 16 to 11.
The FS rule base can be reconfigured [11] according to the following steps for a
Mamdani-type FS.

Step 1. Automatic exclusion of all input variables xi ∈NI, i∈ 1, 2, . . . ,Nf g from the
antecedents of all FS rules.
Step 2. Determination of the input dimension Nr for the newly-reconfigured ante-
cedents: Nr =N −NNI .
Step 3. Calculation of Quantj for each fuzzy rule:

Quantj = ∑
Nr

k=1
eval ILTjk

� �
, ð13Þ

where eval ILTjk
� �

corresponds to the number of input linguistic terms ILTjk for the
k-th input signal xk (Fig. 5) of the j-th fuzzy rule; eval ILTjk

� �
∈ 1, 2, . . . ,NLTkf g.

For example, if ILTjk ∈ L,M,Hf g, then NLTk =3 and eval Lð Þ=1; eval Mð Þ=2;
eval Hð Þ=3.
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Fig. 4 Hierarchical structures of FSs for a transport logistics and b “university-IT-company”
cooperation
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Step 4. Calculation of Div (Fig. 5):

Div=Quantj ̸Nr =Uout ∑ 2ð Þ ̸Uout ∑ 1ð Þ ð14Þ

which determines the new output linguistic term OLTj in the consequent of
the j-th rule. For example, if (as in Fig. 5) OLTj ∈ L,LM,M,MH,Hf g and
Div⊂ Int1, Int2, . . . , Int5f g, then OLTj = L, if Div⊂Int1; …;OLTj =H, if Div⊂Int5,
where Int1 = ½0, 1.5Þ; Int2 = ½1.5, 2.0Þ; Int3 = ½2.0, 2.5Þ; Int4 = ½2.5, 3.0Þ; Int5 =
½3.0, 4.0�.

The application of the proposed method to the reconfiguration of an FS for
transport logistics with various numbers of input signals confirms its effectiveness
[11, 12].

Fig. 5 An algorithm for reconfiguration of a fuzzy rule base
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5 Fuzzy Rule Base Reduction

5.1 Rule Base Reduction via Singular Value Decomposition

The reduction of the size of a fuzzy rule base via singular value decomposition
(SVD) [28] is an efficient method of FS optimization. One of its successful
implementations is rule base reduction of a fuzzy filter for the estimation of motor
currents [23]. For a FS with a single output r and two inputs a, bð Þ with a corre-
sponding number of LTs na, nb, the fuzzy rule base can be described using the
following rules:

IF fi1 að Þ AND fj2 bð Þ, THEN rij, i=1 . . . na; j=1 . . . nbð Þ ð15Þ

which can be represented with the na × nbð Þ matrix

R=

r11 r12 . . . r1nb
r21 r22 . . . r2nb
. . . . . .
rna1 rna2 . . . rnanb

2
664

3
775. ð16Þ

The SVD of R can be represented as

R=UΣVT , ð17Þ

where U is na × na, Vis nb × nb and the singular values in Σ indicate the relative
importance of the corresponding columns in U and V in the decomposition of
R [22]. Initially seven LTs are used for two inputs fi1 að Þ, fj2 bð Þ� �

and one output
signal, so na = nb =7 in the fuzzy filter [23]. The initial rule base with 49 fuzzy
rules is reduced to 9 fuzzy rules after the implementation of SVD. The reduced MFs
for the first input a, the second input b, and the output are presented in Fig. 6.

5.2 Rule Base Reduction Based on the Evaluation of Each
Rule Contribution

Reduction based on the evaluation of each rule contribution to the FS output signal
is proposed [10] for the optimization of the rule base of a Sugeno-type PID FC with
27 initial fuzzy rules (Fig. 7). The minimal number of rules can be determined to
maintain control quality within acceptable limits.
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Fig. 6 Reduced MFs for input a (a), input b (b), and output (c)

Fig. 7 Evaluation of fuzzy rule contributions μ tð Þ: a rules 13, 14, 19, 22—μ tð Þ∈ 0.1, 1½ � (large
contribution); b rules 9, 15, 25, 26—μ tð Þ∈ 0, 0.00027½ � (small contribution)
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6 Parametric Optimization of Linguistic and Analytical
Components in Fuzzy Rule Base Design

6.1 Gradient Descent Based on Sum Normal Constraints

One of the most popular methods for FS parameter optimization is gradient descent
(GD) [18, 24]. The following iterative procedure can be used for optimization of the
three parameters as c, b− and b+ of a triangular MF:

c k+1ð Þ= c kð Þ− η
∂E
∂c






c kð Þ

, ð18Þ

b− k+1ð Þ= b− kð Þ− η
∂E
∂b−






b− kð Þ

ð19Þ

b+ k+1ð Þ= b+ kð Þ− η
∂E
∂b+






b+ kð Þ

, ð20Þ

where k is the iteration number, E is the FS output error function, and η is a gradient
descent step size. E can be formed as

E= ∑
N

n=1
gn yn − yn̂ð Þ2

� 	
̸2N, ð21Þ

where yn, yn̂ are the target and actual outputs of the FS; gn is a time-dependent
weighting function depending on user preference; and N is the number of training
samples. Various methods can be used with gradient descent for avoiding local
minima. One problem that arises with this method is that the family of optimized
MFs are not sum normal; that is, the resulting MF values do not add up to 1 at each
point in the FS domain. In [24] the author proposes to use gradient descent with
additional constraints to enforce sum normality:

c1 + b+
1 = c1 + b−

2 = c2; c2 + b+
2 = c2 + b−

3 = c3; . . . ; ð22Þ

cv− 1 + b+
v− 1 = cv− 1 + b−

v = cv ð23Þ

where v is the number of LTs. This approach provides sum normal parametric
optimization of triangular MFs for corresponding input and output LTs:

c1 − b−
1 , c1, c+ b+

1

� �
, . . . , ci − b−

i , ci, ci + b+
i

� �
, . . .

� � ð24Þ
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6.2 Kalman Filtering for Parametric MF Optimization

The parameter optimization problem can be formulated as a nonlinear filtering
problem which can be solved using a Kalman filter (KF) or an H∞ filter (HiF). The
nonlinear system model to which the filter can be applied is:

xn+1 = f xnð Þ+wn

dn = h xnð Þ+ vn,
ð25Þ

where dn is the observation vector; f xnð Þ,hn xnð Þ are non-linear vector functions of
the state xn at time step n; wn, vn are artificially added noise processes. The use of a
state estimator for optimization of triangular MFs requires the formation of the state
vector x, which consists of all MF parameters arranged in a column vector:

x= [b−
11 b

+
11 c11 b−

21 b+
21 c21 . . . b−

v11 b
+
v11 cv11 . . .

b−
1r b

+
1r c1r b

−
2r b

+
2r c2r . . . b−

vrr b
+
vrr cvrr

b−
10 b

+
10 c10 b

−
20 b

+
20 c20 . . . b−

v00 b
+
v00 cv00�

T ,
ð26Þ

where b−
ij , b

+
ij , cij are the parameters of the i-th triangular LT for the j-th input,

ði=1 . . . vj; j=1 . . . rÞ; and b−
i0 , b

+
i0 , ci0 are the output LT parameters

i=1 . . . v0; j=0ð Þ. The estimate xn̂ can be obtained using the extended Kalman
filter [21, 22]:

Fn =
∂f xð Þ
∂x






x= xn

, Hn =
∂h xð Þ
∂x






x= xn

,

Kn =PnHT
n R+HnPnHT

n

� �− 1
,

xn̂ = f xn̂− 1ð Þ+Kn dn− 1 −h x ̂n− 1ð Þ½ �,
Pn+1 =Fn Pn −KnHnPnð ÞFT

n +Q,
ð27Þ

where Fn is the identity matrix; Hn is the partial derivative of the fuzzy output with
respect to the MF parameters; Kn is the Kalman gain; and Q,R are the covariance
matrices of wnf g and vnf g, respectively. Comparative results of the parametric
optimization for a fuzzy automotive cruise control [21, 24] are presented in Fig. 8
for unconstrained and sum normal (constrained) cases.

6.3 Parametric Optimization Based on H∞ estimation

If we consider a two-input, one-output fuzzy system, then the nonlinear model to
which the H∞ filter can be applied is
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xn+1 = xn +Bwn + δn

dn = h xnð Þ+ vn,
ð28Þ

where B is a tuning parameter which is proportional to the magnitude of the
artificial noise process; and δn is an arbitrary noise sequence. The augmented noise
vector en and the estimation error xñ can be defined [25] as

en = wT
n v

T
n

� �T
, x ̃n = xn − xn̂. ð29Þ

An H∞ filter for optimization of MF parameters (26) x ̂n satisfies the condition

Gx ̃ek k∞ < γ, ð30Þ

which is the infinity norm of the transfer function from the augmented noise vector
e to the estimation error x ̃, which is bounded by a user-specified value γ. The
desired estimate xn̂ can be obtained [25] with an H∞ estimator:

Fn =
∂f xð Þ
∂x






x= xn

, Hn =
∂h xð Þ
∂x






x= xn

, Q0 =E x0xT0
� �

,

Qn I −HTHPn
� �

= I −Qn ̸γ2
� �

Pn,

Qn+1 =FPnFT +BBT,Kn =FPnHT,

xn̂+1 =Fxn̂ +Kn dn− 1 −H xn̂− 1ð Þ½ �, ð31Þ

with the assumption that Qnf g and Pnf g are nonsingular matrices. Comparative
results for the optimization of MF parameters of a fuzzy automotive cruise control

Fig. 8 MF optimization: a gradient descent and Kalman filter optimization (1—unconstrained
KF, 2—constrained KF, 3—unconstrained GD, 4—constrained GD); b FC transients for the target
speed 40 m/s (1—default FC, 2—GD, 3—KF)
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system [21, 25], using H∞ and Kalman filters are presented in Fig. 9 for both
unconstrained and constrained (sum normal) cases.

6.4 The Envelope Curve of Instantaneous MF Values

Analyzing (for desired transients of a control system) the instantaneous values of
MF grades μi X tð Þð Þ, i=1 . . .Rð Þ at the consequents of all FC rules makes it is
possible to build a corresponding envelope curve (Fig. 10a). If the vector of
instantaneous inputs is X tð Þ= x*1 tð Þ, x*2 tð Þ, . . . , x*n tð Þ� �

, then the envelope curve
characterizes the instantaneous maximal value of the MF grade μmax X tð Þð Þ at time
t. Figure 10a shows that in some cases this maximal value μmax X tð Þð Þ<1, but in
some cases, for example, for time-intervals t∈ t1, t2½ � and t∈ t3, t4½ �, this value does

Fig. 9 MF optimization: a state estimation processes (1—unconstrained KF, 2—constrained KF,
3—unconstrained HiF, 4—constrained HiF) and b control transients (1—default FC, 2—KF, 3—
HiF)

Fig. 10 a The envelope curve; and b C Kð Þ from Eq. (32)
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not exceed 0.5. We introduce the criterion C Kð Þ for solving the MF parameter
optimization problem [13] (Fig. 10b):

C Kð Þ= 1
T

ZT

0

1−
μav X tð Þð Þ
μmax X tð Þð Þ

 �
dt, ð32Þ

where μmax X tð Þð Þ= sup
m

i=1
μi X tð Þð Þ½ � is the maximal value of the MF grade for all

fuzzy rules; μav X tð Þð Þ= ∑m
i=1 μi X tð Þð Þ½ �� �

̸m is the average value of μi X tð Þð Þ; and
K is a vector of optimized MF parameters. If we maximize the criterion MAXC Kð Þ
we can achieve μlim < μmax X tð Þð Þ≤ 1 and μmax X tð Þð Þ≫ μav X tð Þð Þ, where μlim is the
minimum acceptable value.

7 Conclusion

Various solutions to decrease memory and computational time requirements in FS
require new optimisation methods at all stages of the design processes. The SPO
methods discussed in this paper can be recommended for the design of fuzzy control
and decision-making systems, in particular for ship docking, mobile robotics,
transport logistics, etc. The authors’ experience in fuzzy logic as well as numerous
simulation and experimental results confirm the effectiveness of the proposed
methods, algorithms, and approaches. In the future we plan to apply FS
multi-objective optimization based on the combination of these methods and evo-
lutionary algorithms.
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Statistical Comparison of the Bee
Colony Optimization and Fuzzy BCO
Algorithms for Fuzzy Controller Design
Using Trapezoidals MFs

Leticia Amador-Angulo and Oscar Castillo

Abstract This paper focuses on a statistical comparison with a proposed
Fuzzy BCO based on an Interval Type-2 Fuzzy System and the Original BCO
algorithm using Trapezoidal Membership Functions. The Fuzzy Bee Colony
Optimization method applied for tuning the parameters of the Fuzzy Logic Con-
troller is presented. The objective of the work is based on the main reasons for the
statistical comparison of BCO and Fuzzy BCO algorithm that is to find the optimal
design in the fuzzy logic controller for two problems in fuzzy control. We added
perturbations in the model with band-limited noise so that the Interval Type-2
Fuzzy Logic System is better analyzed under uncertainty and to verify that the
Fuzzy BCO shows better results than the Original BCO.

Keywords Interval type-2 fuzzy logic system ⋅ Fuzzy controller
Fuzzy bee colony optimization ⋅ Perturbation ⋅ Uncertainty

1 Introduction

The nonlinear characteristics of ill-defined and complex modern plants make
classical controllers inadequate in whose cases for such systems. However, using
fuzzy sets and fuzzy logic principles [1] has enabled researchers to understand
better and hence control, complex systems that are difficult to model mathemati-
cally. These newly developed fuzzy logic controllers [2–4] have given control
systems a certain degree of intelligence.

Interval Type-2 fuzzy models have emerged as an interesting generalization of
Type-1 fuzzy models based upon fuzzy sets. In fact, these models are also called
Interval Type-2 fuzzy models. There have been a number of claims put forward as
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to the relevance of Type-2 fuzzy sets being regarded as generic building constructs
of fuzzy models. Fuzzy Controllers have the advantage that they can be adaptive
when disturbances in the plant are present. In an Interval Type-2 fuzzy system, the
membership functions can now return a range of values for the membership
degrees, which vary depending on the uncertainty involved in not only the inputs,
but also in the same membership functions [5, 6]. When we consider noise presence
for the IT2FLC, the results show that the Interval Type-2 Fuzzy Logic System has
better stability characteristics. Interval Type-2 Fuzzy Sets have shown to handle
uncertainty in the field of Fuzzy Control [6].

The Bee Colony Optimization (BCO) metaheuristic has been successfully applied
to various engineering and management problems by Teodorović et al. [7–9]. This
study focuses on using a new Optimization technique called the BCO to find the
optimal Fuzzy membership functions of controlling the trajectory in an autonomous
mobile robot and the filling in the water tank. The term intelligence is defined as the
ability to make the right decision [10] of human or bio-systems. By the definition, the
BCO mimics the honey foraging behavior of bees [11] and uses mechanisms, such
as, the waggle move to optimally locate honey sources and to find new source could
be a choice of intelligence control system.

This work focuses on a statistical comparison of Fuzzy BCO and BCO algorithm
on tuning fuzzy controllers for two problems. Section 2 describes a briefly
describes of Interval Type-2 Fuzzy Logic System. Section 3 describes the studied
cases. Section 4 describes the BCO and the Fuzzy BCO algorithm. Section 5
describes the comparative results with the two techniques. Section 6 describes the
statistical comparison, Finally, Sect. 7 offers some conclusions of this work.

2 Interval Type-2 Fuzzy Logic System

Based on Zadeh’s ideas [12, 13], in 1972 Mizumoto et al. [14] presented the
mathematical definition of a type-2 fuzzy set. Since then, several authors have
studied these sets, for example in [15, 16] Mendel, John and Mouzouris defined
these sets as follows:

An Interval Type-2 Fuzzy Set A ̃, denoted by μ
Ã
xð Þ and μ̄A ̃ xð Þ is represented by

the lower and upper membership functions of μÃ xð Þ. Where x∈X. In this case,
Eq. (1) shows a sample IT2FS [16–18].

A ̃= x, uð Þ, 1ð Þj∀x∈X,∀u∈ Jx⊆ 0, 1½ �f g ð1Þ

where X is the primary domain, Jx is the secondary domain. All secondary degrees
μÃ x, uð Þ� �

are equal to 1. Figure 1 shows the architecture of an IT2FLS.
The output processor includes a type-reducer and defuzzifier; it generates a

Type-1 fuzzy set output (from the type-reducer) or a crisp number (from the
defuzzifier) [15–18].
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In this paper the statistical comparison with BCO and Fuzzy BCO in the opti-
mization of the parameter values of the membership functions applied to design
fuzzy controllers is presented. The two control problems and the fuzzy BCO
algorithm are detailed in the following sections.

3 Studied Cases

3.1 Water Tank Controller

The first problem to be considered is known as the water tank controller, which
aims at controlling the water level in a tank, therefore, based on the actual water
level in the tank the controller has to be able to provide the proper activation of the
valve. To evaluate the valve opening in a precise way we rely on fuzzy logic, which
is implemented as a fuzzy controller that performs the control on the valve that
determines how fast the water enters the tank to maintain the level of water in a
better way [19]. The process of filling the water tank is presented as a differential
equation for the height of water in the tank, H, and is given by Eq. (2).

d
dt
Vol=A

dH
dt

= bV − a
ffiffiffiffi
H

p
ð2Þ

Where Vol is the volume of water in the tank, A is the cross-sectional area of the
tank, b is a constant related to the flow rate into the tank, and a is a constant related

Fig. 1 Architecture of an interval type-2 fuzzy logic system
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to the flow rate out of the tank. The equation describes the height of water, H, as a
function of time, due to the difference between flow rates into and out of the tank.
The Membership functions are for the two inputs to the fuzzy system: the first is
called level, which has three Trapezoidal membership functions with linguistic
values of low, okay and high. The second input variable is called rate with three
membership functions corresponding to the linguistic values of negative, none and
positive. The fuzzy logic controller has an output called valve, which is composed
of five Trapezoidal membership functions with the following linguistic values:
closefast, closeslow, nochange, openslow and openfast, and we show in Fig. 2 the
representations of the input and output variables. Figure 3 represents the Fuzzy
Controller in the model.

The rules are based on the behavior of the water tank to be filled. All the
combinations of rules were taken from experimental knowledge according to how
the process is performed in a tank filled with water, which are detailed in Table 1.

Fig. 2 Characteristics of the type-1 FLC

Fig. 3 Block diagram for the simulation of the FLC
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3.2 Mobile Robot Controller

The second studied case is for controlling the trajectory of the unicycle mobile
robot [20]. We added levels of perturbation (noise) in the model with the goal of
analyzing the behavior under uncertainty. The model consisting of two driving
wheels located on the same axis and a front freewheel, and Fig. 4 shows a graphical
description of the robot model.

The robot model assumes that the motion of the free wheel can be ignored in its
dynamics, as shown by Eqs. (3)–(4).

M qð Þv ̇+C q, q ̇ð Þv+Dv= τ+P tð Þ ð3Þ

where,

q= x, y, θð ÞT is the vector of the configuration coordinates,

υ= v,wð ÞT is the vector of velocities,
τ= τ1, τ2ð Þ is the vector of the torques applied to the wheels of the robot where

τ1 and τ2 denote the torques of the right and left wheel,
P∈R2 is the uniformly bounded disturbance vector,
M qð Þ∈R2 × 2 is the positive-definite inertia matrix,
C q, q ̇ð Þϑ is the vector of centripetal and Coriolis forces, and
D∈R2 × 2 is a diagonal positive-definite damping matrix.

The kinematic system is represented by Eq. (4).

Table 1 Rules for the first
studied case

# Rules Input 1
level

Input 2
rate

Output
valve

1 okay — nochange
2 low — openfast
3 high — closefast
4 okay positive closeslow
5 okay negative openslow

Fig. 4 Mobile robot model
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q ̇=
cos θ
sin θ
0

0
0
1

2
4

3
5

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
J qð Þ

v
w

� �
|ffl{zffl}

υ

ð4Þ

where,

x, yð Þ is the position in the X – Y (world) reference frame,
θ is the angle between the heading direction and the x-axis, v and w are the

linear and angular velocities.

Furthermore, Eq. (5) shows the non-holonomic constraint which this system has,
which corresponds to a no-slip wheel condition preventing the robot from moving
sideways.

y ̇ cos θ− x ̇ sin θ=0 ð5Þ

The Membership functions are for the two inputs to the fuzzy system: the first is
called ev (angular velocity), which has three membership functions with linguistic
values of N, Z and P. The second input variable is called ew (linear velocity) with
three membership functions with the same linguistic values. The type-1 fuzzy logic
controller has two outputs called T1 (Torque 1), and T2 (Torque 2), which are
composed of three trapezoidal membership functions with the following linguistic
values, respectively: N, Z, P, and in Fig. 5 we show the representations of the input
and output variables.

The combination of the rules is shown in Table 2 and the model of the Fuzzy
Logic Controller can be found in Fig. 6.

Fig. 5 Inputs and outputs variables of the type-1 FLC of the mobile robot controller
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The test criteria are a series of Performance Indices; where the Integral Square
Error (ISE), Integral Absolute Error (IAE) and Root Mean Square Error (RMSE)
are used, respectively shown in Eqs. (6)–(8).

ISE=
Z∞
0

e2 tð Þdt ð6Þ

IAE=
Z t

0

ðjΔPðtÞj+ jΔQðtÞjÞdtÞ ð7Þ

ε=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N

t=1
ðXt −X ̂tÞ2

s
ð8Þ

Table 2 Fuzzy rules used by the fuzzy controller of mobile robot

# Rules Input 1
ev

Input 2
ew

Output
T1

Output
T2

1 N N N N
2 N Z N Z
3 N P N P
4 Z N Z N
5 Z Z Z Z
6 Z P Z P
7 P N P N
8 P Z P Z
9 P P P P

Fig. 6 Fuzzy controller of the mobile robot
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4 Bee Colony Optimization Algorithm

4.1 Original BCO

The communication between individual insects in a colony of social insects has
been well known. The BCO is inspired by the bees’ behavior in the nature. The
basic idea behind the BCO is to create the multi agent system (colony of artificial
bees) capable to successfully solve difficult combinatorial optimization problems.
The artificial bee colony behaves partially alike, and partially differently from bee
colonies in nature [7, 19, 21]. The basic step of the BCO algorithm is shown in
Table 3. The BCO algorithm is based on Eqs. (9)–(12):

Pij, n =
½ρij, n�α.½ 1dij�

β

∑
j ∈ Ai, n

½ρij, n�α.½ 1dij�
β ð9Þ

Di =K.
Pfi

Pfcolony
ð10Þ

Pfi =
1
LI

,Li =Tour Length ð11Þ

Pfcolony =
1

NBee
∑
NBee

i=1
Pfi ð12Þ

Table 3 Basic steps of the BCO algorithm

Pseudocode of BCO

1. Initialization: an empty solution is assigned to every bee;
2. For every bee: //the forward pass

a) Set k = 1; //counter for constructive moves in the forward pass;
b) Evaluate all possible constructive moves;
c) According to evaluation, choose on move using the roulette wheel;
d) k = k + 1; if k ≤ NC goto step b.

3. All bees are back to the hive; //backward pass stars.
4. Evaluate (partial) objective function value for each bee;
5. Every bee decide randomly whether to continue its own exploration and become a recruiter, or
to become a follower;
6. For every follower, choose a new solution from recruiters by the roulette wheel;
7. If solutions are not completed goto step 2;
8. Evaluate all solutions and find the best one;
9. If stopping condition is not met goto step 2;
10. Output the best solution found.

B: Represents the number of bees in the hive.
NC: Represents the number of constructive moves during one forward pass.
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Equation (9) represents the probability of a bee k located on a node i selects the next
node denoted by j, where, Ni

k is the set of feasible nodes (in a neighborhood) connected
to node i with respect to bee k, ρij is the probability to visit the following node. Note
that the β is inversely proportional to the city distance; dij represents the distance of
node i until node j, for this algorithm indicate the total the dance that a bee have in this
moment. Finally, α is a binary variable that is used to find better solutions in the
algorithm. Equation (11) represents that a waggle dance will last for certain duration,
determined by a linear function, where K denotes the waggle dance scaling factor, Pfi
denotes the profitability scores of bee i as defined in Eq. (12) and Pfcolony denotes the
bee colony’s average profitability as in Eq. (13) and is updated after each bee com-
pletes its tour. For this research the waggle dance is represented by the mean square
error (MSE) that the model to find once that is done the simulation in the iteration of
the algorithm. In the BCO algorithm, a bee represents the values of the distribution of
the membership functions. The design of the T1FLS for the mobile robot controller has
Trapezoidal membership functions in the inputs and outputs (see Fig. 5), obtaining a
total of 48 values. The variable Pos represents the size for each bee that for this studied
case is of 48 values, and for the second studied case is of 44 values.

4.2 Fuzzy BCO

In the BCO algorithm the waggle dance represents the intensity with which a bee
finds a possible good solution. If the intensity of the waggle dance is large this
means that the solution found by the bee is the best of all the population. For this
work the waggle dance is represented by the mean square error that all models find
once the simulation in the iteration of the algorithm is done [19–21]. For measuring
the iterations of the algorithm, it was decided to use the percentage of iterations as a
variable, i.e. when starting the algorithm the iterations will be considered ‘‘low’’,
and when the iterations are completed it will be considered ‘‘high’’ or close to
100%. We represent this idea using Eq. (13) [19–21]:

Iteration =
Current Iteration

Maximumof Iterations
ð13Þ

The diversity measure is defined by Eq. (14), which measures the degree of
dispersion of the bee, i.e. when the bees are closer together; there is less diversity as
well as when bees are separated then the diversity is higher. As the reader will
realize the equation of diversity can be considered as the average of the Euclidean
distances between each bee and the best bee [19, 20].

DiversityðSðtÞÞ= 1
ns

∑
nx

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XijðtÞ−Xj̄ðtÞÞ2

q
ð14Þ

The fitness function in the BCO algorithm is represented with the Mean Square
Error shown in Eq. (15). For each Follower Bee for N Cycles, the Type-1 FLS
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design for the BCO algorithm is evaluated and the objective is to minimize the
error.

MSE=
1
n
∑
n

i=1
ðY ̄i − YiÞ2 ð15Þ

The distribution of the membership functions in the inputs and outputs is real-
ized in a symmetrical way. The design of the input and output variables can be
appreciated in Fig. 7 and Fig. 8 for the Type-1 FLS and Interval Type-2 FLS,
respectively. The rules are shows in Table 4.

Fig. 7 Fuzzy BCO T1FLS

Fig. 8 Fuzzy BCO IT2FLS
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5 Comparative Results

Experimentation was performed with perturbations. We used the specific noise
generators with Band-Limited noise with a value of 0.5 and delay of 1000. The
configuration of the each experiment was with the following parameters; Popula-
tion of 50, Follower Bees of 30, MaxCycle of 20, Alpha and Beta of 0.5 and 2.5 for
the Original BCO and Dynamic for the Fuzzy BCO with T1FLS and IT2FLS.
Simulation results in Table 5 shows the best experiment without perturbation in the
fuzzy logic controller for each bio-inspired algorithm.

Table 5 shows that when the perturbation is not applied in the model the
Fuzzy BCO with Interval Type-2 FLS is better with a simulation error of 0.00002.

Table 6 shows in the studied case of the mobile robot controller that when we
used the Interval Type-2 FLS in the model the simulation error is better. Figure 9
shows a comparison with the results with the three methods considered in the work
for the first and Fig. 10 for the second studied cases.

The behavior of the Fuzzy BCO with Interval Type-2 FLS, Type-1 FLS and the
Original BCO is presented in Figs. 11, 12 and 13 for the mobile robot controller.

In Fig. 14, a comparison of the proposed method applied a bee colony opti-
mization with parameter dynamics against other nature inspired techniques that

Table 4 Rules for the FBCO with dynamic beta and alpha

# Rules Input 1
iteration

Input 2
diversity

Output
beta

Output
alpha

1 Low Low High Low
2 Low Medium MediumHigh Medium
3 Low High MediumHigh MediumLow
4 Medium Low MediumHigh MediumLow
5 Medium Medium Medium Medium
6 Medium High MediumLow MediumHigh
7 High Low Medium High
8 High Medium MediumLow MediumHigh
9 High High Low High

Table 5 Average or 30 experiments for the water tank controller without perturbation

Index Methods
Original BCO FBCO with T1FLS FBCO with IT2FLS

ISE 1.6909 1.7545 1.7769
IAE 4.0853 4.0933 4.3245
MSE 0.0520 0.0006 0.0003
RMSE 0.0122 0.0086 0.0531
SD 0.0116 0.0008 0.0005
Best 0.0076 0.0001 0.00002
Worst 0.0541 0.0047 0.0025
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Table 6 Average or 30 experiments for the mobile robot controller without perturbation

Index Methods
Original BCO FBCO with T1FLS FBCO with IT2FLS

ISE 7.8503 7.5676 7.9283
IAE 19.1775 18.5116 19.3201
MSE 7.4609 11.2145 7.9848
RMSE 13.3005 18.2449 13.4967
SD 10.2270 13.9492 10.0397
Best 0.0086 0.0606 0.0059
Worst 46.9678 41.8009 44.9853

Fig. 9 Comparative results of water tank controller with perturbation

Fig. 10 Comparative results mobile robot controller

302 L. Amador-Angulo and O. Castillo



Fig. 11 Behavior of the
original BCO

Fig. 12 Behavior of the
fuzzy BCO-T1FLS

Fig. 13 Behavior of the
fuzzy BCO-IT2FLS
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have been applied to solve the same problem, of mobile robot controller is shown
[22–24]. The tracking error of the proposed method clearly outperforms the other
techniques.

6 Statistical Test

The statistical test used for result comparison is the z-test, whose parameters are
defined in Table 7. We realized the statistical test with a sample of 30 experiments
randomly for each method, obtaining the results contained in Table 8. In applying
the z-test statistic, with a significance level of 0.05, and the alternative hypothesis
says that the results found of the proposed method (IT2FBCO) is lower than the of
the Original BCO, and of course the null hypothesis tells us that the results of the
proposed method are greater than or equal to the results of Original BCO, with a
rejection region for all values that fall below −1.645. Tables 8 shows the statistical
test results.

Fig. 14 Comparison all optimization method for the fuzzy optimal control designs
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7 Conclusions

This paper presents a statistical comparison of the Original BCO and Fuzzy BCO
algorithm to tune membership functions in fuzzy controller design. With the
intention of demonstrating, statistically, that the robustness of the Fuzzy BCO with
IT2FLS is better than the Original BCO for the stabilization of the problems in
Fuzzy Control. Results obtained shown that finding the optimal alpha and beta
values through fuzzy sets significantly improve the performance of the BCO
algorithm therefore, it is shown that these parameters; alpha representing the
exploitation and beta representing exploration, they are a good technique in opti-
mizing parameters of fuzzy logic controller.

The future work includes the realization of the optimization with FBCO of the
Interval Type-2 FLS in both Fuzzy Controllers.
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Load Frequency Control
of Hydro-Hydro System with Fuzzy
Logic Controller Considering
Non-linearity

K. Jagatheesan, B. Anand, Nilanjan Dey, Amira S. Ashour
and Valentina E. Balas

Abstract The current work handles Automatic Generation Control (AGC) of an
interconnected two area hydro-hydro system. The proposed system is integrated with
conventional Proportional Integral (PI) as well as Fuzzy Logic Controller (FLC).
Since, the conventional PI controller does not offer sufficient control performance.
Thus, non-linearities such as the Generation Rate Constraint (GRC) and Governor
Dead Band (GDB) are included in the system in order to overcome this drawback
with employing Fuzzy Logic Controller (FLC) in the system. The results reported
the time domain simulation that used to study the performance, when 1% step load
disturbance is given in either area of the system. Furthermore, the conventional PI
controller simulation results are compared to fuzzy logic controller. The simulation
results depicted that the FLC achieved superior control performance.
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Keywords Load frequency control ⋅ Generation rate constraint
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Nomenclature

Δ Deviation
i Subscript referred to area (1, 2)
f Nominal system frequency
Kpi Gain constant of generator
Tpi Time constant of a generator
Pri Rated area power
T1, T3 Time constants of hydro governor
T2 Mechanical governor reset time constant
Tw Water starting time
Kdc Gain associated with dc link
Tdc Time constant of dc link
T12 Synchronizing coefficient
Ptie Tie line power
Pdi Load disturbance
Ri Governor speed regulation parameter
Bi Frequency bias constant
KP Proportional controller gain
Ki Integral controller gain
a12 Pr1/Pr2
ACE Area Control Error
LFC Load Frequency Control
J Cost index
T Sampling time period

1 Introduction

For successful interconnected electric power system operation, matching of the total
generation with total load demand, in addition to the system losses reduction is
required. Since, in the electric power system, the operating point may change with
respect to time. This leads to undesirable effects [1], which can be overcome by
controllers or automatic generation controllers. To perform this task, the area
control error (ACE) is properly adjusted to comprise the system frequency and tie
line power exchanges, which referred to as tie line bias control. Typically, the AGC
studies are carried out using simulation models. Numerous research works intro-
duced different models for the interconnected thermal and hydro-thermal system
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[2–13]. The system frequency deviation and tie line power exchange are controlled
through ACE in conventional control process as follows:

ACE= Df ⋅B+ΔPtie ð1Þ

Here, Δf is frequency deviation, B is frequency bias constant, and ΔP tie is the
change in tie line power. Consequently, the present study introduced the perfor-
mance of two area interconnected hydro-hydro system with conventional PI and
fuzzy logic controller. Since, the conventional PI control approach does not provide
satisfactory control performance, when using 1% step load disturbance in either area
of the system. Thus, an optimal fuzzy logic controller is proposed in this paper. The
complexity to obtain the optimum settling time of the controller is mitigated by
using FLC.

The structure of the remaining sections is as follows. Section 2 included the
system under investigation. The fuzzy logic controller is explained in Sect. 3.
Section 4 illustrated the results along with the discussion. Finally, the conclusion is
presented in Sect. 5.

2 System Studied

The block diagram of two area interconnected hydro-hydro power system employed
in the proposed study is illustrated in Fig. 1. In the conventional procedure, each
area within the system, which operates at a different frequency and tie line power
exchanges between the areas is computed as the product of the tie line constant and
the angular difference between the areas [14]. Traditional turning methods are
considered unsuccessful for hydro-hydro interconnections. In the proposed system,
the frequency of both the areas is proposed to be same difference between the area
frequencies which can be neglected. Also tie line computation block is absent. The
system dynamics and system performance is improved significantly with the
inclusion of incremental DC link power flow. The frequency control of intercon-
nected power systems through the DC link is concerned. In order to obtain tie line
power, the following power balance equation is used [15].

Ptie+Pgi−Pdi= Hi d fð Þ ̸dt½ � ð2Þ

where, Ptie is the tie line power flow, Pgi is the area generation of ith area, Pdi is
the ith area load disturbance, Hi is the inertia constant of ith area and f is the system
frequency. This model approach is not unjustified. Divya and Rao [15] stated that
“in AGC studies, the momentary difference between the frequencies of different
areas can be ignored”. For all AGC purpose, the frequency used for one area to
compute ACE should be the same as used in the other areas so long as they remain
interconnected.
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2.1 Conventional PI Controller

The PI controller generates an output signal which consists of two terms, namely
the proportional to error signal and the Integral of error signal [2], given be:

u tð Þ= μ½e tð Þ+
Z

e tð Þ dt� ð3Þ

u tð Þ=Kp eðtÞ+Ki

Z
e tð Þ dt ð4Þ

Here, Kp is the proportional controller gain and Ki is the integral controller gain.
By applying the Laplace transform, the following expression is obtained.

u sð Þ=KpE sð Þ+Ki sð Þ ̸E sð Þ ð5Þ

U Sð Þ ̸E Sð Þ=Kp +Ki ̸s ð6Þ

The integral square error (ISE) technique is adopted in both the areas to find the
optimum PI value. Figure 2 demonstrated the performance index curve. For ISE
technique, the used objective function is given by:

Fig. 1 Block diagram of two area hydro-hydro power system
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J =
Z

Δf21 +Δf22 +ΔPtie2
� � ð7Þ

where, ΔT is the small time interval during sample, Δf is the changing frequency
and ΔPtie is the change in tie line power.

2.2 Governor Dead Band

The Governor dead band is known as the total magnitude of a sustained speed
change, where no resulting change in the valve position is produced. A continuous
sinusoidal oscillation which has natural period of about 2 s is produced using the
Backlash non-linearity [16, 17]. The speed governor dead band has major influence
on the dynamic performance of load frequency control system. The hysteresis of the
non-linearities is given by y= f ðx, x ̇Þ rather than y=FðxÞ.

Assume that the variable x is sufficiently close to a sinusoidal in order to solve
the non-linear problem, thus:

x≈ASinω0t ð8Þ

where, A and ω0 are the oscillation amplitude and frequency; respectively, which
expressed by:

ω0 = 2πf0 = π ð9Þ

The variable function is periodic, complex and can be developed as a Fourier
series [16], which expressed by:
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Fðx, x ̇Þ=F0 +N1x+
N2

ω0
x ̇+ . . . ð10Þ

Since, the backlash nonlinearity is symmetrical about the origin, thus F0 is zero.
For simplicity, higher order terms can be neglected in Eq. (10), where the Fourier
co-efficient are derived as N1 = 0.8 and N2 = −0.2. Substituting these values in
Eq. (10), thus the transfer function for GDB is expressed as follows:

Fðx, x ̇Þ=0.8x−
0.2
π

x ̇ ð11Þ

2.3 Generation Rate Constraint

Due to thermodynamic and mechanical constraint in the practical steam turbine
system, there is a boundary to the rate at which its output power (dp1/dt) can be
changed. This limit is known as the generation rate constraint. The rate limits are
impressed to avoid a broad variation in the process variables, such as the temperature
and pressure for the equipment safety. Generation rate constraint of 30% p.u. MW/
min are usually applied to non-reheat turbines [18]. Typically, it was established
from the literatures that fuzzy logic controller can be applied in several applications
including AGC [19–30].

To prevent the extreme moment, a limiter is also added to the rate limit on valve
position. These constraints yield to nonlinear system. The frequency control pro-
vides larger peak overshoots and larger settling time in the dynamic responses with
the presence of GRC than those without considering GRC.

3 Fuzzy Logic Controller

Fuzzy logic control is based on a logical system, which inspirited by the human
thinking and natural language system. Recently, fuzzy logic is employed in almost
all sectors of industry and science. Since, the main goal of load frequency control in
interconnected power system is to preserve the balance between production and
consumption. Moreover, the conventional control techniques may not provide
satisfactory solutions due to the complexity and multi variable conditions of the
power system, [28–31]. Conversely, their robustness and reliability make fuzzy
controllers useful in solving an extensive range of control problems. Therefore, the
artificial intelligence based gain scheduling is an alternative technique generally
used in designing controllers for non-linear systems. The fuzzy logic controller is
comprised of four main components; namely the fuzzification, inference engine,
rule base and defuzzification. The fuzzification transforms the numeric/crisp value
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into fuzzy sets [32]. The Fuzzification process is used to convert a numerical
variable (real number or crisp variables) into a linguistic variable (fuzzy number).

To design the fuzzy controller, it is required to decide which state variables
represent the system dynamic performance must be taken as the input signal to the
controller. System variables, which are used as the fuzzy controller inputs com-
prises states error, state error derivative or state error integral. In the power system,
Area Control Error (ACE) and its derivative (d(ACE)/dt) are chosen to be the input
signals of fuzzy AGC.

The membership function (MF) is a graphical illustration of the magnitude of
participation of each input. There are different MFs associated with each input and
output response. In this study, the triangular MF for input and output variables is
used. The number of MFs determines the quality of control which can be achieved
using fuzzy controller, where as the number of MF increases, the control quality
improves. As the number of linguistic variables increases, the computational time
and required memory increases. Consequently, a compromise between the control
quality and computational time is needed to select the number of linguistic
variables.

Recently, fuzzy set theory based approach has emerged as a complement tool to
mathematical techniques for solving power system problems. Fuzzy set theory and
fuzzy logic establish the rules of a non-linear mapping, which obtained based on
experiments of the process step response, error signal and its time derivative.
Figure 3 demonstrated the fuzzy logic controller, which has two input signals,
namely ACE and ACE. The output signal (y) is used for controlling the load
frequency control in the interconnected power system.

The foremost component of the FLC is the inference engine, which performs all
logic manipulations. The rule base consists of MFs and control rules [33]. In the
proposed study, mamdani fuzzy inference engine is selected and the centroid
method is used in defuzzification process. Seven triangular MFs are taken, thus 49
control rules are used in the proposed study. Ranges of the MFs are chosen from
simulation results. The control rules are built from the If-then statement.

Fig. 3 Block diagram of fuzzy logic controller
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Fig. 4 a Frequency deviation in area 1, b frequency deviation in area 2, c change in tie line
power, d frequency deviation in area 1 with PI and FLC, e frequency deviation in area 2 with PI
and FLC, f change in tie line power with PI and FLC
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Fig. 4 (continued)
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In a fuzzy scale, each MF of the seven linguistic states of triangular type are
mapped into the values of Negative Large (NL), Negative Small (NS), Negative
Medium (NM), Zero Error (ZE), Positive Small (PS), Positive Medium (PS) and
Positive Large (PL).

4 Simulation Results and Discussion

The conventional PI and fuzzy logic controller are applied to two area intercon-
nected hydro-hydro power system. Performance criteria, such as the settling time
and overshoots are considered in the simulation for the system dynamic parameter,
frequency deviation in both the area and the tie line power deviations. A system
with load disturbance of 1% step is simulated in either area of the system. Fre-
quency deviations in area 1 and 2 with conventional PI controller are illustrated in
the Fig. 4a and b; respectively. In addition, the tie line power deviation is
demonstrated in the Fig. 4c. Comparative results of PI and FLC for frequency
deviation in area 1 and 2 is depicted in Fig. 4d, e. The tie line power deviation is
shown in Fig. 4f.

Figure 4 established that the conventional PI controller does not provide good
control performance. Furthermore, it takes more settling time to settle down the
steady state error due to the fixed value of PI gains irrespective of the changing
errors. However, the fuzzy logic controller provides satisfactory control perfor-
mance compared to the conventional PI controller. The tie line waveform reported
that the FLC yields very good performance, while the PI controller has high
oscillations nearer to set point.

5 Conclusion

In this study, the fuzzy logic controller is employed for load frequency control. The
proposed controller can handle two area hydro power systems, which achieved
adequate control performance. The proposed controller effectiveness in increasing
the damping of load and inter area modes of oscillations is demonstrated in the two
area interconnected power system. The simulation results are compared to a con-
ventional PI controller, which reported that the proposed intelligent controller
improved the dynamic response. The presence of FLC in both areas and small step
perturbation in either area provided better dynamic response than with conventional
PI controller. Thus, the simulation results confirm that the fuzzy logic controller
greatly reduces the overshoots as well as the settling time.
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Evolutionary Algorithm Tuned Fuzzy PI
Controller for a Networked HVAC
System

Narendra Kumar Dhar, Nishchal K. Verma and Laxmidhar Behera

Abstract Heating, ventilation and air-conditioning (HVAC) system is an important

component of Smart Home. The HVAC system is connected to network for the trans-

fer of measurement data and control action packets from sensors to controller and

controller to actuators respectively. The HVAC system can therefore be categorized

as a Cyber-Physical system (CPS). Such systems are prone to communication uncer-

tainties like packet losses and delays. Such systems require integrated architecture

of communication and control. An evolutionary algorithm tuned fuzzy PI controller

design coupled in a communication framework is presented in this paper for perfor-

mance improvements of HVAC system. The entire architecture considers relevant

system objectives based on system states and actuator actions. The formulated prob-

lem has been solved through real time optimization approach using the designed

controller following the communication protocol. The developed algorithm helps

in obtaining optimal actuator actions and shows a fast convergence to the different

desired temperature sets. The results also show that the system can recover from

sudden burst packet losses.

Keywords Cyber-physical system (CPS) ⋅ Heating ventilation and air

conditioning (HVAC) ⋅ Fuzzy proportional-integral (PI) ⋅ Evolutionary algorithm

Wireless networked control

1 Introduction

Smart Homes have been an active technical research area in decades. They are

founded on a symbiosis of applications that is geared for central control. The smart

home concept on a large scale consists of lot of physical systems which are to be

monitored and controlled using communication networks and means [1, 2]. The

whole system can be viewed as Cyber-Physical system (CPS). A proper control and
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coordination between the systems can provide improved convenience, comfort,

energy efficiency, robustness, reliability and has promise of providing increased

quality of life. The heating, ventilation and air-conditioning (HVAC) system stands

out as the essential component of Smart Home.

CPS is the intersection between the computational platform, networks and phys-

ical processes. Hence effective system integration design has emerged as biggest

challenge [3, 4]. The difficulty emerges due to the heterogeneity of components and

interactions across different platforms during the design. The interactions between

the two platforms affect each other. The compositionality across multiple domains

is a big challenge because of the lack of orthogonality among the design principles.

CPS therefore requires the understanding of the joint dynamics of physical, compu-

tational, and communication disciplines.

The HVAC system comprise of a number of mechanical and electrical compo-

nents [5]. These include the cooling, and heating units (chillers, dehumidifier and

boilers), the ventilation units (air handling unit and variable air volume unit), and

different zones handled by air regulator units. The hardware components include

sensors (e.g., humidity, temperature and flow rate), mechanical and electrical actua-

tors (e.g., valves, coils and dampers) and controllers form the parts of each subsys-

tem. All these components need to be coordinated properly using communication

protocol and control algorithm.

Communication architecture forms an integral part of CPS. The sensor-actuator

network and various nodes deployed in between are responsible for reliable data

transmission during real time control [6]. The realization of such proper commu-

nication architecture is challenged by heterogeneous reliability requirements, delay

bounds, node mobility and route failures, channel errors and the energy efficiency of

nodes [7].

From the application point of view there is dearth of approaches for the framework

which involves the aspects of control, computation and communication simultane-

ously. Various works have been done on HVAC system. Improvement in performance

for HVAC system has been investigated by the implementation of multiple-input-

multiple-output (MIMO) robust controllers in [8]. Internet-based monitoring and

controls for HVAC system has been done in [9] but lacks the inclusion and effects of

communication constraints on the performance of system. The work in [10] proposes

a distributed architecture for HVAC sensor fault detection and isolation. The work

in [11] considers networked HVAC system as case study and proposes an online

optimization approach for both control and communication parameters. This paper

attempts to provide a combined framework for HVAC system. The approach is sum-

marized as follows.

(1) A joint framework is presented which integrates both control and communica-

tion. An overall optimization objective is considered which accounts for various

system constraints such as dropped packets, time delay etc.

(2) A communication protocol for online control of CPS is considered. This pro-

tocol coordinates with the control of physical processes and helps in effective

transmission of measurement and control input packets.
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(3) The comfort level of different zones in terms of different temperature require-

ment in a limited number of sampling periods is being achieved through the

given approach. The fuzzy PI controller auto tuned by evolutionary algorithm

gives a good and fast convergence.

The rest of the paper is organized as follows. In Sect. 2, the paper presents the

modeling of HVAC system, the mathematical relation of thermal level attained in

the respective zones and the required preliminaries. Since the HVAC model is a net-

worked system, Sect. 3 provides the communication protocol connecting the physical

devices, sensors, actuators etc. Section 4 contains the fuzzy PI controller design. The

fuzzy control parameters are tuned using evolutionary algorithm. The algorithm is

given in Sect. 5. The case study results are shown in Sect. 6. Section 7 summarizes

the main conclusion of the work presented in the paper.

2 HVAC System Modeling

The HVAC system consists of number of subsystems. The optimization of individual

subsystem leads to suboptimal solutions. Therefore a joint framework approach is

required to obtain the optimal solution for the whole system.

The thermal system [11] consisting of four zones as shown in Fig. 1 is considered

for our analysis. The HVAC inlet lets the fresh air enter inside at temperature T0(t)
and flow rate f0(t). This is mixed with a part of recirculated air. The mixed air passes

through the heat exchanger coil where an amount of heat (positive for heating and

negative for cooling) is exchanged with the mixed air. The resulting air temperature

in heat exchanger is Ts. It is assumed that perfect mixing in heat exchanger takes

place.

Fig. 1 HVAC system model
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The conditioned air from the heat exchanger is passed into the thermal zones. Each

zone has an actuator for controlling the air flow rate. The individual actuator action

a can vary depending on the temperature requirement of each zone. It is assumed

that the temperature throughout the thermal space is same as that of air entering and

exiting out of it. The air returning from each zone is let out and the remaining air is

allowed to mix with air from outside.

The controllers work in tandem to regulate the temperature of air in the heat

exchanger coils as well as actuator actions to maintain the flow rate to attain desired

temperature in each zone. It is assumed that there are no infiltration and exfiltration

effects and thus the net flow rate is the sum of individual flow rates. The air humidity

and transient effects in different parts of the system are neglected.

There are ns wireless sensors deployed to measure the physical process of inter-

est. The respective process state variables associated are {xj|1 ≤ j ≤ ns} in numbers.

Similarly there are na actuators and the actions are defined as ai{1 ≤ i ≤ na}. The

sampling period length is fixed and is given as h.

The dynamics of the system states for HVAC are considered same as [11] and is

given as:

ẋ(t) = f (a, t)x(t) + g(a, t) (1)

where f (a, t) ∈ ℝna×n
and g(a, t) ∈ ℝn×na are functions of a(t). The control input is

generated after each sampling period; hence the discrete system state is

x[k] = F(a[k − 1])x[k − 1] + G(a[k − 1]) (2)

where, F(a[k]) = exp(∫ hk+1
hk

f (a, t)dt), and G(a[k]) = exp(∫ hk+1
hk

g(a, t) exp(∫ t
h f (a, 𝜏))

d𝜏).
The system state X = {x, a} is defined for all the variables considered for system

objective function. The objective function is given as

J(X) = J{x, a}
J(x, a) =𝜆1J1 + 𝜆2J2 +⋯ + 𝜆nJn (3)

where, 𝜆i, Ji{i = 1, 2,… , n} are weighting factors and individual cost functions

respectively. The objective function is constrained by limited abilities of actuator

devices a ∈ [a, a], dropped packets and time delay during communication.

The system equation is based on energy conservation principle and is given by

𝜌acpVẋ = f𝜌acp(Ts − x) + Q (4)

where, x is the temperature of thermal zone, 𝜌a is air density, cp is specific heat

capacity, V is volume of the thermal zone, f is the air flow rate, Ts is the temperature

of heat exchanger coil, and Q is the thermal load.
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3 Communication Protocol

The network transmission of data packets are prone to time delays and packet losses

[12–14]. The Fig. 2 shows the schematic of closed network between sensors, con-

troller and actuators using wireless communication. The concept of communication

model as in [11] has been employed in our work. The estimation and prediction [15]

of system states and control decisions form an integral part of this.

The actuators are time-driven. The sensors and actuators are synchronized with

the same sampling period h. The control packet with the latest timestamp is used

for controlling the plant. The packets arriving at the actuators in incorrect sequence

are considered as dropped packets. The packets which are corrupt are also consid-

ered as dropped packets. The communication model considers a number of control

intervals 𝜃a. Each control interval 𝜃a indexed as ka and its successive values con-

sists of number of sampling periods ks. The length of each sampling period is fixed

but the control intervals have variable lengths. The algorithm obtains the optimal

length of each control interval. Larger the length of each control interval better the

decision for actuator actions. The actuator actions are decided based on the compar-

ative value of objective function. The algorithm obtains the objective function value

for the forthcoming control interval [ka + 2] at different sampling instants ks. Since

the sensors, controller and actuators are well synchronized each of them perform

their tasks accordingly during the respective sampling periods. Basically the tasks

are scheduled for each of the devices in the network.

The sensors report the measurement packets as well as other required packets

to the controller in the initial phase of each sampling period. After the packets are

transmitted the sensors go on to sleep mode for the rest of the sampling period.

The controller receives the packets from the sensor as the first task in every sam-

pling period. It then estimates and predicts the system states [16, 17]. The objective

function value is determined based on all the estimated and predicted states and

Fig. 2 Schematic of cyber physical system



324 N. K. Dhar et al.

control actions. It then waits for the next sampling period. The actuators continue

to act as per the control commands received at the beginning of each control inter-

val. The actuator has a task of receiving the command packets in the last sampling

period. After the required packets are received successfully the actuator sends back

the acknowledgments to the controller. If the packets are corrupt or get dropped due

to inconsistency in the communication the actuators continue to perform as per the

previous command packets.

The controller decides the required control actions in the last sampling period. It

sends them to the actuators and waits for the acknowledgment. The control actions

are sent in the form of a command packet U[ka + 1] having index as ka + 1.

U[ka + 1] = [u[ka], ueq[ka + 2]] (5)

u[ka + 1] is control action for the next control interval. The actuator on receiving

the command packet updates its control action as u[ka + 1]. The action ueq[ka + 2]
stabilizes the system during [ka + 2]th step.

The controller does the task of estimation and prediction based on the received

packets. Similarly, the actuators also update their actions on successful reception

of packets. Hence, the communication protocol takes care of the packet losses with

the help of two parameters vi[ks] and wj[ks]. vi is designed for sensor to controller

packet losses whereas wj[ks] is for controller to actuator packet losses. On reception

of packets by the controller from the ith sensor the vith parameter is set as 1 otherwise

it is 0. The wjth parameter is 1 when the jth actuator receives command packet from

controller successfully otherwise wj = 0 (Fig. 3).

Fig. 3 Schematic of a control interval in communication model
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4 Fuzzy PI Controller

Controllers consisting of proportional-integral (PI) units are generally used in com-

mercial HVAC systems. According to Haines, PI controllers are the usually used

method to control HVAC systems in order to improve accuracy and consumption of

energy as compared to that of proportional control [18].

Automation devices typically implement the velocity or incremental algorithm.

The incremental algorithm is based on the calculation of the change in control value.

The conventional systems can be designed using fuzzy theory [19]. The PI controller

designed for the HVAC system is basically a fuzzy PI controller [20]. The incremen-

tal fuzzy PI controller with r rules is as follows:

Rule i ∶ IF e(k) is Fi, THEN

Δui(k) = Kp(k)(e(k) − e(k − 1)) + Ki(k)e(k) (6)

where e(k) = xd − x(k), xd is the desired temperature. Fi(i = 1,… , 2n − 1) are fuzzy

sets, n > 1. The number of fuzzy rules is r = 2n − 1, and Kp,Ki are PI parameters.

The fuzzy sets Fj are represented by membership functions 𝜇j. Assuming the fuzzy

set Fn accounts for e(k) = 0, Fj considers more negative e(k) than Fj+1 accounts for

1 ≤ j ≤ n − 1. Fj+1 considers more positive e(k) than Fj accounts for n ≤ j ≤ 2n − 2.

Figure 4 characterizes the membership functions 𝜇i with n = 3. ZO(F3) denotes zero,

NB(F1) represents negative big, NM(F2) is negative medium, PM(F4) is positive

medium, and PB(F5) is positive big. To improve the transient performances the gains

are set as

K1
p ≥ K2

p ≥ ⋯ ≥ Kn−1
p ≥ Kn

p ≥ 0

K2n−1
p ≥ K2n−2

p ≥ ⋯ ≥ Kn+1
p ≥ Kn

p ≥ 0

K1
i ≥ K2

i ≥ ⋯ ≥ Kn−1
i ≥ Kn

i ≥ 0
K2n−1

i ≥ K2n−2
i ≥ ⋯ ≥ Kn+1

i ≥ Kn
i ≥ 0 (7)

The final PI control input can be obtained using standard fuzzy inference method,

Fig. 4 Membership

functions for fuzzy PI

controller
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Fig. 5 Fuzzy inference for final PI control input

Δu(k) = −
r∑

i
hi(e(k))[Ki

p(k)(e(k) − e(k − 1)) + Ki
i (k)e(k)] (8)

where R1,R2,… ,Rr are r rules and each IF-THEN rule has normalized weight

hi = 𝜇i∕
∑r

j=1 𝜇j, hi ≥ 0,
∑r

i hi = 1. The final PI control input is obtained after fuzzy

inference as shown in Fig. 5. The input variable is e(k). The number of the fuzzy

rules is r = 2n − 1, and Δu(k) is obtained as output variable.

The PI controller parameters generating control signal for actuators of HVAC

system are not fixed. They are adjusted using evolutionary algorithm. The algo-

rithm considers a population of individuals representing parameters of controller.

The parameters of best individual are considered for the control input generation.

5 Evolutionary Algorithm for Tuning Fuzzy PI Controller
Parameters

The fuzzy PI control law depends on the shape of membership function and Kj
p and

Kj
i values. The fuzzy parameters need to be fine tuned. For this purpose evolution-

ary algorithm (EA) [20] has been used. EA has been widely used for optimization
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problems. EAs search for the parameters globally. The algorithm passes through

three basic processes: selection, crossover and mutation. The solution is character-

ized by a chromosome containing several genes. These genes are the required vari-

ables. A chromosome containing Nv genes, is represented as an Nv element vector.

The Np chromosomes with Nv genes can be represented through Np × Nv matrix.

Every chromosome is ranked on the basis of fitness function value. The selection

process considers highly ranked chromosomes for the mating pool. The mating takes

place with the given crossover rate Xr. There are exchange of genes between the par-

ent chromosomes from mating pool during crossover operation. The mutation pro-

cess then changes gene values of chromosomes randomly. The required parameters

of EA are Gm (generation count), NP (number of individuals in population), Xr (rate

of crossover), and Xm (rate of mutation). The basic steps followed in EA are.

5.1 Search Variables and Their Relation

The chromosomes in the population represent fuzzy PI parameters.

K1
p = K2n−1

p = Kmax
p ,K2

p = K2n−2
p = 𝛼1Kmax

p ,… ,Kn
p =

n−1∏

j=1
𝛼jKmax

p

K1
i = K2n−1

i = Kmax
i , k2i = k2n−2

i = 𝛽1Kmax
i ,… ,Kn

i =
n−1∏

j=1
𝛽jKmax

i (9)

where Kmax
p and Kmax

i are maximum PI gains and 𝛼j ∈ [0, 1], 𝛽j ∈ [0, 1], (j = 1,… , n).
The Gaussian membership functions are chosen for fuzzy sets.

𝜇j(e(k)) = e−𝜎j(e(k)−Wj)2 (10)

where 𝜎j and Wj are parameters shaping the membership functions.

W2n−1 = −W1 = 𝛿1Wmax;W2n−2 = −W2 = 𝛿1𝛿2Wmax

Wn+1 = −Wn−1 =
n−1∏

j=1
𝛿jWmax;Wn = 0

𝜎1 = 𝜖1𝜎max > 0; 𝜎n−1 = 𝜖n−1𝜎max > 0
𝜎2n−1 = 𝜎1; 𝜎n+1 = 𝜎n−1; 𝜎n = 𝜖n𝜎max > 0 (11)

where, 𝜎j > 0,Wj > 0, 𝛿j ∈ [0, 1], and 𝜖j ∈ [0, 1]. There are r = 2n − 1 fuzzy rules

and 4n − 3 fuzzy parameters. A chromosome cj therefore consists of 4n − 3 genes,

i.e. Nv = 4n − 3. For n = 3, a chromosome cj has Nv = 9 genes.
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cj = [𝛼1
j , 𝛼

2
j , 𝛽

1
j , 𝛽

2
j , 𝛿

1
j , 𝛿

2
j , 𝜖

1
j , 𝜖

2
j , 𝜖

3
j ]

The fuzzy membership function values for individual chromosome cj are then real-

ized as:

𝜇1(e(k)) = e−𝜖
1
j 𝜎max(e(k)+𝛿1j Wmax)2

𝜇2(e(k)) = e−𝜖
2
j 𝜎max(e(k)+𝛿1j 𝛿

2
j Wmax)2

𝜇3(e(k)) = e−𝜖
3
j 𝜎maxe(k)2

𝜇4(e(k)) = e−𝜖
2
j 𝜎max(e(k)−𝛿1j 𝛿

2
j Wmax)2

𝜇5(e(k)) = e−𝜖
1
j 𝜎max(e(k)−𝛿1j Wmax)2 (12)

5.2 Population Generation and Initialization

The population is generated with Np individuals. The crossover and mutation oper-

ators Xr and Xm respectively are considered. The fuzzy parameters are tuned for

generation or iteration size of Gm. The initial population individuals are randomly

initialized between 0 and 1.

5.3 Fitness Evaluation and Ranking Individuals

The chromosomes or individual members of the population are ranked by evaluat-

ing the fitness function. The function for fitness evaluation considered is root mean

square error (RMSE) between the desired temperature of the zones and the actual

temperature. The best individuals are then considered for forming the mating pool.

The crossover rate Xr helps in obtaining XrNp parents.

5.4 Crossover Operation

The crossover operation takes two parents randomly from the mating pool to obtain

an offspring. Let two parents be ca and cb and the offspring obtained be coff .

coff = ca − 𝜂(ca − cb)

This process is repeated until (1 − Xr)Np offspring is obtained. The value of 𝜂 is

randomly considered between 0 and 1.



Evolutionary Algorithm Tuned Fuzzy PI Controller . . . 329

5.5 Mutation Operation

Some of the genes from offspring are randomly considered with a mutation rate Xm.

The selected genes amount to Xm(1 − Xr)NpNv. These genes are randomly assigned

values between 0 and 1. A new population is formed from the (1 − Xr)Np offspring

and the XrNp individuals of the mating pool after mutation.

5.6 Final Parameters

The fuzzy PI parameters are tuned over iterations to obtain the desired state val-

ues. The final parameters are obtained in either of the two cases. One being the

convergence of the fitness function value while the other is reaching the maximum

generation number Gm.

6 Case Study

The proposed method is applied to evaluate the performance of HVAC system. The

HVAC system has to regulate the air flow to four thermal zones. The supply air is a

mixture of outdoor and return air. The air blown into each of the four zones is heated

or cooled to temperature Ts. There are four flow rate regulators in each of the zones.

fs =
4∑

i=1
fi (13)

fs is the net flow rate and fi is the flow rate in each zone. The objective function for

the HVAC system is given as:

J(X) = 𝜆1J1 + 𝜆2J2 + 𝜆3J3

J1 =

√
√
√
√

4∑

i=1
PMV2

i ∕4; J2 ∝ f 3s

J3 ∝ fs𝜌acp|Ts − Tout|; J4 ∝ 1∕𝜃a (14)

J1 is based on the thermal comfort level in each zone. Predicted Mean Vote

(PMV) is adopted as the thermal comfort level index [21]. J2 and J3 represent the

energy consumption by flow rate regulators and the thermal exchanger coils. The

sub-objective function J4 depends on the control interval value. Larger the con-

trol step value better it is for determining appropriate control actions. The tem-

peratures of each zones are defined as xi{i = 1,… , 4}. Each of the four zones has
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wireless temperature sensor which sends the measured temperature data to the con-

troller. The parameter values given in [11] are considered, 𝜌a = 1.19 kg/m
3
,Vi =

{36, 40, 30, 35}m
3
,Qi = 500W, fs ∈ [0.04, 2]m/s, Ts ∈ [20, 36] ◦C, 𝜃a ∈ [20, 180]

ms, weights 𝜆ii = 1, 2, 3 = [0.8, 0.1, 0.1], length of each sampling period h = 20ms.

The measurement noise in sensor data has a covariance of 0.1. The initial temper-

atures for the zones are {20, 20, 20, 20} ◦
C. The fuzzy PI controller has five gaus-

sian membership functions {NB, NM, ZO, PM, PB}. The PI parameters Kp and Ki
both have maximum values set as 0.5 as obtained from the basic tuning methods

such as Ziegler-Nichols. The evolutionary algorithm considers a population size of

20 individuals. Each member is assigned random value between 0 and 1 initially.

The maximum generation count is 500. The designed controller is implemented on

HVAC system for {27, 24, 26, 25} ◦
C. Figures 6 and 7 show the results for consis-

tent and inconsistent (data losses nearly 25%) communication respectively. Various

parameter and objective function values for both the cases are presented in Table 1.

Table 2 shows the convergence and effective packet values for different data cases.

It takes around 200 sampling instants for fulfilling the different temperature require-

ment of all the zones. The actuator actions are also optimized as can be seen from

Table 1. The control step value tends to its extremum. It thereby incorporates a num-

ber of sampling periods for required task execution and also saves communication

energy in frequent command packet transmission. The objective function values for

both the cases are approximately same. It is little bit larger for inconsistent com-

munication. Figure 8a shows that the system can recover from sudden burst packet

losses. Figure 8b, c show the convergence for two communication scenarios when

thermal zones are initially at different temperatures. The convergence of system is

Fig. 6 Four zone temperatures {27, 24, 26, 25} ◦
C a real temperature b flow rate c coil temperature

d control interval
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Fig. 7 Four zone temperatures {27, 24, 26, 25} ◦
C a real temperature b flow rate c coil temperature

d control interval

Table 1 Achieved state and other parameters at various iterations

{27, 24,
26, 25} ◦

C

Iteration Temperature (
◦
C) Flow rate regulators (m/s) Coil

temp.

Obj.

fn.

Zone-1 Zone-2 Zone-3 Zone-4 a1 a2 a3 a4

No packet

loss

50 28.2011 25.9360 27.4473 26.8338 0.0658 0.1160 0.0889 0.0955 22.1143 5.7335

100 26.4713 24.0541 25.7428 24.9064 0.0954 0.2178 0.1134 0.1502 22.1147 5.5154

200 27.0467 24.0043 26.0090 24.9966 0.0854 0.2209 0.1075 0.1453 22.1147 5.5531

Packet

losses

(25%)

50 27.3589 26.3859 27.8425 26.6327 0.0401 0.0889 0.0801 0.0959 23.6920 5.7450

100 27.0496 25.0377 25.9504 25.2917 0.0878 0.2174 0.1408 0.1828 23.6931 5.5886

200 26.7091 24.4014 26.0097 25.0780 0.0973 0.3948 0.1423 0.2292 23.6931 5.5830

Table 2 Effective packets and convergence of fuzzy PI controller for {27, 24, 26, 25} ◦
C

Data packets (%) Convergence (sampling

instant)

Effective packets

100 200 (smooth) 500

73.6 350 (not so smooth) 368

52.2 435 (not smooth) 261

rather quick when desired temperature requirements are same and initially at differ-

ent temperatures as shown in Fig. 8d.

The Simulated Annealing based optimization algorithm (SABA) developed in

[11] applied on HVAC system looks for optimal state values. The objective function
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Fig. 8 Parameters for four zone temperatures {27, 24, 26, 25} ◦
C a burst packet losses b no packet

loss c continuous packet losses d same desired temperature

Fig. 9 Optimal

temperatures in thermal

zones using SABA

is similar. Minimization of the objective function on implementation of the algorithm

given in the paper provided us a convergence around a common temperature for all

the four thermal zones. The Fig. 9 shows convergence occurs around 2000 sampling

instant whereas in this work the convergence is fast and it is around 200 instants for

different required temperatures and around 120 instants for common temperatures.

The evolutionary fuzzy PI controller obtains the desired temperatures and optimal

control actions very quickly.

7 Conclusion

The HVAC system is a networked one and therefore requires an efficient communi-

cation protocol for control action generation. The paper considers a joint optimiza-

tion framework consisting of communication protocol and online intelligent control.

The control actions for the actuators are generated based on the principle of variable
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control steps and task scheduling of the devices in the network. The algorithm takes

care of uncertainties as well as the physically constrained actuator actions. The fuzzy

PI controller gives fast convergence. The controller parameters are not fixed but auto

tuned using evolutionary algorithm. The whole methodology shows its efficacy in

providing fast, optimized results for the networked HVAC system. The entire archi-

tecture and algorithm can be implemented on other networked systems also.
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Study of Soft Computing Methods
for Large-Scale Multinomial Malware
Types and Families Detection

Lars Strande Grini, Andrii Shalaginov and Katrin Franke

Abstract There exist different methods of malware identification, while the most

common is signature-based used by anti-virus vendors that includes one-way cryp-

tographic hash sums to characterize each particular malware sample. In most cases

such detection results in a simple classification into malware and goodware. In a

modern Information Security society it is not enough to separate only between good-

ware and malware. The reason for this is increasingly complex functionality used by

various malware families, in which there has been several thousand of new ones cre-

ated during the last decade. In addition to this, a number of new malware types have

emerged. We believe that Soft Computing (SC) may help to understand such compli-

cated multinomial problems better. To study this we ensambled a novel large-scale

dataset based on 400 k malware samples. Furthermore, we investigated the limita-

tion of community-accepted Soft Computing methods and can clearly observe that

the optimization is required for such non-trivial task. The contribution of this paper

is a thorough investigation of large-scale multinomial malware classification by Soft

Computing using static characteristics.

1 Introduction

Malicious software or malware are software that perform unwanted actions in tar-

geted system. McAfee malware zoo [1] now includes 440,000,000 samples by Q2

2015. Malware pose a significant threat to every device connected to Internet in

terms of both privacy and economical loses. The majority target MS Windows NT
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Operation Systems (OS) family that has been in use since the end of 1990th. There

are two main approaches to analyze malware samples: static and dynamic analysis.

Static analysis includes scanning files to collect relevant raw characteristics from the

file, while dynamic analysis reveals behavior characteristics by executing them in an

isolated environment as studied by Ravi et al. [2] for multiple malware families. As a

result of obfuscation, different methods utilized by malware to avoid detection, some

dynamic analysis methods require user interaction to trigger the malicious behaviour.

Despite the fact that dynamic analysis could be comprehensive it requires much more

time and resources than static analysis methods. From this we consider static analy-

sis as more appropriate for our project taking in mind the large number of samples

and the time constraint. The main goal of this paper is to study how static analysis of

PE32 and classification by SC method can facilitate large-scale detection of malware

families and malware types.

Static analysis is a term that covers a range of techniques to dissect malware

samples and to gather as much information as possible without executing the file.

One of the commonly used tools is the VirusTotal [3] online scanner described by

Seltzer [4], which provides output from different scanning tools, and also checks the

submitted sample against 65 anti-virus databases and then gives the detection ratio

as well as the names that each vendor has labelled the sample with. Another is the

PEframe [5] that is able to detect packers, anti-debug and anti-VM techniques as

well as URLs and filenames used by the sample. PEframe and strings are somewhat

redundant, the different tools can yield different information as, i.e. PEframe gives

better structured output. Reverse engineering is a growing discipline to perform this

dissection thoroughly in terms of using software to generate the assembly instruc-

tions and then to be able to determine the actions that sample performs on a system

as given in the Malware Cookbook by Ligh et al. [6]. We will however not use this

approach in our work. Due to the increasingly used and more complex obfuscation

techniques, static malware analysis are becoming increasingly difficult to perform

as studied by Gavrilut et al. [7] and Idika et al. [8]. The biggest advantage of static

analysis methods however, are that they considerably quicker, making it scalable and

environment-independent.

Most antivirus scanners use signature-based and heuristic-based detection meth-

ods, where they search for known patterns in executable code as well as hash sum of

the file against known malicious files in a database. A limitation of signature-based

methods are that the malware must be obtained and analyzed before the antivirus

vendors can update their databases as described by Ye et al. [9] and Kolter et al. [10].

Far more flexibility provides ML-based methods such that nature-inspired SC meth-

ods that allows to build inexact models from incomplete and complex data. Das et

al. [11] gave an overview of how SC methods can be used in different areas, including

Information Security.

Our main motivation was to perform study of SC method on a class of malware

detection problem, both types and families that are designed for MS Windows as

Portable Executables (PE32) files. If we look on previous studies that involve PE32

file formats for MS Windows, we can see that majority only target differentiation

between “malicious” and “benign” samples. However, our idea is to study how static
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analysis of PE32 files with help of SC can facilitate large-scale malware detection

into families and types. We also done malware samples acquisition that results in

more than 400k samples that were analysed afterwards. Further, we selected 328k

for multinomial malware classification. The paper is organized as following. The

Sect. 2 gives an overview of the different malware classification approaches, naming

schemes used by anti-virus vendors, etc. Later, Sect. 3 provides an overview of the

novel dataset was created, extracted features and feature selection process. Then,

Sect. 4 gives a comprehensive overview of the accuracy comparison between SC

and Hard Computing (HC) on such class of problems. Finally, Sect. 5 concludes the

contribution of this study.

2 Related Works

Today there exists, to the authors’ knowledge, no research which focuses on large-

scale multinomial classification of malware into types and families based on features

derived from static analysis using SC methods.

2.1 Malware Classification

Previous works mostly focus on differentiation of a file in benign or malicious. This

is a binary classification, where a heap of malware samples is classified against

a collection of goodware. Cohen [12] suggested in 1987 that there are no algo-

rithm that will be able to confidently detect all computer viruses. This assertion also

was strengthened by Chess et al. [13]. As result, we can assume that no methods

can achieve 100% classification accuracy on large-scale sets. Bragen [14] applied

Machine Learning (ML) on opcode sequences and achieved 95% accuracy with Ran-

domForest method. Kolter et al. [10] used 1,971 malicious files and 1,651 benign,

while Bragen used only 992 malicious and 771 benign. Markel et al. [15] used PE32

header data in malware and benign files detection on Decision Tree, Naive Bayes and

Logistic Regression. Authors achieved 0.97 F-score on binary classification. Further,

Shankarapani et al. [16] applied PE32 file parser to extract static features for simi-

larity analysis. In overall 1,593 samples were acquired for binary classification. The

limitations of mentioned researches are low number of files.

In contrary to binary, multinomial classification can be described as a detection of

whether a malware belongs to a particular family or type. Rieck et al. [17] studied 14

different malware families extracted from 10,072 unique binaries. Authors achieved

on average 88% accuracy of family detection using individual SVM for each one.

Further, Zhang et al. [18] explored binary classification using binary sub-sets of 450

viruses and goodware based on the 2-gram analysis. So, not many works target the

problem explored in this paper.
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Fig. 1 CARO malware naming scheme [20]

2.2 Malware Naming by Anti-virus Vendors

We can state that there exist a number of malware types (like trojan, backdoor, etc.)

and families (like Poison, Ramdo, etc.), which are commonly defined by Informa-

tion Security community. In 1991 the Computer Antivirus Research Organization

(CARO) proposed a standardized naming scheme for malware [19]. Although CARO

states that this naming scheme is “widely accepted”, we found that from all the ven-

dors on VirusTotal, apparently Microsoft is the only one that complies with this. So,

it is challenging to establish common pattern in scanners results across anti-virus

databases. Example of CARO naming is given in the Fig. 1.

2.3 Soft Computing in Multinomial Classification

For the classification of viruses, static features can be automatically extracted from

PE32 headers and the results used to build the classification model(s). To the authors

knowledge, the application of SC for multinomial malware detection has not been

studied. With respect to classification problems, SC encompasses a set of power-

ful methodologies that can produce generalized models, although with inexact solu-

tions. Some of the existing methods, such as MLP and SVM based classifiers, were

originally designed for binary problems. Other methods, such as Naive Bayes and

Bayesian Networks, were designed to handle multinomial tasks. In a prominent study

by Ou et al. [21], different models of multilayer ANN were studied with respect to

multi-class problems. In a work by Shalaginov et al. [22] some thoughts regarding

application of Neuro-Fuzzy for multi-class problems were presented with a number

of improvements. However, used data sets were small.

3 Methodology

Below we will give an overview of how the malware collection was performed, what

are the features extracted and which SC methods were selection for our study.
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3.1 Malware Acquisition

There was a malware collection initiative that took place within the Testimon

Research group
1

at NTNU Gjøvik during Summer 2015 using following sources:

maltrieve [23] that extracts recent modern malware samples, 10 first archives avail-

able at VirusShare [24] starting from VirusShare_00000.zip, collection from

VxHeaven and files that students share within the group. After thorough analysis

and filtering, we derived PE32 files and removed other types of files. We ended up

with 407,741 malware samples.

Since we targeted a static analysis it was decided to extract as much raw charac-

teristic as possible to facilitate large-scale malware analysis. Two main sources that

we used were PEframe [5] and VirusTotal [3]. PEframe presents comprehensive set

of attributes that can be found in the PE32 header. There were some works before

showing that it can be possible to identify malware using such headers informa-

tion. VirusTotal presents scan results from over 65 anti-virus databases, information

about possible packers and compressors in addition to basis PE32 headers data. All

data from the VirusTotal were gathered using Private API. Moreover, we used stan-

dard Linux tools to retrieve various file characteristics, e.g. size of different sections,

strings and entropy. Finally, we created a MySQL database with raw characteristics

of all PE32 executables filtered out from the heap of gathered earlier samples.

3.2 Feature Extraction

Before meaningful automated analysis can be executed, we must extract numerical

features by performing a preliminary manual processing of raw static characteris-

tics. On this step we (i) transform gathered raw characteristics into numerical fea-

tures. To accomplish this task, we processed VirusTotal and PEframe reports. The

content from both sources was in a format of serialized JSON object. Therefore,

we focused on extracting as many relevant numerical features as possible from this

structure. Then, (ii) we extracted corresponding malware types and families names

from VirusTotal output. Further, it was made feature selection to determine which

features that contribute most to classification. Finally, a Python script was written to

first extract the data, and then put it into a new database table. Extracted features are

given in the Table 1.

3.3 Feature Selection Methods

Proper feature selection will contribute to a higher classification accuracy and reduc-

tion of the computational complexity, which in turn will increase the overall classi-

1
https://testimon.ccis.no.

https://testimon.ccis.no
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Table 1 Description of all 37 numerical features that were extracted from raw malware character-

istics

From PEframe output
pe_api The number of suspicious API class

pe_debug The number of opcodes recognized as common anti debug techniques

pe_packer The number of packers discovered by PEframe

pe_library The number of DLL calls in the file. Retrieved from PEframe

pe_autogen The number of autogens discovered by PEframe

pe_object The number of object calls discovered by PEframe

pe_executable The number of .exe calls within the file

pe_text The length of the text-field

pe_binary The number of binary(.bin) files called by the file

pe_temporary The number of .tmp files accessed by the file

pe_database The number of .db files accessed by the file

pe_log The number of log entries accessed by the file

pe_webpage The number of web pages access by the file

pe_backup The number of backups the file performs or accesses

pe_cabinet The number of references to .cab files

pe_data The number of .dat files accessed by file

pe_registry The number of registry keys accessed or modified by the file

pe_directories The number of directories accessed by the file

pe_dll The number of DLL’s accessed by the file

pe_detected The number of suspicious sections in the file

From VirusTotal report
vt_codesize The size of the code in the file, retrieved from virustotal

vt_res_langs The number of resource languages detected in the file

vt_res_types The number of PE32 resource types detected in the file

vt_sections The number of PE32 sections in the file

vt_entry_point Decimal value of entry point, i.e. the location in code where control is

transferred from the host OS to the file

vt_initDataSize The size of the initialized data

vt_productName The length of the field ‘ProductName‘. Can e.g. be “Microsoft(R)

Windows(R) Operating System”

vt_originalFileName The length of the original file name

vt_unitializedDataSize The size of the part of the file that contain all global, uninitialized

variables or variables initialized to zero

vt_legalCopyright The length of the field LegalCopyRight. E.g. “(C) Microsoft

Corporation. All rights reserved”

(continued)
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Table 1 (continued)

From other Linux command line tools
size_TEXT The first output from the ‘file‘ command. This is the size of the

instructions

size_DATA The second output with size of all declared/initialized variables

size_OBJ The third output that contains the size of all unitialized data, i.e. the

BSS-field

size_TOT The fourth output that indicates the sum of the text, data and bss fields

of the file

filesize The total size of the file, including metadata

fication performance as suggested by Kononenko et al. [25]. After examination of

current state of the art in feature selection methods we decided to use following

methods:

∙ Cfs selects features with high correlation to classes and disregards features with a

low correlation. Experiments by Hall [26] show that it can easily eliminate irrel-

evant, redundant, and noisy features.

∙ Information Gain ranks features by entropy with respect to each class as presented

by Roobaert et al. [27].

∙ ReliefF ranks features from how well they help to separate classes of data sam-

ples that are close to each other. This is an extension from the two-class Relief

algorithm. The algorithm was designed to perform on data with missing values as

given by Kononenko [25].

Our main motivation also is to see how the feature’s merit influences classifica-

tion and whether we can judge about utility of the feature in malware analysis as

compromise indicator.

3.4 Choice of Soft Computing Methods

As mentioned earlier SC is a set of nature-inspired methods that are designed to han-

dle complex data and produce inexact solutions that can be also interpretable. Singh

et al. [28] sketched how the variety of SC methods can be applied for malware detec-

tion. In this work we concentrate on the following SC methods in our experiments.

∙ Naive Bayes is a simple classifier build on an asssumpotion that features are inde-

pendent from classes as described by Rish [29]. The method performs well on

nominal features compared to other classifiers.

∙ Bayesian Network is based on conditional probabilities of features in a directed

acyclic graph as presented by Friedman et al. [30]. Then, probabilities of the

observable variables are computed.
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∙ MultiLayer Perceptron is a type of Artificial Neural Network that simulates how

the human brain neurons learn from observations according to Kononenko et

al. [25]. This is achieved by using multiple hidden layers for better representation

of non-linear data.

∙ Support Vector Machine learns from data by determining the optimal hyperplane

to best separate the data. The better accuracy is achieved by using kernels in SVM

that can project the data to a higher dimension feature space to create such a hyper-

plane according to Hearst et al. [31].

4 Experiments and Results

During this research we performed more than a hundred of different experiments.

Since this is a novel work, we figured out that many of the methods could not be

successfully performed due to the large model size in computer memory. Also we did

not consider results of the experiments that took more than a week to execute. Below

achieved accuracy is given for SC and HC methods on different sets of malware and

features.

4.1 Experimental Setup

All the experiments were performed on a Virtual Server (Ubuntu 14.04) available

at the Testimon Research group, NTNU Gjøvik in additional to other three laptops,

including MacBookPro. The specifications of the server are as following. CPU is

Intel(R) Core(TM) i7-3820 CPU @ 3.60 GHz with 2 cores (4 threads). Disk space

was allocated on the SSD RAID storage with 8 GB of installed RAM Kingston PC-

1600 memory. Files pre-processing were performed using bash scripts due to native

support in Linux OS. To store extracted features MySQL 5.5.46 database engine

was used. Characteristics harvesting and feature extraction was implemented in PHP

5.5.9 and run for many days without time limitation. Further, pre-processing, feature

selection and classification was performed using opensource Weka v 3.7.13 pack-

age [32] that contains community-accepted ML methods.

4.2 Experimental Design

As mentioned in the Methodology Sect. 3, it was gathered a novel large-scale mal-

ware dataset. Initially (i) we reduced a number of files by eliminating duplicates

and non-PE32 files. After thorough analysis and filtering, we derived all possible

types of PE32 files designed for MS Windows and removed other types of files.

In overall we ended up with 407,741 unique malware samples that are PE32 files.
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(a) 10 most frequent families (b) 10 most frequent types

Fig. 2 Distribution in malware families and types datasets

The total size of all the executables is 136 GB despite the fact that all archives from

VirusShare occupied 378 GB. Further, (ii) we performed raw characteristic acquisi-

tion fromPEframe and VirusTotal and obtained a MySQL table of 19.5 GB, that later

on resulted in 98.7 MB of numerical features of total 328,337 malware samples. The

number is lower since we used only samples that contained CARO-formatted report

from Microsoft anti-virus. So, after filtering and pre-processing we ended up with

328 k samples that consisted of 10,362 malware families and 35 types. Our prelimi-

nary study showed that such high number of families makes application of most ML

methods infeasible. Therefore, it was decided to create following subsets limiting

the most frequent types and families to decrease the number of highly-imbalanced

classes.

(1) 10 families containing 74,655 samples, 11.8 MB.

(2) 100 families containing 227,191 samples, 36.3 MB.

(3) 500 families containing 292,596 samples, 46.7 MB.

(4) 10 types containing 310,355 samples, 50.5 MB.

(5) 35 types (full set) containing 328,337 samples, 53.5 MB.

The Fig. 2 presents distribution of the smallest sets.

4.3 Analysis

All experiments on feature selection and classification were performed using cross-

validation to see how well the methods can handle unlabelled data samples.

Feature selection resulted in a set of various features. The results from Cfs con-

tain only the selection features and not the features merits. This is because the Cfs
utilizes another search algorithm than Information Gain and ReliefF. Also we can

say that ReliefF method shows considerably smaller average merit for each feature
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Table 2 Number of selected features out of 27 initial features for each of the method

Dataset Feature Selection methods

Cfs InfoGain ReliefF

10 families 15 15 25

100 families 16 17 27

500 families 16 13 27

10 types 12 11 23

35 types (full) 14 15 25

that it was achieved by Information Gain. It means that we have to use more fea-

tures with much smaller threshold to be able to achieve good results. The numbers

of extracted features per method are shown in the Table 2. For ReliefF we used only

features with merit ≥10−3. For Information Gain we used features with merit ≥0.1
for types and ≥0.5 for families respectively. Cfs is not ranking-based methods and

only generated final subsets of features.

Further, we can state that ReliefF in general gives a bigger number of features

with not that significant range of feature’s merits. For example, on a set of 500 most

frequent families the merit range for ReliefF is 0.0–0.063 against 0.0–2.188 in Infor-
mation Gain. The Table 3 shows the features selected by both Cfs and Information
Gain on each data subset. The features in bold were selected by both methods for

three subsets of families and two subsets of types respectively. An interesting obser-

vation considering the features selected for family classification is that the features

selected converge with the increase in number of classes.

Two important features that we can highlight are “pe_api” and “vt_sections”.

Both features was selected by all three methods for feature selection. What we can

derive from this is that the different malware families differs in the numbers of API-

calls made in the file and the number of PE32-sections in the files. We have previ-

ously discussed the structure of a PE32 file. There are a number of sections manda-

tory for a PE32 file to run, while the total possible number of files is much bigger

(maximum 216 − 1 = 65, 535) as studied by Kath [33]. The number of API calls

within the different families has a certain variety as well, from which we can tell that

similar malware families will have a similar number of API calls. Since the different

families have different capabilities and functionality, our assumption that API calls

will be of interest in labelling malware is strengthened after this observation.

Classification performance was estimated using 5-fold cross validation. Also

experiments with the resampling filtering method showed an improvement in accu-

racy, yet we did not include it in the final results. Along with SC method we decided

to compare accuracy of a set of HC methods such that symbolic reasoning as was

also studied by Abraham [34]. The comparison of achieved accuracy are shown in

the Table 4. Highest accuracy for each subset is highlighted with respect to feature

selection methods. To give more wide coverage, we only considered Accuracy as

performance metric for all methods. Bayes Network shows considerably good perfor-
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Table 4 Accuracy of Soft Computing and selected Hard Computing methods, in %

Dataset Feature

selection

Soft computing Hard computing

Naive

bayes

Bayes

network

MLP SVM C4.5 Random

forest

10

families

Full set 23.9408 72.6462 42.3133 32.9824 83.2871 88.7965

Cfs 20.8760 70.8285 40.7206 32.7962 83.9180 88.1990

InfoGain 23.9354 72.6462 51.5947 38.0952 84.2100 88.9572
ReliefF 31.7835 65.9996 41.0703 41.2283 82.7821 87.2279

100

families

Full set 20.9062 61.6056 11.8116 – 76.6250 81.3078

Cfs 21.0008 61.6851 18.1451 – 77.8019 81.9535
InfoGain 20.1905 60.9452 15.9034 – 77.8204 81.8329

ReliefF 23.9406 57.3495 17.4743 – 75.3771 79.4565

500

families

Full set 16.1718 57.2137 9.1806 – 72.4210 –

Cfs 16.7610 56.8853 11.5360 – 73.2847 –

InfoGain 13.7654 54.1846 6.8251 – 72.4487 –

ReliefF 2.8466 52.2410 11.3481 – 70.7730 –

10 types Full set 10.4316 51.3618 28.4829 – 73.6789 78.6000
Cfs 7.3857 51.1862 25.9661 – 73.8200 77.1639

InfoGain 4.9063 49.9312 26.9623 – 73.6099 77.5177

ReliefF 9.9650 47.2420 27.5317 – 72.4954 77.0888

35 types

(full)

Full set 2.3576 48.4487 27.2826 – 72.6272 77.8797

Cfs 1.9894 48.6290 25.1683 – 73.7480 77.3324

InfoGain 1.9785 48.4140 25.7842 – 73.8254 77.9687
ReliefF 3.3517 44.9438 28.0675 – 71.7842 76.4943

mance among SC methods. MLP performs much better on smaller sets, which might

indicate a need to use a higher non-linearity, for example Deep Neural Network. Fur-

ther, Naive Bayes gives a huge error rate on all sets, meaning that the method only

works well on nominal-valued features. On the other hand, we can see that in general

HC methods such that tree-based C4.5 and Random Forest tend to have a better per-

formance on defined problems of malware classification. However, for 500 families

dataset C4.5 can result in 32,904 leaves with a total size of tree equal to 65,807. For

35 malware types this method produces 33,952 leaves with a total size of the tree

equal to 67,903. Yet, in real life this model is not practical.

Note that we were able to train SVM only on the smallest dataset (10 families).

Also Random Forest exhausted available memory on the largest dataset (500 fami-

lies).
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5 Discussions and Conclusions

In this paper we investigated a large-scale malware detection using Soft Computing

methods based on the static features extracted from PE32. It is important not only to

distinguish between benign and malware files, yet also to understand what kind of

malicious file it is, meaning malware families and types. To explore this problem we

created a novel datasets of malware features with respect to families and types using

publicly available sources and tools. At this point we can see that among SC methods

Bayes Network performs much better than other, while Naive Bayes is the worse

one. HC can produce reasonable results and better accuracy, yet resulting model is

incredibly large for C4.5 and Random Forest. The last also failed to train on the

largest dataset. Feature selection mostly cannot provide a consistent improvement.

Moreover, SVM is not scalable at all. This extensive study contributes to the area of

Soft Computing and Information Security also giving an insight for malware analyst

on how to detect malware types and families fasted from static analysis.
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Automatic Image Classification for Web
Content Filtering: New Dataset
Evaluation

V. P. Fralenko, R. E. Suvorov and I. A. Tikhomirov

Abstract The paper presents experimental evaluation of image classification in the
field of web content filtering using bag of visual features and convolutional neural
networks approach. A more difficult data set than traditionally used ones was built
from very similar types of images in order to make conditions closer to real world
practice. F1-measure of classifiers that are based on bags of visual features was
significantly lower than that reported in previously published papers. Convolutional
neural networks performed much better. Also, we measured and compared training
and prediction time of various algorithms.

Keywords Web content filtering ⋅ Automatic image classification
Scalability ⋅ Convolutional neural networks ⋅ Bag of visual features

1 Introduction

The problem of access restriction for certain groups of users in the modern Web is
being widely and actively discussed. Companies are interested in deploying a
content filtering solution to force their employees to spend more time on their
primary work instead of surfing social networks and entertainment websites.
Individuals are interested in preventing their children from watching pornography
and learning about suicide and drugs. Nowadays, it is no doubt that in order to
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robustly control the Internet usage, it is necessary to analyze multiple types of
content simultaneously and on-the-fly. Text-based content filtering is well studied
[1, 2]. Utilizing interlinked nature of web documents is a less investigated and a
more challenging problem, but there are some approaches to it [2]. Numerous
research has been conducted in the field of automatic image classification. How-
ever, this research area is very dynamic and thus it makes sense to revise appli-
cability of the most recent methods to the web content filtering problem.

The core idea of the presented research is to evaluate image classifiers in
complicated real world conditions by constructing training and testing data sets
from hardly separable images. We evaluate two methods: a promising approach
using convolutional neural network (CNN) and a traditional well-known approach
using bags-of-visual-features (BOVF). We consider BOVF-classifier as a baseline.
By making the evaluation dataset harder, we make the difference between “good”
and “very good” results more significant. In other words, it is impossible to
objectively compare two or more methods in simple conditions (in this case, even
the worst method would give F1 about 0.99 and there would not be any difference
in quality metrics). To our knowledge, there are no other papers presenting such
experiments.

During the experiments we solved a traditional binary classification problem,
which consists in labeling “appropriate” and “inappropriate” images in test set.
Usually, pictures of cars, animals, nature etc. are considered to be “appropriate” and
pornography pictures are “inappropriate”. In this research we built the “inappro-
priate” set of explicitly pornographic pictures from image hostings and photoblogs
such as Tumblr. We decided to use such Web sites as a data source, because their
pages are almost text-free (thus they are a hard nut to crack for text-based content
filters). The “appropriate” collection was built of erotic pictures with many
skin-colored pixels but without explicit sexual exposure. This makes the image
classification task much harder.

The rest of the paper is organized as follows: in Sect. 2 “Related work” we
review the state of the art in the field of image-based web content filtering, in
Sect. 3 “Methods” we briefly describe the methods, in Sect. 4 “Experimental
evaluation” we explain how experimental dataset was built and how the quality and
speed was measured. Finally, in Sect. 5 “Conclusion” we summarize the work done
and discuss the future work.

2 Related Work

This paper presents results mainly in the fields of automatic image classification and
web content filtering (or adult content detection). In this section, we review the
closest papers and compare the presented results.

The majority of papers [3–5] focus on various skin detection techniques,
including non-typical multi-agent learning [6]. The decision is based on how much
of image area is occupied by skin-colored pixels. Some researches [5, 7] follow
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information retrieval approach: images are mapped to a relatively low-dimensional
space and the most frequent category from the found images is assigned to the
query image.

There are a number of researches [8, 9] based on bag-of-visual-features approach
with features extracted using SIFT [10], SURF [11], FREAK [12] or custom dis-
crete cosine transformation-based technique [9]. The most interesting approaches
[13–15] rely not only on skin detection, but also on shape and texture.

Shape is described via Fourier transform [14], statistics on various parts of image
(e.g. skin-color area percent or intensity gradient direction in each block of 3 × 3
grid) [7] or approximation using ellipses [16].

Multistep approach with fast preliminary filtering and slower but more accurate
final categorization is very popular [5, 17]. Researchers usually employ such
decision functions as C4.5, SVM with RBF kernel, neural networks or k-nearest
neighbors etc.

There are also papers that analyze motion in a video stream to detect obscene
content [18].

Despite convolutional neural networks are a very promising framework, there
are quite a few works that apply CNN to web content filtering. One [19] is quite
close to this paper: it presents an evaluation of ConvNet-based classifiers on a
dataset that contains images that are thematically similar and harder to distinguish.

Skin detection-based approach is somewhat restricted, because there are many
resources in the Web that contain adult images with changed colors (e.g. with
shifted hue or in gray scale) or even painted pictures. Most of the reviewed papers
use manually crafted rules or special algorithms to extract features or make deci-
sions. Most of these rules suit well the problem of adult content detection, but are
not applicable to recognition of other content types (of other topics).

The quality measures were cross-validated or held-out precision, recall and F1,
which highly depend on the used dataset. Some papers present evaluation on rather
small datasets or do not present it at all. Usually, datasets are built of images on
very different topics (e.g. pornography and nature), which are easy to distinguish,
except [19].

3 Methods

3.1 Bag of Visual Features

Bag of Visual Features is one of the most frequently used methods for
image-to-vector mapping, classification [8] and search [20]. Its core idea is to treat
each image as a set of descriptors (like words in texts), which represent some
interesting image fragments (such as eyes or distinctive shapes of contrast and
color). They are extracted using some sub-algorithm (like SIFT [10] or SURF [11]).
In this work, we decided to represent descriptors as points in 128-dimensional
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space. After all descriptors in the dataset are extracted, they are clustered in order to
get unique and significant features (i.e. dimensionality reduction). Thus, each
descriptor is identified by its cluster and each image is represented using a vector of
size equal to the clusters number. In this vector, i-th element equals to a number of
descriptors that belong to i-th cluster and are found in the image. These vectors are
normalized and gathered into a matrix, representing a dataset. After that a classi-
fication method such as Naive Bayes or SVM is applied to determine categories of
images. The classifier implementation is based on OpenCV framework [21].

3.2 Convolutional Neural Network

Multi-layer artificial neural networks (MLANN) are widely adopted in the fields of
computer vision, object recognition and image classification. Nowadays, convo-
lutional neural networks, a special type of MLANN, are becoming more popular.
CNN aims on addressing major drawbacks of MLANN, including inability to deal
with noisy, skewed, stretched, rotated images. This goal is achieved by a special
CNN architecture that tries to model structure of visual cortex. Roughly speaking,
the core idea is that different neurons are sensitive to different shapes and patterns
(e.g. some are more sensitive to vertical lines, others—to horizontal ones) [22, 23].

Before being submitted to CNN input, images were preprocessed as follows.
Image was extended with blue pixels so that it is of square shape. Blue color was
used as it is considered to be the least visible color. Then, each image was scaled to
the size of 68 × 68 pixels. We also tried scaling to larger sizes with no significant
effect on classification quality. Input layer of CNN has 68 × 68 pixels. Then, a
number of convolutional and subscaling layers follow one after another. In these
layers, each neuron is connected only with a part of neurons of the previous layer,
which represent some local area. Convolutional neurons aim on recognizing
specific shapes (according to a given set of convolution kernels). Each convolution
kernel represents input weights. Subscaling layers reduce size of image by mapping
4 adjacent pixels into one. At the end of CNN, there may be a number of
fully-connected layers, trained using traditional backpropagation method. The
implementation is based on nnForge framework [24].

The exact functions of the used CNN layers are as follows:

(1) Local contrast enhancement using 9 × 9 mask.
(2) Convolution layer with 120 5 × 5 masks and abs(tanh()) orMaxOut function.
(3) Subsampling layer that maps 2 × 2 area to one pixel using avg or max

function.
(4) Convolution layer with 38 5 × 5 masks and abs(tanh()) or MaxOut function.
(5) Subsampling layer that maps 2 × 2 area to one pixel using avg or max

function.
(6) Convolution layer with 5 × 5 masks and abs(tanh()) (23 masks) or MaxOut

function (22 masks).
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(7) Subsampling layer that maps 2 × 2 area to one pixel using avg or max
function.

(8) Convolution layer with 5 × 5 masks and abs(tanh()) (19 masks) or MaxOut
function (18 masks).

(9) Subsampling layer that maps 2 × 2 area to one pixel using avg or max
function.

(10) Fully-connected layer with 2 neurons and tanh activation function.

4 Experimental Evaluation

4.1 Classification Quality

The core idea of the conducted experiments is to evaluate and compare quality
using various classification methods and their combinations in conditions that are
close to real conditions of web content filtering software.

To build the evaluation data set, we collected 1000 web pages in semi-automatic
manner. Then, we took all the pictures linked to these pages and selected only those
of them which were wider and higher than 41 pixel. Animated pictures and videos
(GIF, MP4) were converted to a set of randomly chosen frames. All the pictures
were converted to PNG. Thus, we collected about 30000 pictures. Then, we ran-
domly subsampled them to create a set of datasets of various sizes. The goal of this
is to estimate, how much the classification quality depends on the training dataset
size. The final datasets contained from 200 to 8000 images (from 100 to 4000
images in each category).

We calculated accuracy on training data to estimate discriminative power of
classifiers and cross-validated F1 to measure the classification quality. The metrics
were evaluated over 5 cross-validated runs and then were macro-averaged. We used
the same splits to evaluate each classifier. We decided to feed the classifiers with
full images without interesting area detection and cropping (e.g. using skin
detection), because we found that it is very popular to change color scale or slightly
perturb colors to trick content filters.

We conducted a series of experiments with various combinations of the
described methods:

• BOVF + NormalBayesClassifier. Input data is treated as a Gaussian mixture.
• BOVF + CvANN_MLP. 4-layer feed-forward neural network trained using

Rprop algorithm [25]. Sizes of internal layers were 200, 100, 50, 2. We also
tried reducing number of layers, leading to much worse results.

• BOVF + RBF-C_SVC, BOVF + Poly-C_SVC, BOVF + RBF-NuSVC,
BOVF + Poly-NuSVC. Classical SVM [26, 27] and Nu-SVM [28] with Radial
Basis Function or Polynomial kernel with hyper parameters tuned using 5-cross
validated grid search.
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• CNN-Avg. Eight-layer CNN (3 iterations of convolution-subscaling, 1 convo-
lution and fully-connected layer). Fully-connected layer was trained using
stochastic diagonal Levenberg-Marquardt algorithm [29]. We set 120, 38, 23, 19
convolution kernels for convolutional layers. To improve classification quality,
we preprocessed the training dataset by randomized transformations. From each
source image we generated 5 images with uniformly-sampled transformations,
including rotation (max ±15°), scale (max ±10%), shift (max ±2px), contrast
and brightness adjustment (max ±50%).

• CNN-Avg-2. The same as CNN-Avg, but with 240, 76, 46 and 39 convolution
kernels.

• CNN-Max and CNN-Max-2. The same as CNN-Avg and CNN-Avg-2 but with
max-pooling layers [30] instead of subscaling.

Joint results are present in Table 1 “Experimental results”. Additionally, we
present a chart (Fig. 1 “Dependency of classification quality on size of training data

Table 1 Experimental results

Method Accuracy on training data Cross-validated F1

BOVF + NormalBayesClassifier 0.61 0.47
BOVF + CvANN MLP 0.99 0.64
BOVF + RBF-C SVC 0.76 0.72
BOVF + Poly-C SVC 0.72 0.71 0.72 0.71
BOVF + RBF-NuSVC 0.99 0.78
BOVF + Poly-NuSVC 0.99 0.75
CNN-Avg 0.99 0.86
CNN-Avg-2 0.99 0.86
CNN-Max 0.99 0.86
CNN-Max-2 0.99 0.87

Fig. 1 Dependency of
classification quality on size
of training data set
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set”) that shows how classification quality depends on size of the training data set.
In average, the best results with BOVF were achieved when descriptors were
clustered into 120 or 350 groups. We also tried increasing the number of clusters up
to 1024 with no significant effect on classification quality.

4.2 Processing Time

Also, we measured amount of time that it takes to train a model and to predict a
label for an image. Benchmarking was done on a computer with two Intel Xeon
E5410 CPU (4 cores, 2.33 GHz) and two GPU: Nvidia Tesla K20c (Kepler
architecture) and Nvidia 980 GTX (Maxwell architecture). Average training and
prediction time is present on Fig. 2 “Training time of various algorithms (log10
scale)” and in Table 2 “Average prediction time for a single image”. Training and
prediction time of BOVF-* classifiers was measured only on CPU with dictionary
of 350 features. For CNN-* classifiers, time was almost the same using both GPU.

Fig. 2 Training time of
various algorithms (log10
scale)

Table 2 Average prediction time for a single image

BOVF + RBF-NuSVC CNN-Max (1 CPU) CNN-Max (GPU)

Time, seconds 0.017 0.060 0.003
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5 Conclusion

In this work, we conducted a series of experiments with two families of classifi-
cation methods (bag of visual features and convolutional neural networks). The
main peculiarity of the evaluation is “hardened” data set, built from
hard-to-distinguish images (erotic and pornography pictures), often distorted or
with altered colors. These conditions made such common techniques like skin
detection unusable. This is the first time such evaluation was done. However,
making this dataset public needs some legal investigation. Thus, the dataset
currently is not publicly available, but we are working on it. If you are
interested in conducting new experiments using it, please contact us.

The best F1 (0.78) using the bag of visual features approach were achieved using
NuSVC (also tried C_SVC, multilayer perceptron and Gaussian mixture-based
Naive Bayes). This F1 is much lower than that reported in previous researches of
other authors. This is due to a more difficult dataset. Convolutional neural network
performed much better (F1 = 0.87), which confirms CNN strength.

From Fig. 1 one can conclude that difference in classification quality is most
significant when the model is trained on small data sets. Obviously, classifiers
perform better on larger data. CNN-Max-* classifiers performed slightly better than
CNN-Avg-*, especially on small training datasets. CNN-*-2 are also more stable
than CNN-*, yet slower. If the training set is large enough, a relatively small
number of convolution kernels is sufficient. Further increase of convolution kernels
number did not gain more classification accuracy. Training data set size is more
important than number of convolution kernels.

Main direction of the future work is linking all the work done [1, 2, 31] into a
comprehensive software system suitable for real-time content classification that
inspects text, images, links between documents and user’s behavior. Furthermore,
output produced by CNN can be converted to normalized likelihood and thus it is
possible to build a comprehensive decision function based on methods from the
fields of fuzzy logic and soft computing. It is also worth comparing with other
methods and systems (including [19]) on The Pornography database [32].
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Differentiations in Hierarchical Fuzzy
Systems

Begum Mutlu and Ebru A. Sezer

Abstract Hierarchical fuzzy systems are one of the most popular solutions for the

curse of dimensionality problem occurred in complex fuzzy rule based systems with

a large number of input parameters. Nevertheless these systems have a hidden inaccu-

racy and instability problem. In detail, the outputs of hierarchical systems, based on

Mamdani style inference, differ from the outputs of equivalent single system. More-

over they are not stable in any variation of system modeling even if the rules and

membership functions do not expose any differentiation. This paper revisits inaccu-

racy and instability problems of hierarchical fuzzy inference systems. It investigates

the differentiation in systems’ behaviors against the variations in system modeling,

and provides a pattern to identify the magnitude of this differentiation.

1 Introduction

Besides their high approximation capability, fuzzy systems provide transparency and

plausibility to the inference models since they directly use the expert knowledge

(instead of historical data) for their reasoning process. Therefore they have been

successfully implemented in lots of applications from various research areas [1].

However a fuzzy inference system suffers from curse of dimensionality [2] when it

has to deal with complex rule based problems containing a lot of inputs and/or fuzzy

sets, and this is an important bottleneck for the implementation of fuzzy inference

systems. Wang et al. [1] clearly defined this problem as rule, parameter and data
dimensionality. The rule dimensionality is about exponential increase in the number

of fuzzy rules. Parameter dimensionality addresses the increase in complexity of

mathematical expressions of fuzzy systems. And data dimensionality emphasizes
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that the expert needs much more information to identify a fuzzy system with a lot

of input parameters. As a consequence, the system becomes less interpretable and

more complex, and occupies too much memory and time for computation. These

drawbacks make the implementation of such systems infeasible and inapplicable.

Hierarchical Fuzzy Systems (HFSs) are popular and reasonable solutions to the

curse of dimensionality problem. Instead of a high dimensional single fuzzy infer-

ence system, lower dimensional sub-fuzzy systems (SFSs) are generated and linked

hierarchically, and each SFS collaborates with its successor to contribute the final

decision. How this collaboration is done determines the hierarchic structure.

Hierarchic structures have been classified as incremental, aggregated and cas-

caded in [3]. In incremental structure, a tentative decision is made in the lowest layer

SFS by using some of the original inputs. Then some of the other SFSs contribute to

this tentative decision in the subsequent SFS until all of the inputs are linked to the

SFSs in different layers. In aggregated structure, the large scale problem is separated

into lower dimensional ones whose decision is made in different SFSs in the lowest

layer. Then outputs provided from lowest layer SFSs are merged in subsequent lay-

ers to make the final decision. In cascaded structure, on the other hand, the decision

is made in the lowest layer SFS with all of the original inputs, and it is revised in

the subsequent SFSs. More recently Benitez and Casillas [4] have made a similar

classification of hierarchic structures as serial (as incremental), parallel (as aggre-

gated) and hybrid (a customized structure contains both incremental and aggregated

decision making strategies).

Main expectation from HFSs is that they have to keep their approximation ability.

In other words, if any system is modeled in both single and complex fuzzy system and

hierarchical fuzzy system; output of these two models should be same. Therefore, an

HFS should provide same behaviors with the single system which is actually the

solution before input-space separation [5]. Additionally, output of HFS should be

stable against any differentiation in HFS modeling parameters (such as the hierarchic

structure, the order of inputs, links between the inputs and SFSs and/or SFSs’ each

other).

Regarding hierarchical fuzzy inference based on Takagi-Sugeno-Kang (TSK) [6,

7] fuzzy systems, it has been studied that these systems are universal approximators,

in other words, it is possible to build an HFS that approximates a desired function

[8–11], even if this function is based on single system solution [5]. On the other hand,

the approximation capability of Mamdani style HFSs is still a disputable topic. More-

over preliminary researches showed that, this type of HFSs’ behaviors are highly

likely to differ from corresponding single system’s behaviors, and even a tiny vari-

ation in the hierarchical system modeling causes significant differentiation in the

HFS behaviors [12]. The reason behind this outcome is clearly explained in [13]

as follows: In conventional Mamdani style hierarchical inference, each SFS finalizes

the whole reasoning process (from fuzzification to defuzzification), and transfers the

provided crisp value to the subsequent layer. Here each defuzzification step causes a

degeneration in the propagated fuzzy information [1, 14], and it provokes uncertainty

in the final decision. In detail, once a defuzzification is applied on the output of aggre-

gation step (which actually refers a fuzzy set), and this output fuzzy set is transformed
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into a crisp value by any defuzzifier, reforming the same fuzzy set in the subsequent

SFS is not possible for most of the cases. At this point, aforementioned degenera-

tion in the fuzziness occurs; spreads towards the whole hierarchy, and finally causes

differentiation from single system’s behaviors. It also reasons instability in differ-

ently structured HFS outputs. Consequently, accuracy, and stability properties and

directly approximation capability of this kind of HFSs become a questionable topic.

Surprisingly this issue has been gathered little attention, and a lot of applications

have been still performed without considering its inaccuracy [15–18].

In literature there are three prominent studies whose most important motivation

is to provide a solution to conventional HFSs inaccuracy. First Rattasiri and Halga-

muge proposed Hierarchical Classifying-Type Fuzzy System: HCTFS [19] relies on

Alternative Model of Hierarchical Fuzzy System: AHFS [20] and Classifying-Type

Fuzzy System. Although this approach criticizes the redundantly repeated defuzzifi-

cation steps’ in the inner layers, it does not aim to provide single system outputs, but

it mostly investigates the favorable outcome of proposed inference method on cost of

computation against the single system. In addition, it insists the use of AHFS. Even

though AHFS minimizes the total number of rules, it may be inapplicable for some

problems because of the difficulties in rule generation. Especially in the inner layer

rules, it may be really challenging to plausibly merge the resulting outputs of low

layer SFSs. After a long while Joo and Sudkamp proposed a method to convert a

single system into a two-layer HFS in [5]. The most important point achieved here is

the proposed HFS’s ability in generating same outputs with the corresponding single

system. In the proposed hierarchy, some of the original inputs are linked to the first

layer and the others cooperate with the outputs of this layer in the subsequent layer.

First the rules of both layers are generated from the high dimensional rule matrix

of single system, and second rule reduction is applied to reduce the number of rules

and simplify each one. However proposed two layer structure is a customized ver-

sion of HFSs, and the inference process strictly relies on it. Briefly both of these

proposed methods depend on specific hierarchic structures. Additionally their rea-

soning is related with the TSK type fuzzy inference. However the inaccuracy prob-

lem of HFSs is caused by the degeneration of fuzziness in the inner layers, and for

Mamdani style HFSs, this problem has precedence over TSK based HFSs.

Addressing the inaccuracy in Mamdani style HFSs, Mutlu et al. proposed

Defuzzification-Free Hierarchical Fuzzy Systems: DF-HFS which performs the sin-

gle system behaviors without restricting the use of any customized hierarchic struc-

ture [13]. Shortly, it prevents the degeneration in fuzziness and propagates the fuzzy

information from the lowest layer to the top-most one. However DF-HFS is evaluated

only on one conceptual case and a real world problem with maximum 9 inputs in [13].

In fact, it is necessary to evaluate DF-HFS behaviors and its boundaries for larger

scale problems. Additionally, although there is not a restriction about the hierarchic

structure for DF-HFS, AHFS is applied in [13] in order to make a fair comparison

between DF-HFS and HCTFS accuracy. Moreover the effect of the variations in hier-

archic structure is not investigated sufficiently by neither empirical nor mathematical

proofs.
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Two motivations encourage this study: (i) Examining the magnitude of propa-

gated degeneration in fuzziness during Mamdani style HFS inference process, and

determining a relation between conventional HFSs’ accuracy and the chosen hierar-

chic structure regarding the number of SFSs. (ii) Testing the accuracy and stability of

DF-HFS in large scale experiments, and verify its flexibility on both chosen inference

methods and hierarchic structures. Addition operation on fuzzy numbers is chosen

as the case study of this paper. There are several reasons for this problem selection:

(a) Implementation is easy. (b) It is possible to employ very large scale experiments

with huge number of inputs. (c) It is reasonable and fair to compare the behavioral

differences if and only if the systems rules are modeled consistently. In fuzzy addi-

tion problem, there is no restriction to generate the rules base of HFSs which is

equivalent with single system’s, as addition is a decomposable function with com-

mutativity and associativity properties. In line with the aforementioned objectives,

various experiments are performed on fuzzy addition operation with changing num-

ber of inputs on different hierarchic structures which are the variations of incremen-

tal and aggregated HFSs. The intervals of number of inputs and number of applied

SFSs are [4,512] and [2,255] respectively. 100 randomly generated input tuples are

evaluated in the experiments. Since defuzzification is the most vital point for a fuzzy

systems outputs, experiments are repeated two times by using different defuzzifica-

tion strategies: Center of Area (COA) and Weighted Average. Provided test results

are evaluated with Root Mean Square Error (RMSE) by basing the differentiation of

corresponding HFS behaviors with the single systems’. R-Square (R2
) is also calcu-

lated to observe the distribution of systems’ behaviors. Results of experiments have

been proved the accuracy and stability of HF-HFS. Therefore, in such cases where

the number of inputs are so high to be modeled by single system, DF-HFS outputs

are based to complete the tests. Moreover, obtained results have been showed that

a pattern can be extracted between the magnitude of reflection of degeneration in

fuzziness to HFS outputs and total number of SFSs. Finally, the magnitude of this

degeneration for unseen experiments can be approximately predicted by using this

pattern.

2 Data and Method

2.1 Data: Fuzzy Numbers

In this study, addition operation on fuzzy numbers is employed as an example exper-

imental case study.

In [21], Chen described a generalized trapezoidal fuzzy number ̃A as ̃A =
(a, b, c, d;w) where a, b, c, d and w are real numbers, and 0 < w ≤ 1. A fuzzy set ̃A
of the real line R with membership function 𝜇

̃A ∶ R → [0, 1] is called a generalized

fuzzy number if the following conditions are satisfied:

∙ 𝜇
̃A(x) = 0 where −∞ < x ≤ a
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∙ 𝜇
̃A(x) is increasing on [a, b]

∙ 𝜇
̃A(x) = w where b ≤ x ≤ c

∙ 𝜇
̃A(x) is decreasing on [c, d]

∙ 𝜇
̃A(x) = 0 where d ≤ x < ∞

Note that ̃A is a triangular fuzzy number where b = c, and it is identified as ̃A =
(a, b, d;w).

Let ̃A1 and ̃A2 are two trapezoidal fuzzy numbers. The addition of these numbers

is calculated by (1).

̃A1 ⊕ ̃A2 = (a1, b1, c1, d1;w1)⊕ (a2, b2, c2, d2;w2)
= (a1 + a2, b1 + b2, c1 + c2, d1 + d2;min(w1,w2))

(1)

Basic properties of fuzzy addition operation are detailed in [22] and some of them

are as follows:

∙ Commutativity: ̃A1 ⊕ ̃A2 = ̃A2 ⊕ ̃A1
∙ Associativity: ( ̃A1 ⊕ ̃A2)⊕ ̃A3 = ̃A1 ⊕ ( ̃A2 ⊕ ̃A3)

It is known that some functions which are non-decomposable should not built

by an HFS [9]. Surely in such cases where the desired function of single system is

non-decomposable, the resulting HFS cannot provide the same behaviors with single

system. Since associativity property ensures decomposability to the fuzzy addition

operation, it ensures the construction of HFSs without any limitation on hierarchic

structure or the fuzzy rules. Here, this flexibility is the most significant point for the

reliability and correctness of implementations. Commutativity, on the other hand,

lets variations in the order of input parameters, and provide elasticity to the HFS

modeling. Briefly, these two properties make differently structured HFSs be equiv-

alent in terms of fuzzy rules, and annihilate any reason which causes behavioral

differentiation of HFSs for both each other and single system. And if this behavior

differs somehow, these properties ensures that this outcome does not raise from the

modeling issues, but the inference process inside.

2.2 Hierarchical Fuzzy Inference

In Mamdani style fuzzy inference, there are four basic steps: fuzzification, rule fit-

ting, aggregation and defuzzification. Even though there are several different meth-

ods for defuzzification, all of these methods aim to generalize the aggregated fuzzy

output to single crisp value. It is highly challenging and even mathematically impos-

sible to extract that crisp value which determines the whole fuzzy data for all kinds

of membership functions. Therefore this step affects fuzziness permanently.

In conventional implementation of HFSs, each SFS performs all of the Mamdani

inference steps one by one, and provide a crisp output to its successor. This process
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is plausible and easy to implement. However the defuzzification steps in the inner

layer SFSs cause a degeneration in the corresponding system’s output [1].

In DF-HFS the redundantly repeated defuzzification steps are eliminated from the

hierarchical inference process, and the fuzzy data provided from aggregation step in

a SFS is directly transferred to the subsequent layer as its input. Since this input

is already a fuzzy variable, the fuzzification step is also eliminated. Consequently

fuzziness in the lowest layer is propagated without any deformation until the top-

most SFS which procures the final decision of the corresponding HFS.

Since DF-HFS aims to preserve the fuzziness from the lowest layer to the top-

most one, it pinpoints the inaccuracy problem in HFSs. In other words, DF-HFS

aims to provide the same outputs with the corresponding single system if HFS rules

are able to be generated equally with the single system’s. If this objective can be sat-

isfied, it means that DF-HFS is stable and robust against the variations on structural

differences of HFS.

3 Experiments and Results

Experiments are performed on fuzzy addition operation with changing number of

inputs on .NET platform by using FuzzyNet library [23]. These experiments are

repeated for 100 randomly created input tuples. Each crisp input is determined by two

triangular fuzzy numbers. One of them is the greatest integer less than this input and

the other one is the smallest integer greater than it. These integers specifies the cores

x of corresponding fuzzy numbers ̃X, and the intervals are specified by [x − 1, x + 1].
For example if the input is 3.14, fuzzy numbers ̃3 = (2, 3, 4; 1) and ̃4 = (4, 5, 6; 1) are

specified and processed during the fuzzy inference.

The utilized hierarchic structures are aggregated and incremental. Surely it is

challenging to construct all of the variations for each hierarchic structure. There-

fore a small but sufficient subset of differently constructed HFSs are implemented

here. Each row in Table 1 and Table 4 corresponds the implemented cases one by

one for aggregated and incremental structure respectively.

The HFSs based on aggregated structure are constructed by an up-down strategy.

Suppose that n is the number of inputs, and s is the lowest divisor of n. The input

space is separated into s sub-spaces which are then determined in different SFSs

containing n∕s inputs. Input space separation proceeds m − 1 times for the construc-

tion of m-layer aggregated structure. Regarding the incremental HFSs, n inputs are

distributed into l layers as homogeneous as possible. Since each layer has only one

SFS, totally l SFSs are generated in the hierarchy.

Table 1 and Table 4 show the experimental results containing the behavioral dif-

ferences of HFSs for aggregated and incremental structure respectively. Here first

four columns determine the identity number of related experimental case, the num-

ber of inputs, layers and SFSs. From the 5th column to the 8th, RMSE and R2
values

of conventional HFS and DF-HFS are presented for the use of COA defuzzifier, and

the others corresponds RMSE and R2
values for weighted average defuzzifier. Since
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the most important motivation for HFS performance is providing the single system

behaviors besides handling the curse of dimensionality, RMSE and R2
values are

calculated by basing the single system outputs.

It is clearly seen from Tables 1 and 4 that conventional process of HFSs cannot

provide the same inputs with corresponding single system. On the other hand, DF-

HFS satisfies this objective for all of the cases without being effected from the chosen

hierarchic structure. This observation is evaluated as an accuracy and stability test of

DF-HFS. In the cases with more than 32 input parameters (ID > 14 in Table 1 and

ID > 37 in Table 4), single system solution becomes infeasible due to the curse of

dimensionality bottleneck. Therefore the outputs provided from DF-HFS is used as

a base in order to see the behaviors of conventional process for larger scale experi-

ments.

In Tables 1 and 4, it can be seen that, for a constant number of inputs, the dif-

ference between single system’s and HFS’s output is increased when the number of

layers are increased. In fact this issue is related with the number of SFSs which deter-

Fig. 1 Effect of number of SFSs on HFS outputs for aggregated HFS. a Experiments on COA, and

b weighted average defuzzifier
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mines the number of defuzzification steps performed in the inner layers. In a single

system solution, only one defuzzification is required, and it is plausible since a crisp

output should be provided to finalize the reasoning process. However for an HFS, it is

repeated in every SFSs, and each one causes an amount of deformation until the root

SFS which is in fact the only SFS providing a crisp value. Consequently, when the

number of inputs keeps constant, the use of more SFSs increases the degeneration

in transferred fuzzy data, and the HFS behaviors staidly diverge from the behavior

provided by single system.

To make the experimental results in Table 1 more comprehensible, these results

are projected into two charts in Fig. 1 which illustrate the differentiation between the

single system’s and the HFS’s outputs for aggregated structure. Figure 1a, b shows

the differentiation of RMSE values by the increase in number of SFSs for COA and

weighted average defuzzifier. It can be easily concluded that when the number of

SFSs (indirectly the number of performed defuzzification steps) increases, RMSE

value exposes an exponential increase.

Summarizing Table 1 and Table 4, RMSE values are post-processed for aggre-

gated (see Table 2 and Table 3) and incremental (see Table 5 and Table 6) structures

respectively. Herein it is possible to see the minimum, maximum and average RMSE

values with standard deviation for both the overall HFS’s and individual SFS’s per-

spective. The effect of individual SFS on these RMSE values are provided from

dividing the corresponding RMSE value into the number of SFSs.

From all these findings of experiments, a new discussion can be coined here: Is
this possible to predict the magnitude of degeneration on fuzziness before the imple-
mentation of single system? In detail, now it is known that the conventional process

of hierarchical inference fails because of its inaccuracy arisen from the degeneration

of fuzziness. In this study it is easy to measure this degeneration. Because it is pos-

sible to construct the single system for most of the cases. However it is clear that,

the construction of single system for more complex problems may not be applica-

ble. Therefore the behavior of single system remains unknown. Unless the system

designer uses DF-HFS for hierarchical reasoning, (s)he should at least approximately

anticipate the magnitude of possible differentiation in the HFS’s outputs from the

single system. Here it can be derived from the graphics in Fig. 1 that, the differen-

tiation in the system’s output can be stated by a specific function with very high

precision. By using it, this differentiation can be predicted for an unknown case. For

example if an aggregated HFS with 3 SFSs are required, that HFS’s RMSE value

can be calculated from Fig. 1a as 0.0265 × 30.532 = 0.047541664. Resulting value

can be verified by checking the minimum and maximum intervals in Table 2. If it is

inside the related interval, it is verified. All of these cases can be verified by using

the same perspective. It is concluded from this calculation that the degeneration in

system’s fuzziness is not random or occasional, and has a consistent pattern which

can be extracted by some empirical studies.
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4 Conclusion

Single system solutions are inapplicable for large scale problems with a lot of input

parameters because of the problem called curse of dimensionality. Hierarchical fuzzy

systems are proposed to handle this problem by separating the large input space

into lower dimensional sub-spaces. However the conventional process of HFSs has

a hidden problem: inaccuracy. It cannot provide the single system outputs, and the

provided outputs differentiate in any tiny variation in the hierarchic structure. This

issue reduces the stability of HFSs against these variations. The inaccuracy is a big-

ger problem for Mamdani style fuzzy inference, since it relies on linguistic fuzzy

reasoning for both antecedent and consequent parts of fuzzy rules.

In this study, the inaccuracy and instability of Mamdani style hierarchical fuzzy

inference process are investigated by an experimental manner on fuzzy addition

problem. The experiments are performed on various hierarchic structures which are

the variations of aggregated and incremental HFSs. Two area based defuzzifiers are

implemented: center of area and weighted average. Basing single system outputs,

RMSE and R2
values are calculated to evaluate the accuracy of HFSs. For large

scale experiments whose solution by single system is inapplicable because of the

curse of dimensionality, Defuzzification-Free Hierarchical Fuzzy System: DF-HFS

outputs are used as a base for the measurements, since it ensures to provide the same

outputs with the single system.

The experiments showed that the conventional process of HFSs cannot provide

the same outputs with single system, and any variation in hierarchic structure causes

differentiation in HFS behaviors. However this differentiation is not occasional or

random. On the contrary, there is a consistent pattern which can be expressed by a

mathematical function. Therefore in such cases where the system designer should use

this kind of HFSs, (s)he can predict the potential magnitude of this differentiation and

take it into account as an error range. DF-HFS, on the other hand, always provides

the same outputs with the single system and it is robust against the variations in the

hierarchic structure.

Although there is no need to derive rules for addition operation, real world prob-

lems strictly require fuzzy rules for a complete fuzzy system implementation. There-

fore subsequent studies will be focusing on automatic generation of HFS by parti-

tioning the rules of single systems.
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A Fuzzy Shape Extraction Method

A. R. Várkonyi-Kóczy, B. Tusor and J. T. Tóth

Abstract This chapter presents an easily implementable method of fuzzy shape
extraction for shape recognition. The method uses Fuzzy Hypermatrix-based
classifiers in order to find the potential location of the target objects based on their
colors, then determines the areas where the most densely occurring positive findings
in order to restrict the area of operation thus speeding the process up. In these areas
the edges are detected, the edges are mapped to tree structures, which are trimmed
down to simple outline sequences using heuristics from the Fuzzy Hypermatrix.
Finally, fuzzy information is extracted from the outlines that can be used to classify
the shape with a fuzzy inference machine.

1 Introduction

Shape recognition is an important field in computer vision. Its numerous fields of
application involve industrial manufacturing, traffic control, human hand posture
recognition, and many other applications that involve the recognition or objects in
the data of various (typically visual) sensors.

In order to be able to classify the shape, various descriptors have to be found in
the images.
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There are many systems designed for shape detection and recognition. Panwar
[1] presents a hand gesture recognition system that removes the background noise
in pre-processing steps and applies K-means clustering for segmenting the hand
from the rest of the background, so that only segmented significant cluster or hand
object is to be processed in order to calculate shape based features like orientation,
center of mass, status of fingers, etc. It does not consider skin color, thus avoiding
problems caused by different lighting conditions.

Wang et al. [2] introduces robust feature descriptors for shape feature detection
from intensity order information, considering the intensity relationships among all
the neighboring sample points around a pixel, and exploiting the coarsely quantized
overall intensity order of these sampling points.

Inoges et al. [3] proposes a shape detector based on inner-angles and
inner-distances for hand detection on images of Near Infrared cameras.

Chen et al. [4] uses a fusion of calibrated observation data from two RGB-D
sensors installed on the head and the hand of a humanoid tomato-harvesting robot.
It applies a pointcloud model segmentation to obtain the primitive shape model of
each fruit, and a probabilistic model to determine the picking order of the tomatoes
within the branch.

Li et al.[5] proposes two kinds of neural networks for automatic lane boundary
detection in traffic scenes: a multitask deep convolutional network for detecting the
presence of the geometric attributes (location and orientation) of the target object
with respect to the region of interest; and a recurrent neuron layer for structured
visual detection.

In general, the first step in such systems is finding the appropriate descriptors
that describe the shapes in the image efficiently and then comparing the shapes
(based on these descriptors) to that of the known objects. For example, this step can
be composed of segmenting the whole image with a suitable edge detection algo-
rithm, then analyzing the resulting contours. However, this can be a lengthy process
depending on the size of the image and its complexity (the amount of objects in it).
If heuristics are available about the sought objects (e.g. color tones associated with
them), the extraction process can be shortened by restricting the area of operation to
certain parts of the image.

The system proposed in this paper is using this principle. It consists of the
following steps: (a) detecting the areas associated with the sought objects based on
color tones using a fast classifier, (b) constructing the contour of given objects in
the resulting areas, and (c) extracting robust fuzzy descriptors that can be analyzed
in order to identify the shapes.

In the first step, a 3D Fuzzy Hypermatrices-based (FHM) classifier [6] (devel-
oped by the authors in an earlier stage of this research) is used to detect the pixels of
the image that have a similar color tone to the object that has to be recognized (e.g.
human skin color areas). The resulting image is filtered with a density-based filter in
order to get rid of the scarcely occurring false-positive findings (which, in this case
is basically just noise), then using dilation (a simple operation of mathematical
morphology, for more details see [7]). The results are the areas where the sought
objects are.
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On the resulting areas (so-called blobs) the system carries out edge detection
(e.g. the Canny [8] or Russo’s fuzzy edge detection [9] method), then it builds tree
structures from the detected edges. The trees are trimmed (using heuristics) until
they are reduced to simple lines. The resulting neighboring lines are combined and
extended so they create a loop (in each blob).

After that, the analysis of the looping pixel-sequences can be started. This is
done by finding points of interests (POIs) in the sequence. Finally, fuzzy features
are extracted from the features of the POIs and from their patterns the shape of the
detected object is determined.

Although the system can be used for any object, in this paper authors focus on
human hand shapes, so the examples shown are from a human hand posture
recognition problem. The implementation of the system has been tested on an
average PC (HP ProBook 4540 s (Intel® Core™ i5-2450 M CPU, @2.50 GHz,
4 GB RAM)).

The rest of the chapter is, as follows. Section 2 describes the system through 7
subsections, shows the testing results, and provides comparison to other descriptors.
Finally, Sect. 3 concludes the paper and presents future work.

2 Shape Detection

2.1 Determining the Area of Operation and Edge Detection

The first step is to determine the area of operation in order to restrict further
processing, thus enhancing the speed of the system. For this, the system has to find
all pixels that are similar to the known color tones of the object that is needed to be
recognized. Fuzzy Hypermatrices are used, because they are among the quickest
classifiers due to their minimalistic runtime operation. The principle behind them is
the pre-calculation and storing of the problem space (in this case, the HSV color
space) in multi-dimensional arrays (where each dimension corresponds to an input
attribute), so the classification results are immediately available during the evalu-
ation phase. Figure 1 shows the image where the hand shape is needed to be
recognized (left) and the output of the FHM classifier (right). The image with
resolution 640 × 480 pixels requires about 0.13 s to process.

The output of the classifier is filtered by a density based filtering (DBF) algo-
rithm. The idea behind the method is dividing the image to N × M subimages and
calculating the number of positively marked pixels in each subimage. A subimage
is copied to the output only if (a) it has a sufficient number (ϑ1) of marked pixels, or
(b) it has at least ϑ2 marked pixels and has a neighboring subimage with at least ϑ1
marked pixels (0 < ϑ2 < ϑ1). Figure 2 (left) shows the output of the DBF algo-
rithm (M = 24 and N = 32), thus dividing the image into subimages with size
20 × 20; using appropriately chosen thresholds ϑ1 = 25 and ϑ2 = 5. The filtering
takes about 0.05 s.
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After that, the resulting image is processed using dilation. Figure 2. shows the
dilated image (right), using an ellipse shaped kernel with size 10. It takes 0.24 s to
process the whole image. The results are the areas (so-called blobs) in the image
where the rest of the analysis is carried out, making the process much faster. In
order to find the frame of the subimage that contains the blob, a simple algorithm is
used that operates on the same idea as the flood fill method [10]:

(1) While inspecting the image pixel by pixel, if the examined pixel is marked then
check its neighbors, recursively mapping the connected area and noting the
location and properties of the frame they fit in.

(2) After the whole connected area is mapped, then continue processing the image
considering pixels that have not been examined yet.

The algorithm finds 3 blobs in the input image which takes about 0.034 s per
blob. Similarly to the case of the density based filter, blobs that do not exceed an
arbitrary size can be discarded.

Fig. 1 An input image (left) and the filtered human skin color areas using FHMs (right)

Fig. 2 The output of the density-based filter (left) and the dilated blobs (right)
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While the processing of the whole image (Fig. 1 left) with the Canny method in
order to find the edges takes approximately 0.016 s, processing the blobs instead
takes only 0.003 s. The results can be seen in Fig. 3.

2.2 The Mapping of Outline Trees

The edges detected in the previous step are stored in a directed tree structure, where
each node corresponds to a pixel. Each neighboring pixels are directly connected in
the tree; thus each node has one parental (except the root node) and 7 child nodes
(because each pixel is surrounded by 8 other pixels).

The tree-building algorithm recursively maps the blob. If it finds a marked pixel,
then appoints it as a root node, and sets all neighboring unprocessed pixels as its
children, then continues the process through them until it runs out of such pixels.
The tree building algorithm produces the directed trees for each blob in 0.0123 s on
average.

The next step is the pruning of the tree down to a simple node sequence (a tree
where all nodes have less than 2 children). Let us consider the following definitions:

• branching nodes are nodes with at least 2 children,
• branches are directed sequences of nodes from a branching node till a leaf that

do not contain branching nodes (thus the parental branching node is not a part of
the branches).

The pruning of tree is done by removing branches of the tree that are not likely
to be part of the outline. A fitness function is used to determine which branches
should be removed, thus a simple greedy algorithm (in this case, always choosing
the option with the lowest fitness value) can be used.

One good way to determine the fitness value is calculating the number of marked
pixels in the given branches, but it alone is not sufficient. Depending on the edge
detection algorithm, not all edges that belong to the shape of the sought object are

Fig. 3 The results of the edge detection (using Canny method) for each blob
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actually part of the object on the image, as it can be seen in Fig. 4. As it can be
seen, (a) shows the original subimage, (b) the edges found by the Canny method
and (c) the edges that actually have the color tones of the human hand. This issue
can be fixed by considering the colors of not only the pixels in the given branches,
but the pixels around the branches too.

In this research, three qualifier variables are used to determine the fitness of a
given branch:

• L: The number of pixels covered by the branch,
• Q: The number of marked pixels covered by the branch,
• Qn: The number of marked pixels around the pixels covered by the branch.

Using the combination of these qualifiers, rules can be set for the pruning. Such
rules are e.g.: delete branches

• where L = 1 (thus removing all 1-pixel “dead ends”).
• where L is much larger than Q + Qn (thus removing every branch with length

much larger than all the marked pixels in and around the branch).
• where Qn is much larger, than L (thus removing branches that are surrounded by

too many marked pixels). This is the case of edges that are inside the sought
shape, thus are not part of the outline.

The removal of branches that satisfy the removal rules is done until there is:
(a) only one simple node sequence from node to leaf, or (b) only one branching
node, which is the root node with two branches. In the first case, the algorithm is
finished. In the second case, one of the branches is needed to be reversed in order to
get a simple node sequence.

The change in the trees can be observed in Fig. 5 after one cycle of branch
removal. As it can be seen, many trees have already been reduced to either to a
single sequence or to their root node. The pixels with lighter color are the root
nodes of the corresponding tree. The whole pruning phase results in only 3
sequences in the example that can be seen in Fig. 5b. The required time is 0.0356
on average per blob.

Fig. 4 a The original blob image, b the results of the edge detection and c the pixels of the results
of the edge detection that have the sought color tone
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2.3 Node Sequence Improvement

The resulting node sequences should be improved by fixing outlying pixels (i.e.
pixels where the direction of the sequence takes a sudden turn, only to turn back to
the original direction by the next pixel, see Fig. 6a) that would otherwise make the
further analysis steps more complex. Such outliers can be fixed by using a 3 pixels
wide window on the sequence, changing the position of the middle pixel consid-
ering the position of the other two. This change can be summarized in two rules,
(where xi and yi are the coordinates of pixel i):

• If (xi−1 = xi+1) and (yi−1 = yi − 1) and (yi−1 = yi + 1) then xi = xi−1
• If (yi−1 = yi+1) and (xi−1 = xi − 1) and (xi−1 = xi + 1) then yi = yi−1

Further improvements are made as well in order to remove the sharp (90°) turns
in the sequence (see Fig. 6b). Similarly to the previous case, this also involves
using a 3-pixel wide window. Whenever the algorithm encounters 3 pixels with a
horizontal and vertical transitional direction, the middle node is removed from the
sequence. The results of the sequence improvement phase can be seen in Fig. 5b,
the processing time of each blob is ∼0.001 s.

Fig. 5 The trees a after one pruning cycle, b after all the whole pruning and improvement phases;
and c the united sequence

Fig. 6 Sequence
improvements: a fixing
outliers and b removing sharp
turns

A Fuzzy Shape Extraction Method 389



2.4 Uniting Sequences

Before the analyzation the outline of the shape, the sequences are needed to be
joined by their ends. Firstly, the positions of the individual sequences are compared
relative to each other. The sequences that have ends sufficiently close to each other
(their distances are smaller than an arbitrary value) then they are joined, by adding
pixels to bridge the distance between them. This can be done by simply making a
straight line or a curve considering the average direction of the two sequences
around their examined ends.

If one of the ends is the root and the other is a leaf, then the joining process is
trivial. If both of them are roots or leaves, then one sequence has to be reversed.
Finally, if the resulting sequence is not a closed loop, then it is discarded.

The results of the unification phase can be seen in Fig. 5c, the processing time of
each blob is ∼0.0036 s.

2.5 Sequence Analysis

In order to extract useful features of the shape, the node sequence has to be divided
into segments, bounded by so-called points of interests (POIs).

Let us define a POI as a node, where a significant change occurs in the general
direction of the sequence. Therefore, in order to appoint them in the sequence, the
general direction is needed to be examined. In this implementation, two different
direction measures are used: absolute and relative directions. Former marks the
direction of the sequence considering the whole image on a [0 … 7] scale, as it can
be seen in Fig. 7a. The latter marks the average direction of the segment since the
last POI on a scale of [−3 … 3] (Fig. 7b), where 0 marks the straight direction, [−3
… 0) the left hand-side and (0 … 3] the right hand side deviation from the straight
direction.

Latter is also used to detect if moving onto the next examined pixel in the
sequence causes a larger change in the general direction. If this change is larger than
an arbitrary threshold (δ), then the pixel is a POI. For this threshold either a static
value or a dynamic value can be used. Latter values are calculated by a function that
provides a high output in the beginning, then lowering considering the length of the
segment.

Fig. 7 a Absolute and
b relative directions
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Figure 8 shows the POIs considering different threshold values: (a) considering
δ = 1 allowed relative deviation, (b) δ = 1.5 and (c) using a dynamic value
(T1 = 0.5, T2 = 0.5, q1 = 10, q2 = 20). As it can be seen, the first threshold results
in too many POIs, while the other two provides a much better segmentation, from
which valuable information can be extracted considering the features of the hand.
(In the figure, the light green pixel shows the starting point (the root node) of the
sequence, which is always considered as a POI in the current implementation.)
Figure 9 shows the results for the other two blobs, using dynamic thresholding. As
it can be seen, although the hand posture is the same as in Fig. 4a, due to its angle
and blurred image it is less informative of its true shape. Nevertheless, its shape can
still be analyzed. The circle of the face can be clearly seen as well. The average
processing time equals about 0.001 s for each blob.

2.6 POI Analysis: Fuzzy Shape Extraction

By analyzing the segments (the POIs and the paths (node sequences) between them)
we can get information about the shape. Each POI can be described by the
following:

• Type: peak or valley; this can be determined by noting the direction of the
sequence with respect to the image. If the direction is clockwise, then every POI
where the change in the relative direction is negative (thus taking a left-hand
side turn) is a valley, while every positive change in the direction marks a peak.
In case of counter-clockwise propagation the sides are swapped. For example,
the POIs of fingertips of the hand are peaks and the POIs of the webbing
between fingers are valleys.

• The length of the path from the POI to the next one.

Fig. 8 Resulting points of interests using different threshold values: a δ = 1, b δ = 1.5 and c a
dynamic thresholding function
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• The relative direction of said path compared to the direction of the path leading
to the POI.

• The ratio between the lengths of said two paths (length of the next one divided
by the length of the previous one).

These descriptors can be used to describe a shape. Considering Fig. 8c,
numerous patterns are noticeable of that particular hand shape. For example, the
lengths of the paths leading to and from a peak of fingers are roughly the same, their
directions are roughly the opposite of each other, and so on.

Remark: it is easy to determine if the sequence propagates in a clockwise or
counter-clockwise manner. Take a pixel that is next to the root (but not part of the
sequence), recursively examine its neighbors, then the neighbors of its neighbor,
etc. until either there are no other non-sequence pixels to consider, or the margin of
the image is reached. In the former case the initial pixel is an inner pixel (part of the
object that the shape belongs to), while in the latter case it is not. If it is an inner
pixel and its position is to the right of the direction from the root and the next pixel
in the sequence, then the sequence is propagating in a clockwise manner.

The values of the descriptors can be represented with fuzzy linguistic variables
as well. The length of each path can be compared to the diameter of the shape and
described by fuzzy values such as VERY SHORT, SHORT, MEDIUM, LONG,
VERY LONG. The relative change in direction can be described by FAR LEFT,
LEFT, NEAR LEFT, STRAIGHT, NEAR RIGHT, RIGHT, FAR RIGHT, and so
on.

Thus fuzzy rules can be formulated which can be evaluated by fuzzy inference
machines, classifying as one of the known shapes that is the most similar to the
detected one. One such system has been proposed by the authors in [11].

Table 1 summarizes the time required for the feature extraction. The whole
process takes 0.6861 s, of which the feature extraction itself takes 0.2661 s, or
0.0887 s per blob. This shows how fast the system is, and pinpoints the areas that
are needed to be improved in order to further enhance the operational speed.

Fig. 9 The results of the shape extraction for the other two blobs: a and c are the original
subimages, while b and d are the extracted shapes, respectively
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2.7 Comparison and Overall Analysis

The feature descriptor (proposed in subsection E) belongs to the group of so-called
spatial relationship features [12]. These descriptors define shapes or contours using
the geometric features of their pixels or curves (e.g. length, curvature, orientation,
etc.). Here a comparison is made between the proposed descriptor and some of the
existing ones.

In shape context analysis [13], the whole shape or contour is mapped from the
viewpoint of each point it contains, thus gaining local information that can be used
to match feature points. It is inherently translation invariant, and with some addi-
tional steps it can be made rotation and scale invariant as well. The disadvantage is
the considerable computational and storage cost per feature point.

Shock graphs [14] create an axial stick-like skeleton for each shape they rep-
resent. They are rotation, scale, and translation invariant and impervious to noise on
the shape boundary, but their computational complexity is very high.

Chain codes [15] describe the movement along the sequence of pixels by noting
the direction for each pixels. The chain code descriptors in the literature are gen-
erally invariant to translation and have a low computational complexity, but they
are not rotation and scale invariant, have high dimensions and weak against noise.

The proposed fuzzy descriptor is similar to chain codes, by encoding the general
direction of the pixel sequences. However, by using relative directions the proposed
descriptor is gains rotational invariance. Furthermore, by appointing feature points
only at certain points (local extrema), the amount of feature points can be kept
relatively low. With the usage of the dynamic thresholding function, it is possible to
obtain more or less the same feature points regardless of the size of the shape.

Because of the noise-filtering effect of the Canny edge detector (due to its
Gaussian blur step) and an additional sequence improvement step (Sect. 2.3) that

Table 1 Time required for the feature extraction

Operation For one blob on average For all blobs

Pixel color filtering (FHM) (s) 0.13
Density based filtering (s) 0.05
Dilation (s) 0.24
Blob mapping (s) 0.034 0.103
Edge detection (Canny) (s) 0.001 0.003
Tree building (s) 0.012 0.037
Tree pruning (s) 0.036 0.107
Sequence improvement (s) 0.001 0.003
Sequence unification (s) 0.0037 0.011
POI extraction (s) 0.001 0.003
Time required for blob operations (s) 0.0887 0.2661
All time required (s) 0.5087 0.6861
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removes outliers, the descriptor is also resilient against noise, while retaining a low
computational complexity.

The downside of the proposed descriptor is the varying (although generally low)
amount of feature points, which restricts the range of the applicable classifiers as
most of them expect a constant number of inputs. Another disadvantage is that the
starting point of the sequence is varying as well. Both problems can be solved by
using fuzzy inference machines: for the former problem the fuzzy rules can be
examined to any number of features, while for the latter the feature point sequence
can be rotated along the loop until a fitting model is found.

3 Conclusions

In this chapter, a shape detection system is presented for shape feature extraction in
camera images. It uses heuristics (the known color tones of the object) to find the
areas in the image where the object is and applies the feature extraction only on
them, thus making the process faster and more reliable.

The system uses a Fuzzy Hypermatrix-based classifier to find the areas of
operation, combined with a density-based filter and morphological dilation. On the
resulting areas (blobs) it carries out edge detection, maps the edges into directed
tree structures, reduces the trees into simple sequences using heuristics, unites and
improves the sequences to get the outline of the shape. Finally, points of interests
are extracted from the outline, analyzed and converted into fuzzy values that can be
classified by fuzzy inference machines.

The operation of the proposed system is illustrated on a hand recognition
process.

The proposed system can work well on images with heterogeneous backgrounds
and multiple skin regions, with the only restriction that the areas cannot be over-
lapping. Furthermore, with the proposed descriptor virtually any 2D shape can be
described, it is translation, rotation, and scale invariant and have a low computa-
tional cost due to the reduced area of operation.

The accuracy of the system depends on multiple factors. One is the general
accuracy of the hypermatrix based classifier, which can be easily improved by
further training it with more color tones associated with the target object. The other
one is the performance of the applied edge detector, since the contour construction
is based on its output. In the current implementation, the Canny edge detector has
problems with detecting edges of an object if the background has a similar color
tone. There are further adjustable parameters as well that can influence the accuracy
of the system (e.g. dynamic thresholding, the range in which contour lines can be
united, etc.), which will be thoroughly investigated in future work.

In order to achieve an even faster operation, certain parts of the system will be
improved. Dilation is one such part, which takes about 1/3 of the whole processing
time, making it the longest process in the procedure. In future work, a better
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solution will be developed for it, as well as an improvement for a more reliable edge
detection.
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Pipelined Hardware Architecture
for a Fuzzy Logic Based Edge Detection
System

Aous H. Kurdi and Janos L. Grantner

Abstract Edge detection is a fundamental task for any image processing system. It
serves as an entry point for a lot of major algorithms such as image identification,
segmentation, and feature extraction. Consequently, a lot of different techniques
have evolved to accomplish this task. The most commonly known methods include
Sobel, Laplacian, Prewitt, and fuzzy logic based methodology. In this paper, a
novel, pipelined architecture for a type-1 fuzzy edge detector system is discussed. It
has been implemented on different Xilinx devices. The fuzzy system consists of
modules as follows: preprocessing, fuzzification which creates four fuzzy input
variables, inference and defuzzification resulting in a single crisp output. The
hardware accelerator utilizes a pipeline of seven stages. Each stage requires just one
clock cycle. The system can operate at a frequency range of 83–100 MHz
depending on the speed grade of the FPGA device it is compiled to. Using the
1080P HD standard, the proposed architecture is capable of processing up to 45 fps
which makes it feasible for real time applications. The system was developed using
Xilinx Vivado and 7000-series FPGA devices. Simulations were carried out using
ModelSim by Mentor Graphics.

1 Introduction

Knowledge representation, in the context of conventional approaches, is based upon
bivalent logic. The major drawback is the limited capability of dealing with the
problems of uncertainty and inaccuracy [1]. Consequently, conventional approa-
ches do not provide suitable models to represent human knowledge and the
uncertain reasoning cognitive function. Fuzzy logic, on the other hand, offers a
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mathematical framework to deal with the degree of truth rather being limited to the
classic true, or false logic.

Fuzzy logic has evolved to be an essential tool for a wide spectrum of appli-
cations including systems control, intelligent systems, and image processing [2].
Edge detection is in the core of most image processing algorithms. It aims to
distinguish a set of points in a digital image in which the intensity level changes
sharply with respect to the surrounding neighbor points [3]. These points are
grouped into curved line shapes called edges. Different methods have been
developed to extract the edges in an image such as the Sobel operator, Laplacian,
and Prewitt. These methods depend on specific parameters, such as a threshold, to
realize the edge detection process [4]. A fuzzy logic based edge detection approach
has the advantage of transferring human knowledge into a model that can adapt to
change in the environment such as the presence of noise in the input feed rather
than depending on a static threshold value. Fuzzy logic based systems work with a
linguistic representation of knowledge in a way that describes uncertainty in a form
of IF THEN rules. Complex systems can be modeled using those rules that are
instinctively understandable to human beings [5]. To unleash the powerful capa-
bility of fuzzy logic based systems in real life applications, practical platforms with
low energy consumption and high computing power are crucially needed to
implement them.

Field Programmable Gate Arrays (FPGAs) [6] are one of the most eligible
candidates for implementing fuzzy logic based systems. In the Xilinx 7 Series
devices, the programmable elements organized in blocks called Configurable Logic
Block (CLB). Each CLB consists of two slices and each slice equipped with a
6-input 1-output look-up table (LUT), distributed memory, shift register, high speed
logic for arithmetic functionality, a wide multiplexer, and a switching matrix to
facilitate the access to routing elements on the chip [7]. The synthesizer tool assigns
the chip’s resources, mainly the CLBs, depending on the designer input to imple-
ment sequential or combinational logic circuits.

This paper is organized as follows: Sect. 2 gives references to a couple edge
detection algorithms using fuzzy logic. Section 3 presents the proposed fuzzy logic
system. Section 4 describes the design of the hardware accelerator. Section 5
summarizes the experimental results and provides comparisons with other methods.
Conclusions are given in Sect. 6.

2 Background

Fuzzy logic based edge detection has emerged as one of the hot areas for research in
the field of image processing. In [8], an improved edge detection algorithm using
fuzzy logic was proposed. In that study, the authors applied fuzzy technique on a
3 × 3 pixels mask. This mask is utilized in the process of examining each pixel’s
relation with its neighbors. Each pixel is considered as a fuzzy input resulting in a
multi-input-single-output (MISO) fuzzy system. Another approach uses the pixels’
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gradient and standard deviation values as inputs to the fuzzy system [9]. In the
system proposed in this paper the fuzzy system makes a decision on which pixel is
considered an edge, or not, by carrying out inference calculations based upon a set
of fuzzy IF THEN rules.

In the field of applying FPGAs to implement fuzzy logic, as in [5], the authors
used a Hardware Description Language (HDL) to design and implement a
Mamdani-type fuzzy system.

3 The Proposed Fuzzy Logic System

The proposed edge detector is a Mamdani-type [10] fuzzy system with four fuzzy
inputs, one output and seven IF THEN rules. The first two inputs are the gradients
with respect to the x-axis and the y-axis out of a kernel of 3 × 3 pixels. The
corresponding fuzzy sets are denoted as GX, and GY, respectively. The third input
is the output of a low-pass filter and the associated fuzzy set is named LF. The
fourth one is the output of a high-pass filter and the fuzzy set representing this input
is HF.

3.1 Preprocessing

In the preprocessing stage, a kernel of 3 × 3 pixels coming from the input image
are processed to calculate the gradient in x-direction, gradient in y-direction, low
pass filter, and high pass filter using Eqs. (1), (2), (3), and (4), respectively. I(x, y)
stands for the kernel with the targeted pixel at the center.

GX =
− 1 0 1
− 2 0 2
− 1 0 1

2
4

3
5 ⋅ I x, yð Þ ð1Þ

GY =
− 1 − 2 − 1
0 0 0
1 2 1

2
4

3
5 ⋅ I x, yð Þ ð2Þ

LF =
1 1 1
1 1 1
1 1 1

2
4

3
5 ⋅

1
9

⋅ I x, yð Þ ð3Þ

HF =
− 1 − 1 − 1
− 1 8 − 1
− 1 − 1 − 1

2
4

3
5 ⋅

1
9

⋅ I x, yð Þ ð4Þ
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3.2 Fuzzification

In fuzzification, crisp inputs converted into fuzzy quantities. Linguistic variables
were used to represent the fuzzy qualities spanning over a practical range on crisp
values. For each input, three fuzzy sets were defined over the universes of dis-
courses. These fuzzy sets are LOW, MED, and HIGH.

3.3 The Inference System

For each input variable, three membership functions (MF) was defined, LOW,
MED, and HIGH. LOW and HIGH are trapezoids MFs and MED is a triangle MF.
The membership functions are distributed over the universe of discourse values
from 0 to 255 (the intensity range in a grayscale image) as illustrated in Fig. 1.

Fuzzy union implemented as MAX function was adopted to pick the linguistic
variable with the most membership function strength for each individual input.

The proposed system utilizes a Mamdani inference system. The knowledge base
is made up of seven fuzzy IF THEN rules as shown in Table 1. All the rules have
the weight of 1. In the implication process the MIN operator is used for fuzzy
intersection and the MAX operator is used for fuzzy union, respectively.

Fig. 1 The membership
functions of input GX

Table 1 Pseudo-code of the
fuzzy rules

If GX = LI and GY = LI then E = LE
If GX = MI and GY = MI then E = ME
If GX = MI and GY = HI then E = HE
If GX = LI and HF = LI then E = ME
If GY = LI and HF = LI then E = ME
If GX = LI and LF = LI then E = LE
If GY = LI and LF = LI then E = LE
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3.4 Defuzzification

For the single output variable E (Edge), three membership functions are defined,
LE, ME, and HE. All three membership functions are of triangular shape. They are
distributed over the universe of discourse values from 0 to 255 as shown in Fig. 2.
For defuzzification, the Mean of the Maxima (MOM) method was used.

4 Design of the Pipelined Hardware Accelerator

A pipelined hardware accelerator was designed and implemented on a Xilinx
7000-series device using the Xilinx Vivado Design Suite. The system consists of
four main blocks: Preprocessor, Fuzzifier, Inference System, and Defuzzifier
extending over seven pipeline stages. Each stage requires just one clock cycle of
execution time. The Preprocessor uses 3 stages, the inference system utilizes 2
stages and the other two blocks use one stage each.

4.1 Preprocessing

The Preprocessor Unit’s functional block diagram is shown in Fig. 3. The hardware
architecture of the Preprocessor includes a Block RAM (BRAM) Module that is
configured as a Dual-Port RAM with asynchronous Read and Write cycles. The
memory organization is set up with parallel data width of 72 bits by 512 locations.
Each location contains the representation of the intensity of 9 pixels forming a
3 × 3 kernel window.

The first pipeline stage reads one location from memory. For calculating the
gradient in x-direction, the gradient in y-direction, the low pass filter and the high
pass filter, a dedicated block of hardware was implemented for each one of them.

Fig. 2 Membership
functions for output E
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Each block utilizes two stages out of the system’s seven pipeline stages and they
work in parallel.

For GX and GY, two specialized sub-blocks were designed to execute the
process of calculating the positive and negative parts of the gradient masks in
Eqs. (1) and (2). These sub-blocks work in parallel and they form the second stage
of the pipeline. The third stage performs the tasks as follows: the addition of the
outputs of the previous sub-blocks, finding the magnitude value of the sum and
scaling the value down to the established maximum value (255 in this case) if the
results exceed this maximum.

For LF, three sub-blocks were designed to find the sum of each row in Eq. (3).
These sub-blocks work in parallel and represent the second stage of the pipeline in
the LF block. The third stage calculates the sum of the results of the previous stage
and divides the result by 9 to find the average.

The last block is the HF. This block is also divided into two stages. The first
stage consists of three sub-blocks. The first sub-block preforms the process of
multiplying the first four elements of the HF mask in Eq. (4) with their corre-
sponding input pixels and finds the sum. The second sub-block does the same as the
first sub-block but for the last four elements of the HF mask. The third sub-block
carries out the multiplication of the center element by 8. The second stage calculates
the sum of the previous stage and then divides the sum over 9.

4.2 Fuzzifier

The conversion of the crisp inputs into fuzzy variables takes place in the fourth stage
of the system pipeline in the fuzzification block. The Fuzzifier Unit’s functional
block diagram is depicted in Fig. 4. The Fuzzifier block consists of four identical
sub-blocks working in parallel. These sub-blocks map the crisp inputs to linguistic
labels in the corresponding fuzzy universes of discourses along with the degrees of
consistency. The inputs of the Fuzzifier block are GX, GY, LF, and HF which are the
outputs of the Preprocessor block, as well as CLK, and ARESET. The outputs of the
Fuzzifier block are as follows: fuzzy variable 1(F-Var1), degree of consistency of
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ADDR 
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Fig. 3 Preprocessor block
diagram
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variable 1(F-Dom1), fuzzy variable 2(F-Var2), degree of consistency of variable 2
(F-Dom2), fuzzy variable 3(F-Var-3), degree of consistency of variable 3(F-Dom3),
fuzzy variable 4(F-Var-4), and degree of consistency of variable 4(F-Dom4).

4.3 Inference System

The hardware design of the inference system uses two stages out of the system’s
seven pipeline stages. The first stage implements the knowledge base, which

Fuzzifier-GX
F-Var1

F-Dom1

Fuzzifier-GY
F-Var2

F-Dom2

Fuzzifier-LF
F-Var3

F-Dom3

Fuzzifier-HF
F-Var4
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FUZZIFIER

Fig. 4 Fuzzifier block
diagram
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consists of seven IF THEN rules, and calculates the implication for each rule. The
second stage preforms the aggregation the outcomes of the rules into three fuzzy
variables LE, ME, and HE, respectively. The Inference System block diagram is
given in Fig. 5.

ME_AGG

HE_AGG

CLK

ARESET

Defuzzification

LE_AGG

DEFUZZIFIER

OUT_PIX

Fig. 6 Defuzzifier block diagram

Table 2 SNR using Lena’s image

Noise type SNR (dB)
Salt and pepper The proposed system Sobel Roberts Marr-Hildreth

3% 11.3229 2.1172 0.3227 5.7949
2% 12.9713 2.838 0.5179 6.8407
1% 15.6542 4.4507 1.2663 8.8938
0.5% 19.0904 7.1571 2.6619 11.2930
0.01% 36.4372 22.3805 16.4128 28.4842
Poisson 5.770 4.8552 2.3705 8.3296

White Gaussian 4.9275 2.0647 0.4376 4.8246

Table 3 SNR using cameraman image

Noise type SNR (dB)
Salt and pepper The proposed system Sobel Roberts Marr-Hildreth

3% 11.7017 4.0597 0.435 7.1072
2% 13.3604 5.0934 0.8328 8.1922
1% 15.9836 7.6217 2.2562 9.7482
0.5% 20.2011 10.2151 4.4911 13.2041
0.01% 36.2842 28.811 19.7059 29.0869
Poisson 6.5649 5.7147 3.8914 9.7991
White Gaussian 5.3962 3.1791 0.8788 5.3655
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4.4 Defuzzifier

In this stage, the aggregated fuzzy variables LE, ME, and HE are defuzzified using
Mean of Maxima defuzzification method. The output of the Defuzzifier Unit is an 8
bit representation of a pixel intensity value in the output image. The Defuzzifier
Unit’s block diagram is shown in Fig. 6.

5 Results

In this research, a hardware accelerator for fuzzy logic based edge detector was
designed, implemented, and tested. The system’s performance has been compared,
in the presence of noise, with two traditional edge detection techniques. The
pipelined hardware accelerator was developed using Xilinx Vivado and simulated

Original Image The proposed system

Sobel Roberts

Fig. 7 Lena’s image using different edge detectors
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using Mentor Graphics ModelSim. The performance of the hardware accelerator
was investigated using different Xilinx Artix7 devices.

5.1 The Performance of the Proposed Fuzzy System

The proposed system was tested using two benchmark grayscale images, Lena and
the Cameraman. We also compared the results with other edge detection techniques
such as Sobel’s, Roberts’s, and Marr-Hildreth edge detection methods using Signal
to Noise Ratio (SNR) as a quantitive measure. SNR is the physical indicator of the
imaging system sensitivity to noise [11]. It is calculated using Eq. (5).

Original Image The proposed system

Sobel Roberts

Fig. 8 Cameraman image using different edge detectors
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SNR=10 log10
∑nx − 1

0 ∑ny − 1
0 r x, yð Þ½ �2

∑nx − 1
0 ∑ny − 1

0 r x, yð Þ− t x, yð Þ½ �2
ð5Þ

where r is the reference image, t is the image to be tested, nx is the width of the
image in pixels, and ny is the height of the image in pixels. The system showed
better immunity to noise compare to the other methods in most of the cases. The
noise test was carried out using artificial noise added to the original image as shown
in Tables 2 and 3 and Figs. 7, 8, 9 and 10.

Original Image The proposed system

Sobel Roberts

Fig. 9 Lena’s image with 0.05% salt and pepper noise using different edge detectors
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5.2 The Hardware Accelerator

The hardware accelerator design based upon a pipeline architecture of seven stages.
Each stage requires just one clock cycle of execution time. The system was tested
using three Xilinx Artix7 devices with different speed grades as indicated in
Table 4. The system can work with a clock frequency rate of up to 100 MHz
producing an output pixel in each 10 ns.

Simulation results using a 11 ns clock cycle have shown that the system needs
77 ns (7 cycles) to fill the pipeline and after that 176 ns (16 cycles) to produce 16
outputs as illustrated in Fig. 11. To compare the performance of the hardware

Original Image The proposed system

Sobel Roberts

Fig. 10 Cameraman image with 0.1% salt and pepper noise using different edge detectors

Table 4 Device utilization
and maximum operating
speed

Device name FF LUT BRAM Speed
(MHz)

xc7a200tfbg676-1 269 860 1 83.3
xc7a200tfbg676-2 269 860 1 90.9
xc7a200tfbg676-3 269 860 1 100
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accelerator with its software counterpart, MATLAB was used to implement the
system on a PC with Intel Core i7 processor and 8 GB of memory. The tests yield
execution time of 1.3178 ms per pixel.

6 Conclusions

A novel seven-stage pipeline architecture for fuzzy edge detector was proposed and
implemented using Xilinx Vivado and VHDL. The system performance was
evaluated using three Xilinx Artix7 devices. The system’s noise immunity was
compared with other traditional methods using SNR as a quantitive measure. The
system delivers better results in all of the comparisons. Working with a system
clock of a 100 MHz, the system can process a frame with 1080P HD resolution
within 0.020736 s or a 0.62208 s for a stream of 30 fps. It is equivalent to about
45 fps. By attaching suitable input and output peripheral devices to the proposed
hardware accelerator it will make a good tool for real time applications.
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A Quantitative Assessment of Edge
Preserving Smoothing Filters for Edge
Detection

Huseyin Gunduz, Cihan Topal and Cuneyt Akinlar

Abstract Edge detection algorithms have traditionally utilized the Gaussian Linear
Filter (GLF) for image smoothing. Although GLF has very good properties in
removing noise and unwanted artifacts from an image, it is also known to remove
many valid edges. To cope with this problem, edge preserving smoothing filters
have been proposed and they have recently attracted increased attention. In this
paper, we quantitatively compare three prominent edge preserving smoothing fil-
ters; namely, Bilateral Filter (BLF), Anisotropic Diffusion (AD) and Weighted
Least Squares (WLS) with each other and with GLF in terms of their effects on the
final detected edges using the precision/recall framework of the famous Berkeley
Segmentation Dataset (BSDS 300). We conclude that edge preserving smoothing
filters indeed improve the performance of the edge detectors, and of the filters
compared, WLS yields the best performance with AD also outperforming the GLF.

Keywords Edge detection ⋅ Canny ⋅ Edge drawing (ED) ⋅ Edge preserving
smoothing ⋅ Bilateral filter ⋅ Anisotropic diffusion ⋅ Weighted least squares
(WLS)

1 Introduction

Edge detection is one of the fundamental tools of image processing and computer
vision. It is usually performed as the first step of a processing pipeline and is
especially used in feature detection and extraction. The importance of this problem
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have led the researchers to develop many edge detection algorithms in the literature
[1–4].

The first step of any edge detection algorithm is to remove noise and reduce the
amount of detail and unwanted artifacts in the image. The easiest and the most
widely used filter for this purpose is the Gaussian Linear Filter (GLF) [1]. This filter
smooths out every pixel of the input image using the same Gaussian function and
thus removes potential edges along with the unwanted image artifacts, which
inversely affects the edge detection performance.

To overcome this problem, edge preserving smoothing filters have been pro-
posed in the literature. The main goal of these filters is to remove unwanted artifacts
from the image as in GLF while preserving valid edge crossings. These filters can
be analyzed in two different categories: (1) Those that work locally and compute the
output value for each pixel as some sort of an average of the local neighborhood,
(2) Those that formulate a global optimization problem using the image pixel
intensity values and smoothing coefficients, and solve this problem to obtain the
final filter output.

The most important method in the first category is the Anisotropic Diffusion
(AD) proposed by Perona and Malik [5]. In this method, the filter coefficients are
variable as opposed to Gaussian Linear Filer (GLF) and changes depending on the
structure of the input image. Shortly stated, using an anisotropic diffusion based
equation, the smoothing rate is adjusted based on the gradient value at each pixel.
While smoothing rate is reduced at the edge crossings, it is increased over the
continuous, smooth regions of the image. Although this method works well in
practice, it does not perform well especially on noisy images. Konishi proposes
making use of different statistical methods in the determination of edge crossings
instead of using a gradient operator [6]. In this method, the image is modelled as a
random field and the relationships between the pixels are analyzed. In addition to
the original AD proposed by Perona and Malik, many different AD variants have
been proposed in the literature [7–11].

Another important and popular edge preserving smoothing filter from the first
category is the Bileteral Filter (BLF) proposed by Tomasi and Manduchi [12]. This
filter makes use the spatial and range differences around the center pixel to produce
a weighted average around the neighborhood. The fact that the filter kernel size is
not linear creates computational problems. For this reason, several methods have
been proposed to speed up the filter and make it available for applications that
require fast computation [13–15].

An important method from the second category is the Weighted Least Squares
(WLS) [16, 17]. The idea with this method is to formulate image smoothing as a
global optimization problem and solve a system of linear equations to obtain the
output image.
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2 Image Smoothing Filters

In this study, four popular image smoothing filters have quantitatively been com-
pared. Here is a brief description of the filters to be compared.

2.1 Gaussian Linear Filter (GLF)

Given an input image f, and a Gaussian smoothing filter function g, the smoothed
output image h is calculated at each pixel (x, y) by the following convolution
equation:

h x, yð Þ= f x, yð Þg x, yð Þ, ð1Þ

Since this filter is based on the Gaussian function, the weights of the pixels
closer to the center pixel would be higher than the weights of the pixels far from the
center as follows:

G x, yð Þ= 1
2πσ2

exp −
x2 + y2

2σ2

� �
. ð2Þ

2.2 Bilateral Filter (BLF)

Contrary to GLF, where the weights of the filter coefficients are the same for each
pixel of the input image, the bilateral filter adjusts the weights of the filter coeffi-
cients based on the intensity values of the current pixel region, thus trying to
preserve boundary crossings. If the difference between the intensity of the center
pixel and the intensity of the pixels in the neighborhood is high, then the weights
filter coefficients are reduced. Thus after filtering, the intensity of the center pixel is
prevented from big changes. In other words, in BLF, the intensity values of the
pixels located on edge crossings are mainly determined by the pixels in the same
class. The BLF equation is given as:

BLF Ið Þp =
1
Wp

∑
q∈ S

Gσs jjp− qjjð Þ Gσr jIp − Iqj
� �

Iq, ð3Þ

where σs is the standard deviation in the spatial domain, and σr is the standard
deviation in the spectral domain. W is used for normalization.
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2.3 Anisotropic Diffusion (AD)

Anisotropic Diffusion (AD) works by the application of the heat diffusion equation
over the image as follows [5]:

∂I
∂t = div c ∇Ij jð Þ ⋅ ∇I½ �
I t=0ð Þ= I0

� �
, ð4Þ

where I0 is the input image, ∇ is the gradient operator, div is the divergence
operator, || is the magnitude operator, and c(x) is the diffusion coefficient function
and can be taken as one of the following:

c xð Þ= 1

1+ x ̸kð Þ2 , ð5Þ

and

c xð Þ= exp − x ̸kð Þ2
h i

, ð6Þ

where k is the edge magnitude parameter.
Gradient magnitude is used to identify the edge areas or intensity discontinuities.

At pixels where |∇| > > k, the value of c(|∇|) becomes 0. At pixels where
|∇| < < k, the value of c(|∇|) becomes 1.

The Eq. (4) can be written in discrete form as:

It+∇t
s = Its +

∇t
η̄sj j ∑

p∈ η̄s

c ∇Its, p
� 	

∇Its, p, ð7Þ

where Its represents the discretized image, s is the location of the pixel, ∇t is the step
size, ηs̄ is the spatial neighborhood of s, η̄sj j is the number of pixels in the filter
window. We finally obtain:

∇Its, p = Itp − Its,∀p∈ η ̄s. ð8Þ

2.4 Weighted Least Squares (WLS)

Given an input image f, the goal is to obtain the output image u by minimizing the
energy function given in (9) using the Weighted Least Squares (WLS) method [17],
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J uð Þ= ∑
p

up − fp
� �2 + λ ∑

q∈N pð Þ
wp, q fð Þ up − uq

� �2 !
, ð9Þ

where N(p) represents pixel p’s neighbors and λ is a balancing factor. The weight
equation wp,q is the similarity between pixels p ve q. When J(u) is set to 0, the
minimized u is obtained by solving a system of linear equations represented by a
sparse matrix:

I + λAð Þu= f , ð10Þ

In [16], the authors has expressed the output image, u, as a gradient equation as
follows:

∑
p

up − fp
� �2 + λ ax, p fð Þ ∂u

∂x

� �2

p
+ ay, p fð Þ ∂u

∂y

� �2

p

 ! !
, ð11Þ

ax, pðf Þ= ∂ℓ
∂x











α

+ ε

� �− 1

ay, pðf Þ= ∂ℓ
∂y











α

+ ε

� �− 1

, ð12Þ

where ℓ is the log-luminance channel of the input image, α is the gradient sensi-
tivity, ε is a constant to prevent division by zero at places where f is constant.

3 Experimental Results

In this section we quantitatively compare three prominent edge preserving
smoothing filters; namely, AD, BLF and WLS with each other and with GLF in
terms of their effects on the final detected edges. To achieve this goal, we make use
of the precision/recall framework of the famous Berkeley Segmentation Dataset
(BSDS) [18]. This dataset contains 200 training and 100 test images and is very
popular in quantitatively comparing different boundary detection methods [19, 20].
Images in the dataset are of 481 × 321 or 321 × 481 pixel resolution and each
image has between 5 and 10 human marked segmentations, which are used as the
ground truth data. The edge (boundary, contour) detection results from an algorithm
is automatically compared with the ground truth data using the precision/recall
framework and an overall F-measure score is produced by the BSDS testbed to rate
the performance an algorithm. This enables objective comparison of different edge
detection algorithms.

To compare the effects of different image smoothing methods, an input image is
first passed through the smoothing filter. The output of the filter is then processed
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by two different edge detectors: The famous Canny edge detector [1] and the
recently proposed real-time edge segment detector, Edge Drawing (ED) [2]. Both of
these detectors take a smoothed image as input and produce a binary edge map as
output, which is then used in the BSDS evaluation testbed to compute an F-score
for an image. The higher the F-score, the better the edge map. The edge detection
algorithms are run with the same parameters for each input image. Thus, the
smoothing filter that maximizes the F-measure score can be said to be the best.

Figure 1 shows a sample image from the BSDS dataset along with the smoothed
images with different smoothing filters. The edge maps having the maximum
F-score for each smoothed image obtained by Canny and ED are also presented in
Fig. 1. Finally, the precision/recall/F-score values corresponding to each edge map
are presented in Table 1.

Figure 2 shows the precision/recall curves of maximum F-score using the 100
test images in the BSDS dataset for each of the smoothing filters obtained by Canny
and ED respectively, and Table 2 gives a summary of the results. Clearly, WLS
yields the best performance with AD also outperforming GLF, while BLF shows
mixed performance and does not live up to the expectations.

Finally, Table 3 shows the running time for each filter averaged over the 100 test
images in the BSDS testbed. Clearly, GLF is two orders of magnitude faster than
the other filters, which explains its wide adaption especially in applications that
require real-time performance.

Fig. 1 Image 119082 of BSDS. Top to bottom: Smoothed image, Canny edge map having the
maximum F-score, ED edge map having the maximum F-score, smoothed by a GLF b BLF c AD
d WLS filters
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4 Conclusions

Edge preserving smoothing filters try to remove noise and unwanted artifacts from
an image while preserving important edge/boundary crossings. In this paper, we
quantitatively compared three edge preserving smoothing filters with each other and

Table 1 Detection performance for image 119082 of the BSDS dataset

Canny ED
Precision Recall F-score Precision Recall F-score

GLF 0.688 0.766 0.725 0.675 0.743 0.708
BLF 0.662 0.828 0.735 0. 637 0. 788 0.705
AD 0.699 0.782 0.738 0.656 0.757 0.703
WLS 0.649 0.831 0.729 0.688 0.805 0.742
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Fig. 2 a Canny edge detection performance b ED edge detection performance

Table 2 Maximum F-score
obtained for each smoothing
filter by Canny and ED for the
BSDS 300 dataset

Maximum Canny F-score Maximum ED F-score

GLF 0.571 0.574
BLF 0.567 0.570
AD 0.578 0.580
WLS 0.585 0.590

Table 3 Average running
time of each smoothing filter
for the images in the BSDS
300 dataset

Time (ms)

GLF 1
BLF 534
AD 395

WLS 764

A Quantitative Assessment of Edge Preserving … 417



with the widely used Gaussian Linear Filter. While BLF did not live up to the
expectations, both WLS and AD were observed to produce better results compared
to GLF. We conclude that edge preserving filters indeed improve the performance
of the edge detectors, and further research needs to be performed to improve the
existing filters or to develop new ones. Also, their running times need to be
improved to make them suitable for real-time computer vision applications.
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Why Sparse? Fuzzy Techniques Explain
Empirical Efficiency of Sparsity-Based
Data- and Image-Processing Algorithms

Fernando Cervantes, Bryan Usevitch, Leobardo Valera
and Vladik Kreinovich

Abstract In many practical applications, it turned out to be efficient to assume that

the signal or an image is sparse, i.e., that when we decompose it into appropriate

basic functions (e.g., sinusoids or wavelets), most of the coefficients in this decompo-

sition will be zeros. At present, the empirical efficiency of sparsity-based techniques

remains somewhat a mystery. In this paper, we show that fuzzy-related techniques

can explain this empirical efficiency. A similar explanation can be obtained by using

probabilistic techniques; this fact increases our confidence that our explanation is

correct.

1 Formulation of the Problem

Sparsity-based techniques are useful. In many practical applications, it turned out

to be efficient to assume that the signal or an image is sparse; see, e.g., [1–9, 12–14,

17, 18].

In precise terms, sparsity means that when we decompose the original signal x(t)
(or original image) into appropriate basic functions e1(t), e2(t), . . . (e.g., sinusoids
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or wavelets), i.e., represent this signal (or image) as a linear combination x(t) =
∞∑

i=1
ai ⋅ ei(t), then most of the coefficients ai in this decomposition will be zeros.

Moreover, it is usually beneficial to select, among all the signals which are con-

sistent with all the observations (and will all additional knowledge), the signal for

which:

∙ either the number of non-zero coefficients is the smallest possible,

∙ or, more generally, the “weighted number” of such coefficient is the smallest pos-

sible, where the weighted number is defined as
∑

i∶ai≠0
wi, for some weights wi > 0.

Comment. Sparsity can be viewed as a particulate case of the Occam’s razor, accord-

ing to which we should always select the simplest model that fits observation.

But why are sparsity-related techniques useful? At present, the empirical effi-

ciency of sparsity-based techniques remains somewhat a mystery.

What we do in this paper. In this paper, we show that fuzzy-related techniques can

explain this empirical efficiency.

We also show that a similar explanation can be obtained by using probabilistic

techniques; this fact increases our confidence that our explanation is correct.

2 General Analysis of the Problem

Why do we need data processing in the first place? To better understand why

different techniques are more or less empirically successful in data processing, it is

important to recall why we need data processing in the first place.

One of the main goals of science and engineering is to predict the future state of

the worlds, and to design gadgets and strategies that would make the future state of

the world more beneficial for us.

To predict the state of the world, we need to know the current state of the world,

and we need to know how this state changes in time. In general, the state of the

world can be described by the numerical values of different physical quantities. In

these terms, to predict the future state of the world means to predict the future values

of the corresponding quantities y1,… , ym.

In each practical problem, we are usually interested only in a small number of

quantities. However, to predict the future values of these quantities, we often need

to know the initial values of some auxiliary quantities as well. For example, when

we launch a spaceship, we are interested in its location and direction when it leaves

the atmosphere, and we are not directly interested in the future values of the winds

on different heights. However, these winds affect the spaceship’s trajectory, and, as

a result, we need to know their initial values to correctly predict the desired values

y1,… , ym. In general, we need to know n ≫ m initial values x1,… , xn to make the

desired prediction.
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The relation between xi and yj is often complicated. So, to predict the values

y1,… , ym based on the inputs x1,… , xn, we need to apply complex computer-based

algorithms, i.e., perform data processing.

The above description captures the main reason for data processing, but it is some-

what oversimplified, since it assumes that we know the values x1,… , xn of the origi-

nal quantities. For some quantities, this is indeed true, since we can directly measure

their values. However, there are many other quantities which are difficult to mea-

sure directly. For example, when we are trying to predict the state of the engine, it is

desirable to know the current temperature inside; however, this temperature is diffi-

cult to measure directly. If we cannot directly measure a certain value xi, a natural

idea is to find easier-to-measure auxiliary quantities z1,… , zp which are related to xi
by a known dependence, and then use this known dependence to reconstruct xi. The

corresponding computations may be complex, so we have another reason why data

processing is needed.

Before we perform data processing, we first need to know which inputs are
relevant. In general, in data processing, we estimate the value of the desired quan-

tity yj based on the values of the known quantities x1,… , xn that describe the current

state of the world.

In principle, all possible quantities x1,… , xN that describe the current state of the

world could be important for predicting some future quantities. However, for each

specific quantity yj, usually, only a few of the quantities xi are actually useful.

So, before we decide how to transform the inputs xi into the desired output, we

first need to check which inputs are actually useful. This checking is a very important

stage of data processing—if we do not filter out unnecessary quantities xi, we will

waste time and resources measuring and processing these unnecessary quantities.

3 Analysis of the Problem: Let Us Use Fuzzy-Related
Techniques

Description of our problem in natural-language terms. We are interested in a

reconstructing a signal or image x(t) =
∞∑

i=1
ai ⋅ ei(t) based on the measurement results

and prior knowledge. In this formula, the basis functions ei(t) are known, and the

coefficients ai need to be determined. Based on measurement results and prior knowl-

edge, we need to estimate the values ai.
This reconstruction problem is, of course, a particular case of a general data pro-

cessing problem. As we have mentioned in the previous section, a natural way to

approach data processing problems in general is that:

∙ first, we find out which quantities are important for this particular problem, and

∙ then, we find the values of the important quantities.

In the above data processing problem, the quantities are the coefficients ai. The quan-

tity ai is irrelevant if it does not affect the resulting signal, i.e., if ai = 0. When ai ≠ 0,
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this means that this quantity affects the resulting signal x(t) =
∞∑

i=1
ai ⋅ ei(t) and is,

therefore, relevant. Thus, for our problem, the above two-stage data processing pro-

cess takes the following form:

∙ first, we decided which values ai are zeros and which are non-zeros, and

∙ then, we use an appropriate data processing algorithm to estimate the numerical

values of non-zero coefficients ai.

On the first stage, we can make several different decisions, all of which are consis-

tent with the measurements and with the prior knowledge. For example, if in one

decision, we take ai = 0, then taking ai to be very small but still different from 0 will

still make this slightly modified signal consistent with all the measurement results.

Out of all such possible decisions, we need to select the most reasonable one.

“Reasonable” is not a precise term. So, to be able to solve the problem, we need

to translate this imprecise natural-language description into precise terms.

Fuzzy techniques can translate this natural-language description into a
precisely formulated problem. In order to translate the above natural-language

problem into precise terms, it is reasonable to use techniques specifically designed

for such translations—namely, the techniques of fuzzy logic; see, e.g., [11, 16, 19].

In fuzzy logic, the meaning of each imprecise (“fuzzy”) natural-language state-

ment P(x) about a quantity x is described by assigning, to each possible value x, the

degree 𝜇P(x) ∈ [0, 1] to which we are sure that x satisfies this property P. For sim-

ple properties, we can determine these values, e.g., by simply asking the experts to

mark, on a scale from 0 to 10, how much they are sure that P holds for x; if an expert

marks the number 7, we take 𝜇P(x) = 7∕10.

This can be done for properties that depend on a single quantity. However, for

properties like “reasonable”, that depend on many values a1,… , an,…, it is not fea-

sible to ask the expert for the degrees corresponding to all possible combinations

of the values ai. In such situations, we can use the fact that from the commonsense

viewpoint, a sequence (a1, a2,…) is reasonable if and only if a1 is reasonable and
a2 is reasonable, and… For each of the quantities ai, we can elicit, from the expert,

degree to which different values of ai are reasonable.

Since this is all the information that we have, we need to estimate the degree to

which a1 is reasonable and a2 is reasonable, and …, based on the degrees to which

a1 is reasonable, to which a2 is reasonable, etc. In other words, we know the degrees

of belief a = d(A) and b = d(B) in statements A and B, and we need to estimate the

degree of belief in the composite statement A&B.

It is worth mentioning that this estimate cannot be always exact, because our

degree of belief in a composite statement A&B depends not only on our degrees of

belief in A and B, it also depends on the (usually unknown) dependence between A
and B. Let us give an example.

∙ If A is “coin falls heads”, and B is “coin falls tails”, then for a fair coin, degrees a
and b are equal: a = b. Here, A&B is impossible, so our degree of belief in A&B
is zero: d(A&B) = 0.
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∙ However, if we take A′ = B′ = A, then A′ &B′
is simply equivalent to A, so we

still have a′ = b′ = a but this time d(A′ &B′) = a > 0.

In these two cases, d(A′) = d(A), d(B′) = d(B), but d(A&B) ≠ d(A′ &B′).
In general, let f&(a, b) be the estimate for d(A&B) based on the known values a =

d(A) and b = d(B). The corresponding function f&(a, b)must satisfy some reasonable

properties: e.g.,

∙ since A&B means the same as B&A, this operation must be commutative;

∙ since (A&B)&C is equivalent to A&(B&C), this operation must be associative,

etc.

Operations with these properties are known as “and”-operations, or, alternatively,

t-norms.
Let us apply an appropriate t-norm to our problem. In our case, for each variable

ai, we only need to find the degrees of belief in two situations: that ai = 0 and that

ai ≠ 0. Let us denote the degree to which it is reasonable to believe that ai = 0 by

d=i , and the degree to which it is reasonable to believe that ai ≠ 0 by d≠i . Thus, we

arrive at the following formulation of the first stage of data processing.

Resulting precise formulation of the first stage of data processing in precise
terms. Our goal is to select a sequence (𝜀1, 𝜀2,…), where each 𝜀i is equal either to

= or to ≠. If 𝜀i is =, this means that we have decided that ai = 0, and if 𝜀i is ≠, this

means that we have decided that ai ≠ 0.

For each such sequence 𝜀 = (𝜀1, 𝜀2,…), we can determine the degree d(𝜀) to

which this sequence is reasonable, by applying the selected t-norm f&(a, b) to the

degrees d𝜀ii to which we belief that each choice 𝜀i is reasonable:

d(𝜀) = f&(d
𝜀1
1 , d𝜀22 ,…).

Out of all sequences 𝜀 which are consistent with the measurements and with the

prior knowledge, we must select the one for which this degree of belief is the largest

possible.

An additional fact that we can use. If we have no information about the signal, i.e.,

in other words, if there is no evidence that there is a non-zero signal, then the most

reasonable choice is to select x(t) = 0, i.e., to select a signal for which

a1 = a2 = ⋯ = 0.

In other words, if we do not have any way to impose restrictions on the sequence

𝜀, then the most reasonable should be the sequence (=,=,…).
Similarly, the worst reasonable is the sequence in which we take all the values

into account, i.e., the sequence (≠,… ,≠).

A comment about t-norms. In principle, there are many possible t-norms. How-

ever, it is known (see, e.g., [15]) that an arbitrary continuous t-norm can be approx-

imated, with an arbitrary accuracy, by an Archimedean t-norm, i.e., by a t-norm
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of the type f&(a, b) = f −1(f (a) ⋅ f (b)), for some continuous strictly increasing func-

tion f (x). Thus, without losing generality, we can assume that the actual t-norm is

Archimedean.

Now, we are ready to formulate and solve the corresponding problem.

4 Definitions and the Main Result: Fuzzy-Related
Techniques Explain Sparsity

Definition 1

∙ By a t-norm, we means a function f& ∶ [0, 1] × [0, 1] → [0, 1] of the form

f&(a, b) = f −1(f (a) ⋅ f (b)), where f ∶ [0, 1] → [0, 1] is a continuous strictly increas-

ing function for which f (0) = 0 and f (1) = 1.

∙ By a sequence, we mean a sequence 𝜀 = (𝜀1,… , 𝜀N), where each symbol 𝜀i is

equal either to = or to ≠.

∙ Let d= = (d=1 ,… , d=N) and d≠ = (d≠1 ,… , d≠N) be sequences of real numbers from

the interval [0, 1]. For each sequence 𝜀, we define its degree of reasonableness as

d(𝜀)
def
= f&(d

𝜀1
1 ,… , d𝜀NN ).

∙ We say that the sequences d= and d≠ properly describe reasonableness if the fol-

lowing two conditions are satisfied:

– the sequence 𝜀=
def
= (=,… ,=) is more reasonable than all others, i.e., d(𝜀=) >

d(𝜀) for all 𝜀 ≠ 𝜀=, and

– the sequence 𝜀≠

def
= (≠,… ,≠) is less reasonable than all others, i.e., d(𝜀≠) <

d(𝜀) for all 𝜀 ≠ 𝜀≠.

∙ For each set S of sequences, we say that a sequence 𝜀 ∈ S is the most reasonable
if its degrees of reasonableness is the largest possible, i.e., if d(𝜀) = max

𝜀′∈S d(𝜀′).

Proposition 1 Let us assume that the sequences d= and d≠ properly describe rea-
sonableness. Then, there exist weights wi > 0 for which, within each set S, a sequence
𝜀 ∈ S is the most reasonable if and only if for this sequence, the sum

∑

i∶𝜀i=≠
wi is the

smallest possible.

Discussion. In other words, a sequence is the most reasonable if and only if the

sum
∑

i∶ai≠p
wi attains the smallest possible value. Thus, fuzzy-based techniques indeed

naturally lead to the sparsity condition.

Proof By definition of the t-norm, we have

d(𝜀) = f&(d
𝜀1
1 ,… , d𝜀NN ) = f −1(f (d𝜀11 ) ⋅… ⋅ f (d𝜀NN )),
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i.e.,

d(𝜀) = f&(d
𝜀1
1 ,… , d𝜀NN ) = f −1(e𝜀11 ⋅… ⋅ e𝜀NN ),

where we denoted e𝜀ii
def
= f (d𝜀ii ).

Since the continuous function f (x) is strictly increasing, its inverse f −1(x) is also

strictly increasing. Thus, maximizing d(𝜀) is equivalent to maximizing the function

e(𝜀)
def
= f (d(𝜀)). This function has the form

e(𝜀) = f (d(𝜀)) = f (f −1(e𝜀11 ⋅… ⋅ e𝜀NN )),

i.e., the form

e(𝜀) = e𝜀11 ⋅… ⋅ e𝜀NN .

From the condition that the sequences d= and d≠ properly describe reasonable-

ness, it follows, in particular, that for each i, we have d(𝜀=) > d(𝜀(i)= ), where

𝜀
(i)
=

def
= (=,… ,=,≠ (on ith place),=,… ,=).

This inequality is equivalent to e(𝜀=) > e(𝜀(i)= ).
Since the values e(𝜀) are simply the products, we thus conclude that

N∏

j=1
e=j >

(
∏

j≠i
e=j

)

⋅ e≠i .

The values e=j corresponding to j ≠ i cannot be equal to 0, since otherwise, both

products would be equal to 0s. Thus, these values are non-zeros. Dividing both sides

of the inequality by all these values, we conclude that e=i > e≠i .

Similarly, from the condition that the sequences d= and d≠ properly describe rea-

sonableness, it also follows, in particular, that for each i, we have d(𝜀≠) < d(𝜀(i)
≠
),

where

𝜀
(i)
≠
=
def
= (≠,… ,≠,= (on ith place),≠,… ,≠).

This inequality is equivalent to e(𝜀≠) > e(𝜀(i)
≠
).

Since the values e(𝜀) are simply the products, we thus conclude that

N∏

j=1
e≠j <

(
∏

j≠i
e≠j

)

⋅ e=i .

The values e≠j corresponding to j ≠ i cannot be equal to 0, since otherwise, both

products would be equal to 0s.
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Thus, for all i, we have e=i > e≠i > 0.

Now, in general, maximizing the product e(𝜀) =
N∏

i=1
d𝜀ii is equivalent to maximiz-

ing the same product divided by a constant c
def
=

N∏

i=1
d≠i . The ratio

e(𝜀)
c

can be equiv-

alently reformulated as
e(𝜀)
c

=
∏

i∶𝜀i=≠

e=i
e≠i

.

Since logarithm is a strictly increasing function, maximizing this product is, in

its turn, equivalent to maximizing its logarithm, i.e., the value

L(𝜀)
def
= ln

(
e(𝜀)
c

)

=
∑

i∶𝜀i=≠
wi,

where we denoted wi
def
= ln

(
e=i
e≠i

)

. Since e=i > e≠i > 0, we have

e=i
e≠i

> 1 and thus,

wi > 0. The proposition is proven.

5 A Similar Derivation Can Be Obtained
in the Probabilistic Case

Towards a probabilistic reformulation of the problem. In the probabilistic

approach, reasonableness can be described by assigning a prior probability p(𝜀) to

each possible sequences 𝜀. In this case, out of each set of sequences, we should select

the most probable one, i.e., the one with the largest value of the prior probability.

Let p=i be the prior probability that ai = 0, and let p≠i = 1 − p=i be the probabil-

ity that ai ≠ 0. A priori we do not know the relation between the values 𝜀i and 𝜀j
corresponding to different coefficients i ≠ j, so it makes sense to assume that the

corresponding random variables 𝜀i and 𝜀j are independent.

This assumption is in perfect agreement with the maximum entropy idea (also

known as the Laplace’s indeterminacy principle), according to which, out of all prob-

ability distributions which are consistent with our observations, we should select the

one for which the entropy−
∑

pi ⋅ ln(pi) is the largest possible; see, e.g., [10]. Indeed,

if we only know marginal distributions, then the maximum entropy idea implies that,

according to the joint distribution, all the random variables are independent.

Under this assumption, p(𝜀) =
N∏

i=1
p𝜀ii . Thus, we arrive at the following

definition.

Definition 2

∙ Let p= = (p=1 ,… , p=N) be a sequence of real numbers from the interval [0, 1], and

let p≠i
def
= 1 − p=i . For each sequence 𝜀, we define its prior probability as
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p(𝜀)
def
=

N∏

i=1
p𝜀ii .

∙ We say that the sequence p= properly describes reasonableness if the following

two conditions are satisfied:

– the sequence 𝜀=
def
= (=,… ,=) is more probable than all others, i.e., p(𝜀=) > p(𝜀)

for all 𝜀 ≠ 𝜀=, and

– the sequence 𝜀≠

def
= (≠,… ,≠) is less probable than all others, i.e., p(𝜀≠) < p(𝜀)

for all 𝜀 ≠ 𝜀≠.

∙ For each set S of sequences, we say that a sequence 𝜀 ∈ S is the most probable if

its prior probability is the largest possible, i.e., if p(𝜀) = max
𝜀′∈S

p(𝜀′).

Proposition 2 Let us assume that the sequence p= properly describes reasonable-
ness. Then, there exist weights wi > 0 for which, within each set S, a sequence 𝜀 ∈ S
is the most probable if and only if for this sequence, the sum

∑

i∶𝜀i=≠
wi is the smallest

possible.

Discussion. In other words, probabilistic techniques also lead to the sparsity

condition.

Proof is similar to the Proof of Proposition 1.

Comments.

∙ The fact that the probabilistic approach leads to the same conclusion as the fuzzy

approach makes us more confident that our justification of sparsity is valid.

∙ The comparison of the above two derivations shows an important advantage of

fuzzy-based approach in situations like this, when we have a large amount of

uncertainty:

– the probability-based result is based on the assumption of independence, while

– the fuzzy-based result can allow different types of dependence—as described

by different t-norms.

Remaining open questions. In this paper, we showed that fuzzy techniques help

explain empirical efficiency of sparsity-based data- and image-processing algo-

rithms. This fact makes us hopeful that similar fuzzy-based ideas can help explain

not just the general idea behind such algorithms, but also empirical recommenda-

tions for selecting specific parameters of sparsity-based algorithms.
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Part X
Fuzziness in Education



Bilingual Students Benefit from Using
Both Languages

Julian Viera, Olga Kosheleva and Shahnaz N. Shahbazova

Abstract When using an individualized learning system ALEKS to study

mathematics, bilingual students can use both English-language and Spanish-language

modules. When we started our study, we expected that those Spanish-language stu-

dents whose knowledge of English is still not perfect would first use mostly Spanish-

language modules, and that their use of English-language modules will increase as

their English skills increase. Instead, what we found is that even students who are not

very skilled in English use both Spanish-language and English-language modules.

This raises a natural question: why, in spite of the presence of well-designed well-

tested easy to Spanish-language models, the students benefit from also using English-

language modules—which for them are not so easy to access (they use Google trans-

lator). In this paper, we use fuzzy logic to provide a possible theoretical explanation

for this surprising behavior.

1 Formulation of the Problem

How the study started. Many schools and universities use the ALEKS leaning sys-

tem to help students learn math and other subjects; see, e.g., [2, 6–8]. According to

the official ALEKS website [2], “ALEKS is an adaptive, artificially-intelligent learn-

ing system that provides students with an individualized learning experience tailored

to their unique strengths and weaknesses.”
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At our University of Texas at El Paso, most students are bilingual. Many of them

are English Learners in the sense that their native language is Spanish, and:

∙ while they have already mastered enough English to be able to attend English-

language classes,

∙ they are still taking English classes to further improve their level of understanding

English.

For such students, ALEKS is a good way to study, since this learning system has

both English-language and Spanish-language modules available to students.

ALEKS is a system in progress. Many researchers and practitioners are studying

the students’ interaction with this system, and the results of these studies are used to

improve and update this system. Most of the current studies are about students who

use ALEKS in only one language.

(To the best of our knowledge, so far, no one has studied how bilingual students

use ALEKS in both languages.)

What we expected. We expected that students at the beginning of their English

studies use mostly Spanish-language ALEKS modules, and that:

∙ as their English skills improve,

∙ they will start using English-language modules more.

What we found, to our surprise. Surprisingly, this is not what we found. What we

found is that even the students with the least knowledge of English,

∙ instead of using just Spanish-language modules,

∙ use both English-language and Spanish-language modules.

Using English-language modules is not easy on them: they use Google translation

to better understand these modules, but they still go to all these trouble because, in

their experience, the use of both modules is beneficial to them.

Resulting question, and what we do in this paper. Our findings lead to a nat-

ural question: why? Why, in spite of the existence of the well-designed actively

used English-language modules, the students benefit from also accessing Spanish-

language modules?

In this paper, we use fuzzy logic ideas (see, e.g., [12, 15, 19]) to provide a possible

theoretical explanation for this empirical phenomenon.

2 Our Explanation

Main idea behind our explanation: texts are (somewhat) fuzzy. If the texts were

absolutely mathematically precise, there would be no need to look into the same text

in two different languages—because in this case, the Spanish-language text carries

the exact same information as the English-language text.
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Thus, the very fact that using both language help indicates that some of the infor-

mation that the students get from the text is not absolutely precise, it is—to some

extent—fuzzy.

When statements are fuzzy, their translation into a different language can some-
what change the meaning. Every time we translate a (somewhat) fuzzy statement

from one language to another, the meaning can slightly change—because:

∙ we are trying to describe the same meaning by using words from different lan-

guages, and

∙ meanings tend to change (usually slightly) when we move from language to

another, from one culture to another.

Examples are easy to find: e.g.,

∙ what is a quiet conversation to an Italian may not be perceived as a quite one by

an average American, and, vice versa,

∙ what a stereotypical WASP American may perceive as a passionate political

speech may be perceived a very stiff and un-emotional performance by an Ital-

ian spectator.

A positive twist on the same observation. Up to now, the imprecise character of

translation was presented as a negative fact: for example, a person who does not speak

Italian cannot fully appreciate Dante or Petrarca, since every translation changes the

meaning slightly.

However, this same observation can be given a positive twist in situations—like

the educational one that we described earlier—when our objective is not to under-

stand a text written in a specific language, but rather understand a material.
In this case, every time this material is described in a new language, this trans-

lation from meaning to language inevitably leads to a slight change in the meaning.

But the good news is that since different languages are different, we get slightly dif-

ferent changes. And so, by combining different changed meanings, we can hopefully

get a better understanding of the original meaning.

Example. For example, the Russian names for colors are often more exact—there

are special words for light blue and other shades of blue, all corresponding to the

same English word “blue”. On the other hand, English has more words for different

types of cars. So, a person interested in a car may benefit from reading its description

in both languages: that way, this person will:

∙ get a better understanding of the car’s color from a Russian-language description

and

∙ get a better understanding of the car’s type from the English-language description.

Why combining several changed meanings, we can better understand the orig-
inal text: a simple explanation. To understand this phenomenon, let us consider a

simple example when the meaning is described by a single number d. This number

can be, e.g., the fuzzy degree of certainty in a corresponding statement.
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When we describe the original meaning in a language i, we use a word or a phrase

from this language to reflect this meaning. In every language, there is only a limited

number of words and phrases describing the corresponding notion, so inevitably, the

selected word or phrase will not describe the original meaning exactly. As a result,

the fuzzy degree di of the selected word will be, in general, somewhat different from

the original intended degree: di ≠ d.

For different languages, we have different degrees d1 ≠ d, d2 ≠ d, etc. In general,

the difference di − d is caused by many different factors. Such situations, when many

small independent factors are in place, is ubiquitous. Such situations are covered by

the Central Limit Theorem (see, e.g., [17]), according to which in such cases, the

probability distribution of the corresponding differences di − d is close to Gaussian.

There is no reason to believe that translation is biased, so it is reasonable to assume

that the mean value of each difference di − d is zero. Similarly, since there is no

reason to believe that one language is more accurate than another one, it is reasonable

to assume that for all the languages, the standard deviation of the difference di − d
is approximately the same. Let us denote this common standard deviation by 𝜎.

Also, there is no reason to believe that two distortions caused by different lan-

guages are correlated—unless these languages are very similar. Thus, it makes sense

to assume that the differences di − d corresponding to different languages i are sta-

tistically independent.

So, when we have several translations, we have several estimates di ≈ d for the

desired meaning. The corresponding differences di − d are independent normally

distributed random variables with 0 mean and the same standard deviation 𝜎. We

would like to use all available estimates d1,… , dn to come up with—ideally—a more

accurate estimate for the degree d.

Such a situation is very common in statistics, and in statistics, there are known

methods for coming up with such a better estimate. Namely, for each i, normal dis-

tribution means that if the actual degree is d, then the probability that the observed

estimate is di (to be more precise, probability density) can be computed as

𝜌(di) =
1

√
2𝜋 ⋅ 𝜎

⋅ exp
(
−
(di − d)2

2𝜎2

)
. (1)

Since different deviations di − d are independent, the overall probability that, given

d, we observe the values d1,… , dn, can be computed as the product of the corre-

sponding probabilities (1), i.e., as

𝜌(d1,… , dn) =
n∏

i=1
𝜌(di) =

n∏

i=1

1
√
2𝜋 ⋅ 𝜎

⋅ exp
(
−
(di − d)2

2𝜎2

)
. (2)

Of all possible values d, it is reasonable to select a value d for which this probability

is the largest—this natural idea is known as the Maximum Likelihood method [17].

For the formula (2), maximization of this expression can be simplified if we take

into account that ln(x) is a monotonic function and thus, maximizing the probability
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𝜌(d1,… , dn) is equivalent to maximizing its logarithm

L
def
= ln(𝜌(d1,… , dn)).

For the expression (2), by using the fact that logarithm of the product is equal to the

sum of the logarithms, we indeed conclude that the logarithm L has a much simpler

form than the original probability: namely,

L = const −
n∑

i=1

(di − d)2

2𝜎2 ,

where the constant does not depend on d at all and is, this, irrelevant in maximization.

Maximizing this sum is equivalent to minimizing the expression

J
def
= −𝜎2(L − const) =

n∑

i=1
(di − d)2.

Differentiating this expression with respect to d and equating the derivatives to 0,

we conclude that the optimal estimate has the form

d =
d1 +⋯ + dn

n
. (3)

This average is indeed actively used in statistical data processing [17]. It is also in

perfect accordance with the fact that d is the mean of di, and the mean, by definition,

is the limit of sample means (3). Thus, for a given sample, a sample mean is a good

approximation to the actual mean.

Good news is that, as one can easily check, the standard deviation of the mean d
is equal to

𝜎

√
n
.

So, if we use two languages—as the students in the above study do—we decrease

the inaccuracy of our understanding from 𝜎 to

𝜎

√
2
≈ 0.7 ⋅ 𝜎,

i.e., by 30%. This clearly explains why using the same text in both languages leads

to a better understanding that using one of these languages.

From the simple cases to more complex cases. The above explanation only covers

the simplest cases, when we have a single value d that we want to estimate. But more

complex situations can be described as recovering several such values. For example,

a complex (imprecise) notion can be described, in fuzzy logic, by its membership

function—i.e., in effect, by several numbers that describe,
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∙ for different possible situations s,
∙ the degree d(s) to which this particular situation reflects this notion.

By invoking descriptions di(s) from several languages, we can get, for each situ-

ation s, a more accurate description of the desired notion, as

d(s) ≈
d1(s) +⋯ + dn(s)

n
.

Thus, in more complex situations, the use of several languages is beneficial as well.

Conclusion. Thus, the above seemingly counterintuitive empirical fact—that

students benefit from looking in descriptions in two languages—can be naturally

explained if we take into account the fuzzy (imprecise) character of the knowledge.

3 Discussion

General consequence for bilingual students. Several studies that shown that bilin-

gual students have, an average, an intellectual advantage over monolingual ones; see,

e.g., [1, 3–5, 9–11, 13, 14, 16]. Until recently, this empirical fact was explained by

the fact that for bilingual students, their experience of constantly switching from

one language to another makes them, in general, more skilled in switching form one

context to another—thus enhancing their intellectual abilities.

However, a recent research [4] shows that the intellectual advantages of bilin-

gual students go beyond switching. The above argument explains where this addi-

tional advantage comes from: namely, the possibility to describe the imprecise situ-

ation in both languages enables the students to gain additional information about the

situation.

Other relations to problem solving. The advantages of using descriptions of two

different languages when learning the material are similar to the advantages of look-

ing into several aspects of a problem in problem solving; see, e.g., [18].

Acknowledgements The authors are thankful to Mourat Tchoshanov from the University of Texas

at El Paso and to Mark Leikin from the University of Haifa, Israel, for valuable discussions.

The authors are also grateful to the anonymous referees for useful suggestions.

References

1. O.O. Adesope et al., A systematic review and meta-analysis of the cognitive correlates of bilin-

gualism. Rev. Educ. Res. 80, 207–245 (2010)

2. Assessment and LEarning in Knowledge Spaces (ALEKS) (McGraw Hill Education, 2016),

https://www.aleks.com/

https://www.aleks.com/


Bilingual Students Benefit from Using Both Languages 437

3. S. Ben-Zeev, The influence of bilingualism on cognitive strategy and cognitive development.

Child Dev. 48, 1009–1018 (1977)

4. E. Bialystok, F.I.M. Craik, G. Luk, Bilingualism: consequences for mind and brain., Trends

Cogn. Sci. 16(4), 240–250 (2012)

5. E. Bialystok, S. Majumder, The relationship between bilingualism and the development of

cognitive processes in problem-solving. Appl. Psycholinguist. 19, 69–85 (1998)

6. J.-P. Doignon, J.-C. Falmagne, Learning Spaces (Springer, Berlin, New York, 2011)

7. J.-C. Falmagne, E. Cosyn, J.-P. Doignon, N. Thiéry, The assessment of knowledge, in theory

and in practice, by ed. R. Missaoui, J. Schmidt, Formal Concept Analysis: Proceedings of the
4th International Conference on Formal Concept Analysis ICFCA’2006, Dresden, Germany,
13–17 February 2006 (Springer, Berlin, New York, 2006), pp. 61–79

8. J.-C. Falmagne, M. Koppen, M. Villano, J.-P. Doignon, L. Johannesen, Introduction to knowl-

edge spaces: how to build, test, and search them. Psychol. Rev. 97, 201–224 (1990)

9. W.S. Francis, Analogical transfer of problem solutions within and between languages in

Spanish-English bilinguals. J. Mem. Lang. 40, 301–329 (1999)

10. K. Hakuta, Mirror of Language: The Debate on Bilingualism (Basic Books, New York, 1986)

11. A. Ianco-Worrall, Bilingualism and cognitive development. Child Dev. 43, 1390–1400 (1972)

12. G. Klir, B. Yuan, Fuzzy Sets and Fuzzy Logic (Prentice Hall, Upper Saddle River, New Jersey,

1995)

13. A.M. Kovács, J. Mehler, Cognitive gains in 7-month-old bilingual infants. Proceedings of the

National Academy of Sciences of the USA 106(16), 6556–6560 (2009)

14. M. Leikin, The effect of bilingualism on creativity: developmental and educational perspec-

tives. Int. J. Bilingualism 17(4), 431–447 (2013)

15. H.T. Nguyen, E.A. Walker, A First Course in Fuzzy Logic (Chapman and Hall/CRC, Boca

Raton, Florida, 2006)

16. E. Peal, W. Lambert, The relation of bilingualism to intelligence. Psychol. Monogr. 76, 1–23

(1962)

17. D.J. Sheskin, Handbook of Parametric and Nonparametric Statistical Procedures (Chapman

and Hall/CRC, Boca Raton, Florida, 2011)

18. M. Tchoshanov, O. Kosheleva, V. Kreinovich, On the importance of duality and multi-ality

in mathematics education, in Proceedings of the 5th International Conference Mathematics
Education: Theory and Practice MATHEDU’2015, Kazan, Russia, 27–28 November 2015,

pp. 8–13

19. L.A. Zadeh, Fuzzy sets. Inf. Control 8, 338–353 (1965)



Decomposable Graphical Models
on Learning, Fusion and Revision

Fabian Schmidt, Jörg Gebhardt and Rudolf Kruse

Abstract Industrial applications often face elaborated problems. In order to solve
them properly a great deal of complexity and data diversity has to be managed. In
this paper we present a planning system that is used globally by the Volkswagen
Group. We introduce the specific challenges that this industrial application faces,
namely a high complexity paired with diverse heterogeneous data sources, and
describe how the problem has been modelled and solved. We further introduce the
core technology we used, the revision of Markov networks. We further motivate the
need to handle planning inconsistencies and present our framework consisting of
six main components: Prevention, Detection, Analysis, Explanation, Manual Res-
olution, and Automatic Elimination.

1 Introduction

Modern industrial applications face complex problems involving vast heteroge-
neous knowledge bases and highly complex domains. In this work we present the
challenges and solutions to an item planning system of a car manufacturer. One
important aspect of creating solutions for industrial clients is the maintenance and
fusion of knowledge in order to create useful expert systems. One possible result of
data fusion are probability distributions. In order to store those properly Markov
networks are a good option. They decompose high dimensional probability spaces
into a number of smaller low dimensional probability distributions. They belong to
a group of techniques called probabilistic graphical models [1–5]. Other common
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types of graphical models are possibilistic graphical models [6–9] and relational
probabilistic graphical models [10, 11]. Not only fusing and storing knowledge is
important. Modern knowledge based systems need the ability to react to changes in
beliefs quickly and frequently. Therefore, methods have been developed to properly
adapt knowledge to new beliefs. One important aspect of proper adaptation is
formulated in the principle of minimal change [12], which states that in order to
incorporate given new beliefs, only absolutely necessary changes can be made in a
knowledge base. This means, after the incorporation of the new beliefs, the
knowledge base should be as close to the original one as possible, in an information
theoretic sense. The revision operation has been introduced as a belief change
operation that applies new beliefs respecting this principle [13]. From the per-
spective of knowledge based systems, further properties a revision operation should
satisfy have been formulated as postulates in [14–16]. How to approach revision
algorithmically has been outlined in [17], and computational considerations have
been made in [18]. Our work focuses on the revision of probability distributions as
it has been introduced in [19]. In this context the revision operation has been
successfully implemented for Markov networks [20] using iterative proportional
fitting [21, 22]. This method is well known in the area of statistics and shows
beneficial properties for our context.

The growing complexity and interconnectedness of knowledge bases and an
increasing number of new beliefs lead almost inevitably to inconsistencies in the
formulation of revision problems. In almost any type of knowledge based systems,
inconsistencies render the underlying knowledge useless and should consequently
be addressed. The handling of inconsistencies is a multi-facet problem and different
aspects of it have been introduced in [23]. Furthermore, two types of inconsis-
tencies and a revision control algorithm have been described in [24].

In this work we give a brief overview over our industrial application, its chal-
lenges and our solutions using probabilistic knowledge revision. In Sect. 2 of this
paper, we present the industrial example. Section 3 describes the main problems we
are facing in that application. Section 4 then presents the model we use to solve that
problem. Section 5 introduces the revision operation. Section 6 discusses revision
inconsistencies. In Sect. 7, we then present a framework we developed to address
inconsistencies and finally in Sect. 8, we conclude this work.

2 Application

Our research is conducted in cooperation with the Volkswagen Group and their
system for estimating part demands and managing capacities for short- and
medium-term forecasts, called EPL (EigenschaftsPLanung: item planning). EPL
combines several heterogeneous input sources such as rules describing buildable
vehicle specifications, production history reflecting customer preferences, and
market forecasts leading to stipulations of modified item rates, and capacity
restrictions that are modelled as revision assignments. Those sources are fused into
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Markov Networks and the revision operation is then used to estimate the part
demands. We will explain the modelling in more detail in the next sections. For
more information we refer to previous works on the topic [19, 25]. EPL is currently
the biggest industrial application for Markov networks. Using EPL the demands for
more than a hundred different model groups from multiple car manufacturers of the
Volkswagen Group are estimated every week. In case of the VW Golf being
Volkswagens most popular car class there are about 200 item families with typi-
cally 4–8 (but up to 150) values each, that together fully describe a car to be
produced, and many of these families can directly be chosen by the customer.

3 Problem

The Volkswagen Group favours a marketing policy that provides their customers
with a maximum degree of freedom in choosing individual specifications of vehi-
cles. As mentioned before, for the VW Golf, being Volkswagens most popular car
class, there are about 200 item families with typically 4–8 (but up to 150) values
each, that together fully describe a car to be produced, and many of these families
can directly be chosen by the customer. Although of course not all item combi-
nations are possible, the customers utilize the given variety, as in spite of the vast
number of produced cars only a diminishing fraction thereof are completely
identical.

This kind of market strategy requires a planning system that not only handles the
complexity well, but also accommodates a number of very heterogeneous data
sources that have to be combined in order to create a model that is able facilitate the
planning operation. Figure 1 shows an overview over the kinds of information that
have to be fused in order to generate a proper model for Volkswagens planning
problem.

3.1 Technical Rules

In the example of EPL the model had to incorporate technical and logistical data
about cars that is stored as rules describing how valid cars can be assembled. The
rules describe which items are compatible as well as specific requirements for
certain markets, since regulations differ from country to country. Those rules are
logical in nature. One simple example of such a rule could be: IF Engine = m4

AND Heating = h1 THEN Generator ϵ {g2, g5, g7}. This rule would describe the
fact, that if a costumer would choose the engine m4 in combination with the heating
system h1, then the car can only have one of the three generators g2, g5 or g7, other
generators are not possible. Rules used in our application can have more than 15
dimension. Further, there are roughly ten thousand rules used in order to describe
all possible variations of one specific model group.
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3.2 Historical Data

Another type of knowledge represents the cars ordered in the past. In this knowl-
edge base, sets of complete vehicle specifications of ordered cars are stored. Each
car is represented by a high dimensional tuple where every variable is instantiated.
It has to be mentioned here that the variety of those tuples is rather large. Under
normal circumstances it is fairly rare for two cars to have the exact same specifi-
cation. This is due to the fact, that costumers are allowed to customise their car to a
great extend.

3.3 Planning Data

The last type of knowledge used in our application is actual planning data. This is
represented by lower dimensional probability assignments. Those can represent
frequencies, desired quantities or production capacities and other planning related
estimations.

Fig. 1 Fusion of different knowledge types
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4 Model

For Volkswagens system EPL the problem was modelled and solved in a three step
process.

(1) Obtaining structural information from the logic rules
(2) Enriching the structural data with quantitative information
(3) Modify the enriched data structure to accommodate the planning data.

The first step is to transform the rules describing valid cars and item combina-
tions into a relational network. This is a rather time consuming effort, however the
resulting model (Fig. 2) makes further operations easier than using the rule database
directly.

In order to use the resulting relational network to perform a planning operation,
in a second step the historical data is sampled and used to transform the relational
network into a probability distribution. In the case of EPL, Markov networks have
been chosen to represent the probability distribution that stores the combination of
technical rules and historical customer data. Figure 3 shows an anonymised
example of a real world Markov network used to plan a VW Golf.

Fig. 2 Model for the planning problem
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The last step is the actual planning operation. Here an operation called revision is
used in order to incorporate the forecast data and modify the Markov network
according to the principle of minimal change.

Figure 2 shows a schematic representation of the process as it was modelled for
VW.

5 Revision

The goal of (probabilistic) revision is to compute a posterior probability distribution
which satisfies given new distribution conditions, only accepting a minimal change
of the quantitative interaction structures of the underlying prior distribution.

More formally, in our setting, a revision operation (see [24, 25]) operates on a
joint probability distribution P(V) on a set V = {X1, …, Xn} of variables with finite
domains Ω(Xi), i = 1, …, n. The purpose of the operation is to adapt P(V) to new
sets of beliefs. The beliefs are formulated in a socalled revision structure.
∑ = σsð ÞSs=1. This structure consists of revision assignments σs, each of which is
referred to a (conditional) assignment scheme (Rs | Ks) with a context scheme Ks,
Ks ⊆ V, and a revision scheme Rs, where ∅ 6 = Rs ⊆ V and Ks ∩ Rs = ∅. The
pair (P(V), Σ) is called revision problem (Fig. 4).

Fig. 3 Markov network used to plan a VW Golf
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For example, in the revision assignment (GPS = nav1 | Country = France) :
= 0.2, which sets the probability for the GPS system nav1 in the country France to
0.2, the context scheme Ks is {Country} and the revision scheme Rs is {GPS}.

The result of the revision, and solution to the revision problem, is a probability
distribution PΣ(V) which

• satisfies the revision assignments (the postulated new probabilities)
• preserves the probabilistic interaction structure as far as possible.

By preserving the interaction structure we mean that, except from the modifi-
cations induced by the revision assignments in Σ, all probabilistic dependencies of
P(V) are to be invariant. This requirement ensures that modifications are made
according to the principle of minimal change.

It can be proven (see, e.g. [19]) that in case of existence, the solution of the
revision problem (P(V), Σ) is uniquely defined. This solution can be determined
using iterative proportional fitting [2, 21]. Starting with the initial probability dis-
tribution, this process adapts the initial probability distribution iteratively, one
revision assignment at the time, and converges to a limit distribution that solves the
revision problem, given there are no inconsistencies.

6 Inconsistencies

Due to complex industrial data and revision problems, inconsistencies are practi-
cally not avoidable, see Fig. 5.

Inconsistencies in the context of revising probability distributions have been
analysed in [24], and two types of inconsistencies of revision problems have been

Fig. 4 Overview over probabilistic revision
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distinguished, which are inner inconsistencies and outer inconsistencies,
respectively.

Inner consistency of a revision structure Σ is given, if and only if a probability
distribution exists that satisfies the revision assignments of Σ; otherwise we refer to
inner inconsistencies of Σ.

In Fig. 6, a simple example is shown where the given revision assignments
contradict each other and hence do not form a single probability distribution. The
filled entries in the left table represent the revision assignments. In the right table
consequences for the rest of the distribution are shown and one conflict is
highlighted.

Given that there is a probability distribution that satisfies Σ, it is still possible that
due to the zero probabilities of P(V) the revision problem (P(V), Σ) is not solvable.
This is the case when one of those zero values would need to be modified in order
to satisfy the revision assignments. Such a modification of the interaction structure
of P(V) is not permitted during a revision operation. Therefore, a second type of
inconsistency is defined as follows:

Given that Σ has the property of inner consistency, the revision problem (P(V),
Σ) shows the property of outer inconsistency, if and only if there is no solution to
this revision problem.

Figure 7 illustrates an outer inconsistency. In the left table again the numbers
represent revision assignments. This time there are additional circles representing
zero values that cannot be changed during the revision operation. As before, the
right table shows consequences for the remaining table entries as well as an
inconsistency.

Fig. 5 Inconsistencies are practically not avoidable

Fig. 6 Inner inconsistency
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7 Handling Inconsistencies

Our most recent research is geared towards the systematic handling of inconsis-
tencies. We proposed a framework in [23]. It is the result of structuring, system-
atising and complementing the mostly manual efforts done in the EPL system. The
following six important components have been identified:

• Detection
• Automatic Elimination
• Manual Elimination
• Analysis
• Explanation/Presentation
• Prevention.

In the following sections the purpose for each of those components is explained
and requirements are listed if applicable.

7.1 Detection

As described in the previous section, a revision problem that contains inconsis-
tencies is not solvable. For that reason it is important to detect potential inconsis-
tencies and remove them in order to ensure a revision operation provides a usable
solution.

The main task of this component is to determine whether a given revision
problem (P(V), Σ) contains inconsistencies. In principle there are two possible
approaches to achieve that goal. The first approach is to take the given revision
problem and run different consistency checks. The second idea is based on the
definition of revision inconsistencies. By definition, the revision operation con-
verges towards one limit distribution if and only if no inconsistency is present [25].
Consequently, if the revision operation is performed and does not converge towards
a single unique distribution, the revision problem (P(V), Σ) is not solvable, and
hence contains inconsistencies. However, in industrial applications it is not feasible
to wait indefinitely in order to decide whether a revision problem converges
towards a single solution. Therefore, this component is concerned with techniques
to test a revision problem for inconsistencies or detect inconsistencies during the
revision operation in a reasonable amount of time.

Fig. 7 Outer inconsistency
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7.2 Automatic Elimination

Inconsistencies are practically unavoidable in real world problems and usually a
solution is expected, even if the revision problem is not actually solvable. Therefore, a
mechanism is needed to eliminate inconsistencies automatically during the revision
operation.

Such a mechanism should ensure that the revision operation always returns a
solution. Since, the original revision problem is not solvable if inconsistencies are
present, a suitable method should ensure it creates a modified solvable revision
problem that is as close as possible to the original unsolvable problem. Some
reasonable requirements for such a method are:

• After the resolution the (modified) revision structure Σrev has the property of
inner consistency.

• Σrev is also consistent to the underlying interaction structure so that outer con-
sistency is given.

• The revision structure after adaptation Σrev should be as close to the originally
specified revision structure Σ as possible in an information theoretic sense.

• There should be no unnecessary modifications to the revision problem.
• The process should be deterministic and the modifications it applies compre-

hensible by domain experts.

7.3 Manual Elimination

In general, manual elimination of inconsistencies using the knowledge of a domain
expert is preferable to automatic resolution using some sort of heuristic method. By
using their domain knowledge, experts are usually able to resolve inconsistencies
correctly with respect to that specific domain. Since it is rather difficult to model
and apply the domain knowledge of experts, our focus so far has been on providing
information to domain experts so they can make an educated decision. Furthermore,
inconsistencies are often not obvious to domain experts. For that reason the fol-
lowing components address aspects that are important to automatically create
descriptions for given inconsistencies.

7.4 Analysis

In order to create useful descriptions, it is necessary to capture the core of incon-
sistency. We identified three important aspects in [26] that should be addressed in
an explanation, namely:

• a set of revision assignments (ideally minimal) that are inconsistent
• the relevant parts of the interaction structure
• the relation between the revision assignments and the interaction structure.
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The idea of searching for minimal inconsistent sets of facts has been discussed in
literature for different types of knowledge bases. For knowledge that is described
with logical expressions algorithms can be found in [27, 28]. An algorithm to find a
minimal set of inconsistent revision assignments was presented in [23].

In the context of probability distribution(s) finding a minimal explaining set of
revision assignments is often times insufficient to explain an inconsistency enough
in order for domain experts to understand it. In real world problems, probability
spaces usually have a high number of dimensions. In our industrial application for
example, the probability distributions have between 200 and 250 dimensions.
Since, humans have usually problems comprehending that many dimensions, it is
necessary to identify a lower dimensional subspace that is affected by the
inconsistency.

Further, it is desirable to properly explain how exactly the lower dimensional
subspace is affected by the inconsistent revision assignments.

Consequently, the analysis component is concerned with methods for the
analysis of inconsistent revision problems in order to gather information related to
the three mentioned aspects. The collected information can then be used to create
useful explanations.

7.5 Explanation

Since domain experts are usually not trained in understanding probabilistic models,
presenting the raw analysis results does not necessarily help them to properly
understand a given inconsistency. In our application usually data analysis experts
are manually post processing the results and create a comprehensible explanation
from them. Further, practical experience with human experts has shown that it is
beneficial to reduce the provided information to a minimum that still explains the
problem. Human experts are better able to understand a problem if the explanation
is less complicated. Since the manual creation of explanations from raw analysis
results is a time consuming and costly effort, this component is concerned with
processing and combining of the results obtained by the previous analysis step
automatically in order to create explanations that are useful to human domain
expert. Additionally, this component addresses the presentation of an explanation as
well as methods to reduce the complexity of those explanations.

7.6 Prevention

The analysis and elimination of inconsistencies is a time consuming and expensive
task. Further, the higher the number of inconsistencies in a given revision problem,
the more time consuming the revision operation becomes. In addition to the higher
time consumption also the quality of the results usually declines.
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For that reason this component is concerned with methods and ideas that can
help to keep the actually number of inconsistencies low during the formulation of
revision problems.

7.7 Organising the Six Components

Those six components form an interdependent cycle. Figure 8 shows how the
components interact, as well as the work flow that combines them properly.

The best place to start in this cycle is to deploy methods that prevent incon-
sistencies during the formulation of the revision problem. Since, inconsistencies are
practically not avoidable even given some methods of prevention, detection and
automatic elimination methods should be included in the revision process. After the
revision operation has provided a result, domain experts are usually interested in the
cause of specific modifications of the revision problem and hence need explana-
tions. Therefore, the next step after the revision operation, is the analysis of a given
revision inconsistency, followed by the creation of an explanation. After the domain
expert is presented with the explanation of the inconsistency (s)he can then resolve
the inconsistency in the correct way manually, if they are not satisfied with the
automatic resolution. From here the circle restarts with the reformulation of the
revision problem.

While displayed separately in the diagram some of tasks corresponding to each
component may be performed together in an application. Especially the detection
and automatic resolution are often performed in conjunction, since they ensure that
the revision operation produces a usable result.

8 Conclusion

Problems that have to be solved in real world industrial applications are very
complex. Many different types of knowledge often have to be combined in order to
achieve reliable and usable results. Decomposable models whether relational,

Fig. 8 Framework for
handling revision
inconsistencies
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possibilistic, or Markovian or a combination of those are able to handle hundreds of
variables, high-dimensional dependencies, and meta information as well as uncer-
tainty in highly dynamic environments.

Using a powerful framework in combination with global and local learning
methods, belief revision, constraint propagation, information visualization, incon-
sistency management, etc. we are able to address the needs of industrial
requirements.

Even though complex problems can be handled using the described methods
there are still many open research topics especially concerning information visu-
alization and the proper management of inconsistencies.
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Optimal Academic Ranking of Students
in a Fuzzy Environment: A Case Study

Satish S. Salunkhe, Yashwant Joshi and Ashok Deshpande

Abstract Traditionally, academic ranking of students’ performance is based on test
score which can be interpreted in linguistic terms such as ‘very good’, ‘good’,
‘poor’, ‘very poor’ with varying degree of certainty attached to each description.
There could be several students in a school having ‘very poor’ performance with
varying degree of certainty. The authorities would certainly like to improve stu-
dents’ academic performance based on their ranking. The case study relates to the
combination of Zadeh-Deshpande formalism with Bellman-Zadeh method to arrive
at an optimal ranking of especially ‘very poor’ students based on well-defined
performance shaping factors.

Keywords Students ranking ⋅ Academic performance ⋅ Goal
Constraints ⋅ Decision ⋅ Zadeh-Deshpande formalism ⋅ Bellman-Zadeh fuzzy
decision-making model

1 Introduction

Examination process tries to ensure students’ abilities in any area of the academic
program. Test scores, Grade point average (GPA) are widely used indicators of
academic performance in educational systems to rank students [1]. Test Scores often
reflect limited measures of some aspect of student proficiency.Many factors could act
as barriers to students attaining and maintaining a high GPA that reflects their overall
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academic performance. Constraints (or factors) which can affect students’ academic
performance have been investigated in many studies in recent years [2–13].

The constraints analysed in academic performance of students relates to, motiva-
tion, personality, and psychosocial factors [14]. Students ranking using only
achievement tests is, in our view is inadequate to assess the real performance as some
other constraints as additional information might affect students’ performance. These
are problem-solving skill, retention rate, the level of motivation, intellectual curiosity,
test anxiety, etc. Ranking of students’ academic achievement with this additional
information will be more meaningful for policy makers and educators to measure the
real performance to distinguish differences among students [15]. Therefore, ranking
students using cognitive as well as affective factors to define performance measure
may be a realistic approach.Decision-making in a fuzzy environment [16] is one of the
simplest kinds of an algorithm for optimal ranking strategy.

The objective of the study is to develop formalism for optimal ranking of stu-
dents based on factors affecting academic performance in a Fuzzy Environment.
Traditionally, only test marks are considered to rank the performance of a student.
Therefore, in Zadeh-Deshpande (ZD) formalism only test-marks considered [17].
The academic performance of students as linguistic descriptions with varying de-
gree of certainty (DC) attached to the report obtained from ZD formalism is the
input to Bellman-Zadeh (BZ) formalism as a goal (G).

The paper is organized as follows: Sect. 2 relates to mathematical preliminaries
of Bellman-Zadeh method while Sect. 3 presents the proposed methodology. The
case study for ranking students considering the factors affecting students’ academic
performance using Bellman-Zadeh formalism is covered in Sect. 4. Results and
Discussion of the case study are discussed in Sect. 5. A concluding remark is an
integral part of Sect. 6.

2 Mathematical Preliminaries

Zadeh-Deshpande (ZD) formalism is shown in Fig. 1.

Brief Commentary on Bellman-Zadeh Approach

Bellman and Zadeh [16] proposed a fuzzy decision-making model in which deci-
sion are obtained by aggregate operations on goals and constraints which are
expressed as fuzzy sets. The principal components of a decision process in this
model are

(a) a set A of possible actions;

(b) a set of goals Gi ði ∈ NnÞ, each of which is expressed concerning a fuzzy set
defined on A;

(c) a set of constraints Cj ðj ∈ NmÞ, each of which is also represented by a fuzzy
set defined on A.
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Definition Assume that we are given a fuzzy goal G and fuzzy constraints
C1, . . . , Cn in a space of alternatives X. Then aggregation on G and C forms a
decision D which is a fuzzy set resulting from the intersection of G and C. In
symbols,

D = G ∩ C ð1Þ

and correspondingly μD = μG ∧ μC.
The relation between G, C and D is depicted in Fig. 2. Normalization is a major

step which provides a common denominator for fuzzy goals and fuzzy constraints
thereby making it possible to treat them alike. It is done as membership grade of
individual constraint divided by sum of the same constraint across all alternatives or
sites. Same is done for the fuzzy goals.

This concept explains why it is perfectly justified to regard fuzzy concepts of
goals and constraints rather than performance function as one of the major com-
ponent for decision making in a fuzzy environment. Normalization makes it pos-
sible to treat the fuzzy ‘goals’ and ‘constraints’ identically in the formulation of a
decision.

Fig. 1 Zadeh-Deshpande (ZD) formalism to classify objects using experts knowledgebase
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3 The Proposed Study Methodology

The stepwise brief description of the activities is described below:

Step 1 Information of all constraints Ci are collected from academic records.
Output of students test performance (Goal G) with expert’s degree of
certainty (DC) are obtained from ZD formalism for each student Sk,
where 1≤ i≤m, and 1≤ k≤ n.

Step 2 For each cluster of students Pj, normalize and transform goal G and all
constraints Ci to either monotonic increasing or decreasing fuzzy sets
depending on maximization or minimization objective function to obtain
membership values of G and Ci for every student Sk.

Step 3 For each student Skj of the cluster Pj, get the resultant decision as the
intersection of the given goals <G1j,G2j, . . . ,Gtj > and the given
constraints <C1j,C2j, . . . ,Cmj > .

μDkj
= μG1j

∧⋯∧ μGtj
∧ μC1j

∧ ⋯ ∧ μCmj
ð2Þ

μDkj =minðμG1j
, . . . , μGtj

, μC1j
, . . . ∧ μCmj

Þ ð3Þ

Step 4 Compute the optimal ranking of students (highest to lowest) in each
cluster Pj for decision μDkj obtained in step 3 in descending order. Select
the student with maximum decision value as highest rank.

Highest Rank = maxðμD1j , μD2j , . . . , μDkjÞ ð4Þ

Fig. 2 Fuzzy decision model of Bellman-Zadeh formalism
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Repeat this process to obtain next highest rank student by eliminating
ranked students from the cluster. Repeat step 1 to 4 for all groups of
students.

Step 5 Results obtained from Step 4 using optimal ranking strategy can be
utilized by policy makers to take necessary corrective actions and
decisions.

4 Case Study

The case study relates to optimal ranking of students’ using test ranking results
obtained from Zadeh-Deshpande (ZD) formalism [17] by considering all factors
influencing academic performance. The examination answer script samples in
subject ‘Marathi’ language were obtained from 237 secondary school students from
three distinct institutions in Mumbai, India during the academic year 2013–2014.
Each student wrote a total of 10–12 page solution for 12 subjective questions.
Answers were evaluated using ten point rubric from the Secondary School
(SSC) Board, Maharashtra. Twenty subject matter experts (teachers) from different
schools were identified for the answer scripts evaluation. Total ten factors (i.e.
constraints) influencing students’ academic performance are measured for every
student with evidence and survey carried out periodically throughout the school
course by experts, while data collection for the test performance was conducted
only on a sole day. The survey instrument consisted of a single page, back-to-back,
with 30 items and questions to obtain descriptive data. Students test performance
was expressed in a linguistic term like ‘Very Poor’, ‘Poor’, ‘Average’, ‘Good’,
‘Very Good’ associated with evaluators degree of certainty (DC) using ZD
formalism.

The factors (i.e. constraints) employed in Bellman-Zadeh method are Attendance
(C1), Previous Test marks (C2), Discipline (C3), Problem Solving Skills (C4),
Motivation (C5), Retention (C6), Anxiety (C7), Number of punishments and
scolding received (C8), Participation in extracurricular activities (C9), and
Accuracy (C10). These factors are normalized and transformed to either monotonic
increasing or decreasing fuzzy sets. Anxiety (C7) and Number of punishments and
scolding received (C8) have negative influence while rest of the factors have the
positive impact on students’ academic achievement. Attendance, Previous Test
marks, Number of punishments and scolding received, Participation in extracur-
ricular activities, Accuracy were recorded in quantitative form periodically in an
academic term. Discipline, Problem Solving Skills, Motivation, Retention, Anxiety
were measured using a 5-point Likert scale where 1—strongly agree, 2—agree, 3—
neutral, 4—disagree, and 5—strongly disagree. The degree of certainty (DC) ob-
tained from ZD formalism is input for BZ formalism as a goal (G).

Optimal Academic Ranking of Students in a Fuzzy Environment … 457



5 Results and Discussion

Table 1 shows the students having ‘very poor’ grades classified using ZD for-
malism and the factor affecting their scholarly performance. In BZ method, the Goal
is the ‘degree of certainty’ (DC) while constraints are ‘C1’ to ‘C10’. Furthermore,
Goal and Constraints are normalized into fuzzy sets using the standard procedure of
normalization. The proposed methodology is applied, and student’s optimal ranking
is shown in Table 2.

For example student id-129 have an aggregation of goal and constraints to form
fuzzy decision value 0.33. μD129 = minð0.85, 0.74, 0.91, 0.62, 0.33, 0.8, 0.33,
0.5, 1, 0.78, 0.6, 1Þ μD129 = 0.33 Student id-129 with maximum decision value is
ranked top among the ‘very poor’ category students.

Ranking of student id-87 with degree of certainty (DC) 0.565 with Membership
Function (Goal) = 0, remains at the last position even with BZ method. The stu-
dents with boundary marks have ‘very poor’ academic performance as the DC is
0.565. In fact, in partial belief, the student is more likely in ‘poor’ category than
‘very poor’. It is the reason why all other constraints, though with high membership
value, does not alter his ranking and student id-87 remain last in ‘very poor’ cluster.
We can say that 0.565 is the cut-off value of membership function (MF) to decide
the category of a student. He is belonging to ‘very poor’ category, marginally and
therefore ranks last. In summary, in such a case, it is not always the other con-
straints are significant—even if their membership value is high, but the test marks
governs the category. If you have all other constraints having high membership
value and do not score marks required to be in that category, then your large
membership function-valued constraints will not take you to the higher rank. The
purpose of the examination is to score high marks and not always score high MF in
constraints. Table 3 is the outcome of the study. Ranking of ‘very poor’ category
students based on a single criterion of ‘test score’ is computed using
Zadeh-Deshpande formalism. Considering relevant constraints and using
Bellman-Zadeh method, an optimal ranking of students has been worked out which
might serve as a guideline to initiate suitable corrective actions to improve the
performance of ‘very poor’ category students. For example student id-93 with ‘very
poor’ category ranked 7th using ZD formalism while is rank 1st in BZ method and
is considered as Optimal ranked. The management is expected to initiate corrective
action to improve the performance of student id-87 more rigorously. The software
implementation of this approach has been done in MATLAB R2008a and Microsoft
Access 2010.
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6 Concluding Remarks

Multi-constraint optimization based on fuzzy membership is different than tradi-
tional optimization techniques. The authors have successfully demonstrated in
deciding the optimal ranking of students’ performance based on relevant perfor-
mance shaping factors. Much more needs to be done.
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Beyond Traditional Applications of Fuzzy
Techniques: Main Idea and Case Studies

Vladik Kreinovich, Olga Kosheleva and Thongchai Dumrongpokaphan

Abstract Fuzzy logic techniques were originally designed to translate expert

knowledge—which is often formulated by using imprecise (“fuzzy”) from natural

language (like “small”)—into precise computer-understandable models and control

strategies. Such a translation is still the main use of fuzzy techniques. Lately, it turned

out that fuzzy methods can help in another class of applied problems: namely, in

situations when there are semi-heuristic techniques for solving the corresponding

problems, i.e., techniques for which there is no convincing theoretical justification.

Because of the lack of a theoretical justification, users are reluctant to use these

techniques, since their previous empirical success does not guarantee that these tech-

niques will work well on new problems. In this paper, we show that in many such sit-

uations, the desired theoretical justification can be obtained if, in addition to known

(crisp) requirements on the desired solution, we also take into account requirements

formulated by experts in natural-language terms. Naturally, we use fuzzy techniques

to translate these imprecise requirements into precise terms.

1 Introduction

Fuzzy logic techniques (see, e.g., [8, 11, 13]) were originally designed to trans-

late expert knowledge—which is often formulated by using imprecise (“fuzzy”)

from natural language (like “small”)—into precise computer-understandable mod-

els and control strategies. Such a translation is still the main use of fuzzy techniques.
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For example, we want to control a complex plant for which no good control technique

is known, but for which there are experts how can control this plant reasonably well.

So, we elicit rules from the experts, and then we use fuzzy techniques to translate

these rules into a control strategy.

Lately, it turned out that fuzzy methods can help in another class of applied prob-

lems: namely, in situations when there are semi-heuristic techniques for solving the

corresponding problems, i.e., techniques for which there is no convincing theoretical

justification. Because of the lack of a theoretical justification, users are reluctant to

use these techniques, since their previous empirical success does not guarantee that

these techniques will work well on new problems.

Also, these techniques are usually not perfect, and without an underlying theory,

it is not clear how to improve their performance. For example, linear models can be

viewed as first approximation to Taylor series, so a natural next approximation is to

use quadratic models. However, e.g., for 𝓁p
-models, when they do not work well, it

is not immediately clear what is a reasonable next approximation.

In this paper, we show that in many such situations, the desired theoretical justi-

fication can be obtained if, in addition to known (crisp) requirements on the desired

solution, we also take into account requirements formulated by experts in natural-

language terms. Naturally, we use fuzzy techniques to translate these imprecise

requirements into precise terms. To make the resulting justification convincing, we

need to make sure that this justification works not only for one specific choice of

fuzzy techniques (i.e., membership function, “and”- and “or”-operations, etc.), but

for all combinations of such techniques which are consistent with the corresponding

practical problem.

As examples, we provide a reasonably detailed justification of:

∙ sparsity techniques in data and image processing—a very successful hot-topic

technique whose success is often largely a mystery; and

∙ 𝓁p
-regularization techniques in solving inverse problems—an empirically suc-

cessful alternative to Tikhonov regularization appropriate for situations when the

desired signal or image is not smooth.

2 Fuzzy Logic: From Traditional to New Applications

Traditional use of fuzzy logic. Expert knowledge is often formulated by using

imprecise (“fuzzy”) from natural language (like “small”). Fuzzy logic techniques

was originally invented to translate such knowledge into precise terms. Such a trans-

lation is still the main use of fuzzy techniques.

Example A typical example is that we want to control a complex plant for which:

∙ no good control technique is known, but

∙ there are experts how can control this plant reasonably well.
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So, we elicit rules from the experts. Then, we use fuzzy techniques to translate these

rules into a control strategy.

Other situations in which we need help. Lately, it turned out that fuzzy techniques

can help in another class of applied problems: in situations when

∙ there are semi-heuristic techniques for solving the corresponding problems, i.e.,

∙ techniques for which there is no convincing theoretical justification.

These techniques lack theoretical justification. Their previous empirical success does

not guarantee that these techniques will work well on new problems. Thus, users are

reluctant to use these techniques.

An additional problem of semi-heuristic techniques is that they are often not per-

fect. Without an underlying theory, it is not clear how to improve their performance.

For example, linear models can be viewed as first approximation to Taylor series.

So, a natural next approximation is to use quadratic models. However, e.g., for 𝓁p
-

models (described later), when they do not work well, it is not immediately clear

what is a reasonable next approximation.

What we show in this paper. We show that in many such situations, the desired

theoretical justification can be obtained if:

∙ in addition to known (crisp) requirements on the desired solution,

∙ we also take into account requirements formulated by experts in natural-language

terms.

Naturally, we use fuzzy techniques to translate these imprecise requirements into

precise terms.

To make the resulting justification convincing, we need to make sure that this

justification works not only for one specific choice of fuzzy techniques (membership

function, t-norm, etc.), but for all techniques which are consistent with the practical

problem.

Case studies. As examples, we provide a reasonably detailed justification:

∙ of sparsity techniques in data and image processing—a very successful hot-topic

technique whose success is often largely a mystery; and

∙ of 𝓁p
-regularization techniques in solving inverse problems, an empirically suc-

cessful alternative to smooth approaches which is appropriate for situations when

the desired signal or image is not smooth.

Comment. A detailed description of the corresponding case studies can be found

in [3–6].
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3 Why Sparse? Fuzzy Techniques Explain Empirical
Efficiency of Sparsity-Based Data- and Image-Processing
Algorithms

Sparsity is useful, but why? In many practical applications, it turned out to be

efficient to assume that the signal or an image is sparse (see, e.g., [7]):

∙ when we decompose the original signal x(t) (or image) into appropriate basic func-

tions ei(t):

x(t) =
∞∑

i=1
ai ⋅ ei(t),

∙ then most of the coefficients ai in this decomposition will be zeros.

It is often beneficial to select, among all the signals consistent with the observations,

the signal for which the number of non-zero coefficients—sometimes taken with

weights—is the smallest possible:

#{i ∶ ai ≠ 0} → min or

∑

i∶ai≠0
wi → min .

At present, the empirical efficiency of sparsity-based techniques remains somewhat

a mystery.

Before we perform data processing, we first need to know which inputs are rel-
evant. In general, in data processing, we estimate the value of the desired quantity yj
based on the values of the known quantities x1,… , xn that describe the current state

of the world.

In principle, all possible quantities x1,… , xn could be important for predicting

some future quantities. However, for each specific quantity yj, usually, only a few

of the quantities xi are actually useful. So, we first need to check which inputs are

actually useful.

This checking is an important stage of data processing: else we waste time pro-

cessing unnecessary quantities.

Analysis of the problem. We are interested in a reconstructing a signal or image x(t) =
∞∑
i=1

ai ⋅ ei(t) based on:

∙ the measurement results and

∙ prior knowledge.

First, we find out which quantities ai are relevant. The quantity ai is irrelevant if

it does not affect the resulting signal, i.e., if ai = 0. So, first, we decide which values

ai are zeros and which are non-zeros.
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Out of all such possible decisions, we need to select the most reasonable one. The

problem is that “reasonable” is not a precise term.

Let us use fuzzy logic. The problem is that we want the most reasonable decision,

but “reasonable” is not a precise term. So, to be able to solve the problem, we need

to translate this imprecise description into precise terms. Let’s use fuzzy techniques

which were specifically designed for such translations.

In fuzzy logic, we assign, to each statement S, our degree of confidence d in S.

For example, we ask experts to mark, on a scale from 0 to 10, how confident they

are in S. If an expert marks the number 7, we take d = 7∕10. There are many other

ways to assign these degrees.

Thus, for each i, we can learn to what extent ai = 0 or ai ≠ 0 are reasonable.

Need for an “and”-operation. We want to estimate, for each tuple of signs, to which

extent this tuple is reasonable. There are 2n such tuples, so for large n, it is not feasible

to directly ask the expert about all these tuples.

In such situations, we need to estimate the degree to which a1 is reasonable and
a2 is reasonable … based on individual degrees to which ai are reasonable. In other

words, we need to be able to solve the following problem:

∙ we know the degrees of belief a = d(A) and b = d(B) in statements A and B, and

∙ we need to estimate the degree of belief in the composite statement A&B,

as f&(a, b).

The “and”-estimate is not always exact: an example. It is important to emphasize

that the resulting estimate cannot be exact. Let us give two examples.

In the first example, A is “coin falls heads”, B is “coin falls tails”. For a fair coin,

degrees a and b are equal: a = b. Here, A&B is impossible, so our degree of belief

in A&B is zero: d(A&B) = 0.

Let us now consider the second example. If we take A′ = B′ = A, then A′ &B′
is

simply equivalent to A. So we still have a′ = b′ = a but this time d(A′ &B′) = a > 0.

In these two examples, we have d(A′) = d(A) = a and d(B′) = d(B) = b, but

d(A&B) ≠ d(A′ &B′).
Which “and”-operation (t-norm) should we choose. The corresponding function

f&(a, b) must satisfy some reasonable properties.

For example, since A&B means the same as B&A, this operation must be com-

mutative. Since (A&B)&C is equivalent to A&(B&C), this operation must be

associative, etc.

It is known that each such operation can be approximated, with any given accu-

racy, by an Archimedean t-norm of the type f&(a, b) = f −1(f (a) ⋅ f (b)), for some

strictly increasing function f (x); see, e.g., [10].

Thus, without losing generality, we can assume that the actual t-norm is

Archimedean.

Let us use fuzzy logic. Let d=i
def
= d(ai = 0) and d≠i

def
= d(ai ≠ 0). So, for each

sequence (𝜀1, 𝜀2,…), where 𝜀i is = or ≠, we estimate the degree that this sequence

is reasonable as:
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d(𝜀) = f&(d
𝜀1
1 , d𝜀22 ,…).

Out of all sequences 𝜀 which are consistent with the measurements and with the

prior knowledge, we must select the one for which this degree of belief is the largest

possible.

If we have no information about the signal, then the most reasonable choice

is x(t) = 0, i.e.,

a1 = a2 = ⋯ = 0 and 𝜀 = (=,=,⋯).

Similarly, the least reasonable is the sequence in which we take all the values into

account, i.e., 𝜀 = (≠,⋯ ,≠).
Thus, we arrive at the following definitions.

Definition 1

∙ By a t-norm, we mean f&(a, b) = f −1(f (a) ⋅ f (b)), where f ∶ [0, 1] → [0, 1] is

continuous, strictly increasing, f (0) = 0, and f (1) = 1.

∙ By a sequence, we mean a sequence 𝜀 = (𝜀1,… , 𝜀N), where each symbol 𝜀i is

equal either to = or to ≠.

∙ Let d= = (d=1 ,… , d=N) and d≠ = (d≠1 ,… , d≠N) be sequences of real numbers from

the interval [0, 1].
∙ For each sequence 𝜀, we define its degree of reasonableness as

d(𝜀)
def
= f&(d

𝜀1
1 ,… , d𝜀NN ).

∙ We say that the sequences d= and d≠ properly describe reasonableness if the fol-

lowing two conditions hold:

– for 𝜀=
def
= (=,⋯ ,=), d(𝜀=) > d(𝜀) for all 𝜀 ≠ 𝜀=,

– for 𝜀≠

def
= (≠,⋯ ,≠), d(𝜀≠) < d(𝜀) for all 𝜀 ≠ 𝜀≠.

∙ For each set S of sequences, we say that a sequence 𝜀 ∈ S is the most reasonable
if d(𝜀) = max

𝜀
′∈S

d(𝜀′).

Now, we can formulate the main result of this section.

Proposition 1 Let us assume that the sequences d= and d≠ properly describe rea-
sonableness. Then, there exist weights wi > 0 for which, for each set S, the following
two conditions are equivalent:

∙ the sequence 𝜀 ∈ S is the most reasonable,
∙ the sum

∑
i∶𝜀i=≠

wi =
∑

i∶ai≠0
wi is the smallest possible.

Discussion. Thus, fuzzy-based techniques indeed naturally lead to the sparsity con-

dition.
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Proof of Proposition 1 By definition of the t-norm, we have

d(𝜀) = f&(d
𝜀1
1 ,… , d𝜀NN ) = f −1(f (d𝜀11 ) ⋅… ⋅ f (d𝜀NN )).

So, d(𝜀) = f&(d
𝜀1
1 ,… , d𝜀NN ) = f −1(e𝜀11 ⋅… ⋅ e𝜀NN ), where we denoted e𝜀ii

def
= f (d𝜀ii ).

Since the function f (x) is increasing, maximizing d(𝜀) is equivalent to maximizing

e(𝜀)
def
= f (d(𝜀)) = e𝜀11 ⋅… ⋅ e𝜀NN .

We required that the sequences d= and d≠ properly describe reasonableness. Thus,

for each i, we have d(𝜀=) > d(𝜀(i)= ), where

𝜀

(i)
=

def
= (=,⋯ ,=,≠ (on i-th place),=,⋯ ,=).

This inequality is equivalent to e(𝜀=) > e(𝜀(i)= ). Since the values e(𝜀) are simply the

products, we thus conclude that e=i > e≠i .

Maximizing e(𝜀) =
N∏
i=1

e𝜀ii is equivalent to maximizing
e(𝜀)
c

, for a constant c
def
=

N∏
i=1

e=i . The ratio
e(𝜀)
c

can be reformulated as
e(𝜀)
c

=
∏

i∶𝜀i=≠

e≠i
e=i

.

Since ln(x) is an increasing function, maximizing this product is equivalent to

minimizing minus logarithm of this product:

L(𝜀)
def
= − ln

(
e(𝜀)
c

)
=

∑

i∶𝜀i=≠
wi, where wi

def
= − ln

(
e≠i
e=i

)
.

Since e=i > e≠i > 0, we have

e≠i
e=i

< 1 and thus, wi > 0.

The proposition is proven.

A similar derivation can be obtained in the probabilistic case. Alternatively,

reasonableness can be described by assigning a probability p(𝜀) to each possible

sequence 𝜀.

Let p=i be the probability that ai = 0, and let p≠i = 1 − p=i be the probability that

ai ≠ 0. We do not know the relation between the values 𝜀i and 𝜀j corresponding

to different coefficients i ≠ j. So, it makes sense to assume that the corresponding

random variables 𝜀i and 𝜀j are independent, thus

p(𝜀) =
N∏

i=1
p𝜀ii .

So, we arrive at the following definition.
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Definition 2
∙ Let p= = (p=1 ,… , p=N) be a sequence of real numbers from the interval [0, 1], and

let p≠i
def
= 1 − p=i .

∙ For each sequence 𝜀, its probability is p(𝜀)
def
=

N∏
i=1

p𝜀ii .

∙ We say that the sequence p= properly describes reasonableness if the following

two conditions are satisfied:

– the sequence 𝜀=
def
= (=,… ,=) is more probable than all others, i.e., p(𝜀=) > p(𝜀)

for all 𝜀 ≠ 𝜀=,

– the sequence 𝜀≠

def
= (≠,… ,≠) is less probable than all others, i.e., p(𝜀≠) < p(𝜀)

for all 𝜀 ≠ 𝜀≠.

∙ For each set S of sequences, we say that a sequence 𝜀 ∈ S is the most probable
if p(𝜀) = max

𝜀
′∈S

p(𝜀′).

Proposition 2 Let us assume that the sequence p= properly describes reasonable-
ness. Then, there exist weights wi > 0 for which, for each set S, the following two
conditions are equivalent to each other:
∙ the sequence 𝜀 ∈ S is the most probable,
∙ the sum

∑
i∶𝜀i=≠

wi is the smallest possible.

Proof of Proposition 2 The proof of this proposition is similar to the proof of Propo-

sition 1.

Discussion. In other words, probabilistic techniques also lead to the sparsity condi-

tion.

Fuzzy approach versus probabilistic approach. The fact that the probabilistic

approach leads to the same conclusion as the fuzzy approach makes us more confi-

dent that our justification of sparsity is valid.

It should be mentioned, however, that the probability-based result is based on the

assumption of independence, while the fuzzy-based result can allow different types

of dependence—as described by different t-norms. This is an important advantage

of the fuzzy-based approach.

4 Why 𝓵p-Methods in Signal and Image Processing:
A Fuzzy-Based Explanation

Need for beblurring. The second case study deals with signal and image processing.

Cameras and other image-capturing devices are getting better and better every

day. However, none of them is perfect, there is always some blur, that comes from

the fact that:
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∙ while we would like to capture the intensity I(x, y) at each spatial location (x, y),
∙ the signal s(x, y) is influenced also by the intensities I(x′, y′) at nearby loca-

tions (x′, y′):
s(x, y) =

∫
w(x, y, x′, y′) ⋅ I(x′, y′) dx′ dy′.

When we take a photo of a friend, this blur is barely visible—and does not constitute

a serious problem. However, when a spaceship takes a photo of a distant planet, the

blur is very visible—so deblurring is needed.

In general, signal and image reconstruction are ill-posed problems. The image

reconstruction problem is ill-posed in the sense that large changes in I(x, y) can lead

to very small changes in s(x, y).
Indeed, the measured value s(x, y) is an average intensity over some small region.

Averaging eliminates high-frequency components. Thus, for

I∗(x, y) = I(x, y) + c ⋅ sin(𝜔x ⋅ x + 𝜔y ⋅ y),

the signal is practically the same: s∗(x, y) ≈ s(x, y). However, the original images,

for large c, may be very different.

Need for regularization. To reconstruct the image reasonably uniquely, we must

impose additional conditions on the original image. This imposition is known as

regularization.

Often, a signal or an image is smooth (differentiable). Then, a natural idea is to

require that the vector d = (d1, d2,…) formed by the derivatives is close to 0:

𝜌(d, 0) ≤ C ⇔
n∑

i=1
d2i ≤ c

def
= C2

.

For continuous signals, sum turns into an integral:

∫
(ẋ(t))2 dt ≤ c or

∫

((
𝜕I
𝜕x

)2
+
(
𝜕I
𝜕y

)2
)

dx dy ≤ c.

Tikhonov regularization. Out of all smooth signals or images, we want to find the

best fit with observation: J
def
=

∑
i
e2i → min, where ei is the difference between the

actual and the reconstructed values. Thus, we need to minimize J under the constraint

∫
(ẋ(t))2 dt ≤ c and

∫

((
𝜕I
𝜕x

)2
+
(
𝜕I
𝜕y

)2
)

dx dy ≤ c.
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The Lagrange multiplier method reduced this constraint optimization problem to

the unconstrained one:

J + 𝜆 ⋅
∫

((
𝜕I
𝜕x

)2
+
(
𝜕I
𝜕y

)2
)

dx dy → min
I(x,y)

.

This idea is known as Tikhonov regularization; see, e.g., [12].

From continuous to discrete images. In practice, we only observe an image with

a certain spatial resolution. So we can only reconstruct the values Iij = I(xi, yj) on a

certain grid xi = x0 + i ⋅ 𝛥x and yj = y0 + j ⋅ 𝛥y.

In this discrete case, instead of the derivatives, we have differences:

J + 𝜆 ⋅
∑

i

∑

j
((𝛥xIij)2 + (𝛥yIij)2) → min

Iij
,

where 𝛥xIij
def
= Iij − Ii−1,j, and 𝛥yIij

def
= Iij − Ii,j−1.

Limitations of Tikhonov regularization and 𝓁p-method. Tikhonov regularization

is based on the assumption that the signal or the image is smooth. In real life, images

are, in general, not smooth. For example, many of them exhibit a fractal behavior;

see, e.g., [9].

In such non-smooth situations, Tikhonov regularization does not work so well.

To take into account non-smoothness, researchers have proposed to modify the

Tikhonov regularization:

∙ instead of the squares of the derivatives,

∙ use the p-th powers for some p ≠ 2:

J + 𝜆 ⋅
∑

i

∑

j
(|𝛥xIij|p + |𝛥yIij|p) → min

Iij
.

This works much better than Tikhonov regularization; see, e.g., [2].

Remaining problem. A big problem is that the 𝓁p
-methods are heuristic. For exam-

ple, there is no convincing explanation of why necessarily we replace the square with

a p-th power and not with some other function.

What we show. In this section, we show that a natural formalization of the corre-

sponding intuitive ideas indeed leads to 𝓁p
-methods.

To formalize the intuitive ideas behind image reconstruction, we use fuzzy tech-
niques, techniques that were designed to transform imprecise intuitive ideas into

exact formulas.

Let us apply fuzzy techniques. We are trying to formalize the statement that the

image is continuous. This means that the differences 𝛥xk
def
= 𝛥xIij and 𝛥yIij between

image intensities at nearby points are small.
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Let 𝜇(x) denote the degree to which x is small, and f&(a, b) denote the “and”-

operation. Then, the degree d to which 𝛥x1 is small and 𝛥x2 is small, etc., is:

d = f&(𝜇(𝛥x1), 𝜇(𝛥x2), 𝜇(𝛥x3),…).

We have already mentioned, in the previous section, that each “and”-operation can

be approximated, for any 𝜀 > 0, by an Archimedean one:

f&(a, b) = f −1(f (a)) ⋅ f (b)).

Thus, without losing generality, we can safely assume that the actual “and”-operation

is Archimedean.

Analysis of the problem. We want to select an image with the largest degree d of

satisfying the above condition:

d = f −1(f (𝜇(𝛥x1)) ⋅ f (𝜇(𝛥x2)) ⋅ f (𝜇(𝛥x3)) ⋅…) → max .

Since the function f (x) is increasing, maximizing d is equivalent to maximizing

f (d) = f (𝜇(𝛥x1)) ⋅ f (𝜇(𝛥x2)) ⋅ f (𝜇(𝛥x3)) ⋅…

Maximizing this product is equivalent to minimizing its negative logarithm

L
def
= − ln(d) =

∑

k
g(𝛥xk), where g(x)

def
= − ln(f (𝜇(x))).

In these terms, selecting a membership function is equivalent to selecting the related

function g(x).

Which function g(x) should we select: idea. The value 𝛥xi = 0 is absolutely small,

so we should have 𝜇(0) = 1 and g(0) = − ln(1) = 0.

The numerical value of a difference 𝛥xi depends on the choice of a measuring

unit. If we choose a measuring unit which is a times smaller, then 𝛥xi → a ⋅𝛥xi. It is

reasonable to request that the requirement
∑
k
g(𝛥xk) → min not change if we change

a measuring unit. For example, if g(z1) + g(z2) = g(z′1) + g(z′2), then

g(a ⋅ z1) + g(a ⋅ z2) = g(a ⋅ z′1) + g(a ⋅ z′2).

Which functions g(z) satisfy this property?

Definition 3 A function g(z) is called scale-invariant if it satisfies the following two

conditions:
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∙ g(0) = 0 and

∙ for all z1, z2, z′1, z
′
2, and a, g(z1) + g(z2) = g(z′1) + g(z′2) implies

g(a ⋅ z1) + g(a ⋅ z2) = g(a ⋅ z′1) + g(a ⋅ z′2).

Proposition 3 A function g(z) is scale-invariant if and only if it has the form g(a) =
c ⋅ ap, for some c and p > 0.

Discussion. Minimizing
∑
k
g(𝛥xk) is equivalent to minimizing the sum

∑
k
|𝛥xk|p.

Minimizing the sum
∑
k
|𝛥xk|p under condition J ≤ c is equivalent to minimizing the

expression J + 𝜆 ⋅
∑
k
|𝛥xk|p. Thus, fuzzy techniques indeed justify the 𝓁p

-method.

Proof of Proposition 3 We are looking for a function g(x) for which g(z1) + g(z2) =
g(z′1) + g(z′2), then g(a ⋅ z1) + g(a ⋅ z2) = g(a ⋅ z′1) + g(a ⋅ z′2).

Let us consider the case when z′1 = z1 + 𝛥z for a small 𝛥z, and

z′2 = z2 + k ⋅ 𝛥z + o(𝛥z)

for an appropriate k. Here, g(z1+𝛥z) = g(z1)+g′(z1)⋅𝛥z+o(𝛥z), so g′(z1)+g′(z2)⋅k =

0 and k = −
g′(z1)
g′(z2)

.

The condition g(a ⋅ z1) + g(a ⋅ z2) = g(a ⋅ z′1) + g(a ⋅ z′2) similarly takes the form

g′(a ⋅ z1) + g′(z2) ⋅ k = 0, so

g′(a ⋅ z1) − g′(a ⋅ z2) ⋅
g′(z1)
g′(z2)

= 0.

Thus,
g′(a ⋅ z1)
g′(z1)

=
g′(a ⋅ z2)
g′(z2)

for all a, z1, and z2.

This means that the ratio
g′(a ⋅ z1)
g′(z1)

does not depend on zi:
g′(a ⋅ z1)
g′(z1)

= F(a) for

some F(a).
For a = a1 ⋅ a2, we have

F(a) =
g′(a ⋅ z1)
g′(z1)

=
g′(a1 ⋅ a2 ⋅ z1)

g′(z1)
=

g′(a1 ⋅ (a2 ⋅ z1))
g′(a2 ⋅ z1)

⋅
g′(a2 ⋅ z1)
g′(z1)

= F(a1) ⋅ F(a2).

So, F(a1 ⋅ a2) = F(a1) ⋅ F(a2). Continuous solutions of this functional equations are

well known (see, e.g., [1]), so we conclude that F(a) = aq for some real number q.

For this function F(a), the equality
g′(a ⋅ z1)
g′(z1)

= F(a) becomes g′(a ⋅ z1) = g′(z1) ⋅ aq.
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In particular, for z1 = 1, we get g′(a) = C ⋅ aq, where C
def
= g′(1).

In general, we could have q = −1 or q ≠ −1. For q = −1, we get g(a) =
C ⋅ ln(a) + const, which contradicts to g(0) = 0. Thus, this case is impossible, and

q ≠ −1. Integrating, for q ≠ −1, we get g(a) = C
q + 1

⋅ aq+1 + const. The condition

g(0) = 0 implies that const = 0.

Thus, the proposition is proven, for p = q + 1.

5 How to Improve the Existing Semi-Heuristic Technique

What we do in this section. Until now, we have discussed how to justify the existing

semi-heuristic techniques. However, often, these techniques are not perfect, so it is

desirable to improve them. Let us describe an example of how this can be done.

Blind image deconvolution: formulation of the problem. In general, the measure-

ment results yk differ from the actual values xk dues to additive noise and blurring:

yk =
∑

i
hi ⋅ xk−i + nk.

From the mathematical viewpoint, y is a convolution of h and x: y = h ⋆ x.

Similarly, the observed image y(i, j) differs from the ideal one x(i, j) due to noise

and blurring:

y(i, j) =
∑

i′

∑

j′
h(i − i′, j − j′) ⋅ x(i′, j′) + n(i, j).

It is desirable to reconstruct the original signal or image, i.e., to perform deconvolu-
tion.

Ideal no-noise case. In the ideal case, when noise n(i, j) can be ignored, we can find

x(i, j) by solving a system of linear equations:

y(i, j) =
∑

i′

∑

j′
h(i − i′, j − j′) ⋅ x(i′, j′).

However, already for 256× 256 images, the matrix h is of size 65,536× 65,536, with

billions entries. Direct solution of such systems is not feasible.

A more efficient idea is to use Fourier transforms, since y = h ⋆ x implies Y(𝜔) =
H(𝜔) ⋅ X(𝜔); hence:

∙ we compute Y(𝜔) = F (y);
∙ we compute X(𝜔) = Y(𝜔)

H(𝜔)
, and

∙ finally, we compute x = F−1(X(𝜔)).
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Deconvolution in the presence of noise with known characteristics. Suppose that

signal and noise are independent, and we know the power spectral densities

SI(𝜔) = lim
T→∞

E
[ 1
T
⋅ |XT (𝜔)|2

]
, SN(𝜔) = lim

T→∞
E
[ 1
T
⋅ |NT (𝜔)|2

]
.

Then, we minimize the expected mean square difference

d
def
= lim

T→∞

1
T
⋅ E

[

∫

T∕2

−T∕2
(̂x(t) − x(t))2 dt

]
.

Minimizing d leads to the known Wiener filter formula

̂X(𝜔1, 𝜔2) =
H∗(𝜔1, 𝜔2)

|H(𝜔1, 𝜔2)|2 +
SN(𝜔1, 𝜔2)
SI(𝜔1, 𝜔2)

⋅ Y(𝜔1, 𝜔2).

Blind image deconvolution in the presence of prior knowledge. Wiener filter tech-

niques assume that we know the blurring function h. In practice, we often only have

partial information about h. Such situations are known as blind deconvolution.

Sometimes, we know a joint probability distribution p(𝛺, x, h, y) corresponding

to some parameters 𝛺:

p(𝛺, x, h, y) = p(𝛺) ⋅ p(x|𝛺) ⋅ p(h|𝛺) ⋅ p(y|x, h, 𝛺).

In this case, we can find

̂
𝛺 = argmax

𝛺

p(𝛺|y) =
∫ ∫x,h

p(𝛺, x, h, y) dx dh and

(̂x, ̂h) = argmax
x,h

p(x, h| ̂𝛺, y).

Blind image deconvolution in the absence of prior knowledge: sparsity-based
techniques. In many practical situations, we do not have prior knowledge about the

blurring function h. Often, what helps is sparsity assumption: that in the expansion

x(t) =
∑
i
ai ⋅ ei(x), most ai are zero. In this case, it makes sense to look for a solution

with the smallest number of non-zero coefficients:

‖a‖0
def
= #{i ∶ ai ≠ 0}.
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The function ‖a‖0 is not convex and thus, difficult to optimize. It is therefore replaced

by a close convex objective function ‖a‖1
def
=

∑
i
|ai|.

State-of-the-art technique for sparsity-based blind deconvolution. Sparsity is the

main idea behind the algorithm described in [2] that minimizes

𝛽

2
⋅ ‖y −𝐖a‖22 +

𝜂

2
⋅ ‖𝐖a −𝐇x‖22 + 𝜏 ⋅ ‖a‖1 + 𝛼 ⋅ R1(x) + 𝛾 ⋅ R2(h).

Here, R1(x) =
∑
d∈D

21−o(d)
∑
i
|𝛥p

i (x)|p, where 𝛥

p
i (x) is the difference operator, and

R2(h) = ‖𝐂h‖2, where 𝐂 is the discrete Laplace operator.

The 𝓁p
-sum

∑
i
|vi(x)|p is optimized as

∑
i

(vi(x(k)))2

v2−pi

, where vi = vi(x(k−1)) for x

from the previous iteration.

This method results in the best blind image deconvolution.

Need for improvement. The current technique is based on minimizing the sum

|𝛥xI|p + |𝛥yI|p. This is a discrete analog of the term
||||
𝜕I
𝜕x

||||

p
+
||||
𝜕I
𝜕y

||||

p
.

For p = 2, this is the square of the length of the gradient vector and is, thus,

rotation-invariant. However, for p ≠ 2, the above expression is not rotation-invariant.

Thus, even if it works for some image, it may not work well if we rotate this image.

To improve the quality of image deconvolution, it is thus desirable to make the

method rotation-invariant. We show that this indeed improves the quality of decon-

volution.

Rotation-invariant modification: description and results. We want to replace the

expression
||||
𝜕I
𝜕x

||||

p
+
||||
𝜕I
𝜕y

||||

p
with a rotation-invariant function of the gradient.

The only rotation-invariant characteristic of a vector a is its length ‖a‖ =
√∑

i
a2i .

Thus, we replace the above expression with

(||||
𝜕I
𝜕x

||||

2
+
||||
𝜕I
𝜕y

||||

2)p∕2

.

Its discrete analog is ((𝛥xI)2 + (𝛥yI)2)p∕2.
This modification indeed leads to a statistically significant improvement in recon-

struction accuracy ‖x̂ − x‖2.

Specifically, to compare the new methods with the original method from [2], we

applied each of the two algorithms 30 times, and for each application, we computed

the reconstruction accuracy. To make the results of the comparison more robust, for

each of the algorithms, we eliminated the smallest and the largest value of this dis-

tance, and got a list of 28 values. For the original algorithm, the average of these
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values is 1195.21. For the new method, the average is 1191.01, which is smaller

than the average distance corresponding to the original algorithm. To check whether

this difference is statistically significance, we applied the t-test for two independent

means. The t-test checks whether the null hypothesis—that both samples comes from

the populations with same mean—can be rejected. For the two samples, computa-

tions lead to rejection with p = 0.002. This is much smaller than the p-values 0.01

and 0.05 normally used for rejecting the null hypothesis. So, we can conclude that

the null hypothesis can be rejected, and that, therefore, the modified algorithm is

indeed statistically significantly better than the original one (see [3] for details).

How can we go beyond 𝓁p-methods? While 𝓁p
-methods are efficient, they are not

always perfect. A reasonable idea is to try to improve the quality of signal and image

reconstruction by using functions g(z)more general than g(z) = C⋅|z|p. For example,

instead of considering only functions from this 1-parametric family, we can consider

a more general 2-parametric family of functions

g(z) = C ⋅ |z|p + C1 ⋅ g1(z).

Which function g1(z) should we use?

In [6], we used the same ideas of scale-invariance—that are used above to justify

𝓁p
-techniques—to show that the best choice is to use functions g1(z) = |z|p ⋅ ln(z) or

g1(z) = |z|p1 for some p1. The same approach also helps to decide which functions to

use if we consider 3- and more-parametric families instead of 2-parametric ones [6].

Acknowledgements We are very thankful to the organizers of the 2016 World Conference on Soft

Computing for their support, and to all the conference participants for their valuable suggestions.

This work was also supported in part by the National Science Foundation grants HRD-0734825

and HRD-1242122 (Cyber-ShARE Center of Excellence) and DUE-0926721, by an award from

Prudential Foundation, and by Chiang Mai University, Thailand.

References

1. J. Aczél, J. Dhombres, Functional Equations in Several Variables (Cambridge University

Press, 2008)

2. B. Amizic, L. Spinoulas, R. Molina, A.K. Katsaggelos, Compressive blind image deconvolu-

tion. IEEE Trans. Image Process. 22(10), 3994–4006 (2013)

3. F. Cervantes, B. Usevitch, V. Kreinovich, Rotation-invariance can further improve state-of-

the-art blind deconvolution techniques, in Proceedings of International IEEE Conference on
Systems, Man, and Cybernetics SMC’2016 (Budapest, Hungary, 9–12 Oct 2016)

4. F. Cervantes, B. Usevitch, V. Kreinovich, Why 𝓁p
-methods in signal and image processing: a

fuzzy-based explanation, inProceedings of the 2016 Annual Conference of the North American
Fuzzy Information Processing Society NAFIPS’2016 (El Paso, Texas, Oct 31–Nov 4 2016)

5. F. Cervantes, B. Usevitch, L. Valera, V. Kreinovich, Why sparse? fuzzy techniques explain

empirical efficiency of sparsity-based data- and image-processing algorithms, in Proceedings
of the 2016 World Conference on Soft Computing (Berkeley, California, 22–25 May 2016),

pp. 165–169



Beyond Traditional Applications of Fuzzy Techniques . . . 481

6. F. Cervantes, B. Usevitch, L. Valera, V. Kreinovich, O. Kosheleva, Fuzzy techniques provide a

theoretical explanation for the heuristic𝓁p
-regularization of signals and images, inProceedings

of the 2016 IEEE International Conference on Fuzzy Systems FUZZ-IEEE’2016 (Vancouver,

Canada, 24–29 July 2016)

7. M. Elad, Sparse and Redundant Representations (Springer, 2010)

8. G. Klir, B. Yuan, Fuzzy Sets and Fuzzy Logic (Prentice Hall, Upper Saddle River, New Jersey,

1995)

9. B. Mandelbrot, The Fractal Geometry of Nature (Freeman, San Francisco, California, 1983)

10. H.T. Nguyen, V. Kreinovich, P. Wojciechowski, Strict Archimedean t-Norms and t-Conorms

as universal approximators. Int. J. Approx. Reason. 18(3–4), 239–249 (1998)

11. H.T. Nguyen, E.A. Walker, A First Course in Fuzzy Logic (Chapman and Hall/CRC, Boca

Raton, Florida, 2006)

12. A.N. Tikhonov, V.Y. Arsenin, Solutions of Ill-Posed Problems (V. H. Winston & Sons, Wash-

ington, DC, 1977)

13. L.A. Zadeh, Fuzzy sets. Inf. Control 8, 338–353 (1965)



A Survey of the Applications of Fuzzy
Methods in Recommender Systems

B. Sziová, A. Tormási, P. Földesi and L. T. Kóczy

Abstract In the past half century of fuzzy systems they were used to solve a wide
range of complex problems, and the field of recommendation is no exception. The
mathematical properties and the ability to efficiently process uncertain data enable
fuzzy systems to face the common challenges in recommender systems. The main
contribution of this paper is to give a comprehensive literature overview of various
fuzzy based approaches to the solving of common problems and tasks in recom-
mendation systems. As a conclusion possible new areas of research are discussed.

1 Introduction

Nowadays recommender systems [1, 2] are widely used in various aspects of life,
for example, recommending books for consumers to buy, or on-demand videos
which are in particular users’ interests with high possibility. The Diffusion Group
forecasted that in 10 years 75% of all TV viewings will be driven by
recommendation-driven guides.

The recommendation task requires the understanding of the consumers’ pref-
erences regarding the items from various aspects, which is based on the users’
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subjective judgment. The collection of explicit feedback data on customer prefer-
ences and item properties are often difficult and limited [3–5]. It follows from this
that handling uncertainty in these systems is a key for success. The concept and
mathematical properties of fuzzy systems [6–13] enables them to efficiently solve
complex tasks in various fields, thus take over main difficulties in recommendation
problem.

In this paper 37 articles on the application of fuzzy methods in recommender
systems are discussed and reviewed from the period 1999 and 2015. The authors
attempt covering a wide range of fuzzy techniques used in the field to support
researchers by giving an overview and point out possible new research areas in the
application of computational intelligence methods in recommendation related
problems.

After the Introduction in Sect. 2 some of the challenges in recommender systems
are outlined with common (non-fuzzy) solutions found in the literature. In Sect. 3
recommender systems, which employ fuzzy techniques are briefly discussed and
reviewed from the aspect of the applied fuzzy methods. Conclusions of the liter-
ature review are made and some possible directions of research in the fuzzy based
recommender systems are pointed out in Sect. 4.

2 Challenges and Common Solutions in Recommender
Systems

The most essential challenge of recommender systems is to create user profiles from
available data. The generation of a proper user profile has a high significance for the
success of a recommendation. Another challenge on creating a detailed user profile
is the fact that the preferences may change over time. Creating models for new
items is also difficult due to poor quality and low availability of data. For such items
mostly only Meta data are available. The main issue in practice is that they contain
only basic information or even no data at all, which could be still misclassified
causing low quality recommendations. Meta data is rarely well structured, which
also render it more difficult to create the profiles.

User interactions are also used to extract behavioral patterns, which cannot be
explained by Meta data. Collaborative filtering (CF) methods [14] are used to
generate recommendations based on what kinds of items were consumed by similar
users. Another type of CF methods (item-based) is comparing items and recom-
mends the ones with the highest similarity. Main disadvantage of the recommender
systems employing CF is that they are unable to recommend when neither explicit
nor implicit feedbacks are present for a user or an item, which is called the
cold-start problem [15, 16].

To overcome the cold-start problem, content-based filtering (CBF) methods [15–
18] were introduced. In this case only basic data are available and used by the
recommender systems. In such systems Meta data is essential to enhance the user
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and item models. A main disadvantage of CBF based solutions is the lack of
diversity in the recommendations. Such methods are usually limited to recom-
mended items, which are closely related to the known user preferences and do not
discover other types of user interests.

Hybrid filtering methods [19, 20] are combining CF and CBF methods in order
to exploit the advantages of both. There are several possibilities to create hybrid
recommender systems, one example is to use CF and CBF methods independently
in the same system and combining their results, and another example is to create a
composite model, which uses the concepts of both CF and CBF methods. These
systems are able to solve the cold-start problem and extract consumption patterns at
a time, and also able to detect and handle misclassified Meta data.

There is a tendency that both end users and businesses are showing a growing
interest in the explanation of provided recommendations. The explanations of
recommendations [21–27] are integral parts of the modeling algorithms. The aim of
the explanation process is to show the inner workings of the recommender algo-
rithms in a form, which is interpretable for humans. The complexity of such
methods varies and depends on the methods used by the recommender system.

3 Review of Fuzzy Methods in Recommender Systems

3.1 Fuzzy Sets, Fuzzy Numbers and Linguistic Variables

R. R. Yager in [28] discussed the possibilities of using fuzzy (sub)sets to describe
objects and user preferences in recommender systems. He also detailed the math-
ematical background and suggested the use of linguistic expressions to express user
preferences. The studied approaches were called reclusive methods, which differs
from collaborative filtering, since the recommendations were not based on the
preferences of similar users.

J. Carbo and J. M. Molina proposed a new agent-based CF approach in [29],
which used fuzzy sets, more specifically fuzzy labels to describe users’ preferences
and recommendations. The proposed method improved the hit-rate and false-alarm
rate compared to other systems on a data set with movies.

J. Lu proposed a personalized recommender system to supports students to
choose suitable learning materials in [30]. He applied fuzzy sets, more specifically
triangular fuzzy numbers to describe linguistic terms and to handle the uncertainty
in criteria values.

Y. Cao, Y. Li and X. Liao proposed a fuzzy-based recommender system for
situations, where users’ previous preferences are neither present nor useful for the
current purchase [31]. They used triangular fuzzy numbers and linguistic terms to
describe the items’ features and customers’ needs. The system was evaluated on
consumer electronics data; the presented results were promising with 83.82%
precision.
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M. Y. H. Al-Shamri and K. K. Bharadwaj in [32] proposed a new recommender
system, which used fuzzy sets to describe items’ features and users’ preferences
(FRS). They also proposed an extension of the system, in which genetic algorithm
was used in order to determine the values of feature weights (FGRS). These values
describe how much importance of features has from the users’ perspective. The
results of experiments showed that the time complexity of the proposed methods
was lower compared to a recommender system, which used Pearson correlation
coefficient to determine the distance between users (PRS). The introduced FRS and
FGRS methods also outperformed and had a greater coverage compared to PRS.

G. Castellano, A. M. Fanelli, P. Plantamura and M. A. Torsello proposed a
recommender system based on neuro-fuzzy strategy in [33], which used linguistic
labels for fuzzy sets to describe the input parameters and the recommendation
results.

L. M. de Campos, J. M. Fernández-Luna and J. F. Huete proposed a Bayesian
network based CF method in [34]. They investigated three models: (1) the CIFO
model in which they used crisp input and fuzzy output; (2) FICO, where the inputs
are fuzzy, while the outputs are crisp values; and (3) FIFO, where both the inputs
and the outputs are also fuzzy values. Fuzzy labels (described by fuzzy sets) were
used to collect and describe user ratings. Their experimental results on movie data
showed that it is better to use fuzzy ratings, but when a crisp rating scheme is used,
then it might be better to use fuzzy definitions as output.

A. Zenebe and A. F. Norcio defined a CBF recommender method using fuzzy set
theory in [35]. In the proposed system the items’ features were described with fuzzy
sets, while users’ preferences were represented by fuzzy numbers. Their results
showed that the fuzzy based method is better in terms of precision, model size and
recommendation size.

M. Maatallah and H. Seridi used fuzzy linguistic variables to describe the input
and output parameters in their rule based recommender system [36].

V. Ramkumar, S. Rajasekar and S. Swamynathan proposed an item scoring
technique for recommender systems [37]. The proposed method uses fuzzy logic to
describe the spam levels of users’ review and to determine the items’ score
accordingly. Their experimental results showed that the new method had a sig-
nificant increase in the precision factor.

L. Terán and A. Meier proposed a recommender system for eElections [38].
They used a so called fuzzy interface, which applied fuzzy sets describing linguistic
values to collect user preferences. The paper also presented fuzzy profiles to
describe users’ and items’ (in this case candidates’) properties.

A. Zenebe, L. Zhou and A. F. Norcio proposed a fuzzy set-based framework for
user preference discovery [39]. User preferences and item features were described
with fuzzy sets in the proposed model.

J. J. Castro-Schez, R. M. D. Vallejo and L. M. López-López proposed a rec-
ommender system, which used fuzzy sets to describe products and linguistic labels
to identify groups [40].

L. C. Cheng and H. A. Wang proposed a novel CF framework based on fuzzy set
theory [41]. The user preferences were described by linguistic terms and
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represented as fuzzy numbers. The results of their experiments showed that it
outperformed traditional CF methods and could handle the cold-start problem,
when new user or item is presented.

Á. García-Crespo, J. L. López-Cuadrado, I. González-Carrasco, R.
Colomo-Palacios and B. Ruiz-Mezcua presented a recommender system for
investments in [42]. The users’ behavior and items’ properties were described with
fuzzy labels represented by fuzzy sets.

V. Kant and K. K. Bharadwaj proposed a fuzzy CF, a fuzzy CBF and a hybrid
Fuzzy-CF-CBF system [43]. The Fuzzy-CF model used fuzzy sets to describe
users’ demographical data and the user ratings of items; the Fuzzy-CBF used fuzzy
sets to represent items. The results of their experiments (comparing the three models
and a CF-CBF method) showed that the proposed hybrid Fuzzy-CF-CBF consis-
tently outperformed the other approaches. It is important to highlight that the
CF-CBF model was performing worse than the other three methods in all cases
during the experiment.

J. P. Lucas, A. Laurent, M. N. Moreno and M. Teisseire proposed a hybrid
CF-CBF recommender system, which used fuzzy logic to represent user and item
properties in their method [44].

D. Wu, G. Zhang and J. Lu used fuzzy sets as linguistic terms to describe item
parameters and user preferences in [45].

Z. Zhang et al. proposed a hybrid user- and item-based CF approach for rec-
ommender systems in [46]. The presented method used fuzzy numbers as linguistic
variables to describe user preferences. In their experiment on telecom services
achieved excellent performance compared to other hybrid filtering methods.

D. Anand and B. S. Mampilli used fuzzy sets to describe user preferences, item
properties and linguistic terms for item tags in their profiling method to improve
recommendations [47]. In their experiment fuzzy collaborative filtering approaches
outperformed the traditional methods for sparse data, but required the data to be
slightly dense.

L.-C. Cheng and H.-A. Wang proposed a novel CF recommender system, which
applied fuzzy numbers as linguistic terms to describe user preferences [48]. The
experiments showed that the recommender systems using fuzzy methods to rep-
resent preferences could achieve better results compared to the ones with crisp
methods.

W. Liu and L. Gao proposed a fuzzy-based recommender system to recommend
academic papers [49]. The items in the system were represented with fuzzy sets.

M. Nilashi, O. bin Ibrahim and N. Ithnin proposed a hybrid approaches for
multi-criteria CF recommender system [50]. The authors used fuzzy sets as lin-
guistic variables to describe user preferences.

L. H. Son proposed a hybrid user-based collaborative filtering model in [51].
The model uses fuzzy linguistic labels to describe user properties and preferences.

G. Posfai, G. Magyar and L. T. Kóczy proposed novel information diffusion
based social recommender system, which used fuzzy sets to describe user prefer-
ences in [52].
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3.2 Fuzzy Similarities and Fuzzy Distances

R. R. Yager also discussed the methodology to determine similarities between
objects described with fuzzy logic in [28].

J. Carbo and J. M. Molina used similarities to determine the level of success/
failure of last prediction in [29].

J. Lu recommended to use fuzzy distance and fuzzy matching rules to measure
the similarity between student requirements and learning materials [30].

Y. Cao, Y. Li and X. Liao used Euclidean fuzzy near compactness to measure
the similarities between fuzzy numbers describing users’ needs and items’ features
[31].

M. Y. H. Al-Shamri and K. K. Bharadwaj introduced a fuzzy distance function
to match different users with many features used by the proposed FRS and FGRS
[32].

L. M. de Campos, J. M. Fernández-Luna and J. F. Huete used a geometric
distance model [34] to express the similarity of fuzzy sets, where smaller distance
represents greater similarity between them. They achieved the best accuracy when
they used fuzzy similarity measure to compare the a posteriori probability values in
the collaborative node with the set of vague ratings.

A. Zenebe and A. F. Norcio used and compared various (crisp set-theoretic,
fuzzy set-theoretic, cosine, proximity-based and correlation-like) similarity mea-
sures to determine the similarity between users and between items [35]. Their
results showed that the different similarity measures have significant and different
impact on the accuracy of recommendations.

A. Zenebe, L. Zhou and A. F. Norcio used fuzzy theoretic cosine measure was
used to determine the similarity between users’ preferences and items’ descriptions
[39]. The proposed method showed superior performance.

L. C. Cheng and H. A. Wang used Euclidean fuzzy near compactness to
determine the distance/similarity between fuzzy numbers in [41].

V. Kant and K. K. Bharadwaj used local fuzzy distance (LFD) to calculate the
similarity between users for the Fuzzy-CF system and the similarity between the
items for the Fuzzy-CBF method [43].

Fuzzy tree similarity was used by D. Wu, G. Zhang and J. Lu to determine the
similarity between user profiles to recommend an item in [45].

Z. Zhang et al. used Pearson correlation as similarity measure to calculate the
similarity between two items and between two users [46].

L.-C. Cheng and H.-A. Wang used Euclidean fuzzy near compactness in their
system to measure the similarity between the user preferences [48].

M. Nilashi, O. bin Ibrahim and N. Ithnin compared the proposed model’s per-
formance with Pearson correlation, fuzzy-based distance similarity, average simi-
larity and Euclidean distance to determine the similarity between users’ preferences
[50].
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L. H. Son used Pearson coefficient to measure similarity between users in [51].
The proposed method outperformed other methods in accuracy, however it had a
greater computational time, but it was still acceptable.

3.3 Fuzzy Relations, Fuzzy Rules and Inference

The method proposed by G. Castellano, A. M. Fanelli, P. Plantamura and M.
A. Torsello used fuzzy rules to describe the relation between users and items [33].
They used a neural network in order to identify the structure and the parameters of
the fuzzy rules used in the system. The proposed neuro-fuzzy method was tested on
real and synthetic Web usage data to recommend URLs to users based on their
activities in sessions.

M. Maatallah and H. Seridi proposed a recommendation technique based on
fuzzy logic that combines a collaborative filtering and taxonomic based filtering in
[36], which used Mamdani method to evaluate the rule base and determine the
recommendations.

J. J. Castro-Schez, R. M. D. Vallejo and L. M. López-López used fuzzy asso-
ciation rules to model the relationship between the described variables [40]. The
rule base was determined from training data.

Á. García-Crespo, J. L. López-Cuadrado, I. González-Carrasco, R.
Colomo-Palacios and B. Ruiz-Mezcua in their system used Mamdani-type fuzzy
rules to determine the relation between the users’ demographical data and their
preferences in portfolio investment [42]. The proposed system was evaluated with
the collaboration of experts (investment advisors) and the results showed that the
model had a good performance.

Fuzzy association rules were used to determine the recommendations (associa-
tive classification) by J. P. Lucas, A. Laurent, M. N. Moreno and M. Teisseire in
their hybrid recommender system [44]. The results in their experiments showed that
these methods provide a fast and comprehensible learning model and generates a
low number of false positive results. The drawback of the systems was that the false
negative results were generated more frequently.

The knowledge was represented by fuzzy rules and first-order Sugeno method
was used for inferences in [50]. The results of their experiments showed that the
proposed methods significantly increased the accuracy. The drawback of the pro-
posed model is the lack of using incremental learning.

P. Perny and J.-D. Zucker introduced a new collaborative decision making
process in [53], which used fuzzy preference and fuzzy similarity relations between
users expressing both positive and negative preferences.

O. Nasraoui and C. Petenes used fuzzy approximate reasoning for recommen-
dation in [54]. They used the connection between fuzzy relations and fuzzy rules.
The main advantage of the proposed system was that it used prediscovered (offline)
profile data for the recommendation, which enables the method to provide real-time
results.
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C. Cornelis, X. Guo, J. Lu and G. Zhang proposed a new hybrid CF and CBF
method in [55]. The proposed model used fuzzy relations to describe relationship
between users, between items and between users to items. The method uses both
positive and negative preferences for user-item pairs. The introduced hybrid system
was able to work even with in sparse or non-existent rating data.

C. Cornelis, J. Lu, X. Guo and G. Zhang proposed a conceptual hybrid CF-CBF
recommender method, which models as well as user and item similarities with
fuzzy relations in [56].

L. G. Pérez, M. Barranco and L. Martínez proposed a knowledge-based rec-
ommender system, which used fuzzy preference relations to describe user prefer-
ences in [57]. The advantage of the proposed model is that it requires minimal
information from the users to generate their profiles, while still provides accurate
recommendations.

C. Porcel and E. Herrera-Viedma proposed a recommender system for university
digital libraries in [58], which used fuzzy preference relations to represent user
preferences. The experimental results were compared to recommendations of
librarians and showed good user satisfaction.

M. Nilashi, O. bin Ibrahim and N. Ithnin presented a new multi-criteria CF
method using neuro-fuzzy inference system in [59]. The user preferences were
represented by fuzzy rules. The properties of rules were determined by neural
network.

3.4 Fuzzy Clusters

G. Castellano, A. M. Fanelli, P. Plantamura and M. A. Torsello used fuzzy clus-
tering to determine the user profile clusters [33]. Their experiments showed that
fuzzy clustering is an effective tool to extract the users’ profiles. This advantage was
a result of that the users could belong to more than one (overlapping) clusters,
which is more realistic compared to classic clustering methods, in which a user
belongs to a single category.

M. Maatallah and H. Seridi applied fuzzy clustering [36] to determine user
groups and to track the changes in the preferences of a particular user. The results of
their experiments confirmed that assigning a user to multiple clusters at the same
has positive effect on the system.

The recommendation engine presented in [38] used fuzzy c-means clustering to
determine which fuzzy profiles are belonging to particular categories.

C. Birtolo, D. Ronca and R. Armenise proposed an item-based CF recommender
system, which applies fuzzy c-means clustering (IFCCF) [60]. The method was
tested on movies and jokes data and the results were compared to collaborative
filtering techniques, one which uses k-means clustering (KMCF) and a
memory-based approach (MBCF). It was shown in the experiment that the IFCCF
model increased the accuracy.
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W. Liu and L. Gao used a fuzzy clustering method, which integrated information
entropy theory to determine the classes of disciplines and keywords and to prepare
for constructing the nodes of the used fuzzy cognitive maps [49].

J. Kim and E. Lee proposed a recommender model [61] based on a new method
with fuzzy clustering to merging/eliminating small clusters. The clustering method
is used to classify user into categories.

B. Suryavanshi, N. Shiri and S. Mudur proposed a new hybrid CF technique in
[62], which used relational fuzzy subtractive clustering for extracting user profiles.
The main advantages of the proposed clustering method were that it requires low
computational time and the achieved accuracy was comparable to memory-based
CF’s.

S. Nadi, M. Saraee and M. Davarpanah-Jazi introduced a novel recommendation
model in [63], which used fuzzy c-means clustering to determine the groups of
users and items. An item is recommended to user if the item belongs to a cluster,
which is related to the user’s cluster. The model is effective in identifying user
preferences, and provides dynamic user clustering. The main disadvantage of the
model is that the separate clustering processes of users and items are time
consuming.

C. Birtolo and D. Ronca proposed a framework for item-based fuzzy clustering
CF (IFCCF) and trust-aware clustering CF (TRACCF) in [64]. The IFCCF used
fuzzy c-means, while TRACCF used K-means to determine user and item clusters.
The experiment results showed that the TRACCF model could increase the
diversity (coverage), while it maintained quality and increased the accuracy of
recommendations.

3.5 Fuzzy Trees and Fuzzy Cognitive Maps

D. Wu, G. Zhang and J. Lu proposed a system, which uses fuzzy trees to describe
the items’ parameters [45]. This special form of representation was explained by the
special properties of the items such as telecom services. The proposed method was
able to handle both fuzzy and crisp values.

Ref. [49] was the only method, which used fuzzy cognitive maps for the rec-
ommendation process and can implement effective recommendation with little or
incomplete user information.

4 Conclusions

It is clear from the previous section that fuzzy sets, numbers and linguistic variables
are widely used to describe user/item parameters and are able to increase the
recommendations. Fuzzy clustering techniques are also popular and useful to
describe the groups of users and items. Fuzzy relations and rules are mainly used to
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describe user-item relationships and able to handle uncertain and sparse data. The
mathematical properties of fuzzy methods like rules and linguistic variables could
be also useful to overcome difficulties in both understandability and computational
complexity of recommendation explanations.

The investigated methods had great benefits, however it is important to highlight
the fact that most of the recommender systems use fuzzy techniques to improve
traditional methods and only a few models use higher level fuzzy approaches, for
example, fuzzy cognitive maps and fuzzy signatures. The mathematical properties
of such methods could increase the accuracy of recommendation and overcome
several issues in recommender systems and should be target of future research in the
field.
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Fuzzy Physiologically Based
Pharmacokinetic (PBPK) Model
of Chloroform in Swimming Pools

R. A. Dyck, R. Sadiq and M. J. Rodriguez

Abstract Chloroform is one of the most prevalent disinfection byproducts (DBPs)
formed in swimming pools through reactions between disinfectants and organic
contaminants. Chloroform and related DBPs have been a subject of research in
exposure and human health risk assessments over the last several decades. Physi-
ologically based pharmacokinetic (PBPK) models are one tool that is being used
increasingly by researchers to evaluate the health impacts of swimming pool
exposures. These models simulate the absorption, distribution, metabolism and
excretion of chemicals in the human body to assess doses to sensitive organs. As
with any model, uncertainties arise from variability and imprecision in inputs.
Among the most uncertain model parameters are the partition coefficients which
describe uptake and distribution of chemical to different tissues of the body. In this
paper, a fuzzy based model is presented for improving the description and incor-
poration of uncertain parameters into the model. The fuzzy PBPK model compares
well with the deterministic model and measured concentrations while providing
more information about uncertainty.

1 Introduction

Chlorination of water in swimming pools can result in unwanted disinfection
byproducts (DBPs). While the benefits of swimming have been shown to outweigh
health risks [1], research suggests a link between DBP exposure and a variety of
adverse health effects such bladder cancer, asthma and fetal-growth related pregnancy

R. A. Dyck (✉) ⋅ R. Sadiq
School of Engineering, University of British Columbia Okanagan, Kelowna, BC, Canada
e-mail: roberta.dyck@alumni.ubc.ca

R. Sadiq
e-mail: rehan.sadiq@ubc.ca

M. J. Rodriguez
École supérieure d’aménagement du territoire, Université Laval, Québec, QC, Canada
e-mail: manuel.rodriguez@esad.ulaval.ca

© Springer International Publishing AG, part of Springer Nature 2018
L. A. Zadeh et al. (eds.), Recent Developments and the New Direction
in Soft-Computing Foundations and Applications, Studies in Fuzziness
and Soft Computing 361, https://doi.org/10.1007/978-3-319-75408-6_38

497

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75408-6_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75408-6_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75408-6_38&amp;domain=pdf


outcomes [2–8]. In an effort to provide support for risk management and guideline
development, risk assessors have developed physiologically based pharmacokinetic
(PBPK) models to estimate the dose of DBPs delivered to target organs [9–11].

The purpose of this paper is to illustrate the benefit of using fuzzy numbers to
represent uncertain PBPK model parameters to improve understanding of the
transport and fate in the human body of chloroform (one of the most prevalent and
studied DBPs). The ultimate goal of this research is to reduce human health risk
through engineering interventions in pool design and management and the devel-
opment of limits for allowable concentrations of DBPs in indoor swimming pools.

2 Background

2.1 Disinfection Byproducts in Indoor Swimming Pools

Chlorination of drinking water has been fundamental in protecting public health for
over a hundred years [12, 13]. Disinfection of water in swimming pools has been
protecting swimmers from communicable disease for almost as long [14]. In 1974,
researchers identified compounds unintentionally generated during reactions
between chlorine and organic matter in water [15]. These DBPs were soon sug-
gested to be linked to health effects such as cancer [16]. While not conclusive,
studies have reported possible connections to several types of cancer [2, 3] as well
as reproductive effects [4], respiratory irritation and asthma [5–8].

DBPs were first reported in swimming pools in 1980 [17]. Over 100 different
DBPs have been detected in swimming pools [18]. Trihalomethanes (THMs) are
the most prevalent [19]. Health Canada sets limits for total THMs in drinking water
[20]; however, no comparable guidelines are used in Canada limiting the amount of
THMs in swimming pools.

Swimming is the fourth most popular leisure activity in Canada, after walking,
gardening and home exercise [21]. The World Health Organization [22] recognizes
the benefits of swimming to health and well-being through increased social inter-
action, relaxation and exercise. A recent study has confirmed that the health benefits
of swimming outweigh the risk of DBP exposure [1]. However, given the popu-
larity of swimming, a thorough understanding of exposure and associated risks will
contribute to improved risk management strategies for regulators, pool designers
and pool managers.

2.2 PBPK Modeling for Human Health Risk Assessment

Assessment of human health risk for environmental exposures consists of four main
steps: (a) problem formulation (identification of contaminants, receptors and
pathways), (b) exposure assessment (based on detailed information about the
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contaminants, receptors and the environment), (c) toxicity assessment (traditionally
the dose-response relationship), and (d) risk characterization (integration of the
exposure and toxicity assessments to assess the significance of the risk) [23].

Because many DBPs, including THMs, are volatile, when they are present in the
water of a swimming facility, they are also present in the air. This leads to three
potential routes of exposure to DBPs: inhalation of vapors, accidental ingestion of
water and absorption through the skin. Inhalation and dermal absorption are con-
sidered the primary uptake pathways for volatile DBPs in chlorinated pools,
including THMs [24–26].

The dose-response relationships used in toxicity assessment are often based on
high-dose animal studies (relative to environmental concentrations) leading to
uncertainty through the use of extrapolation factors [27]. Increasing knowledge of
biological systems has resulted in better estimates of relationships between toxic
response and external, internal and target–organ doses [27]. Physiologically based
pharmacokinetic (PBPK) or physiologically based toxicokinetic (PBTK)1 models
allow risk assessors to use existing physiological, biochemical and physicochemical
data about absorption, distribution, metabolism and excretion within the human (or
test animal) body to relate internal doses to toxic responses thereby reducing the
uncertainty [27].

In a PBPK model, the virtual body is divided into tissue compartments con-
nected by circulation of venous and arterial blood. PBPK models use concentrations
and partitioning properties to express the fate and transport of chemicals. Differ-
ential equations representing mass balances between input and output amounts of
chemical in each compartment are integrated to estimate concentrations versus time
in each compartment. Models are evaluated by comparing output to measurements
in biological media such as urine, blood and alveolar air (exhaled). Estimates of
dose to target organs can then be used to connect environmental concentrations with
internal doses expected to cause an adverse effect. Physiological model parameters
(e.g. tissue volumes and blood flows) and chemical specific model parameters (e.g.
partition coefficients and molecular weight) are derived from published literature or
determined experimentally.

2.3 Uncertainty in PBPK Modeling

Partition coefficients for transfer of chemicals from the environment to the body
(e.g. blood:air) as well as partition coefficients from the blood to the tissues (e.g.
blood:liver) have been identified as significant sources of uncertainty [28, 29].
Probabilistic methods of addressing uncertainty have been in use since early in the

1While models that evaluate environmental exposures are technically considered “toxico” kinetic
models, much of the literature refers to PBPK because the pharmaceutical industry originally drove
much of this research. The terms will be used interchangeably here.
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development of PBPK models [30, 31]; however, their usefulness is limited to those
parameters with sufficient available data to establish distributions. Parameters such
as body weight, blood flow and tissue volumes are subject to variability within the
population, however, parameters such as partition coefficients can suffer from a lack
of data that makes distributions more difficult to generate.

To our knowledge, at the time of this study, only two models exist which use
fuzzy set theory to address uncertainty in PBPK models [28, 32]. Both of these
works address uncertainty in partition coefficients for diazepam, a pharmaceutical.
The current study represents the first use of fuzzy set theory in a PBPK model for
environmental exposures. Here we have chosen to model chloroform because it is
the most prevalent of the THMs and therefore has the largest body of literature to
provide data.

3 PBPK Model

3.1 PBPK Model Structure

The model structure for this study (Fig. 1) was derived from existing PBPK models
[10, 33]. Model compartments include lungs, skin, fat, liver, richly perfused tissues
(RPT; e.g. organs) and poorly perfused tissues (PPT; e.g. muscles). Chloroform
uptake is through inhalation of room air (to lung compartment) and dermal contact
with pool water (to skin compartment). Arterial and venous blood flow are used to
distribute chloroform to the compartments. Liver metabolism is considered to be the
only relevant metabolic process. Excretion is modeled through exhalation and liver
metabolism.

Existing PBPK models [10, 33, 34] were adapted using the concept of fugacity
to simplify the expression of model processes [35, 36]. The fugacity method can
provide more information about the status of equilibrium and direction of chemical
flux between compartments [37].

3.2 PBPK Model Parameters

Physiological (Table 1) and chemical-specific (Table 2) model parameters were
used in the deterministic PBPK model. Model differential equations were derived
based on previous models [10, 33, 35, 38–40]. Model simulations were conducted
using the software Berkeley Madonna [41]. The exposure scenario (i.e. air and
water concentrations, time of exposures) was derived from [42]. The concentration
in water was assumed to be constant throughout the exposure period.
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Fig. 1 PBPK model structure

Table 1 Physiological
model parameters

Description Values Source

General physiological parameters

Body weight (kg)—BW 70 [33, 43]
Body surface area (cm2) 18,000 [33, 43]
QC—cardiac output (L/h-kg
BW)

18 [33]

Alveolar ventilation (L/h-kg
BW)

18 [33]

% of QC to each compartment

Liver 26 [33, 43]
Richly perfused tissues 44 [33, 43]
Slowly perfused tissues 21.6 [33, 43]
Fat 5 [33, 43]
Skin 3.4 [9, 39, 44, 45]
% BW in each compartment

Liver 2.6 [33, 43]
Richly perfused tissues 5 [33, 43]
Slowly perfused tissues 52 [33, 43]
Fat 21 [33, 43]
Skin 10 [9, 39, 44, 45]
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3.3 Deterministic PBPK Model Results

The model output included concentration of chloroform in venous blood, arterial
blood, and alveolar air (exhaled). The chloroform concentration in alveolar air over
time is presented in Fig. 2. Measurements of alveolar air taken by [42] before
swimming and after 60 min are presented for comparison. Table 3 shows the
measured environmental and biological chloroform concentrations.

Table 2 Chemical specific model parameters

Description Values Source

General chemical properties

Molecular weight (g/mol) 119.38
Temperature (kelvin) 298.15
Ideal gas constant (m3 Pa/K mol) 8.314
Pa m3/mol 381.43
Partition coefficients

Blood:air 10.7 [33, 45, 46]
Fat:air 280 [33, 34]
Liver:air 17 [33, 34]
Richly perfused tissue:air 17 [33, 34]
Poorly perfused tissue:air 12 [33, 34]
Skin:air 19.7 [9, 39, 47]
Absorption and metabolism

Kp—dermal absorption coefficient (cm/h) 0.1602 [33, 46]
VMAX—capacity of oxidative metabolism (mg/h/kg BW) 12.68 [33]
Km—Michaelis-Menten affinity of oxidative metabolism (mol/m3) 0.448 [33]

Fig. 2 Deterministic PBPK
model for chloroform in
swimming pools
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4 Fuzzy PBPK Model

While physiological parameters such as body weight may have sufficient data
available to generate distributions for probabilistic analysis, other parameters may
lack sufficient data for such characterization. In 1965, Dr. Lotfi A. Zadeh presented
fuzzy sets as a new way of representing vague or imprecise information [47]. Since
then, there have been many applications in different areas of engineering. In the
case outlined here, the imprecise information is the dermal absorption coefficient
(Kp, cm/h) for dermal uptake of chloroform.2

In spite of the many studies that have evaluated the skin absorption coefficient
for PBPK models (Table 4), there is no consensus on which is best. Choosing
between the values can be somewhat arbitrary, while fitting the eight values pre-
sented here to a probability distribution is impractical.

Table 3 Environmental and biological concentrations [42]

Time (min) Chloroform concentration
Water (µg/L) Air (µg/m3) Measured alveolar air (µg/m3)

5a 125 241 2.9 ± 0.2
60 84.1 ± 6.2
aSamples were collected before exposure. In the model, pre-exposure alveolar air concentration
was used to approximate an ambient concentration of chloroform for the first 5 min of exposure

Table 4 Values of KP from
literature [33]

Kp (cm/h) Sourcea

0.00438–0.0540 [53]
0.01–0.059 [54]
0.14–0.19 [55]
0.16 [56]
0.16–4.8% [46]
0.2 [57]
0.22 [9]
0.16–0.42 [58]
aSources were originally listed by [33]

2For more detailed discussion of fuzzy sets, fuzzy numbers, fuzzy arithmetic and their use in
modeling, see [48, 49–52].
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4.1 Membership Functions

A trapezoidal membership function (Fig. 3) was defined using 0.00438 and
0.42 cm/h as the minimum and maximum, respectively. The top of the trapezoid
was defined using the other listed values. Where a range was given, the mean was
also used [53, 58].

4.2 DSW Algorithm

PBPK model simulations were run using the trapezoidal fuzzy number for Kp

according to the DSW algorithm [59]. The algorithm generates fuzzy output for the
model using α-cuts and interval analysis. The steps are as follows [48]:

• Select a value α in the membership function.
• Find the intervals in the input membership function corresponding to this α.
• Use interval operations to find the interval for the output membership function

for the selected α-cut level.
• Repeat steps for different values of α to build a fuzzy result.

For this analysis, we chose α values of 0, 0.25, 0.5, 0.75 and 1.0 (Fig. 3). The
corresponding intervals for Kp (Table 5) were then used in the PBPK model to
predict the chloroform concentrations in venous blood, arterial blood and alveolar
air. All other model parameters were unchanged.

Fig. 3 α-cuts on Kp fuzzy
membership functions

Table 5 Interval values for
Kp

α-cut levels Left Right

0 0.00438 0.42
0.25 0.0106 0.388
0.5 0.0168 0.355
0.75 0.0230 0.323
1 0.0292 0.29
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4.3 Fuzzy Model Results

The fuzzy output results for the PBPK model are presented Fig. 4. Results are
shown only for α-cut levels 0, 0.5, and 1.0. Results of the deterministic model are
represented by the solid line in Fig. 4. The results of the fuzzy model are presented
as dashed lines. The measured values of chloroform concentration in alveolar air are
also shown.

5 Discussion

In Fig. 2 we see that the deterministic model has an acceptable fit to the measured
data. For many PBPK models, the fit between model and experimental data is
evaluated only visually while varying the parameters of Km and VMAX to improve
the fit [60]. In fact, classical statistical procedures have been found to not be
applicable for the complexity of PBPK models [61]. For the PBPK models pre-
sented here, the original Km and VMAX presented in [33, 34] were used unaltered.
In Fig. 4 we see that the fuzzy model (as represented by dashed lines for α-cut
levels) shows a similar fit to the deterministic model. While many PBPK models
report a single line as concentration over time [62], the fuzzy model has the
advantage of showing the uncertainty in the model with the measured data falling
within the interval. While the final resulting fuzzy number is highly dependent on
the selection of the fuzzy number shape and limits, it nevertheless represents an
improvement over a deterministic model.

One benefit of using fuzzy numbers to represent imprecise model parameters is a
more complete and realistic estimate of the parameter and therefore of the output of
the model. The advantage over probabilistic methods is the ease of defining a
membership function as opposed to choosing a probability distribution with so few
data. Another benefit is the decrease in computing complexity. Interval operations

Fig. 4 Output of fuzzy
PBPK model
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such as those used in the DSW algorithm are easy to use and require no specialized
risk analysis software.

The biggest disadvantage for fuzzy modeling may be the reluctance of engineers
and risk assessors to use it [63]. To our knowledge, only two fuzzy PBPK models
have been published to date, both being for the pharmaceutical diazepam [28, 32].
Another disadvantage is the possible oversimplification of model parameters in the
membership function and the judgement required to choose values for the function
limits.

Some environmental models have used probability for aleatory uncertainty (e.g.
natural variability in population weight, surface area) combined with fuzzy methods
for epistemic uncertainty (for model parameters or equations) [14, 39]. We rec-
ommend exploration of this approach in future work for risk assessment for DBPs
in swimming pools.

Other future work recommended is

• inclusion of differences in blood flow and metabolism to represent levels of
effort in exercise,

• consideration of variability in body weight and metabolism due to age, gender
and fitness level,

• use of fuzzy numbers for all partition coefficients,
• use of probabilistic methods where data allows,
• modeling other DBPs, and
• combining the PBPK model with previous exposure model [64] to assess the

impact of risk management strategies such as room ventilation, changes in
disinfection practices and changes in swimmer hygiene.

While consideration of DBP risk in swimming pools is an important area for
future study, we must be mindful of the balance with adequate disinfection. The
World Health Organization states:

The health risks from these byproducts at the levels at which they occur in drinking water
are extremely small in comparison with the risks associated with inadequate disinfection.
Thus, it is important that disinfection not be compromised in attempting to control such
byproducts [19].

This principle should be extended to swimming pools as well.

6 Summary and Conclusions

We have presented a fuzzy-based PBPK model for assessing swimming pool
exposures to chloroform using imprecise information. The skin absorption coeffi-
cient Kp was assigned a trapezoidal fuzzy membership function. The DSW algo-
rithm was used to generate input for the PBPK model. Model results included
chloroform concentrations in venous blood, arterial blood and alveolar air. Com-
parison to measured concentrations of alveolar air shows that the fuzzy model offers
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a comparable fit to the deterministic model. Fuzzy parameters have an advantage
over deterministic parameters in improving understanding of uncertainty in the
model output. Fuzzy parameters also allow the incorporation of uncertainty without
assigning probability distributions using insufficient data. We recommend further
work on other fuzzy parameters and combinations between fuzzy methods for
epistemic uncertainty and probabilistic methods for aleatory uncertainty. Other
future work can include refining the model to represent variability between indi-
viduals, modeling other DBPs and combining the PBPK model with previous
exposure model to assess the impact of risk management strategies.
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Mamdani-Type Fuzzy Inference System
for Evaluation of Tax Potential

Akif Musayev, Shahzade Madatova and Samir Rustamov

Abstract In the paper, the application of Mamdani-type fuzzy inference method to
the expert evaluation of the impact of tax administration reforms on the tax potential
is investigated. As input data of the system are taken reforms in tax administration
and fuzzified by the triangle, trapezoid, Gaussian and Bell membership functions. It
has been shown that the suggested fuzzy approach is one of the effective methods
for evaluation of tax potential.

1 Introduction

Taxation problems are one of the most important ones paid attention by experts as
well as state institutions at all stages of human history in which economic relations
and the state system were formed.

And at the current stage of economic development this problem has been
actualized for the economy of any country. Thus, evaluating the tax system impact
on the process created by the globalized economic is of great importance for the
creation of competitive and innovative national economy. As optimization of tax-
ation is of great importance for economic development, economy of real and public
sector, its enough perfection theoretical basis has been created since XIX century
and nowadays it is being developed.
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But still foreign and local researchers have not been able to create a system,
which was adopted unanimously. This is mainly due to the fact that, despite of
insufficient grounds economic agents insist on the heavy tax burden trying to avoid
taxes and leaning to illegal economies. But in this case, the opportunity given by the
economic system (formed) is limited for to realize tax potential.

The researches show that, there is a direct contact between economic develop-
ment and tax potential formed by it, i.e. tax burden of economy, and perfect tax
legislation and administration, knowledge level of the population on economy and
taxes and the like factors also impact on this dependence seriously. Therefore, the
main purpose of taxation in terms of optimization is not to increase the tax burden
of economy, but correct assessment of the potential economic system formed by the
tax and maximization of its collection.

The level of tax potential formed by tax depends on tax legislation and
administration covering rights and responsibilities, forms and methods of tax
control, liability for violation of tax legislation, complaint procedures about the
state tax authorities and their officials’ activities (inactivity) related to some issues
as tax system, general basis of taxation, identification, payment and collection rules
of tax, taxation problems of taxpayers and tax authorities, as well as other partic-
ipants of tax relations. Evaluating the impact of the changes made in the tax
administration on tax potential is the most necessary problem to strengthen the
financial base of the state development. So, tax is of great importance for the system
of financial security of social-economic development. The level of tax rates, tax
crimes, tax administration and tax potential have a significant impact on the
opportunities and quality of economic development of the state. It must be noted
that, as an evaluation method, using fuzzy logic is more advisable.

Generally, implementation of reforms in the tax, administration and inter budget
relations area demands objective and reliable evaluation of their impact on tax and it
enables to define the volume of real and unconsidered demand on financial
resources. The results of such evaluation is necessary for optimization of using
financial resources, as well as for maximum financial responsibility, experience,
precision from social and other responsibilities of tax administration subjects point.

In the research work referendum and statistic evaluation method will be used for
evaluating the impact of the changes made in the tax administration on tax
potential, commonly on the state’s economy.

The changes made in the tax administration are grounded on the evaluation
based on a 100-point scale of employees of tax authorities. Carrying out a survey
among independent experts and entrepreneurs in further research works by this
method can have positive impact on getting more qualitative and real results of the
research. We consider that such evaluation will enable to evaluate social- psy-
chological impact of the changes made in tax administration.
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2 Tax Potential

Tax potential consists of maximum sum of tax and payments to be paid by a certain
state or a taxpayer within existing tax and other legislation [1–3]. The object of tax
potential evaluation may be state, territory, region, district, municipality, customs
territory, organization, firm, separate legal and individual entities. At the same time
evaluation of the total capacity can be implemented at mentioned objects according
to separate and all tax payments concerning each tax and payment proposed in the
legislation.

Tax potential is used as synonym to financial potential in many cases, especially
in the countries having high developed fiscal system. This is due to the fact that tax
forms the major part of budget revenues in these countries. It is no coincidence,
some issues related to the tax potential evaluation have been paid attention by
scientists and experts in terms of budget regulation in microeconomic level [4, 5].

But these terms differ strictly in financial system of Azerbaijan. So, while the
financial potential is defined as a collection of all the financial resources, tax
potential is just a part of it. But it should be taken into account that tax is a key part
of the financial potential. In this sense, tax potential consists of maximum financial
resources which can be mobilized from taxation object through tax. Obviously, tax
potential can be defined as the maximum tax inflows involved ideally by a specific
object.

In international practice tax potential is presented as maximum income that can
be provided in the form of inflows of taxation subject in a particular area under the
authority of the government structure. Tax potential consists of per capital potential
income of the budget in terms of the last purchaser of tax revenues (in our case the
state budget). This income is the maximum one that can be obtained by the gov-
ernment in the conditions of the existing tax legislation in the considered financial
year.

Tax potential of the state is determined by the situation of its economic system,
and tax legislation of its foreign trade, tax administration and tax policy. In other
words, during tax potential evaluation, tax policy that influences on its capacity
should be taken into account as one of important elements of the tax relations
structure.

Implementation of tax policy in different ways causes significantly different
results in the evaluation of tax potential. Therefore, tax potential should be con-
sidered as financial resources totality that can be mobilized by taxation system
formed by tax policy determined by the legislation in force.

According to the methodological subordination of quantity and quality, analysis
and evaluation of tax potential should be determined, first of all, in accordance with
quality indicators and then by the determination method of the quantity. From the
quality aspect, tax potential means economic relations system formed by the fol-
lowing characteristics [6]:

• Tax potential exists in the economic environment, and its content consists of
alienation of total income tax relations’ participants (and thus a portion of the
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funds) in other words, it is the limitation of raw materials sources of repro-
duction process in the institutional form in favour of raw materials resources of
reproduction process of the state without prejudice to the reproduction process;

• Tax potential has a feature to organize the mass of tax payments of some tax
relations participants considering legal territory and economic system of
taxation;

• Tax potential is a constituent part of total financial resources of tax relations
objects in certain economic territories; tax potential formation is included by
realization of economic resources of economic territories; economic resources
should be determined as the main factor of tax potential;

• Determination of tax potential defines economic resources, reproduction process
resources and it also means determination of tax potential of further periods.

As quantity, it is expressed by the sum of all payments that can be obtained or
average price of tax and payments sum collected in recent years as well as by tax
potential indicator determined as correlation of tax potential to the number of the
population, territory and other indicators [7–9].

3 Development of Mamdani-Type Fuzzy Inference System

Fuzzy inference is the process of formulating the mapping from a given input to an
output using fuzzy logic [10–13]. There is made a decision about given data at the
end of this mapping. In the work, the problem of evaluating the impact of the
changes and additions made in tax administration on the tax potential by fuzzy
methods is investigated. In the article, we use five-input, five-rule and single-output
fuzzy inference system (FIS) for evaluation of tax reform.

Pre-processing. Input data are collected from 20 experts who evaluated the
reforms in tax administration in 0–100 point scale. Same time these data are verified
by other experts and determined weights for the correctness of evaluations. We
multiplied every input by its weight and found average value (Table 1) at the first
stage.

Table 1 Average value of the expert estimation of tax reform in tax administration

Sign The reforms in tax administration Average
value

x1 Some departments have been established on the basis 2,11, 12 of the
Regional Tax Offices

9,85

x2 “ASAN” signature application 59,4
x3 “MOBILE” signature application 59,4
x4 E-Audit application 58,9
x5 The application of unique standards of services to taxpayers 49,6
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We define five IF-THEN rules for this problem (Table 2), where y is the output
value of the system.

Fuzzy inference process comprises five parts [14]:

1. Fuzzification of the input variables. In this step we determine the degree of
inputs which they belong to each of the appropriate fuzzy sets via membership
functions (MF). Before the rules can be evaluated, the inputs must be fuzzified
according to linguistic sets.: For example. How effective is “ASAN” signature
application? If this input is estimated by 60 points in (0–100) scale, the mem-
bership degree of the “very effective” linguistic set is 0.4.

We use following membership functions for the input data.
The input data x1 (“Some departments have been established on the basis 2, 11,

12 of the Regional Tax Offices”) is fuzzified by a triangle membership function and
define three linguistic variables: “irrational”, “rational” and “more rational”
(Fig. 1). The triangular-shaped membership function defined as follows:

Table 2 The IF-THEN rules of the FIS

Index IF-THEN rules

1 IF (x2 is not “sufficient”) and (x3 is not “sufficient”) and (x4 is “effective”) and (x5 is
“rational”) THEN (y is “good”)

2 IF (x1 is “rational”) and (x2 is “good”) and (x3 is “good”) and (x4 is “more effective”)
and (x5 is “rational”) THEN (y is “very good”)

3 IF (x1 is “irrational”) and (x2 is “good”) and (x4 is “effectless”) and (x5 is “rational”)
THEN (y is “sufficient”)

4 IF (x2 is not “sufficient”) and (x4 is “more effective”) and (x5 is “rational”) THEN (y is
“very good”)

5 IF (x1 is “more rational”) and (x2 is “excellent”) and (x3 is “excellent”) and (x4 is
“more effective”) and (x5 is “more rational”) THEN (y is “excellent”)

Fig. 1 Graphical illustration of MF of x1
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where a, b and c are the parameters of the MF.

Fig. 2 Graphical illustration of MF of x2

Fig. 3 Graphical description of MF of x3
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The input data x2 (“ASAN” signature application) and x3 (“MOBILE” signature
application) are fuzzified by trapezoid MF and define three linguistic variables:
“sufficient”, “good” and “excellent” (Fig. 2 and 3). Trapezoid MF is defined as
follows:

f x; a, b, c, dð Þ=

0, x≤ a
x− a
b− a

, a≤ x≤ b

1 b≤ x≤ c
d− x
d− c , c≤ x≤ d
0, d≤ x

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

,

where a, b, c and d are the parameters of the MF.
The input data x4 (“E-Audit application”) is fuzzied by Gaussian membership

function and define three linguistic variables: “effect less”, “effective” and “more
effective” (Fig. 4). Gaussian MF is defined as follows:

f x; σ, cð Þ= e−
x− cð Þ2
2σ2 ,

where σ and c are the parameters of the MF.
The input data x5 (“The application of unique standards of services to taxpay-

ers”) is fuzzified by Bell-shaped MF and define three linguistic variables: “irra-
tional”, “rational” and “more rational” (Fig. 5). The Bell-shaped MF is defined as
follows:

Fig. 4 Graphical illustration of MF of x4
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where a,b and c are the parameters of the MF.

2. Application of the fuzzy operator (AND or OR) in the antecedent. After the
inputs are fuzzified, the degree which each part of the antecedent is satisfied for
each rule. If the antecedent of a given rule has more than one part, the fuzzy
operator is applied to obtain one number that represents the result of the ante-
cedent for that rule [14]. This number is then applied to the output function. The
input to the fuzzy operator is two or more membership values from fuzzified
input variables. The output is a single truth value. In our system, we used
“AND” and probabilistic “OR” operators. The probabilistic “OR” operator is
defined as follows:

probor a, bð Þ= a+ b− ab

3. Implication from the antecedent to the consequent. Before applying the
implication method, every rule is weighted. Every rule has a weight (a number
between 0 and 1), which is applied to the number given by the antecedent. In our
system, all rules have the same weight and thus has no effect at all on the
implication process. After proper weighting has been assigned to each rule, the
implication method is implemented. A consequent is a fuzzy set represented by
a membership function, which weights appropriately the linguistic characteris-
tics that are attributed to it. The consequent is reshaped using a function asso-
ciated with the antecedent (a single number). The input for the implication

Fig. 5 Graphical illustration of MF of x5
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process is a single number given by the antecedent, and the output is a fuzzy set
(Fig. 6). The implication is implemented for each rule [14].

4. Aggregation of the consequents across the rules. Because decisions are based
on the testing of all the rules in a FIS, the rules must be combined in some
manner in order to make a decision. Aggregation is the process by which the
fuzzy sets that represent the outputs of each rule are combined into a single

Fig. 6 The Implication process for the first IF-THEN rule

Fig. 7 The Aggregation process of the FIS

= 51.9Fig. 8 The defuzzification
process of the FIS
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Fig. 9 The surface of the evaluation of impact of tax administration reforms on tax potential that
depends on x4 and x2

Fig. 10 The surface of the evaluation of impact of tax administration reforms on tax potential that
depends on x4 and x5
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Fig. 11 The surface of the evaluation of impact of tax administration reforms on tax potential that
depends on x5 and x1

Fig. 12 The surface of the evaluation of impact of tax administration reforms on tax potential that
depends on x3 and x4
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fuzzy set. Aggregation occurs only once for each output variable, just prior to
the fifth and final step, defuzzification. The input of the aggregation process is
the list of truncated output functions returned by the implication process for each
rule. The output of the aggregation process is one fuzzy set for each output
variable (Fig. 7).

5. Defuzzification. The input for the defuzzification process is a fuzzy set (the
aggregate output fuzzy set) and the output is a single number. We use the Center
of Gravity Defuzzification (CoGD) method for the defuzzification operation
[15–18]. The CoGD method avoids the defuzzification ambiguities which may
arise when an output degree of membership comes from more than one crisp
output value (Fig. 8).

There are given surfaces of the evaluation of impact of tax administration
reforms on tax potential that depends on different input variables in Figs. 9, 10, 11
and 12.

4 Conclusion

The Mamdani-type fuzzy inference method with 5 input, 5 IF-THEN rule and
single-output applied to the evaluation of impact of Azerbaijan tax administration
reforms in 2013 year on tax potential has been applied in the article. As input data
of the system are taken reforms in tax administration and fuzzified by the triangle,
trapezoid, Gaussian and Bell membership functions. Fuzzy sets of the output sys-
tem have been evaluated by Gaussian membership function and determined by 5
linguistic variables: “unsatisfactory”, “satisfactory”, “good”, “very good” and
“excellent”.

The output value of our suggested fuzzy inference process is 51.9. This value
corresponds to the “good” linguistic set in 1–100 point scale that divided regularly.

As a result of the research, the impact of Azerbaijan tax administration reforms
in 2013 year on tax potential is evaluated by “good” linguistic variable. The sug-
gested Mamdani-type fuzzy inference system has been realized in the Matlab
program package.
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Chemical Kinetics in Situations
Intermediate Between Usual and High
Concentrations: Fuzzy-Motivated
Derivation of the Formulas

Olga Kosheleva, Vladik Kreinovich and Laécio Carvalho Barros

Abstract In the traditional chemical kinetics, the rate of each reaction

A +…+ B → …

is proportional to the product cA ⋅… ⋅ cB of the concentrations of all the input sub-

stances A, . . . , B. For high concentrations cA,… , cB, the reaction rate is known to

be proportional to the minimum min(cA,… , cB). In this paper, we use fuzzy-related

ideas to derive the formula of the reaction rate for situations intermediate between

usual and high concentrations.

1 Chemical Kinetics in Situations Intermediate Between
Usual and High Concentrations: Formulation of the
Problem

Chemical kinetics: usual formulas. Chemical kinetics describes the rate of chemi-

cal reactions. For usual concentrations, the rate of a reaction between two substances

A and B is proportional to the product cA ⋅ cB of their concentrations; see, e.g., [1,

2]. Similarly, if we have a reaction

A +…+ B → …
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with three or more substances, the rate of this reaction is proportional to the products

of the concentrations of all these substances cA ⋅… ⋅ cB.

How formulas of chemical kinetics are usually derived. Let us start the explana-

tion of how the general formulas of chemical kinetics are derived by first considering

the case of two substances A and B.

Molecules of both substances are randomly distributed in space. So, for each

molecule of the substance A, the probability that it meets a molecule of the sub-

stance B is proportional to the concentration cB. If the molecules meet, then (with

a certain probability) they get into a reaction. Thus, the expected number of reac-

tions involving a given molecule of the substance A is also proportional to cB. The

total number of A-molecules in a given volume is proportional to cA; thus, the total

number of reactions per unit time is proportional to cA ⋅ cB.

Similarly, for the case of three or more substances, we can conclude that the reac-

tion rate is indeed proportional to the product cA ⋅… ⋅ cB.

Case of high concentrations. When the concentrations are very high, there is no

need for the molecules to randomly bump into each other; these molecules are every-

where. So, as soon as we have molecules of all needed type, the reaction starts. In

other words, in this case, the reaction rate is proportional to the concentration of the

corresponding tuples– i.e., to the minimum min(cA,… , cB) of all the input concen-

trations cA,… , cB.

Example. The formula min(cA,… , cB) can be easily illustrated on the example of a

relation which is non-chemical reaction but which is described by the same chemical

kinetic-type equations: the relation between predators and prey.

When we have usual (small) concentrations of wolves W and rabbits R in a forest,

the probability for a wolf to find a rabbit is proportional to the concentration cR of rab-

bits, so the overall amount of rabbits eaten by wolves is

proportional to the product cW ⋅ cR.

On the other hand, for high concentrations, e.g., if we throw a bunch of rabbits

into a zoo cage filled with hungry wolves, there is no need to look for a prey, each

wolf will start eating its rabbit—as long as there are sufficiently many rabbits to feed

all the wolves. So:

∙ When cR ≥ cW , the number of eaten rabbits will be proportional to the number of

wolves, i.e., to cW .

∙ In situations when there are not enough rabbits (i.e., when cR < cW ), the number

of eaten rabbits is proportional to the number of rabbits, i.e., to cR.

In both cases, the reaction rate is proportional to min(cR, cW ).

Empirical evidence for high-concentration reaction rate. The high-concentration

reaction rate indeed turned out to be very useful to describe biochemical processes;

see, e.g., [3, 4].

Interesting observation: simulations of high-concentration reactions lead to effi-
cient algorithms. It is known that in many cases, difficult-to-solve computational
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problems can be reduced to problems of chemical kinetics. In such situations of

chemical computing, we can efficiently solve the original computational problems

by either actually performing the corresponding chemical reactions, or by perform-

ing a computer simulation of these reactions; see, e.g., [5].

To make the simulations as fast as possible, it is desirable to simulate reactions

which are as fast as possible. The reaction rate increases with the concentrations of

the reagents. Thus, to speed up simulations, we should simulate high-concentration

reactions. This simulation indeed speeds up the corresponding computations; see,

e.g., [6, 7].

Main problem. While we know the formulas for the usual and for the high concen-

trations, it is not clear how to compute the reaction rate for concentrations between

usual and high.

What is known. Both formulas r = cA ⋅ cB and r = min(cA, cB) are particular cases

of t-norms (“and”-operations in fuzzy logic; see, e.g., [8–10]). This is not a coinci-

dence: there is no reaction if one of the substances is missing, so cA = 0 or cB imply

that r = 0—which is exactly the property of a t-norm. Fuzzy t-norms have indeed

been effectively used to describe chemical reactions [3, 4].

Remaining problem. The problem is that there are many possible “and”-operations,

and it is not clear which one we should select.

What we do in this paper. In this paper, we use the analysis of the correspond-

ing chemical processes to derive the formulas that adequately describe the reaction

rate in intermediate situations—and thus, to appropriately select the corresponding

“and”-operation.

2 Chemical Kinetics in Situations Intermediate Between
Usual and High Concentrations: Analysis of the Problem,
Resulting Formulas, and Discussion

Towards formulating the problem in precise terms. Let us start with the case of

two substances A and B. As we have mentioned earlier, the two molecules get into a

reaction only when they are close enough. When these molecules are close enough,

then, within the corresponding small region, the reaction rate is proportional to the

minimum min(cA, cB) of their concentrations.

When concentrations are small, then, within each region, we have either zero

or one molecule; the probability to have two molecules is very small (proportional

to the square of these concentrations) and can, therefore, be safely ignored. In this

case, for each region, the reaction occurs if we have both an A-molecule and a B-

molecule. The probability to have an A-molecule is proportional to cA; the probabil-

ity to have a B-molecule is proportional to cB. Since the distributions for A and

B are independent, the probability to have both A- and B-molecules in a region



528 O. Kosheleva et al.

is equal to the product of these probabilities and is, thus, proportional to the

product of the concentrations cA ⋅ cB.

When the concentrations are high, then each region has molecules of both types.

The average number of A-molecules in a region is proportional to cA, i.e., has the

form k ⋅ cA for some proportionality coefficient k. Similarly, the average number of

B-molecules in a region is equal to k ⋅ cB. So the average reaction rate is proportional

to min(k ⋅ cA, k ⋅ cB) = k ⋅min(cA, cB), i.e., is proportional to min(cA, cB).
This analysis leads us to the following reformulation of our problem.

Resulting formulation of the problem in precise terms. Within a unit volume, we

have a certain number r of “small regions”, i.e., regions such that only molecules

within the same region can interact with each other.

We have a total of NA = N ⋅ cA molecules of the substance A, and we have a total

of NB = N ⋅ cB molecules of the substance B. Each of these molecules is randomly

distributed among the regions, i.e., it can be located in any of the r regions with equal

probability. Distributions of different molecules are independent from each other.

Within each region, the reaction rate is proportional to the minimum min(nA, nB) of

the numbers nA and nB of A- and B-molecules in this region. The overall reaction

rate can be computed as the average over all the regions —i.e., in other words, as

the mathematical expectation of this minimum.

Analysis of the problem. Based on the above description, the number of

A-molecules in a region follows the Poisson distribution (see, e.g., [11]), accord-

ing to which, for each value k, the probability to have exactly nA = k A-molecules is

equal to

Prob(nA = k) = exp(−𝜆A) ⋅
𝜆

k
A

k!
. (1)

The mean value of the Poisson random variable is 𝜆A; on the other hand, we have

N ⋅ cA A-molecules in r cells, so the average number of A-molecules in a cell is equal

to the ratio
N ⋅ cA
r

, so

𝜆A =
N ⋅ cA
r

. (2)

In other words, 𝜆A = c ⋅ cA, where we denoted c
def
= N

r
. Similarly, for the number nB

of B-molecules in the region, we have a probability distribution

Prob(nB = k) = exp(−𝜆B) ⋅
𝜆

k
B

k!
, (3)

with

𝜆B =
N ⋅ cB
r

= c ⋅ cB. (4)

The desired distribution for n = min(nA, nB) can be obtained from the fact that
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n ≥ k ⇔ (nA ≥ k& nB ≥ k).

Since A- and B-molecules are independently distributed, the A-related value nA and

the B-related value nB are also independent. Therefore,

Prob(n ≥ k) = Prob(nA ≥ k) ⋅ Prob(nB ≥ k). (5)

Based on (1) and (3), we conclude that

Prob(nA ≥ k) =
∞∑

𝓁=k
Prob(nA = 𝓁) = exp(−𝜆A) ⋅

∞∑

𝓁=k

𝜆

𝓁
A

𝓁!
(6)

and

Prob(nB ≥ k) =
∞∑

𝓁=k
Prob(nB = 𝓁) = exp(−𝜆B) ⋅

∞∑

𝓁=k

𝜆

𝓁
B

𝓁!
. (7)

So, we conclude that

Prob(n ≥ k) = exp(−(𝜆A + 𝜆B)) ⋅

( ∞∑

𝓁=k

𝜆

𝓁
A

𝓁!

)
⋅

( ∞∑

𝓁=k

𝜆

𝓁
B

𝓁!

)
. (8)

The expected value E can be now computed as

E =
∞∑

k=0
k ⋅ Prob(n = k) =

∞∑

k=0
k ⋅ (Prob(n ≥ k) − Prob(n ≥ k + 1)) =

0 ⋅ (Prob(n ≥ 0) − Prob(n ≥ 1)) + 1 ⋅ (Prob(n ≥ 1) − Prob(n ≥ 2))+

2 ⋅ (Prob(n ≥ 2) − Prob(n ≥ 3)) +… =

Prob(n ≥ 1) ⋅ (1 − 0) + Prob(n ≥ 2) ⋅ (2 − 1) +… =

∞∑

k=1
Prob(n ≥ k). (9)

Substituting the expression (8) into this formula, we arrive at the following expres-

sion.

Resulting formula for the reaction rate. The reaction rate is proportional to

E
def
= exp(−(𝜆A + 𝜆B)) ⋅

∞∑

k=1

( ∞∑

𝓁=k

𝜆

𝓁
A

𝓁!

)
⋅

( ∞∑

𝓁=k

𝜆

𝓁
B

𝓁!

)
, (10)

where 𝜆A = c ⋅ cA and 𝜆B = c ⋅ cB for some constant c.
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For a reaction between three or more substances

A +…+ B → … ,

we similarly get a formula

E
def
= exp(−(𝜆A +… 𝜆B)) ⋅

∞∑

k=1

( ∞∑

𝓁=k

𝜆

𝓁
A

𝓁!

)
⋅… ⋅

( ∞∑

𝓁=k

𝜆

𝓁
B

𝓁!

)
, (10a)

where 𝜆A = c ⋅ cA, . . . , and 𝜆B = c ⋅ cB for some constant c.

Towards simplifying the above formula. Let us show that the above formula can

be somewhat simplified by expressing it in terms of the upper incomplete Gamma-

function. The upper incomplete Gamma function is often used to analyze the Poisson

distribution. It is defined as

𝛤 (s, x)
def
=

∫

∞

x
ts−1 ⋅ exp(−t) dt. (11)

Its relation to the Poisson distribution comes from the fact that for integer values s,
we have

exp(−𝜆) ⋅
s−1∑

𝓁=0

𝜆

𝓁

𝓁!
= 𝛤 (s, 𝜆)

(s − 1)!
. (12)

Since exp(𝜆) =
∞∑
𝓁=0

𝜆

𝓁

𝓁!
, we have

exp(−𝜆) ⋅
∞∑

𝓁=0

𝜆

𝓁

𝓁!
= 1. (13)

Subtracting (12) from (13), we conclude that

exp(−𝜆) ⋅
∞∑

𝓁=s

𝜆

𝓁

𝓁!
= 1 − 𝛤 (s, 𝜆)

(s − 1)!
. (14)

In particular, for 𝜆 = 𝜆A and for 𝜆 = 𝜆B, we get the following formulas:

exp(−𝜆A) ⋅
∞∑

𝓁=s

𝜆

𝓁
A

𝓁!
= 1 −

𝛤 (s, 𝜆A)
(s − 1)!

; (15)

exp(−𝜆B) ⋅
∞∑

𝓁=s

𝜆

𝓁
B

𝓁!
= 1 −

𝛤 (s, 𝜆B)
(s − 1)!

. (16)
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Substituting these expressions instead of the sums into the formula (10), we arrive

at the following expression.

Simplified version of the rate formula. The reaction rate is proportional to

E =
∞∑

k=1

(
1 −

𝛤 (k, 𝜆A)
(k − 1)!

)
⋅
(
1 −

𝛤 (k, 𝜆B)
(k − 1)!

)
. (17)

For the reaction between three or more substances, a similar formula takes the form

E =
∞∑

k=1

(
1 −

𝛤 (k, 𝜆A)
(k − 1)!

)
⋅… ⋅

(
1 −

𝛤 (k, 𝜆B)
(k − 1)!

)
. (17a)

Analysis of the above formula. Let us show that in both limit cases—when concen-

trations are small and when concentrations are large—the formula (10) (and thus,

the equivalent formula (17)) leads to the known expressions for the reaction rate.

Indeed, when 𝜆A and 𝜆B are small, then exp(−(𝜆A + 𝜆B)) is approximately equal

to 1. Also, terms proportional to 𝜆

2
A and to higher powers of 𝜆A are much smaller than

the term proportional to 𝜆A and can, therefore, be ignored. So, in this case, we have

∞∑
𝓁=1

𝜆

𝓁
A

𝓁!
≈ 𝜆A and

∞∑
𝓁=k

𝜆

𝓁
A

𝓁!
≈ 0 for k > 1. Similarly, we have

∞∑
𝓁=1

𝜆

𝓁
B

𝓁!
≈ 𝜆B and

∞∑
𝓁=k

𝜆

𝓁
A

𝓁!
≈

0 for k > 1. Thus, the formula (10) takes the form E = 𝜆A ⋅ 𝜆B. Since 𝜆A = c ⋅ cA and

𝜆B = c ⋅ cB, this means that in this case, the reaction rate is indeed proportional to

cA ⋅ cB.

The estimate for the case when 𝜆A and 𝜆B are small was based on the fact that in

this case, the terms

𝜆

𝓁
A

𝓁!
drastically decrease with 𝓁, so we only need to take the

into account the largest term—which corresponds to the smallest possible value

𝓁 = 1. When 𝜆A and 𝜆B are large, the dependence on 𝓁 is no longer monotonic.

The largest value of this term can be estimated if we approximate 𝓁! by the usual

Stirling approximation 𝓁! ≈
(
𝓁
e

)𝓁

, reducing each term
𝜆

𝓁

𝓁!
to

(
𝜆 ⋅ e
𝓁

)𝓁
. This term

is the largest when its logarithm

L
def
= 𝓁 ⋅ (ln(𝜆) + 1 − ln(𝓁))

attains the largest possible value. Differentiating L with respect to 𝓁 and equating the

resulting derivative to 0, we conclude that 𝓁 = 𝜆. For this value 𝓁, the term

(
𝜆 ⋅ e
𝓁

)𝓁

turns into exp(𝜆). Since exp(𝜆) is equal to the whole sum

∞∑
𝓁=0

𝜆

𝓁

𝓁!
, this means that all

other terms in this sum are much smaller—and can thus be, in the first approximation,

ignored.
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In this first approximation, we can therefore assume that this term is equal to

exp(𝓁), while all other terms are 0s. Thus, the sum

∞∑
𝓁=k

𝜆

𝓁
A

𝓁!
is equal to 0 when 𝓁 > 𝜆A

and to exp(𝜆A) when 𝓁 ≤ 𝜆A. Similarly, the sum

∞∑
𝓁=k

𝜆

𝓁
B

𝓁!
is equal to 0 when 𝓁 > 𝜆B

and to exp(𝜆B) when 𝓁 ≤ 𝜆B.

So, in the sum (10), the only non-zero terms correspond to cases when 𝓁 ≤ 𝜆A
and 𝓁 ≤ 𝜆B, i.e., when 𝓁 ≤ min(𝜆A, 𝜆B). Each of these min(𝜆A, 𝜆B) non-zero terms

is equal to

exp(−(𝜆A + 𝜆B)) ⋅ exp(𝜆A) ⋅ exp(𝜆B) = 1,

so their sum is indeed approximately equal to min(𝜆A, 𝜆B).

Remaining open questions. Formulas similar to chemical kinetics equations are

used in many different applications, e.g., in the dynamics of biological species or

in the analysis of knowledge propagation. In all these cases, we can consider the

product and min operations, and we can also consider intermediate cases.

The above derivation of the formulas for the intermediate “and”-operation uses

the specifics of chemical kinetics. It would be interested to provide a similar analysis

in other applications areas and see which “and”-operations are appropriate in these

situations.
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Part XII
Fuzziness and Health Care



Estimating the Membership Function
of the Fuzzy Willingness-to-Pay/Accept
for Health via Bayesian Modelling

Michał Jakubczyk

Abstract Determining how to trade off individual criteria is often not obvious, espe-

cially when attributes of very different nature are juxtaposed, e.g. health and money.

The difficulty stems both from the lack of adequate market experience and strong

ethical component when valuing some goods, resulting in inherently imprecise pref-

erences. Fuzzy sets can be used to model willingness-to-pay/accept (WTP/WTA), so

as to quantify this imprecision and support the decision making process. The prefer-

ences need then to be estimated based on available data. In the paper, I show how to

estimate the membership function of fuzzy WTP/WTA, when decision makers’ pref-

erences are collected via survey with Likert-based questions. I apply the proposed

methodology to a data set on WTP/WTA for health. The mathematical model con-

tains two elements: the parametric representation of the membership function and

the mathematical model how it is translated into Likert options. The model param-

eters are estimated in a Bayesian approach using Markov-chain Monte Carlo. The

results suggest a slight WTP-WTA disparity and WTA being more fuzzy as WTP.

The model is fragile to single respondents with lexicographic preferences, i.e. not

willing to accept any trade-offs between health and money.

1 Introduction

Decision making with multiple criteria requires, explicitly or implicitly, making

trade-offs between attributes describing decision alternatives. Even if the criteria are

quantifiable and expressed as numbers (not only as labels along nominal or ordinal

scale, e.g. ugly, mediocre, and beautiful), they may be of very different type, making

it difficult to juxtapose them and decide about the exact trade-off coefficient. This is

the case when non-market goods, such as health, safety, clean environment, etc., are

being valued against money. The present paper focuses on juxtaposing health and

financial consequences.

M. Jakubczyk (✉)
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The amount of health gained with a given decision can, in principle, be expressed

as a number: an increase in the life expectancy or—more generally—the addi-

tional quality-adjusted life years (QALYs). The latter combines the improvements

in quality and longevity of life, is formally founded in axiomatic approach [1], and is

operationally calculated via assigning numerical values, von Neumann-Morgenstern

utilities, to health states [2] defined within some system, e.g. EQ-5D-3L [3]. Still, it is

difficult to put a precise monetary value on health, as strikingly visible in systematic

reviews of published estimates of the value of statistical life: the standard deviations

of published results (e.g. within a given country) are usually of the order of magni-

tude of the mean values [4–6]. The valuation of non-market goods is also specific

in a sense that there is a great difference between the willingness-to-pay (WTP, the

amount one is willing to pay for an additional unit of good) and the willingness-

to-accept (WTA, the amount one demands to obtain, to accept the loss of one unit)

[7–9]. In spite of these difficulties, it is necessary to grasp the preferences quantita-

tively, in order to support the decision making process and make it transparent.

In social sciences, in order to formally model imprecision, fuzzy sets and fuzzy

logic have been used for many years [10]. Therefore, as a solution, it was suggested

to also treat the WTP and WTA for health as a fuzzy concept [11], i.e. to define a

fuzzy number fWTP (or fWTA) over the universe of 𝐑+ with a non-increasing (non-

decreasing, respectively) membership function 𝜇
fWTP

(𝜆) (𝜇
fWTA

(𝜆)), interpreted as

the conviction that it makes sense to pay (accept) 𝜆 for an additional QALY (a loss

of QALY). It was shown how to support decision making via fuzzy preference rela-

tions [11] or choice functions, when multiple alternatives are present [12, 13]. One

of the choice functions used the 0.5-cut of fWTP/fWTA, and formal statistical meth-

ods how to infer this value based on data collected via surveys in random samples

were shown [13]. The choice functions may, however, require knowing the complete

shape of the membership function, and learning this shape allows, additionally, a

better understanding of the nature of imprecision in the perception of WTP/WTA,

e.g. allows comparing the amount of fuzziness between WTP and WTA. Building on

the above motivation, in the present paper, I show how to estimate the membership

functions using the data collected via Likert-based surveys in random samples.

2 Data

I use the data set previously described in the literature [11]. Briefly, 27 health tech-

nology assessment experts in Poland were asked to express their views on how much

a society should be willing to pay (should demand to be compensated) for an addi-

tional QALY (for a QALY lost). Importantly, the experts were asked to think about

the societal value, i.e. the value that should be used in public decision making, not

about how much they value the improvement/worsening in their own lives. There-

fore, all the respondents were asked about the same thing, while still allowing for a

difference in opinions. The respondents were asked about their personal views, not

simply to quote the current regulations, which in Poland define the threshold to be

precisely three times the annual gross domestic product per capita.
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Fig. 1 Data. Values in horizontal axis in hundreds 000s PLN (𝜆 = 0 was not used in WTA in the

survey). Bold line denotes the median. Gray box denotes the first and third quartile. The whiskers

denote the min and max. The dotted lines denote the naïvely calculated average response

In the survey, the respondents were asked, inter alia, if they would accept using

a technology offering one QALY more (less), if it costed 𝜆 more (less); and they

declared how much they agreed, using a 5-level Likert scale: 5—totally agree, 1—

totally disagree. The raw collected responses are illustrated in Fig. 1. The exact 𝜆

values can be read off the horizontal axis ($1≈ 4 Polish Zloty, PLN).

Three respondents were altogether removed in the WTA part (but included in the

WTP analysis and in the sensitivity analysis), as they did not use the tend to agree &

agree Likert answers for any, even strikingly large, 𝜆. Thus, they seemed to disagree

with the very possibility of trading off health for money, in this sense rejecting the

rules of the game. This paper focuses on estimating the membership function of

WTP/WTA, and these three experts reject the very concept of being willing to accept

money for health, hence their views cannot be used to quantitatively estimate (crisp or

fuzzy) WTA. Still, these opinions are important in constructing a general framework

how to decide about public spending in healthcare (perhaps rejecting the very idea

of explicit trade-offs), but should be handled separately as they differ qualitatively.

To motivate the present research, let us notice here that—on one hand—it would

be, in principle, possible to estimate the membership function in a naïve approach, as

follows. We could translate the Likert levels 1–5 into values {0, 0.25, 0.5, 0.75, 1},

respectively, and average the resulting values (separately for each 𝜆) between the

respondents. Then we would simply interpret the resulting average as the value of

the membership function, additionally somehow interpolating between available 𝜆s.

On the other hand, such an approach has several disadvantages. Most importantly,

averaging the membership function can result in the outcome being fuzzy, even with-

out any fuzziness in the individual data. This is illustrated in Fig. 2. Assume that

four respondents have different, yet crisp, opinions about what values, x, belong to

a given set, X, over a universe 𝐑. In their view, respectively, X = [0, 1], X = [0, 2],
X = [0, 3], and X = [0, 4]. The membership functions are thus discontinuous (left

panel) and take only values {0, 1} (and the respondents would only use Likert levels

5 and 1, in their answers). Averaging the results yields a stepwise function (right

panel), taking on also values between 0 and 1, and hence implying fuzziness. Thus



540 M. Jakubczyk

x

µ

1 2 3 4

0.25

0.5

0.75

1

(a) Individual data (various types of
lines used for individual respondents)
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Fig. 2 The artefact of naïve averaging of the membership function, 𝜇. Individuals have crisp,

however different, opinions. The average membership function takes on values between 0 and 1,

suggesting fuzziness. Discontinuities of 𝜇 denoted with thin, vertical lines

a stochastic noise is transformed into fuzziness, while the two types of uncertainty

are usually treated as qualitatively different.

Secondly, the naïve approach does not allow for any extrapolation, and so we

would only estimate the membership function up to the maximal 𝜆 used in the ques-

tionnaire. Thirdly, this approach does not allow (easily) to model the heterogene-

ity of the respondents, so as to estimate the impact of some personal traits on the

WTP/WTA. In principle, the modelling approach presented below can include addi-

tional explanatory variables characterizing individuals to see how they are associated

with the preferences.

Additionally, the naïve averaging might not work if the respondents were pre-

sented different 𝜆s in the questionnaire; and using various 𝜆s might be a good idea

if we wanted to collect data for many distinct 𝜆s (e.g. to verify the impact of using

round numbers), while not asking a single respondent too many questions. In the

naïve approach, the averaging would be done over different subsets of respondents

and might lead, e.g., to an estimated 𝜇
WTP

(⋅) being increasing, a logical impossibility.

Finally, explicitly modelling how the individual opinions are translated into Likert

levels (as Eq. 2 below) can allow combining various data in a flexible way and may

help designing questionnaires in the future (e.g. how many levels to use).

3 Model

3.1 Mathematical Formulation

Below, I present the model for WTP but the idea is analogous for WTA. In what

follows, I assume that every individual has their own membership function, 𝜇i(⋅)
(WTP suppressed in the subscript, for brevity). I assume that this function is given



Estimating the Membership Function of the Fuzzy . . . 541

parametrically by the following equation

𝜇i(𝜆) =
1

1 + ai𝜆bi
, (1)

where ai and bi are strictly positive parameters, specific to a given individual. Hence,

I use a standard, decreasing S-shape logistic curve for the natural logarithm of 𝜆.

S-shape represents the smooth transition between the full and lack of conviction for

greater and greater values (and the location and steepness is given as a function of the

parameters, a and b, and so can differ between the respondents). Using the logarithm

of 𝜆 reflects diminishing sensitivity to equal, absolute increases in cost difference, is

motivated by the skewness found in the data [13], and makes the approach robust to

considering PLNs per QALY or QALYs per PLN. Still, non-log values are used in

sensitivity analysis.

I then assume that, when the respondent faces a survey, 𝜇i(𝜆) is translated into

the Likert levels, Li(𝜆), probabilistically, i.e. for each 𝜇i(𝜆) there is a probability dis-

tribution defined over levels 1–5. Intuitively, the probability of observing a specific

level Li(𝜆) = k, k = 1,… , 5, being selected diminishes the farther away 𝜇i(𝜆) is from

this level’s threshold value, 𝜃k, 𝜃5 = 1, 𝜃4 = 0.75, 𝜃3 = 0.5, 𝜃2 = 0.25, and 𝜃1 = 0.

More formally,

P
(
Li(𝜆) = k

)
=

exp(−si × ||𝜇i(𝜆) − 𝜃k
||)

∑5
j=1 exp(−si ×

|||𝜇i(𝜆) − 𝜃j
|||)
. (2)

Parameter si, si > 0, measures the diffusion of probabilities along the Likert-scale.

Figure 3 illustrates the above equation for three values of s. Small si results in the

probabilities being distributed more evenly, and so for any 𝜇i still all the Likert lev-

els are quite probable (e.g. the respondent is not capable of perceiving own 𝜇i or is

not answering the Likert questions meticulously enough). Increasing si results in the

level with 𝜃 closest to 𝜇i(𝜆) being selected with increasing probability. Thus, impor-

tantly, the present specification includes as a special case (with si → +∞) selecting

the Likert answer closest to 𝜇i(𝜆) (when interpreting Likert answers being trans-

formed to 0, 0.25, 0.5, 0.75, and 1).

Another nice (in my view) feature of the above approach is that, e.g., even if

𝜇i(𝜆) = 0.76, it is still possible for the middle option (and any other) to be selected, as

the numerator in Eq. 2 is always strictly positive. In that sense, the respondent is not

entirely able to perceive own membership function being equal to 0.76 and to rule out

the middle option completely, for the reason of the middle option (related to 𝜃3 = 0.5)

being blocked by level 4 (having 𝜃4 = 0.75). Of course, other formulas could be used,

e.g. implying randomizing only between two levels, with two 𝜃s closest to a given

𝜇i(𝜆) from below and above.

Parameters ai, bi, and si are idiosyncratic for each respondent. They are drawn

independently—of each other, and between respondents—from lognormal distribu-

tions with the underlying normal distributions with means and inverse variances
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Fig. 3 The conversion of a membership function (horizontal axis) into probabilities of Likert levels

(shades of gray for various levels on vertical axis) for three values of diffusion parameter, si

N(mA, 𝜏A), N(mB, 𝜏B), and N(mS, 𝜏S), respectively. Point estimates m̂A, m̂B, and m̂S
are taken to define the estimand, i.e. population-level membership function.

The point estimates are taken as medians of posterior distributions. Percentiles

2.5 and 97.5 define the 95% credible interval (95%CI). On technical note, non-

informative priors are assumed (normal for means, gamma for inverse variances).

The model is estimated with Markov-Chain Monte Carlo method, implemented in

JAGS/R. The results come from 20,000 iterations (thinning = 5), with 5000 burn-in

iterations.

3.2 JAGS Code

Below, I present the JAGS code used to estimate the model. The following nota-

tion is used: nR and nV denote the number of respondents and 𝜆s, respectively; the

matrix answer[i,j] contains Likert answers, i and k indexing respondents and

𝜆s, respectively; l[k] = [0, 0.25, 0.5, 0.75, 1]; mA,mB, and mS are the estimatedmA,

mB, and mS, respectively.

model{

#OUTER LOOP OVER RESPONDENTS:

for (i in 1:nR){

#DRAW INDIVIDUALS’ PARAMETERS:

a[i] ˜ dlnorm(mA,tA)

b[i] ˜ dlnorm(mB,tB)

s[i] ˜ dlnorm(mS,tS)

#MIDDLE LOOP OVER LAMBDAS:

for (j in 1:nV){

x[i,j] <- 1/(1+a[i]*pow(v[j],b[i])) #***
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#INNER LOOP OVER LIKERT LEVELS:

for (k in 1:5){

#PROB. OF LEVEL K (NOT NORMALIZED)

p[i,j,k] <- exp(-s[i]*abs(x[i,j]-l[k]))

}

#PROB. DIST. OF OBSERVABLES:

answer[i,j] ˜ dcat(p[i,j,1:5])

}

}

#PRIORS

mA ˜ dnorm(0,.01)

mB ˜ dnorm(0,.01)

mS ˜ dnorm(0,.01)

tA ˜ dgamma(.01,.01)

tB ˜ dgamma(.01,.01)

tS ˜ dgamma(.01,.01)

}

In order to use the code for WTA, it suffices to replace the ***-marked line with

x[i,j] <- 1-1/(1+a[i]*pow(v[j],b[i]))

as we expect an increasing membership function, and the sign of parameters is pre-

determined by lognormal distributions.

4 Results

4.1 Baseline Results

The estimation yields the following results for WTP:

∙ m̂A = −17.62with 95%CI = (−20.95; −14.13), (notice that we require a to be pos-

itive, not mA)

∙ m̂B = 1.25 with 95%CI = (0.99; 1.44),
∙ m̂S = 2.32 with 95%CI = (2.06; 2.61).

For the sake of estimating the 0.5-cut, the above implies that 𝜇 = 0.5 for ca. 155,700

PLN/QALY, while the official threshold amounts currently to 130,002 PLN/QALY

(and 111,381 PLN/QALY at the time of the survey).

The results for WTA are as follows:

∙ m̂A = −15.43 with 95%CI = (−19.58; −11.65),
∙ m̂B = 1.03 with 95%CI = (0.74; 1.33),
∙ m̂S = 2.48 with 95%CI = (2.28; 2.7),
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and we get 𝜇 = 0.5 for ca. 246,800 PLN/QALY. Hence, there is some disparity in

0.5-cuts. We still have to take into consideration that the current methodology was

not focused on estimating the 0.5-cut, but on the whole membership function, and

so the estimates of the 0.5-cut may be driven by other regions of the membership

function.

The resulting membership functions, based on point estimates, are presented in

Fig. 4 (the left panel). Now, having estimated the membership functions allows com-

paring WTP and WTA quantitatively. Firstly, notice that the 95%CI are wider for

WTA (for mA and mB, the only ones that impact the shape of the membership func-

tion), and so there is more stochastic uncertainty related to WTA than WTP. We can

also compare the two with respect to the amount of fuzziness. I use two measures

for that purpose. One of them was proposed in the literature and relies on the idea

that the more the membership function takes on values close to 0.5, the fuzzier the

set is [14]. Formally, the amount of fuzziness is given by

∫
+∞

−∞
(1 − |2𝜇(x) − 1|) dx.

We obtain, for WTP, 137.98, and for WTA, 284.87 (calculated numerically). I

use another approach here, using the particular shape of the membership function

(decreasing monotonically from 1 to 0). We can interpret the membership function

in the probabilistic fashion, as a flipped vertically cumulative distribution function,

and calculate the variance of the variable, 𝜆. Then the more the (upper bounds of

the) 𝛼-cuts differ, the fuzzier the set is. More formally, the amount of fuzziness is

then given by

√

∫
1

0
sup(WTP

𝛼
)2d𝛼 −

(

∫
1

0
sup(WTP

𝛼
)d𝛼

)2
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Fig. 4 Membership functions for point estimates (WTP—solid, WTA—dotted). Additionally,

results for WTA (dashed) when no respondents are removed
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We obtain 108.07 for WTP and 253.44 for WTA, and so again—there is about twice

as much imprecision in how WTA is perceived. Probably experts feel more uncom-

fortably with quantifying trade-offs in the context of selling health, which results in

more of both—stochastic noise (differences between the respondents) and fuzziness

(inability to precisely locate the threshold).

4.2 Results for WTA for a Complete Data Set

As a sensitivity analysis, I repeat the calculations for the complete data set, i.e. keep-

ing in the three respondents that were removed for WTA analysis. Then, only the

results for WTA change, as follows:

∙ m̂A = −15.13 with 95%CI = (−19.94; −10.7),
∙ m̂B = 0.79 with 95%CI = (0.33; 1.23),
∙ m̂S = 2.59 with 95%CI = (2.39; 2.85).

The membership function is also illustrated in Fig. 4 (the left panel, dashed line).

As can be seen, including the—qualitatively different-respondents results in the

results being completely different, and not too reliable (taking into account the raw

data, Fig. 1). This stresses the necessity to handle the data violating the underlying

assumptions (accepting some trade-offs) separately.

4.3 No Logarithmic Transformation

For the baseline analysis, the logs of 𝜆s were used. Here, I verify the impact of this

transformation, redoing the calculations for original values. For that purpose, instead

of Eq. 1, we need to use the following one:

𝜇i(𝜆) =
1

1 + eai+bi×𝜆
. (3)

The above expression obviously simplifies to Eq. 1 when we take ln(𝜆) instead of 𝜆

(and denote eai , abusing notation, by ai). We also need to make adequate changes in

JAGS code in the line marked with ***, taking:

x[i,j] <- 1/(1+exp(a[i]+v[j]*b[i]))

Now, ai can also take negative values, and so I assume it is normally distributed,

with parameters N(mA, 𝜏A).
The estimation yields, for WTP:

∙ m̂A = −4.2 with 95%CI = (−5.3; −3.24),
∙ m̂B = −3.68 with 95%CI = (−4.09; −3.28),
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∙ m̂S = 2.5 with 95%CI = (2.29; 2.74),

and for WTA:

∙ m̂A = −3.92 with 95%CI = (−5.14; −2.88),
∙ m̂B = −3.92 (coincidentally equal to m̂A) with 95%CI = (−4.42; −3.41),
∙ m̂S = 2.49 with 95%CI = (2.21; 2.87).

The results are depicted in the right panel of Fig. 4. As can be seen, this approach

reduces the WTP-WTA disparity in terms of 0.5-cuts. The problem with the non-log

approach with the 𝜇(⋅) given by Eq. 3 is that now necessarily 𝜇(0) < 1 for WTP and

𝜇(0) > 0 for WTA, which does not seem intuitive and desirable. That’s why this is

not treated as the baseline result.

4.4 Results for WTA for Non-log, Complete Data

For completeness, I present the results of the non-log approach with all the respon-

dents in the WTA analysis. The estimation yields:

∙ m̂A = −3.84 with 95%CI = (−5.19; −2.75),
∙ m̂B = −4.56 with 95%CI = (−5.48; −3.68),
∙ m̂S = 2.7 with 95%CI = (2.33; 3.25).

The results are illustrated with the dashed line in the right panel of Fig. 4. Apparently,

the non-log approach is more robust to including respondents strongly opposing to

accepting trade-offs resulting in losing some health.

5 Conclusion

Understanding the shape of the membership function of fuzzy trade-off coefficients

is important to formally support decision making. When imprecise opinions about

possible values of this coefficient are collected via surveys from a group of respon-

dents, these judgements will most certainly differ, and statistical methods must be

employed to estimate the joint, average one. Naïve methods may be misleading: e.g.

they can artificially suggest more fuzziness than actually present in the raw data.

Hence, approaches based on modelling—as one presented in the present paper—

may be more useful.

The proposed model clearly distinguishes between the parameterisation of the

membership function and the mechanism of its conversion into Likert scale, thus

providing flexibility on changing the two independently. Respondents’ characteris-

tics could be added to Eq. 1 (or 2, or 3), thus allowing to model heterogeneity and find

factors associated with, e.g., accepting greater WTP or larger WTP-WTA disparity.

Further work should be focused on building more robust model, that could handle

also respondents with qualitatively different opinions (not crossing the middle Likert
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option). That may require using models with more flexibility to vary the membership

function between the respondents, and so with more parameters: hence, larger data

sets are required. As an idea: a scaling parameter could be used to limit the range of

values that the membership function can take for a given respondent. Also, perhaps

differently shaped functions should be tested for WTP and WTA. That could account

for larger fuzziness for WTA, while restoring the equality of 0.5-cuts, detected by

different methods [13].
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Fuzzy Logic Based Simulation
of Gynaecology Disease Diagnosis

A. S. Sardesai, V. S. Kharat, A. W. Deshpande and P. W. Sambarey

Abstract The first step in a knowledge base expert system could be to mathe-
matically evaluate perceptions of the domain experts which are invariably
expressed in linguistic terms based on their tactic knowledge followed by the
defined steps in differential diagnostic process. We have simulated the process in
three stages, especially in gynaecological diseases. Stage I, refers to Type1 Fuzzy
Relational Calculus used to arrive at the initial diagnostic labels for gynaecological
diseases in patients and to estimate similarity between the domain experts. The case
study focused only on the identified gynaecological diseases arrives at compara-
tively low diagnostic percentage, and therefore termed as Initial Screening Process.
The output of the algorithm for patient diagnostic records, considering the vari-
ability among the experts, was tested for diagnosing a single disease. After appli-
cation of ‘History’ fuzzy rule base in Stage 2, using Type 1 Fuzzy Inference
System, the accuracy was increased to some extent which was further enhanced to
high level by Stage III for the prototype of 226 patients diagnosed by the model.
The need based research presented will ultimately assist physicians and upcoming
gynaecologists.
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1 Introduction

In the field of Medicine, efforts on modelling uncertainties using soft computing
techniques were initiated in mid-70s. Though there are viable efforts made in the
application of fuzzy logic based methods in medical diagnosis [1–7], surprisingly its
use in Gynaecology is very limited. Medical diagnosis is a fuzzy or imprecise
science.

Gynecology or Gynaecology (science of women) refers to the health of the
Female Reproductive System such as: Uterus, Vagina, and Ovaries, while
Obstetrics deals with care of women’s reproductive tracts and their children during
pregnancy (prenatal period), child birth and the postnatal period. The research study
presented in this sequel refers only to medical diagnosis in Gynaecology.

In our view, overall approach in gynecological disease diagnosis could be
divided in three distinct stages:

Stage 1 refers to Initial Screening Process in order to arrive at a single disease
diagnosis for the patients, and based only on the subjective information provided by
patients to the physician.

In Stage 2, the patient who has not received a single diagnostic label in Stage 1,
is further investigated for single disease diagnosis using parameters like past his-
tory, pre-menstrual changes, last menstrual period, marital status, parity, etc. If
Stage 2 cannot arrive at a single disease diagnosis for a patient then physical
examination and various tests like ultra-sonography, X-ray, blood tests, etc. are
conducted and the test results are processed in Stage 3.

The remaining part of the paper is organized as follows: Sect. 2 describes the
techniques/methods used in the study. Section 3 demonstrates the case study for
stage III. Results and discussions are presented in Sect. 4 followed by concluding
remarks.

2 Method

2.1 System Flow Chart

Figure 1 presents the overall approach proposed by the authors to arrive at
approximately correct diagnosis especially in gynaecological diseases.

FIS (Fuzzy Inference System) defines a nonlinear mapping of the input data
vector into a scalar output, using fuzzy rules. Mandani type fuzzy inference system
is used in this research which uses centre of gravity as defuzzification method. The
details of the method are available in standard literature [8, 9].
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2.2 Fuzzy Similarity Measures

Cosine Amplitude Method
It makes use of a collection of data samples, particularly ‘n’ data samples. If

these data samples are collected, they form a data array, X = {x1, x2, …, xn}. Each
of the elements xi, in the data array X is itself a vector of length m, i.e.

Xi = xi1, xi2, . . . , ximf g ð1Þ

Each of the data samples can be thought of as a point in m-dimensional space,
where each point needs m coordinates for a complete description. Each element of a
relation rij, results from a pair-wise comparison of two data samples, say xi and xj,
where the strength of the relationship between data sample xi and data sample xj is
given by the membership value expressing that strength i.e. rij = μR(xi, yj) resulting
a relation matrix of size n × n. The relation will be reflexive and symmetric so is a
tolerance relation. The cosine amplitude method calculates rij as [9]:

rij =
∑m

k=1 xikxjk
�
�

�
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m
k=1 x

2
ik

� �

∑m
k=1 x

2
jk

� �
r ,Where 0 ≤ rij ≤ 1 ð2Þ
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Fig. 1 Overall system approach
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Close inspection of Eq. 2 reveals that this method is related to dot product for
the cosine function. When two vectors are collinear (most similar), their dot product
is unity. When the two vectors are at right angles to each other (most dissimilar),
their dot product is zero.

2.3 Fuzzy Inference System

Consider a multi-input, multi output system. Let the input vector x = (x1, x2, …,
xn)

T and y = (y1, y2, …, ym)
T be the output vector. The linguistic variable xi in the

universe of discourse U is characterized by: T(x) = {Tx
1, Tx

2, Tx
3, …, Tx

k} and
μ(x) = {μx1, μx2, μx3,…, μxk} where T(x) is a term set of x, i.e., it is the set of names of
linguistic values of x, with each being a fuzzy member and the membership
function μxi defined on U. The linguistic variable y in the universe of discourse V is
characterized by:

T xð Þ= fT1
y, T

2
y, T

3
y, . . . , T

k
yg,

where T(x) is a term set of y, i.e., T is the set of names of linguistic values of y,
with each Tyi being a fuzzy membership function μxi defined on V [9].

Mandani type fuzzy inference system is used in this research which uses centre
of gravity as defuzzification method. Software is developed to simulate the
Mamdani type fuzzy inference system.

3 Case Study

In the Initial Screening Process, we collected perceptions for symptom-disease
relationship from eight different gynaecologists. Patient-symptom relation was
defined for 226 Gynaecology patients. This patient’s data was collected using
personal interview technique from three different hospitals in Pune, Pimpri and
Ambejogai. We revisited Fuzzy Relational Calculus and developed the software of
disease diagnosis. Table 1 presents the resultant diagnostic after applying patient’s
data to the software for eight expert’s perceptions [8, 10, 11]. The results obtained
by the software are cross verified with the diagnosis of three different expert
gynecologists.

We believe that some of the patients (Table 1—Row 1) are correctly diagnosed
for a single disease. However, the output as: ‘Incorrect Diagnosis’ (Table 1—Row
4) was discussed with the expert gynecologist and he was of the opinion that, for
these patients patient history will be adequate to arrive at a single disease diagnosis.
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3.1 Classification of Experts

After obtaining the result of initial screening as in Table 1, it was observed that
there is need to classify experts. The experts were classified using Fuzzy Similarity
Measures Cosine Amplitude method [12]. It was concluded that experts {E1, E2, E3,
E5, E7, E8} agree with each other. This clearly infers that all these gynecologists
agree in their diagnostic label for a single disease with 0.981 possibility. We could
have considered the perceptions of all the experts. Since expert 1 (gynaecologist) is
deeply involved in this research as one of the supervisors, his perceptions were
considered for Stage 2 and Stage 3 in this research.

3.2 Stage II (History Rule Base)

After taking a deeper look by the authors, it was inferred that the diagnostic efforts
in Gynaecology heavily depend on some of the factors/history such as: Age of the
patient, Last Menstrual Periods (LMP), Pre-Menstrual Cycle (PMC) Flow,
Irregular/Regular nature of menses, Married/Unmarried status of the patient and
Parity. These factors collectively decide some of the diseases. Accordingly 5 fuzzy
sets namely, ‘Age’, ‘LMP’, ‘PMC_Flow’, ‘Marital Status’, ‘Parity’ are defined and
72 fuzzy rules were formulated and using Type 1 Fuzzy Inference System [12, 13].
Figure 2 shows two fuzzy sets ‘Age’ and ‘PMC_Flow’.

Mamdani type Fuzzy Inference System using center of gravity as a defuzzifi-
cation method is simulated while software development in order to arrive at a single
disease as an output.

Using Type 1 Fuzzy Inference System, it was possible to arrive at a single
diagnosis for the patients which were shown as unspecified or wrongly diagnosed
as depicted in Table 1.

Table 1 Diagnosis analysis for 8 experts using initial screening model

Diagnosis analysis Experts
E1 E2 E3 E4 E5 E6 E7 E8

One disease correct 50 41 50 54 50 53 56 18
Multiple diseases all correct 40 5 2 6 1 4 6 5
Multiple diseases partial
correct

107 50 61 59 64 57 54 61

Incorrect diagnosis 29 131 113 107 109 112 110 142
Accuracy percentage (Single
disease)

22.12 18.14 22.12 23.89 22.12 23.45 24.78 7.96

Overall accuracy percentage 87.16 42.48 50.00 51.77 50.88 50.44 51.33 37.17
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Figure 3 demonstrates the application of fuzzy rules using Mamdani type Fuzzy
Inference System, for patient (P215) with history as: Age (35 years), LMP 60 days
back. These two factors will fire following 6 rules from the set of 72 rules to yield
the output as: “Secondary Amenorrhea present with possibility 1”.

Fig. 2 Fuzzy sets for age and PMC_Flow

1 
0                            1

If (age is PM AND LMP is MMC ) Then 
Secondary Amenorrhea Present               Min. is (0)

2 
0                      0.047619

If (age is PM AND LMP is PMC ) Then 
Secondary Amenorrhea Present               Min. is (0)

3 
1                            1

If (age is F AND LMP is MMC ) Then    
Secondary Amenorrhea Present               Min. is (1)

4 
1                    0.047619

If (age is F AND LMP is PMC ) Then  
Secondary Amenorrhea Present Min. is (0.047619)

5 
0                             1

If (age is EF AND LMP is MMC ) Then 
Secondary Amenorrhea Present               Min. is (0)

6 
0                       0.047619

If (age is EF AND LMP is PMC ) Then  
Secondary Amenorrhea Present              Min. is (0)

Max ( 0,0,1, 0.047619,0,0 ) = 1 so we claim,  

Secondary Amenorrhea Present with possibility 1.

Fig. 3 Fuzzy rules
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3.3 Stage III (Test Rule Base)

If single disease is not diagnosed at Stage II, the investigative tests are suggested,
test results is input to Stage III which is a rule base designed for 13 diseases and
related imagining, pathology tests and physical examinations. Fuzzy sets are
defined after consulting radiologists, pathologists and gynecologists.

Example Fuzzy set for USG_Pelvis_Ovarian_Cyst (absent, small, medium,
large) is as shown in Fig. 4.

To test if the ‘Ovarian Cyst’ is present, one of test suggested is ‘USG Pelvis’.
Figure 4 shows the fuzzy set defined for this test.

We have defined 55 fuzzy sets for investigative tests and are confirmed by six
experts. For these 55 fuzzy sets, we defined 715 fuzzy rules.

For patient P140, the diagnosis by Stage I is {Pelvic Inflammatory Disease (PID),
Endometritis, Ovarian Cyst}, Stage II cannot arrive at final diagnosis so inves-
tigative test is suggested “USG Pelvis” which resulted in cyst present of size 7.6 cm
(Large cyst). So the fuzzy rule fired is as shown in Fig. 5.

The patients which could not get diagnosed by Stage II, are input to Stage III.
Out of 226 patients, 50 patients were diagnosed for a single disease and for 11
patients the diagnosis by model was “Disease Unspecific”. Stage II diagnosed more
29 patients; remaining 138 patients are input to Stage III.

Fig. 4 Fuzzy set for USG_PELVIS_OVARIAN_CYST

(0) (0)                    
if( USGPV_Ocyst is SMALL OR USGPV_Ocyst is MEDIUM 

(1)
OR USGPV_Ocyst is LARGE) 

(1)                     
then Ovarian Cyst is Present

Fig. 5 Fuzzy rule fired for
patient P140
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4 Results and Discussion

In Stage II, Out of 226 patients, 30 patients are identified using Type 1 Fuzzy
Inference System, for whom the ‘History’ criteria are applicable to arrive at a single
disease. We can state in no uncertain terms that 29/30 patients are correctly diag-
nosed for a single disease. In Stage I, 50 patients were diagnosed correctly using
Type 1 Fuzzy Relational Calculus, for single disease diagnosis. In Stage 2 only one
patient (P100) was incorrectly diagnosed. The reason for failure is as narrated below:

The history of the patient is: Age: 25 years, fits in fuzzy set ‘Age—Fertile’
(F = 1), Marital Status is Unmarried (M_Status = U), Amenorrhea for 4 years
which does not fit in any of the LMP fuzzy sets. In the fuzzy sets defined,
Amenorrhea is termed when no menses for more than 1.5 months to 4–5 months.
Then till 9 months the patient is Gravid, and after the birth of child for next around
1.5 years, it is Lactational Amenorrhea. More than 4 years should fall in meno-
pause but menopause is not possible at early age like 25. So none of the rules are
fired and the model gives no output. The gynaecologists invariably termed the
diseases as Secondary Amenorrhea for the symptoms—‘age 25 and no menses
present’. As it is not a good practice to redefine the fuzzy set for every extreme case,
we consider this as exceptional case or may be an outlier. The initial screening
model also could result to diagnose this patient as ‘Disease Unspecific’. This patient
P100 can be considered as an outlier.

In Stage III, 146 patients were diagnosed of which 139 patients got correctly
diagnosed and for 9 patients, the model could not give correct diagnosis for known
reason one of the reason is as discussed below:

For patient P123, the diagnosis by stage I is {Endometriosis, Uterine Fibroid,
Adenomyosis, Pubertal menorrhagia}. Test suggested is Trans-vaginal USG for
‘Endometriosis’ and ‘Uterine Fibroid’. The USG shows no endometrial tissue
growth or growth of tumour resulting ‘Endometriosis’ and ‘Uterine Fibroid’ ruled
out. ‘Adenomyosis’ is normally confirmed by the test MRI. The result shown no
abnormalities found inside the uterus and ‘Adenomyosis’ is also ruled out. So the
output by model is ‘Pubertal Menorrhagia’. But in this case the output is incorrect
as age of the patient is 39 which is not a puberty age. The actual diagnosis for the
patient is ‘Polycystic Ovarian Syndrome’ (PCOS) which will be diagnosed by the
gynaecologist based on his/her experience. In our case, we could not get PCOS as
output at possibility value 1 but if we cut down the possibility (α-cut value) to 0.75,
we get PCOS as output at initial screening stage.

Similar is the case for patient P224, but the age of the patient is 12 years so she is
diagnosed as “Pubertal menorrhagia” and is the correct diagnosis.

In the similar manner, further work is in process to diagnose remaining 136
patients using Tests Rule Base.
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5 Concluding Remarks

The case study demonstrates the utility of Professor Zadeh’s fuzzy logic based
formalisms in medical diagnosis. The three stage approach developed can be a
better diagnostic approach, especially in Gynaecology Disease Diagnosis. The
software developed is user friendly. A need for more case studies with huge number
of patients is recognized to justify reliability of the software. Smart phone appli-
cation on android platform is expected to be the final outcome of the applied
research.
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Abstract Over the last decade a number of technologies have been developed that

support individuals in keeping themselves active. This can be done via e-coaching

mechanisms and by installing more advanced technologies in their homes. The

objective of the Active Healthy Ageing (AHA) Platform is to integrate existing

tools, hardware, and software that assist individuals in improving and/or maintaining
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a healthy lifestyle. This architecture is realized by integrating several hardware/

software components that generate various types of data. Some examples include

heart-rate data, coaching information, in-home activity patterns, mobility patterns,

and so on. Various subsystems in the AHA platform can share their data in a semantic

and interoperable way, through the use of a AHA data-store and a wearable devices

ontology. This paper presents such an ontology for wearable data interoperability

in Ambient Assisted Living environments. The ontology includes concepts such as

height, weight, locations, activities, activity levels, activity energy expenditure, heart

rate, or stress levels, among others. The purpose is serving application development

in Ambient Intelligence scenarios ranging from activity monitoring and smart homes

to active healthy ageing or lifestyle profiling.

1 Introduction

The ageing of the world population is triggering a large set of projects aiming at the

implementation of intuitive Ambient Intelligence homes based on universal design

approaches and specifically tailored for elderly and disabled persons [1]. Examples

of project using wearables are i2home [1] or EIT Digital Active Healthy Ageing Plat-

form.
1

Within this context, we developed an architecture for the aggregation of sen-

sor data for Ambient Assisted Living applications [2]. The project platform, among

other elements, was composed of (a) a Smart-M3
2

triple storage box that provides

an RDF storage [3] for multimedia, interfaces to sensors and actuators, and compu-

tational capabilities on an energy-efficient computational platform [4], (b) a unified

protocol for interfacing sensors and actuators to the platform, and (c) programming

tools for easy generation of ontology libraries that abstract the access to the data

store. The ontology proposed in this paper enables the fast application development

and interoperability among heterogeneous devices. The M3 storage supports con-

necting several M3 boxes together and enables a distributed architecture [5]. M3

provides SSAP (Smart Space Application Protocol) and SPARQL protocols.

One of the features provided by the box is the facilitation of local data processing

capabilities for data mining and video processing. M3 storage is a modular and scal-

able architecture that can also be integrated into e.g. mobile phones, and it supports

distribution to facilitate integration of new applications into the box. The Active

Healthy Ageing interface between Smart-M3 storage and PHL data store is in Fig. 1.

The core objective of the Active Healthy Ageing (AHA) project was to design

and implement a distributed service-platform in combination with a few applica-

tions that are developed in other Health and Well-being (HWB) activities. The

AHA-platform is in itself service-independent: it includes general functions, such as

data-distribution, service-control, service-configuration, or application-independent

1
https://www.eitdigital.eu/fileadmin/files/HWB-pictures/EIT-Handout-HWB_EoY-1213-

spreads-HR.pdf.

2
Smart-M3 Project: http://sourceforge.net/projects/smart-m3/.

https://www.eitdigital.eu/fileadmin/files/HWB-pictures/EIT-Handout-HWB_EoY-1213-spreads-HR.pdf
https://www.eitdigital.eu/fileadmin/files/HWB-pictures/EIT-Handout-HWB_EoY-1213-spreads-HR.pdf
http://sourceforge.net/projects/smart-m3/
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Fig. 1 Active Healthy

Ageing interface between

Smart-M3 storage and PHL

data store

building blocks. The promise of this platform is that it will support services that

provide sustainable quality of life improvements. It does this by supporting people

to live uncompromised, comfortable, safe, and active even at an advanced age. The

AHA-platform can be used by new service-providers, and will lower their barriers

for market-entry. The output is of interest for both SMEs and larger companies: it

will allow them to focus on their own added value. This will increase innovation in

the HWB area due to lower development and exploitation cost.

The project combined several catalysts and carriers, including an Innovation

Radar (to highlight the specific state of the art in AHA-platforms), Test bed and

Platforms (for the platform architecture and implementation), and Living Lab Tests

(for the showcase applications). The activity’s aim, in the context of EIT Digital,

was to integrate novel technologies to be integrated on a shared platform. The con-

sortium (consisting of EIT Digital IVZW, Novay, Åbo Akademi University, Fraun-

hofer Gesellschaft, INRIA, Telecom Italia, Engineering, Philips and DFKI) of this

activity involves partners from five EIT Digital nodes: Eindhoven, Berlin, Helsinki,

Trento, and Paris. In addition, carrier projects include projects like universAAL (with

strong focus on data management and privacy), several mobile/cloud combinations,

and projects that focus on connectivity.

The potential users of the AHA platform are application/service developers and,

of course, agents that favor to age in a healthy manner. The market/user community

size is potentially very big; currently there exist platforms for elderly users, with a

very limited and narrow focus on telecare and safety.

2 Active Healthy Ageing Platform Architecture

The Active Healthy Ageing Platform architecture is composed from existing soft-

ware components and/or frameworks. The integration of the AHA Platform Archi-

tecture is therefore a bottom-up activity. As a result of all partners contributions, the

AHA platform architecture can be seen in Fig. 2. The blue box shows the platform,

and the pink box on top shows services to be integrated with the Philips Personal

Health Labs data store.
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Fig. 2 Active Healthy Ageing Platform architecture

The core element in this architecture is the Personal Health Labs data store (PHL)

that stores enriched information coming from other components/services. We distin-

guish between various types of APIs:

∙ Bi-directional data transfer: This interaction is represented by the blue arrows, that

connect directly to the PHL data store (Philips). These are RESTful interfaces, and

examples of such services are the Home Application Gateway (INRIA, DFKI), the

combination of the Mobidot platform
3

and its mobile app (Novay), and the heart

rate bracelet and mobile app.

∙ AppStore: The AHA platform supports an AppStore, provided by FHG. The Uni-
versal Remote Control is integrated with theAmiQoLT Integration Platform, while

Inria and DFKI integrated their platforms and data elements in the AHA platform.

∙ Verticals: These are application services that connect directly to the PHL data

store. These services are developed in other HWB activities, but integrated with

the AHA platform. The AHA outlook study was provided by Telecom Italia.

The interaction between the AHA Platform components happens through syn-

chronous interactions (via RESTful interfaces) provided between the PHL data store

and its peers:

(1) Home Application Gateway (developed by INRIA-Grenoble/DFKI/Åbo

Akademi), based on sensor data interpretation.

3
http://www.mobidot.nl/en/index.php.

http://www.mobidot.nl/en/index.php
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(2) Mobidot MoveSmarter platform (developed by Novay) interprets mobility data

(based on GPS and accelerometer data) and detects individual trips and travel

modalities in each trip. The Mobidot platform aggregates sensor data and sends

the integrated data towards the PHL data store using a RESTful interface.

(3) TheMoveSmarter platform free app supports both Android and iPhone handsets.

(4) HR bracelet (Philips) monitors heart-rate and derived features like stress levels.

It is connected via low-power Bluetooth to a mobile phone that stores the bracelet

data in the PHL data-store. The four identified verticals will integrate their sensor

data with the PHL data-store.

The definition of the interface between the Home Application Gateway/Smart-

M3 Box and the PHL data-store is done via Smart-M3 -based semantic storage box.

Using Atom (low-power) board and an RDF store allows for interoperability of het-

erogeneous information as well as inference reasoning. The AHA platform ontology

proposed gathers semantics of different general concepts (users, sensors, physical

and physiological variables), while the security/access ontology controls for overall

platform data policies [6].

The interface between the Mobidot Platform and the PHL data-store is defined

in such a way that the Mobidot platform provides information about the modalities

that are used in a single trip. This is the basic mobility information that is stored in

the AHA-platform. The Mobidot platform, however, also has support for so-called

incentives, a kind-of (virtual and real-world) goodies that can be won by individ-

uals as a reward for proper mobility behavior. The IPersonalMobility interface is

responsible for storing and providing so-called trip information (where a trip is an

aggregation of modalities used during the specific trip).

The AHA platform application store is a one-stop solution to browse, select,

purchase and install new applications that are compatible with the AHA platform.

Electronic distribution platforms for software have been around for several decades.

While the first systems distributed software without any support for shopping cart or

online payment this has become the standard in the last years.

The AHA platform verticals activities produce different software components that

either link to the AHA platform from a mobile application or the Home Application

Gateway. The mobile systems usually rely on a closed platform and are distributed

accordingly. Components developed for the Home Application Gateway should be

easily purchasable and distributable over the application server.

3 An Ontology for Wearables Data Interoperability

In order to provide the AHA Platform with sensor data interoperability, we pro-

pose an AHA platform ontology that includes variables and features to measure vital

signs or other physical and cognitive habilities for personalized health. An ontology

is a formal representation of entities, relations and properties of a given domain of

knowledge. Ontologies represent the main technology for creating interoperability
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at a semantic level [7]. Through the development of a formal illustration of the data,

it is possible to share and reuse an ontology all over the Web. Ontologies formulate

and model relationships between concepts in a given domain [8] and are suitable

for adding context-awareness capabilities in sensor network systems. Semantic tech-

nologies have shown to be successful in context representation and reasoning, which

can serve in object tracking and scene interpretation [9], and human activity recog-

nition [10] among other areas.

3.1 Ontology Entities, Relations and Datatypes for Wearable
Devices

By integrating data from different wearable devices and sensors, a set of dimen-

sions or features were selected to be modelled as entities, data properties (literals)

and object properties (class-to-class relations). The AHA ontology design consists

of a formal specification for the height and weight of the person, the geographical

location at which the person is, the logical place at which the person is and logi-

cal activity that the person is employing. Other features modelled are the amount of

physical activity (exertion) a person is employing, determined at a specific position

on the person’s body. For each position, maximally one activity count applies at any

specific moment. The energy expenditure from physical activity that the person has

employed, the heart rate and stress level of the person, the valence of the person,

Fig. 3 Wearables AHA ontology
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ambient light and temperature that the person is exposed to. More properties are the

skin temperature of the person and acceleration at a specific position on the person’s

body (for each position, maximally one acceleration and skin conductance applies

at any specific moment). A summary of the main ontology entities, relations and

properties is in Fig. 3.

3.2 Applications

The ontology’s vision was designed accounting for the integration into four ver-

tical activities: Cognitive Endurance, Burn-out turnout, Virtual social gym, and

We-Care. Concrete examples on applications of the AHA platform include heart

rate unobtrusive motion sensing technologies [11], and different facets of activity

recognition in Ambient Assisted Living and health and well-being for healthy age-

ing lifestyle aspects. Concrete vertical applications in EIT Digital project include

Cognitive Endurance—which aims at tracking physical activity and heart-rate dur-

ing the day [12], Turn out Burnout—tracking stress, heart rate, activity (lifestyle

patterns), sleep [13], etc during daily life [14], and Virtual Social Gym—tracking

physical fitness (heart rate) and calories burned during a gym session [15].

In general, the applied sensing modalities provided by both sensors and AHA

platform are widely applicable and thus enable rapid and low-risk development of

applications for third parties in the health and well-being space. Next section shows

an application example.

4 Case study: Remote Tracking and Monitoring
for Post-surgery Rehabilitation with Kinect

The developed ontology can serve a different range of applications where IoT devices

can be connected and information can be shared on a platform independent W3C

standard format. In order to test our ontology within the PHL architecture, we

developed a remote rehabilitation application. A Kinect for Windows application

on remote rehabilitation monitoring/activity recognition, Rehab@home, was devel-

oped as a case study where the ontology developed served to annotate information

useful for both physiotherapists and rehabilitation patients. Rehab@Home encom-

passes two aspects of health care and well-being: activity monitoring and activity

feedback, integrated into everyday lives of (possibly but not uniquely) senior citi-

zens living independently. The application monitors exercise sessions for patients in

rehabilitation after shoulder, hip or knee surgery or a simple sit-stand exercise [16].

The final aim is to allow the patient to do the sessions at home giving feedback on the

quality and frequency of the exercise to the patient itself and physiotherapist expert,
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Fig. 4 Kinect remote rehabilitation and monitoring application

remotely and in real time. The current software allows recording new patterns from

different users realizing exercises for the system to learn recognizing them.

Figure 4 shows the application for remote rehabilitation monitoring and semantic

annotation using Kinect for Windows SDK C# Kinect Toolkit and the developed

AHA Ontology. The application records, for instance, a sit-to-stand exercise session

amount of repetition times, speed, and joints angles. The demo videos are online.
4,5

For the integration into PHL store, an exercise activity (recognized by Kinect) is

inserted with ontological properties name, started_at and ended_at as specified in

the PHL documentation, for instance SitStandSession example:

{"name": "SitStandSession",
"ended_at": "2013-08-13 11:32:29",
"started_at": "2013-08-13 11:20:34"}
A client library was developed for the integration of the Activity SitStandSession
into PHL and the construction of a REST API to access the M3 semantic RDF store

[4]. A more tutorized deployed application within the project for elders physical,

mental and social activation from home is the Virtual Social Gym [17].

4
Kinect remote rehabilitation demo: https://www.youtube.com/watch?v=XL4JexDNs-Q.

5
Kinect sit-to-stand demo: https://www.youtube.com/watch?v=g8HOtFTk80c.

https://www.youtube.com/watch?v=XL4JexDNs-Q
https://www.youtube.com/watch?v=g8HOtFTk80c
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5 Conclusion

As a result of the Active Healthy Aging (AHA) Platform project, the definition,

design and development of an AHA-platform being the key ambitions of the 2013

Action Line Health and Well-being. The result is a platform that hosts multiple

Active Healthy Aging solutions (developed within the action line) on a single plat-

form.

Next to the hosting of the ‘in-house’ developments, the platform needs to be able

in the future to address a number of breakthrough challenges that so far have not

been addressed in the fragmented market in Ambient Assisted Living for AHA like

technical, legal, cultural and international barriers, mobilization, strengthening and

integration of local business communities and international scaling.

The ontology was proposed within the context of EIT Digital partnership among

European Union partners within the action line Health and Well-being for the Active

Healthy Ageing Platform project (2013). This project’s work is part of a starting

point, amongst others provided by Philips, INRIA, Novay, Fraunhofer-Gesellschaft

and DFKI, to make available a remote monitoring platform also supplied for the

Direct Life Labs EIT Digital activity. The future ambition is to create a basic platform

with more showcases, higher ambition, and support additional functional and non-

functional features.

The wearables Active Healthy Ageing (AHA.owl) OWL 2 ontology aims at serve

to both clinical and non-clinical activity tracking and is available online.
6
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How to Estimate Resilient Modulus
for Unbound Aggregate Materials:
A Theoretical Explanation
of an Empirical Formula

Pedro Barragan Olague, Soheil Nazarian, Vladik Kreinovich,
Afshin Gholamy and Mehran Mazari

Abstract To ensure the quality of pavement, it is important to make sure that the
resilient moduli—that describe the stiffness of all the pavement layers—exceed a
certain threshold. From the mechanical viewpoint, pavement is a non-linear med-
ium. Several empirical formulas have been proposed to describe this non-linearity.
In this paper, we describe a theoretical explanation for the most accurate of these
empirical formulas.

1 Formulation of the Problem

Need for estimating resilient modulus. To ensure the quality of a road, it is
important to make sure that all the pavement layers have reached a certain stiffness
level. To characterize stiffness of unbound pavement materials, transportation
engineers use resilient modulus Mr .

A material’s resilient modulus is actually an estimate of its modulus of elasticity
E, i.e., of ratio of stress by strain; the difference from the usual modulus of elasticity
if that:
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• the usual modulus corresponds to a slowly applied load, while
• the resilient characterizes the effect of rapidly applied loads—like those expe-

rienced by pavements.

A precise definition of the resilient modulus is given, e.g., in [1].

Need to take non-linearity into account. In the usual (linear) elastic materials, the
modulus does not depend on the stress value. In contrast, pavement materials are
usually non-linear, in the sense that the resilient stress depends on the stress.

Empirical formulas describing pavement’s non-linearity. Several empirical
formulas have been proposed to describe this dependence. Experimental comparison
[3] shows that the best description is provided by the formula (first proposed in [5])

Mr = k01 ⋅
θ

Pa
+1

� �k02
⋅

τoct
Pa

+1
� �k03

,

where Pa is atmospheric pressure, θ is the bulk stress, i.e., the trace

θ= ∑
3

i=1
σii

of the stress tensor σij (see, e.g., [6]), and

τoct =
def

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
3
⋅ ∑

ij
σ2ij −

1
3
⋅ θ2

s

is the octahedral shear stress.
In terms of the eigenvalues σ1, σ2, and σ3 of the stress tensor,

θ= σ1 + σ2 + σ3

and

τoct =
1
3
⋅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðσ1 − σ2Þ2 + ðσ2 − σ3Þ2 + ðσ3 − σ1Þ2

q
.

What we do in this paper. In this talk, we provide a theoretical explanation for the
above empirical formula.

This explanation uses the general idea that the fundamental physical formulas
should not change if we simply change the measuring unit and/or the starting point
for the measurement scale.

Paper outline. First, in Sect. 2, we briefly explain the general idea, that funda-
mental physical formulas should not depend on the choice of the starting point or on
the choice of the measuring unit.

In Sect. 3, we use this general idea to describe possible dependence of the
resilient modulus Mr on, correspondingly, the bulk stress θ and on the octahedral
sheer stress τoct.
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Finally, in Sect. 4, we apply similar ideas to combine the two formulas forMrðθÞ
and MrðτoctÞ into a single formula Mðθ, τoctÞ that describes the dependence of the
resilient modulus on both stresses.

Comment. In our derivation, we are not using physical equation, we are only
using expert knowledge—which, in this case, is formulated in terms of invariance.
From this viewpoint, this paper can be viewed as a particular case of soft com-
puting, techniques for formalizing and utilizing expert knowledge.

2 General Idea: Fundamental Physical Formulas
Should Not Depend on the Choice of the Starting Point
or of the Measuring Unit

Main idea. Computers process numerical values of different quantities. A numeri-
cal value of a quantity depends on the choice of a measuring unit and—in many
cases—also on the choice of the starting point.

For example, depending on the choice of a measuring unit, we can describe the
height of the same person as 1.7 m or 170 cm. Similarly, we can describe the same
moment of time as 2 pm (14.00) if we use El Paso time or 3 pm (15.00) if we useAustin
time—the difference is caused by the fact that the starting points for these two times—
namely midnight (00.00) in El Paso and midnight (00.00) in Austin—differ by 1 h.

The choice of a measuring unit is rather arbitrary. For example, we can measure
length in meters or in centimeters or in feet. Similarly, the choice of the starting
point is arbitrary: when we analyze a cosmic event, it does not matter the time of
what location we use to describe it. It is therefore reasonable to require that the
fundamental physical formulas not depend on the choice of a measuring unit and—
if appropriate—on the choice of the starting point. We do not expect that, e.g.,
Newton’s laws look differently if we use meters or feet.

Of course, if we change the units in which we measure one of the quantities, then
we may need to adjust units of related quantities. For example, if we replace meters
with centimeters, then for the formula v= d ̸t (that describes velocity v as a ratio of
distance d and time t) to remain valid we need to replace meters per second with
centimeters per second when measuring velocity. However, once the appropriate
adjustments are made, we expect the formulas to remain the same.

Not all physical quantities allow both changes. It should be mentioned that while
most physical quantities do not have any preferred measuring unit—and thus,
selection of a different measuring unit makes perfect physical sense—some quantities
have a fixed starting point. For example, while we can choose an arbitrary starting
point for time, for distance, 0 distance seems to be a reasonable starting point.

As a result, while the change of a measuring unit makes sense for most physical
quantities, the change of a starting point only makes sense for some of them—and
a physics-based analysis is needed to decide whether this change makes physical
sense.
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How to describe the change of a measuring unit in precise terms. If we replace
the original measuring unit with a new unit which is a times smaller, then all
numerical values of the measured quantity get multiplied by a: x0 = a ⋅ x.

For example, if we replace meters with centimeters—which are a=100 times
smaller—then the original height of x=1.7m becomes x0 = a ⋅ x=100 ⋅ 1.7= 170 cm.

How to describe the change of the starting point in precise terms. If we replace
the original starting point by a new one which is b earlier (or smaller), then to all
numerical values of the measured quantity the value b is added: x0 = x+ b.

For example, if we replace El Paso time with Austin time—which is b=1 h earlier,
then the original time of x=14.00 h becomes x0 = x+ b=14.00+ 1.00 = 15.00 h.

In general, we can change both the measuring unit and the starting point. If we
first change the measuring unit and the starting point, then:

• first, the original value x first gets multiplied by a, resulting in x0 = a ⋅ x, and
• then the value b is added to the new value x0, resulting in x00 = x0 + b= a ⋅ x+ b.

Thus, in general, when we change both the measuring unit and the starting point,
we get a linear transformation x→ a ⋅ x+ b.

3 How Resilient Modulus Depends on the Bulk Stress
(and on the Octahedral Shear Stress)

What we do in this section. Let us first use the above idea to describe how the
resilient modulus Mr depends on the bulk stress θ.

Which invariances make sense in this case. As we have mentioned in the pre-
vious section,

• while the change of a measuring unit makes sense for (practically) all physical
quantities,

• the change of the starting point only makes physical sense for some quantities.

Let us therefore analyze whether the change of the starting point makes sense for
the resilient modulus Mr and for the bulk stress θ.

For the resilient modulus, there is a clear starting point Mr =0, in which strain
does not cause any stress. So, for the resilient modulus, only a change in a mea-
suring unit makes physical sense.

In contrast, for the bulk stress, we can clearly have several choices of the starting
point, choices motivated by the fact that in addition to the external stress, there is also
an always-present atmospheric pressure. One possibility is to only count the external
stress and thus, consider the situation in which we only have atmospheric pressure as
corresponding to zero stress. Another possibility is to explicitly take atmospheric
pressure into account and take the ideal vacuum no-atmospheric-pressure situation
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as zero stress. In the first case, we can select atmospheric pressures corresponding to
different heights as different starting points.

What does it mean for the resulting formula to be independent: first approxi-
mation. For the dependenceMrðθÞ, the requirement—that this dependence does not
change if we change numerical values of θ—means the following. For every a>0
and b, the dependence in the new unitsMrða ⋅ θ+ bÞ has exactly the same form as in
the old units—if we also appropriately re-scale Mr. So, we should have

Mrða ⋅ θ+ bÞ= cða, bÞ ⋅MrðθÞ ð1Þ

for some value c which, in general, depends on a and b.

What are the functions that satisfy this condition: analysis of the problem. Let
us find all the functions MrðθÞ for which, for some function c(a, b), the equality (1)
holds for all x, a>0, and b.

From the physical viewpoint, small changes in θ should lead to small changes in
Mr, i.e., in mathematical terms, the dependence MrðθÞ should be continuous. It is
know that every continuous function can be approximated, with any given accu-
racy, by a differentiable function (e.g., by a polynomial). Thus, without losing
generality, we can safely assume that the dependence MrðθÞ is differentiable.

Thus, the function

cða, bÞ= Mrða ⋅ θ+ bÞ
MrðθÞ

is also differentiable, as a ratio of two differentiable functions. For a=1, the for-
mula (1) takes the form

Mrðθ+ bÞ= cð1, bÞ ⋅MrðθÞ. ð2Þ

Differentiating both sides of formula (2) with respect to b and setting b=0, we get

M0
rðθÞ= c ⋅MrðθÞ, ð3Þ

where f 0ðxÞ denote the derivative, and c is the derivative of c(1, b) with respect to
b for b=0.

The Eq. (3) can be rewritten as

dMr

dθ
= c ⋅Mr,

i.e., equivalently, as

dMr

Mr
= c ⋅ dθ.
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Integrating both sides, we get lnðMrÞ= c ⋅ θ+C0 for some constant C0. Thus,

Mr =A ⋅ expðc ⋅ θÞ, ð4Þ

where A=
def

expðC0Þ.
For b=0 and a≠ 0, the Eq. (1) takes the form

Mrða ⋅ θÞ= cða, 0Þ ⋅MrðθÞ.

Substituting the expression (4) into this formula, we conclude that

A ⋅ expðc ⋅ a ⋅ θÞ= cða, 0Þ ⋅ expðc ⋅ θÞ. ð5Þ

When c≠ 0, the two sides grow with θ at a different speed, so we should have c=0
and MrðθÞ= const.

Thus, the only case when the formula MrðθÞ is fully invariant is when we have a
linear material, with MðθÞ= const.

Since we cannot require all the invariances, let us require only some of them.
Since we cannot require invariance with respect to all possible re-scalings, we
should require invariance with respect to some family of re-scalings.

If a formula does not change when we apply each transformation, it will also not
change if we apply them one after another, i.e., if we consider a composition of
transformations. Each shift can be represented as a superposition of many small
(infinitesimal) shifts, i.e., shifts of the type θ→ θ+B ⋅ dt for some B. Similarly, each
re-scaling can be represented as a superposition of many small (infinitesimal)
re-scalings, i.e., re-scalings of the type θ→ ð1+A ⋅ dtÞ ⋅ θ. Thus, it is sufficient to
consider invariance with respect to an infinitesimal transformation, i.e., a linear
transformation of the type

θ→ θ0 = ð1+A ⋅ dtÞ ⋅ θ+B ⋅ dt.

Invariance means that the valueMðθ0Þ has the same form as MðθÞ, i.e., that Mðθ0Þ is
obtained from MðθÞ by an appropriate (infinitesimal) re-scaling

Mr → ð1+C ⋅ dtÞ ⋅Mr.

In other words, we require that

Mrðð1+A ⋅ dtÞ ⋅ θ+B ⋅ dtÞ= ð1+C ⋅ dtÞ ⋅MrðθÞ, ð6Þ

i.e., that

Mrðθ+ ðA ⋅ θ+BÞ ⋅ dtÞ=MrðθÞ+C ⋅MrðθÞ ⋅ dt.
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Here, by definition of the derivative, Mrðθ+ q ⋅ dtÞ=MrðθÞ+M0
rðθÞ ⋅ q ⋅ dt. Thus,

from (6), we conclude that

MrðθÞ+ ðA ⋅ θ+BÞ ⋅M0
rðθÞ ⋅ dt=MrðθÞ+C ⋅MrðθÞ ⋅ dt.

Subtracting MrðθÞ from both sides and dividing the resulting equality by dt, we
conclude that

ðA ⋅ θ+BÞ ⋅M0
rðθÞ=C ⋅MrðθÞ.

SinceM0
rðθÞ=

dMr

dθ
, we can separate the variables by moving all the terms related to

Mr to one side and all the terms related to θ to another side. As a result, we get

dMr

Mr
=C ⋅

dθ
A ⋅ θ+ b

.

Degenerate cases when A=0 can be approximated, with any given accuracy, by
cases when A is small but non-zero. So, without losing generality, we can safely

assume that A≠ 0. In this case, for x=
def
θ+ k, where k=

def B
A
, we have

dMr

Mr
= c ⋅

dx
x
,

where c=
def C

A
. Integration leads to lnðMrÞ= c ⋅ lnðxÞ+C0 for some constant C0, thus

Mr =C1 ⋅ xc for C1 =
def

expðC0Þ, i.e.,

MrðθÞ=C1 ⋅ ðθ+ kÞc. ð7Þ

Dependence on the bulk stress: Conclusion. If we represent θ+ k as k ⋅
θ

k
+1

� �
,

then we get the desired dependence of Mr on θ:

Mr =C2 ⋅
θ

k
+1

� �c

, ð8Þ

where C2 =
def
C1 ⋅ kc.

Dependence on the octahedral sheer stress. Similarly, we can conclude that
the dependence MrðτoctÞ of the resilient modulus Mr on the octahedral sheer stress
τoct has the form

Mr =C0
2 ⋅

τoct
k0

+1
� �c0

, ð9Þ

for some constants C0
2, k

0, and c0.
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4 How to Combine the Formulas Describing Dependence
on Each Quantities into a Formula Describing Joint
Dependence

Idea. We have used the invariance ideas to derive formulas MrðθÞ and MrðτoctÞ
describing dependence ofMr on each of the quantities θ and τoct. Let us now use the
same ideas to combine these two formulas into a single formula describing the
dependence on both quantities θ and τoct.

Based on the previous analysis, for each pair ðθ, τoctÞ, we know the value of the
modulus Mr:

• the value M1 =
def
MrðθÞ that we obtain if we ignore the octahedral sheer stress and

only take into account the bulk stress; and

• the value M2 =
def
MrðτoctÞ that we obtain if ignore the bulk stress and only take

into account the octahedral sheer stress.

Based on these two values M1 and M2, we would like to compute an estimate
MðM1,M2Þ for the modulus that would take into account both inputs.

All three values M, M1, and M2 represent modulus. Thus, for all three values,
only scaling is possible. So, the invariance requirement takes the following form:
for every p and q, if we apply the re-scalings M1 → p ⋅M1 and M2 ⋅ q ⋅M2, then the
resulting dependence Mðp ⋅M1, q ⋅M2Þ has the same form as the original depen-
dence MðM1,M2Þ—after an appropriate re-scaling by some parameter c(p, q) de-
pending on p and q.

So, for every p and every q, there exists a c(p, q) for which, for all M1 and M2,
we have

Mðp ⋅M1, q ⋅M2Þ= cðp, qÞ ⋅MðM1,M2Þ. ð10Þ

Analysis of the problem. If we re-scale only one of the inputs, e.g., M1, we get

Mðp ⋅M1,M2Þ= c1ðpÞ ⋅MðM1,M2Þ, ð11Þ

where c1ðpÞ=defcðp, 1Þ. If we first re-scale by p and then by p0, then this is equivalent
to one re-scaling by p ⋅ p0. In the first case, we get

Mððp ⋅ p0Þ ⋅M1,M2Þ=Mðp0 ⋅ ðp ⋅M1Þ,M2Þ=

c1ðp0Þ ⋅Mðp ⋅M1,M2Þ= c1ðp0Þ ⋅ c1ðpÞ ⋅MðM1,M2Þ. ð12Þ

In the second case, we get

Mððp ⋅ p0Þ ⋅M1,M2Þ= c1ðp ⋅ p0Þ ⋅MðM1,M2Þ. ð13Þ
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Since the left-hand sides of the equalities (12) and (13) are equal, their right-hand
sides must be equal as well. Dividing the resulting equality by MðM1,M2Þ, we
conclude that

c1ðp ⋅ p0Þ= c1ðpÞ ⋅ c1ðp0Þ. ð14Þ

Differentiating this equality by p0 and taking p0 =1, we conclude that

p ⋅ c01ðpÞ= c0 ⋅ c1ðpÞ,

where c0 =
def
c01ð1Þ. Thus,

dc1
c1

= c0 ⋅
dp
p
,

so integration leads to lnðc1Þ= c0 ⋅ lnðpÞ+ const, and

c1ðpÞ= const ⋅ pc0 . ð15Þ

For M1 = 1, the formula (11) takes the form

Mðp,M2Þ= const ⋅ pc0 ⋅Mð1,M2Þ, ð16Þ

i.e., renaming the variable,

MðM1,M2Þ= const ⋅Mc0
1 ⋅Mð1,M2Þ. ð17Þ

Similarly, we have

MðM1,M2Þ= const0 ⋅Mc00
2 ⋅MðM1, 1Þ, ð18Þ

for some constants const0 and c00. In particular, for M1 = 1, the formula (18) takes
the form

Mð1,M2Þ= const0 ⋅Mc00
2 ⋅Mð1, 1Þ. ð19Þ

Substituting this expression into the formula (17), we get

MðM1,M2Þ= const ⋅Mc0
1 ⋅ const0 ⋅Mc00

2 ⋅Mð1, 1Þ. ð30Þ

Substituting expressions (8) and (9) for M1 and M2 into this formula, we come up
with the following conclusion.

Conclusion. From the invariance requirements, we can conclude that the
dependence of Mr on θ and τoct has the form
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Mðθ, τoctÞ= k1 ⋅
θ

k
+1

� �k2

⋅
τoct
k0

+1
� �k3

,

where k2 = c ⋅ c0, k3 = c0 ⋅ c00, and

k1 = const ⋅ const0 ⋅Mð1, 1Þ ⋅Cc
2 ⋅ ðC0

2Þc
0
.

Thus, we indeed get a theoretical explanation for the empirical dependence.
Remaining open problems. In this paper, we used symmetry ideas to provide a

solution to one specific physics-related engineering problem: estimating the resi-
lient modulus for unbound aggregate materials.

While there are not too many papers that use symmetries to solve engineering
problems, the use of symmetries is ubiquitous in theoretical physics (see, e.g., [2]),
and the use of symmetries can help explain many empirical formulas in soft
computing [4].

We therefore hope that our example will lead to future application of symmetry
ideas in engineering.
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Development of NARX Based Neural
Network Model for Predicting Air
Quality Near Busy Urban Corridors

Rohit Jaikumar, S. M. Shiva Nagendra and R. Sivanandan

Abstract Accurate prediction of pollutant concentration is very important part in
any air quality management program (AQMP). The conventional time series
modelling techniques like ARIMA has showing poor prediction and forecasting, as
air quality is non-linear and complex phenomenon. Although neural networks have
been applied for prediction of air quality data in the previous studies, the model
performance was very poor as they don’t consider the data as time series in their
algorithms. Combining the aspects of both neural networks and time series analysis,
Nonlinear Autoregressive models with exogenous input (NARX) based neural
networks were found to predict chaotic time series better because of better learning
and faster convergence than the conventional neural network algorithms. In the
present work, meteorological and traffic parameters near busy urban corridors were
used to train NARX based neural network model for the prediction of ambient air
quality. Diagnostic analysis between different model variables was done to
understand the relationship between one other. The developed model predicted NOx

and SO2 concentrations with a very good performance over the entire dataset.

1 Introduction

In the recent past, motor vehicles have emerged as one of the critical sources of
urban air pollution. Vehicular emissions constitute different pollutants based on the
fuel type and quality. The major pollutants released from the vehicles are carbon
monoxide (CO), oxides of nitrogen (NOx), photochemical oxidants, air toxics namely
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benzene, aldehydes, 1-3 butadiene, lead, particulate matter (PM), hydrocarbons
(HCs), oxides of sulphur (SOx) and polycyclic aromatic hydrocarbons (PAHs) [1].

Air quality near urban corridors is highly complex and often represented by
chaotic time series. Generally, prediction of time series involves various conven-
tional analytical procedures like linear autoregressive models (AR), moving average
models (MA) and autoregressive moving average (ARMA) models introduced by
Box and Jenkins [2, 3]. The basic disadvantage with these models is that they are
linear and doesn’t work when the data is complex like air quality. But, neural
networks (NN) are proven to be effective when used to predict non-linear data
where the physical process underlying the data is difficult to explain or unclear. To
arrive at a solution for such chaotic processes, it is very important to find the
relationship between different components of the particular time series. The com-
ponents are closely related in case of a deterministic process and very minimal
relation in a chaotic process. In order to arrive at a better prediction for such chaotic
time series, time series component must be integrated into the neural network
architecture.

In this paper, a novel neural network architecture is proposed to predict the
chaotic air quality time series based upon “Nonlinear Autoregressive models with
exogenous input (NARX) based neural network model” [4–6]. NARX based neural
network models have been used previously in various studies to predict nonlinear
and chaotic time series. The main advantages of NARX based models are
(1) training is more effective compare with other algorithms (particularly with
gradient descendent method) and (2) the convergence is much faster resulting in
better generalization and less computational requirement [4, 5].

2 Methodology

2.1 Study Area

The Fig. 1 shows the corridor under consideration for the current study. It includes
S-P Road stretching from Madhya Kailash Temple to Velachery main road junc-
tion, OMR from Madhya Kailash Temple to SRP tools bus stop, Tharamani road
from SRP tools to velachery bus station, and the Velachery main road till the SP
road Junction.

2.2 Traffic Data

Traffic video data at the selected corridors was collected from the ITS laboratory,
IIT Madras. The video was manually counted for total number of vehicles every
hour.
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2.3 Air Quality and Meteorological Data

Air quality data of different pollutants (CO, NOx, SO2 and RSPM) and meteoro-
logical data were collected from the Central Pollution Control Board (CPCB)
monitoring station located inside IIT Madras for the entire period of the study.

2.4 Diagnostic Analysis

The relationship between traffic, air quality and meteorological data will be
established using different statistical methods such as descriptive statistics, cross
correlations, and principal component analysis.

CPCB monitoring 
station

Fig. 1 Study area
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2.5 The NARX Based Neural Network Emission Model

2.5.1 Architecture

The NARX model for prediction of a function Λ can be arrived at using different
architectures, but one of the best structure is to use feed forward network with a
tapped delay and embedded nodes as shown in Fig. 2. This structure is added with a
delayed output layer connection to the inputs. Hence this network is made
dependent on the previous output sequence du, along with the current input ele-
ments to predict the current output sequence. This is called as a time window as it
shows a limited part of the time series in the learning algorithm as input. It simply
transform a temporal dimension into a different spatial dimension.

Two levels of NN models are used in this work (1) input layer (2) output layer.
The general form of the model can be written for next value of time series y(k + 1),
the past observation u(k), u(k−1), …, u(k−du) and the past outputs y(k), y(k−1),
…, y(k−dy) as inputs, as:

y k+1ð Þ=Φ0 wb0 + ∑
N

h=1
wh0 ⋅Φh wh0 + ∑

du

i=0
wihu k− ið Þ

� �
+ ∑

dy

j=0
wjh ⋅ y k− jð Þ

( )

ð1Þ

where,

• y(k + 1)—next value of time series,
• u(k)—the past observations,
• u(k-1)—u(k-du)—inputs,
• y(k), y(k−1), …, y(k−dy)—past outputs.

Fig. 2 NARX model with
tapped delay line at input
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2.5.2 Training Algorithms

A dynamic back propagation algorithm is necessary to find the weights at different
nodes and gradients which requires more computation power than a static algorithm
and may result in more time. Arriving at a global minima is very difficult as the
error surfaces are more complex for a dynamic network [7, 8]. But in the present
work, training method used takes advantage of the true real output set thus reducing
the training time. Since the network uses decoupled feedback connections, true
output can be used. Even general feed forward network with decoupled connections
can also be trained using a static algorithm. Also the inputs used in the training
process are also real or true inputs and not processed ones, making the overall
process very accurate.

But the training process has following limitation. If the number of parameters
contained in the network as connections or weights are large, there is a chance of
over training the data which may result in a false fit [9]. But in case of NARX
neural networks a regularization technique involving a modified performance
function to reduce the number of parameters can be obtained. The modified per-
formance function in the form of new MSEreg is given in Eq. 4

MSE=
1
N

∑
N

i=1
tj − yi
� �2 ð2Þ

MSW =
1
n
∑
n

j=1
w2
j ð3Þ

MSEreg = ξMSE+ 1− ξð ÞMSW ð4Þ

where

• ti target and
• ξ performance ratio.

The modified function MSEreg makes the weights and biases of the network very
small. This results in a smoother network with less misfits. A modified
Levenberg-Marquardt optimization with the new performance function is created
and used to train the network. This results in a more generalized form of network
solution which can provide widespread application.

3 Results and Discussion

3.1 Descriptive Statistics

Air quality data from January 2012 to March 2014 was collected from the CPCB
continuous monitoring station located near the Velachery gate of IIT Madras. The
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air quality parameters namely NOx, SO2 and meteorological parameters such as
Temperature (Temp), Wind Speed (WS), Wind Direction (WD), Relative Humidity
(RH), Vertical Wind Speed (VWS) Barometric Pressure (Press) and solar radiation
(Solar) were also collected from the CPCB Monitoring station. The descriptive
statistics of the hourly average of air and meteorological parameters are shown in
the Table 1.

The weekly variation of the air pollutants is represented in the form of a box plot
in Fig. 3. The concentration of all the pollutants is within the National Ambient Air
Quality Standards (NAAQS).

3.2 Cross Correlation

Cross correlation analysis was done to study the temporal relationship between the
different types of pollutants. Cross correlation measures the lag between two time
series. The concentrations of NOx, SO2 time series collected from IIT
Madras CPCB monitoring station were cross correlated with the total vehicle count
of the Velachery main road. The Cross correlation plots of NOx with TVC are given
in the Fig. 4. Also as it can be seen in the figure, there is no significant change in
correlation with change in time lag. This indicates there was no lag effect associated
with the Pollutant concentration and the traffic count. This can be expected as the
monitoring station is located very close to that of the roadside as explained in
previous literature [10].

3.3 Principal Component Analysis

In this study, rotated Principal Component Analysis (PCA) is applied to the hourly
average concentrations of NOx, SO2, RSPM and CO and different meteorological
parameters like Temperature (Temp), Wind Speed (WS), Wind Direction (WD),

Table 1 Descriptive
statistics of different
monitored parameters

Parameter Mean Std. deviation

NOx (ppm) 4.13 4.026
SO2 (ppm) 10.29133 7.408595
Temp (°C) 29.3464 3.45466
RH (%) 64.9622 16.89799
WS (m/s) 1.7352 0.71749
WD (°) 213.2169 63.07737
VWS (m/s) 0.3570 0.46839
Press (mmHg) 1015.5284 10.44589
Solar (W/m2) 220.5358 282.26795
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Relative Humidity (RH), Vertical Wind Speed (VWS) Barometric Pressure (Press)
and solar radiation (Solar) along with Total vehicular volume (TVC) at Velachery
main road. The factors found by PCA do not often have straightforward or unique
interpretations. Therefore, in order to clarify the meaning of the components, the
most important factors (in terms of variance explained) determined by PCA are
subsequently subjected to orthogonal rotation. In this case VARIMAX criterion has
been used.

The examined data resulted in three PCs with eigenvalues greater than 1 (shown
in scree plot in Fig. 5),

The three components explain 80% of the total variance. Using the values of the
respective loadings presented in Table 2, there is a reasonable interpretation for
these three components. Only loadings with absolute values greater than 50% of the
maximum value are selected for the PC interpretation.

0

2

4

6

8

10

12

14

16

1 2 3 4 5 6 7

Co
nc

en
tr

a
on

 in
 p

pm

Day of the week

(a) NOx Concentra ons at different days of week

0

2

4

6

8

10

12

Co
nc

en
tr

a
on

 in
 p

pm

Day of the week

(b) SO2 Concentra on at different days of week

Fig. 3 Weekly variation of
pollutant concentration at
IITM CPCB monitoring
station a NOx b SO2
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The first component is a measure of Temperature (0.944 Correlation), Relative
Humidity (0.933), wind speed (0.923), wind direction (0.928) and pressure (0.957)
and to a lesser extent NOX Concentration. This coincides with the previous liter-
ature findings which indicate Major meteorological elements affecting the con-
centration of nitrogen oxides in the air are: wind direction, wind velocity and air
temperature and relative air humidity [11, 12].

TVC (0.776) and RSPM (0.641) are the main contributors in PC2 which con-
trasts meteorological parameters. This can be expected as in cities, motor vehicles

Fig. 4 Cross correlation
between NOx and TVC

Fig. 5 Principal component
analysis scree plot

588 R. Jaikumar et al.



are the main source of PM emission and it contributes more than 50% of the total
PM emissions [13]. Also previous studies have shown a good correlation of PM
concentration with TVC [14].

The third PC is a measure of CO (0.885) that might be attributed to be inde-
pendent of the meteorological parameters. These three independent sources of
variance seem to dominate the total data.

3.4 NARX Based Neural Network Prediction Model

Historical Air Quality Data at IITM CPCB Monitoring station from January 2012 to
March 2013 was used to develop neural network models. Two models were
developed for predicting NOx and SO2 concentrations. Several types of neural
networks were tried. The best fit was observed for neural network model with
nonlinear autoregressive exogenous input (NARX). The NARX input based neural
network models are a powerful class of models which has been demonstrated that
they are well suited for modeling nonlinear systems and specially time series [4].
Major advantages of NARX networks are learning, which is more effective in
NARX networks than in other neural network and these networks converge much
faster and generalize better than other networks [5, 6]. All the model coding was
done in MATLAB 2013b. The best network structure for the model is shown in the
Fig. 6.

Here

• x(t) indicates the input time series which comprises of 1 traffic factor (TVC) and
7 meteorological factors, Wind speed, wind direction, visibility, temperature,
Pressure, Solar irradiation and Relative humidity.

• y(t) indicates the the target pollutant time series.

Table 2 Rotated component
matrix

Component
1 2 3

Nox 0.735 0.062 0.088
So2 0.584 0.226 −0.259
CO 0.253 0.006 0.885
RSPM 0.583 0.641 −0.168
Temp 0.944 0.221 0.141
RH 0.933 −0.194 0.208
WS 0.923 .0272 0.122
WD 0.928 −0.060 0.177
VWS 0.739 0.187 0.496
Pressure 0.957 0.120 0.205
Solar 0.204 0.827 −0.104
TVC −0.169 0.776 0.220
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Fig. 6 Best Fit network architecture

Fig. 7 Training state of SO2 model

Fig. 8 Model performance for prediction of SO2 concentration
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Network with 10 nodes in single hidden layer and sigmoid transfer function is
used in the present model [15]. The results for each models are shown in Figs. 7, 8,
9 and 10. The models converged fairly quickly within 50 epochs compared to other
architecture from previous literature as shown in Fig. 7. ANN based SO2 model
showed a good correlation of 0.971 with fast convergence (Figs. 7 and 8).

ANN based NOx model showed a relatively low correlation of 0.92 and slow
convergence as shown in Figs. 9 and 10.

Model performance statistics are given in the Table 3. In comparison with the
previous studies involving hybrid neural network approach the current architecture
gave better results.

Fig. 9 Training State of NOx model

Fig. 10 Model performance for prediction of NOx concentration
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4 Conclusion

Urban air quality is a very complex phenomenon with various factors affecting the
pollutant concentrations making it nonlinear and stochastic. Conventional Time
series models are unable to address the non-linearity. In the present work, NARX
based neural network models were developed to predict the air quality near busy
urban corridors. The models were able to predict with very good accuracy for the
entire datasets. The model results can be used to make early warning systems,
regulation and air quality management strategies. Further the model can be inte-
grated into a dispersion model to predict the extreme conditions to give high
accuracy hybrid models.
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How to Predict Nesting Sites and How
to Measure Shoreline Erosion: Fuzzy
and Probabilistic Techniques
for Environment-Related Spatial Data
Processing

Stephen M. Escarzaga, Craig Tweedie, Olga Kosheleva
and Vladik Kreinovich

Abstract In this paper, we show how fuzzy and probabilistic techniques can be
used in environment-related data processing. Specifically, we will show that these
methods help in solving two environment-related problems: how to predict the
birds’ nesting sites and how to measure shoreline erosion.

1 Formulation of the Problem: Importance
of Environment-Related Spatial Data Processing

Importance of environment-related spatial data processing. When analyzing the
ecological systems, it is important to study the spatial environment of these sys-
tems, and spatial distribution of the corresponding species in this spatial environ-
ment; see, e.g., [1, 3, 7].

Studying spatial environment: the importance of studying shorelines. In most
locations within an ecological zone, the environmental changes are reasonably slow;
it usually takes decades to see a drastic change. However, at the borders between
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different ecological zones, the changes are much faster. In the border between dif-
ferent types of plants the changes are fast but still gradual: new types of plants
appear, their proportion grows, and eventually, they take over the area. However,
there are border areas where the change is the most drastic: namely, the shorelines.
The shorelines are, in most places, retreating because of the shoreline erosion.

While the overall area of the shorelines is reasonably small in comparison with
the areas of the land and the sea areas, shorelines play a large role in ecological
systems, since they are a habitat for many species, from birds (like seagulls) to
turtles to numerous other creatures.

From this viewpoint, it is important to be able to trace and measure shoreline
erosion.

Studying spatial distribution of different species. In addition to tracing and
measuring spatial environments which are important for different species, it is also
necessary to trace spatial location of these species. This problem is especially
important for rare birds. Birds are most vulnerable when they at their nesting sites.
It is therefore important to monitor these sites.

Some species use the same nesting sites year after year, but birds from other
species vary their sites each year. To be able to monitor birds from these species, it
is therefore important to be able to predict their nesting sites.

What we do in this paper. In this paper, we show that fuzzy and probabilistic
techniques can help in solving these two environment-related spatial data pro-
cessing problems.

2 How to Predict Nesting Sites?

Formulation of the environmental problem. We observe nesting sites for a
certain bird species. Our goals are:

• to analyze which criteria are important for selecting nesting sites, and
• to come up with formulas that would enable us to predict nesting sites.

Reformulating this problem in precise terms. Let v1, . . . , vn be parameters that
may influence the selection of a nesting site: e.g., parameters describing elevation,
hydrology, vegetation level, distance form other nesting sites, etc. For each geo-
graphical location x, we record the values of these parameters v1ðxÞ, ..., vnðxÞ.

We assume that the birds select a nesting site based on the values of these
quantities (at least some of them). In general, this means that a bird tries to maximize
the value of some objective function Fðv1, . . . , vnÞ depending on these values vi.

We do not know the exact form of the dependence Fðv1, . . . , vnÞ. However, we
can always expand this dependence in Taylor series and keep only terms up to a
certain order in this expansion. For example, if we only keep linear terms, this
means that we consider objective functions of the type
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Fðv1, . . . , vnÞ= a0 + ∑
n

i=1
ai ⋅ vi

for some to-be-determined coefficients ai. If we also keep quadratic terms, this
means that we consider objective functions of the type etc.

Fðv1, . . . , vnÞ= a0 + ∑
n

i=1
ai ⋅ vi + ∑

n

i=1
∑
n

ℓ=1
aiℓ ⋅ vi ⋅ vℓ,

The more terms we keep, the more accurately we describe the objective function
and thus, the more accurately we predict the nesting sites.

For each of these approximations, the (unknown) objective function has the form

Fðv1, . . . , vnÞ= ∑
N

j=1
Aj ⋅VjðxÞ, ð2:1Þ

where VjðxÞ are known values (e.g., viðxÞ and viðxÞ ⋅ vℓðxÞ) and Aj are the coeffi-
cients that need to be determined.

We assume that each year, each of the observed nesting sites xk has the largest
possible value of the objective function among all locations within the corre-
sponding Voronoi cell Ck—i.e., among all locations x which are closer to xk that to
any other nesting locations. Under this assumption, we would like to find the
weights A1, . . . ,AN that best explain the observed nesting sites.

Analysis of the problem. The fact that on the cell Cj, the linear function (2.1)
attains its largest value at the site xj means that

∑
N

j=1
Aj ⋅VjðxkÞ≥ ∑

N

j=1
Aj ⋅VjðxÞ for all x∈Ck .

In other words, we should have

A ⋅ΔðxÞ=def ∑
N

j=1
Aj ⋅ΔjðxkÞ≥ 0 ð2:2Þ

where we denoted

A=
defðA1, . . . ,AnÞ,

ΔðxÞ=defðΔ1ðxÞ, . . . ,ΔNðxÞÞ,

and ΔjðxÞ=defVjðxkÞ−VjðxÞ. Similarly, we should have A ⋅ ð−ΔðxÞÞ≤ 0 for all x.
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How can we solve this problem? From the mathematical viewpoint, this
problem is similar to the linear discriminant analysis (see, e.g., [2]), when we have
two sets S and S0 and we need to find a hyperplane that separates them, i.e., a vector
A such that A ⋅ S≥ 0 for all S∈ S and A ⋅ S0 ≤ 0 for all S0 ∈ S0. In our case, S is the set
of all vectors ΔjðxÞ, and S0 is the set of all vectors −ΔjðxÞ.

The standard way of solving this problem is to compute the mean μ of all the
vectors S∈ S, the covariance matrix Σ, and then to take A=Σ − 1μ. So, in our case,
we should do the following:

• compute all the vectors ΔðxÞ with components ΔjðxÞ=VjðxkÞ−VjðxÞ, where
x∈Ck; let M be the total number of such vectors;

• compute the average μ=
1
M

⋅ ∑
x
ΔðxÞ of these vectors;

• compute the corresponding covariance matrix Σ with components;

Σab =
1
M

⋅ ∑
x
ðΔaðxÞ− μaÞ ⋅ ðΔbðxÞ− μbÞ; ð2:3Þ

• compute the desired weights as A=Σ − 1μ, i.e., as a solution to a linear system
ΣA= μ.

The above procedure is equivalent to using probabilistic clustering of the vectors
VjðxÞ and −VjðxÞ, i.e., clustering based on probabilistic ideas (see, e.g., [6]).
Alternatively, we can use fuzzy clustering techniques, i.e., clustering based on using
fuzzy ideas (see, e.g., [4, 5, 8]).

Once we know the coefficients Aj, we can use the objective function (2.1) to
predict the nesting locations as the points x at which the objective function

∑
N

i=1
Aj ⋅VjðxÞ

attains a local maximum.
How can we gauge the accuracy of the resulting estimate. To gauge the

accuracy of this prediction, we can test it against the observed data. Specifically, for
each cell Ck , we compute the location ck at which the weighted combination

∑
N

i=1
Aj ⋅VjðxÞ attains its maximum on this cell. The mean square distance between

these predicted nesting sites ck and the actual nesting sites xk can serve as a natural
measure of prediction accuracy.
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3 How to Measure Shoreline Erosion?

Formulation of the problem. Many coastal areas are affected by erosion, the sea
expands and the shore retreats. A natural way to measure erosion is to observe the
shoreline year after year.

In principle, the rate of erosion in each location can be determined as follows: we
compute the difference between the observed shoreline locations at two different
years, and divide this difference by the number of years between the two obser-
vations. In practice, however, observers in different years follow slightly different
lines when making their measurement: e.g., lines at a certain distance from water, or
at a certain elevation above water, etc. This fact changes the difference between
observations and thus, the computed ratio is, in general, different from the actual
erosion rate. The difference can be so large that in the areas with known erosion, the
computed ratio becomes negative—erroneously indicating the sea retreat.

In short, we have an additional measurement uncertainty. It is desirable to take
this uncertainty into account.

How to take this uncertainty into account: First approximation. It is usually
assumed that within a few-years period, the rate r of erosion practically does not
change. So, if we perform observations at years t, t+1, ..., t+ T , then we expect the
observed coordinates xt, xy+1, ..., of the shoreline take the form

xt+ i = xt + i ⋅ r. ð3:1Þ

Due to the presence of the above-mentioned observation errors εt, the observed
coordinate ext+ i has the form

ext+ i = xt+ i + εt+ i = xt + i ⋅ r+ εt+ i. ð3:2Þ

It is therefore reasonable to use the use the usual Least Squares techniques to
estimate the erosion rate r, i.e., to find r as the value corresponding to the following
optimization problem:

∑
T

i=0
ðext+ i − ðxt + i ⋅ rÞÞ2 → min

xt , r
. ð3:3Þ

How can we solve the corresponding minimization problem? Differentiating the
expression (3.3) with respect to both unknowns r and xt, equating the derivatives to
0, dividing both sides of the resulting equation by T +1, and taking into account that

∑
T

i=0
i=

T ⋅ ðT +1Þ
2

and
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∑
T

i=0
i2 =

T ⋅ ðT +1Þ ⋅ ð2T +1Þ
6

,

we get the following system of two equations:

x= xt + r ⋅
T
2
; ð3:4Þ

1
T +1

⋅ ∑
T

i=0
ði ⋅ext+ iÞ= xt ⋅

T
2
+ r ⋅

T ⋅ ð2T +1Þ
6

, ð3:5Þ

where

x=
def 1

T +1
⋅ ∑

T

i=0
ext+ i ð3:6Þ

is the arithmetic average of all the observed values ext+ i.
From these two equations, we can find the estimates r and xt. Let us first find the

estimate r. Multiplying the Eq. (3.4) by
T
2
, we get

1
T +1

⋅ ∑
T

i=0

T
2
⋅ext+ i

� �
= xt ⋅

T
2
+ r ⋅

T2

2
. ð3:7Þ

Subtracting (3.7) from (3.5), we get

1
T +1

⋅ ∑
T

i=0
i−

T
2

� �
⋅ext+ i

� �
= r ⋅

T
2
⋅
2T +1

3
− r ⋅

T
2
⋅
T
2
=

r ⋅
T
2
⋅

2T +1
3

−
T
2

� �
= r ⋅

T
2
⋅
T +2
6

. ð3:8Þ

Thus,

r=
12

T ⋅ ðT +1Þ ⋅ ðT +2Þ ⋅ ∑
T

i=0
i−

T
2

� �
⋅ext+ i

� �
. ð3:9Þ

Substituting this expression into the formula (3.4), we get

xt = x− r=
1

T +1
⋅ ∑

T

i=0
ext+ i −

12
T ⋅ ðT +1Þ ⋅ ðT +2Þ ⋅ ∑

T

i=0
i−

T
2

� �
⋅ext+ i

� �
=

1
T ⋅ ðT +1Þ ⋅ ðT +2Þ ⋅ ∑

T

i=0
ðT ⋅ ðT +8Þ− 12 ⋅ iÞ ⋅ext+ i. ð3:10Þ

600 S. M. Escarzaga et al.



Once we have computed r and xt from these equations, then, based on a single
measurement, we can then estimate the standard deviation σ of the measurement
error εt+ i as the mean square difference between the observed and predicted values:

σ2 =
1

T +1
⋅ ∑

T

i=0
ðext+ i − ðxt + r ⋅ iÞÞ2. ð3:11Þ

In practice, we have several measurements at different spatial locations k, with
results eXt, k . So, to find σ, we should also average over all these locations:

σ2 =
1
L
⋅

1
T +1

⋅ ∑
K

k=1
∑
T

i=0
ðext+ i, k − ðxt, k + rk ⋅ iÞÞ2, ð3:11aÞ

where K is the overall number of spatial locations.
Case of T =2. In practice, we often have three consequent years of observation

xt, xt+1, and xt+2, i.e., we have T =2. In this case, the formulas (3.9) and (3.10)
take the following form:

r=
ext+2 −ext

2
, ð3:12Þ

and

xt =
5ext +2ext+1 −ext+2

6
. ð3:13Þ

Here,

xt + r=
ext +ext+1 +ext+2

3
ð3:14Þ

and

xt +2r=
ext +ext+1 +ext+2

3
+ r=

−ext +2ext+1 + 5ext+2

6
. ð3:15Þ

Thus,

ext − xt =
ext − 2ext+1 +ext+2

6
, ð3:16Þ

ext+1 − xt+1 =
ext − 2ext+1 +ext+2

3
, ð3:17Þ

and

ext+2 − xt+2 =
ext − 2ext+1 +ext+2

6
. ð3:18Þ

Therefore, in this case,
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σ2 =
1
3
⋅ ððext − xtÞ2 +ext+1 − xt+1Þ2 + ðext+2 − xt+2Þ2Þ=

1
3
⋅

1
62

+
1
32

+
1
62

� �
⋅ ðext − 2ext+1 +ext+2Þ2 = 1

18
⋅ ðext − 2ext+1 +ext+2Þ2. ð3:19Þ

By taking the average over all spatial locations, we get

σ2 =
1
18

⋅
1
K

⋅ ∑
K

k=1
ðext, k − 2ext+1, k +ext+2, kÞ2. ð3:20Þ

What if positive erosion values are not always within 2-sigma range? The
estimated erosion rate r may be negative, but it is OK if within the corresponding
2-sigma interval

½r− 2σ, r+2σ�,

we have a non-negative value, i.e., if we have r+2σ ≥ 0. This means that the
difference between the actual (positive) erosion rate and our (negative) estimate
r can be explained by the observation uncertainty.

But what if r+2σ <0? This would mean that we need an additional source of
error, i.e., that instead of the formula (3.2), we will have

ext+ i = xt+ i + εt+ i + δt+ i = xt + i ⋅ r+ εt+ i + δt+ i. ð3:21Þ

In this case, we still determine our estimates xt and r from the least squares method
(3.3). However, now, in addition to the error component (3.11), we have an
additional source of error, with some standard deviation σ2δ , so the overall variance
σ2t now has the form

σ2t = σ2 + σ2δ . ð3:22Þ

How can we determine σ2t and σ2δ?
For a normal distribution, 95% of the values are within 2 sigma interval. So, for

95% of the estimated erosion values rk , we should have rk +2σt ≥ 0, i.e., equiva-
lently, 2σt ≥ − rk . If we sort the estimated erosion rates in increasing order, as

r1 < r2 < . . . < rN , ð3:23Þ

then this means that the desired inequality should be satisfied for all k≥ 0.05 ⋅N,
i.e., that we should have 2σt ≥ − r0.05 ⋅N , 2σt ≥ − r0.05 ⋅N +1, etc. Since the sequence
rk is sorted in increasing order, the first inequality implies all the others, so it is

sufficient to satisfy the first inequality 2σt ≥ − r0.05 ⋅N , i.e., σt ≥ −
1
2
⋅ r0.05 ⋅N .

We would like to have the narrowest error bounds, so we choose the smallest

σt ≥ σ that satisfies this inequality, i.e., we take σt = max σ, −
1
2
⋅ r0.05 ⋅N

� �
.
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Resulting algorithm: Case of general T. We start with measurements ext+ i, k make
at different spatial locations k at years t, t+1, ..., t+ T .

For each location k, we compute the estimated erosion rate

rk =
12

T ⋅ ðT +1Þ ⋅ ðT +2Þ ⋅ ∑
T

i=0
i−

T
2

� �
⋅ext+ i, k

� �
ð3:24Þ

and the estimated initial erosion

xt, k =
1

T ⋅ ðT +1Þ ⋅ ðT +2Þ ⋅ ∑
T

i=0
ðT ⋅ ðT +8Þ− 12 ⋅ iÞ ⋅ext+ i, k . ð3:25Þ

Then, we estimate the first approximation σ to the corresponding uncertainty as

σ2 =
1
L
⋅

1
T +1

⋅ ∑
K

k=1
∑
T

i=0
ðext+ i, k − ðxt, k + rk ⋅ iÞÞ2. ð3:26Þ

We then sort the estimated erosion rates in increasing order:

r1 < r2 < . . . < rN , ð3:27Þ

and take

σt = max σ, −
1
2
⋅ r0.05 ⋅N

� �
. ð3:28Þ

This σt is the mean square accuracy of the erosion rate estimates rk .
Resulting algorithm: Case T =2. For the case T =2, when we have three

consecutive years of measurement, we have simplified formulas

rk =
ext+2, k −ext, k

2
, ð3:29Þ

and

σ2 =
1
18

⋅
1
K

⋅ ∑
K

k =1
ðext, k − 2ext+1, k +ext+2, kÞ2. ð3:30Þ

Then, we take σt as determined by the formula (3.28).
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Comparison of Fuzzy Synthetic
Evaluation Techniques for Evaluation
of Air Quality: A Case Study

Hrishikesh Chandra Gautam and S. M. Shiva Nagendra

Abstract Urban air quality has degraded at an alarming rate due to rapid urbani-
sation and industrialization in megacities. Therefore, there is an urgent need to
assess air quality and suggest risk mitigation measures. In this paper, air quality of
Chennai city was evaluated using different Fuzzy Synthetic Evaluation
(FSE) techniques i.e. Fuzzy similarity method (FSM) and Simple fuzzy classifi-
cation (SFC) and the results are compared with the National air quality index
(NAQI). In the case of SFC weights for different pollutants were computed using
Shannon’s information entropy. Seasonal analysis of the criteria pollutants shows
highest concentration during the winter season followed by pre-monsoon and
summer season. The lowest concentration was observed during Monsoon in most
cases. The FSE results are optimistic as compared to the NAQI due to aggregation
of pollutant concentration as opposed to maximising function in NAQI which
reconfirms the findings of earlier researchers. FSE can be used as a decision making
tool to communicate the overall air quality to policy makers/end users (Public) in a
simplified qualitative form.

1 Introduction

Urban air quality has degraded at an alarming rate in the recent decades [1].
Chennai being one of the major metropolitan and industrial area has shared the
same fate. Chennai regarded as the “Detroit of India” due to its large Automobile
industry has been under constant scrutiny of Central pollution control board
(CPCB) and Tamilnadu pollution control board (TNPCB) [2]. Chennai city has
been classified as a non-attainment area for PM10 due to the number of exceedances
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[3]. This leads to the challenge of informing the residents and policy makers about
the air quality of region effectively and in time.

Air quality information dissemination is an integral part of any air quality
management system. Air quality index plays a vital role in this purpose. Many air
quality indices have been developed in the past few decades [4, 5] to serve the
purpose of providing current air quality status for resident’s health and safety at the
time of exceedances and informed decision making for air quality management
strategies of the area.

National Air quality index (NAQI) based on a linear scale working with maxi-
mum operator has the problem of eclipsing that is showing lower concentration as
compared to the observed concentration and ambiguity showing higher concentra-
tion as compared to the observed concentration at or near the class boundaries. These
problems occur due to a strict boundary between air quality classes which don’t give
enough information about the uncertainty and imprecision in air quality data.

The following paper is divided into 7 parts. Followed by the introduction, study
area is explained with the location details and types of monitoring location. Con-
ventional air quality indexing techniques are explained in Sect. 3. In the next
section the philosophy of fuzzy logic is elaborated with the explanation of Fuzzy
similarity method and distance metrics employed in the development of the model.
The air quality of the study area is evaluated in the results and discussion section.
The paper ends with conclusion describing the main attributes of the model and
analysis and future scope of the work.

2 Study Area

Chennai city is located on the south-eastern coast of peninsular India [2]. It has a
flat coastal terrain with the average elevation of 6.7 m. It stretches along a length of
25.6 km with an area of 176 Km2. Chennai is considered as the Indian capital of
automobile manufacturing with a share of 30% of automobiles and 40% of
auto-parts manufactured in India.

According to Indian meteorological department (IMD) the weather in Chennai is
sub-tropical (hot and humid) with 4 seasons i.e. winter, summer, pre-monsoon and
monsoon [6]. The season of winter occurs between January to February with an
average temperature of 25.6 °C, Summer from March to May with an average
temperature of 30.5 °C, Pre-monsoon or southwest monsoon occurs from June to
September with an average temperature of 29.7 °C, while Post-monsoon or
northeast monsoon occurs from October to December with an average temperature
of 26.7 °C. 60% of rainfall occurs during the season of post monsoon or northeast
monsoon.

Daily average concentration of Sulphur dioxide (SO2), Nitrogen dioxide (NO2)
and Respirable suspended particulate matter (RSPM) for 2009–2013 was collected
from Tamilnadu pollution control board (TNPCB). TNPCB monitors Air quality
data twice a week at 6 locations as depicted in Fig. 1 and Table 1.
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3 Air Quality Index

Air quality index has been developed for weighted and aggregated representation of
complex environmental data in a simplified and intelligible form. It helps the
common public in taking proper precautions in the case of exceedances and deci-
sion makers in developing new policies for reducing the harmful effects of air
pollution and developing a sustainable society.

The most commonly used air quality index was developed by USEPA earlier
named as Air pollution index (API) [7] and later renamed to USEPA AQI. In the
above index the air quality is divided into 5 strict linear classes based on con-
centration breakpoints. A sub-index is calculated for each pollutant using the given
Eq. (1)

Fig. 1 Map showing
monitoring locations for air
quality monitoring

Table 1 Details of
monitoring locations for the
study area

Name of location Type Location code

Kathivakkam Industrial IS-1
Thiruvottiyur Industrial IS-2
M C Thiruvottiyur Industrial IS-3
Manali Industrial IS-4
General hospital Traffic intersection TS
Taramani Residential RS
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Ip =
IHI − ILO

BPHI −BPLO
Cp −BPLO
� �

+ ILO ð1Þ

Ip index for pollutant p
Cp Rounded concentration of pollutant p
BPHI Breakpoint that is higher than or equal to Cp

BPLO Breakpoint that is lower than or equal to Cp

IHI AQI value corresponding to BPHI
ILO AQI value corresponding to BPLO

4 Fuzzy Logic

Fuzzy logic is a multi-valued logic formed by extending the binary logic into the
realm of partial membership. It was first described by Lotfi A. Zadeh in a seminal
paper published in 1965 [8]. Fuzzy logic uses overlapping membership functions to
model the uncertainty and ambiguity pertaining in a real world complex system like
urban air quality. Fuzzy logic helps in classification using linguistic parameters
developed by employing the expert knowledge-base derived by responses from a
fuzzy questionnaire.

Fuzzy logic has been applied in a number of papers for the assessment of air
quality and development of air quality management tools [9–12]. In assessment of a
complex system like air quality fuzzy logic based techniques are able to trap and
model the uncertainty arising in data due to error during monitoring, and analysis.

Fig. 2 Fuzzy membership functions for SO2, NO2 and RSPM
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The membership functions were determined by employing expert’s perception
using fuzzy questionnaire duly filled by different air quality experts. The mean of
the membership functions developed were used as the final set of membership
functions.

The membership functions help in determining the AQI by integrating the health
and ecological effects of different pollutants obtained through the expert’s experi-
ence in the field of air quality into the Fuzzy based model (Fig. 2).

5 Fuzzy Synthetic Evaluation

In Fuzzy synthetic evaluation (FSE) the air quality standards for different pollutants
were used to develop linguistic classes which were represented in matrix form with
the columns as pollutant and rows as classes [13]. The pollutant concentration value
was compared with the standards using the min max approach.

FSE constitutes Fuzzy similarity method (FSM) and simple fuzzy classification
(SFC) [14]. In the case of FSM an evaluation matrix R as shown in Eq. (2) is
derived from the mean value of each trapezoidal membership function with rows
representing the pollutants and columns representing the air quality class and
another matrix R’ represents the membership value of each pollutant for different
air quality class at a given instance [15]. The 2 matrices are compared using the
similarity function in Eq. (3) and the maximum value of the similarity function was
used to represent the final air quality class for the given case.

R=
r11r12 r15
r21r22 r25
r31r32 r35

2
4

3
5 ð2Þ

Bj =
∑5

i=1 min rij xð Þ, r′ij
h i

∑5
i=1 max rij xð Þ, r′ij

h i ð3Þ

rij membership value for pollutant i and class j
i pollutant 1, …, 3, 1 = SO2, 2 = NO2 and 3 = RSPM
j class 1, …, 5, 1 = very low, 2 = low, 3 = medium, 4 = high, 5 = very high

In case of SFC, weight for each pollutant was derived using Shannon’s infor-
mation entropy function [16]. Information entropy signifies the amount of infor-
mation contained in a given set of data and represented by the negative log of
normalised data [17].

Concentration for jth reading of the ith pollutant was normalised using Eq. (4)
from the evaluation matrix. The normalised value rij is divided by the sum of all the
normalised values using Eq. (5) and the final value is used to calculate the
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Shannon’s entropy for each pollutant in Eq. (6). Weight of a pollutant is calculated
using Eq. (7)

rij =
xij − minj xij

� �
maxj xij

� �
− minj xij

� � ð4Þ

fij =
rij

∑n
j=1 rij

ð5Þ

Hi = − k ∑
n

j=1
fij ln fij i=1, 2, . . . , m ð6Þ

wi =
1−Hi

m− ∑m
i=1 Hi

0≤wi ≤ 1, ∑m
i=1 wi =1 ð7Þ

Distance metric for each case was calculated from the Eq. (8) utilising the
membership value from the evaluation matrix (R) and weight derived using
Shannon entropy. The maximum value of the distance metric for each case deter-
mines the final air quality category

k jð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑3
i=1 wi.λij

� �2
∑5

j=1 ∑
3
i=1 wi.λij

� �2

vuut ð8Þ

λij Membership value for jth value of ith pollutant
k(j) distance metric for jth value
wi entropy weight for pollutant I

k fð Þ=max k jð Þð Þ ð9Þ

k(f) air quality category of the value

6 Results and Discussion

The AQI procedure was applied to air pollutant concentration values obtained from
the 6 urban air quality monitoring stations in Chennai. The fuzzy AQI was cal-
culated using FSM and SFC and compared with the conventional National air
quality index (NAQI). The results for Kathivakkam and Manali industrial area for
2013 are shown in Tables 2 and 3 respectively.
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The FSE results are optimistic compared to the NAQI as they show that the air
quality is better than air quality determined by the NAQI. This happens because the
concentration of all the pollutants are integrated for calculation of index in case of
FSE techniques while in the case of NAQI the index is determined only by the
concentration of the pollutant with the maximum sub index which causes the NAQI
to be less sensitive to the health effect of other pollutants. The FSE techniques give
a clearer picture about the air quality as the effect of all the individual pollutants are
integrated in the final AQI. The use of membership functions, expert’s perception
and predetermined Shannon’s entropy based weights make the FSE based methods
more sensitive to changes in concentration of air pollutants.

The AQI in the winter months of January and February are poor as compared the
other months of the year. The best air quality was observed during the Northeast
monsoon period of November and December.

Table 2 Comparison of Fuzzy synthetic evaluation methods with National air quality index for
Kathivakkam for 2013

NAQI FSM SFC
AQI Class Membership

value
Class Membership

value
Class

Jan 163.16 Moderately
Polluted

0.28 Unhealthy for
sensitive people

0.81 Healthy

Feb 151.70 Moderately
Polluted

0.37 Satisfactory 0.78 Healthy

Mar 124.18 Moderately
Polluted

0.24 Satisfactory 0.84 Healthy

Apr 90.58 Good
(Healthy)

0.25 Healthy 0.85 Healthy

May 88.58 Good
(Healthy)

0.26 Satisfactory 0.82 Healthy

Jun 101.5 Moderately
Polluted

0.24 Satisfactory 0.79 Healthy

Jul 101.2 Moderately
Polluted

0.24 Satisfactory 0.76 Healthy

Aug 92 Good
(Healthy)

0.24 Satisfactory 0.79 Healthy

Sep 87.31 Good
(Healthy)

0.28 Satisfactory 0.85 Healthy

Oct 61.8 Good
(Healthy)

0.18 Healthy 1 Healthy

Nov 86.31 Good
(Healthy)

0.29 Satisfactory 0.86 Healthy

Dec 79.98 Good
(Healthy)

0.36 Satisfactory 0.94 Healthy
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Seasonal variation for the 6 monitoring locations for 2009–2012 are shown in
Figs. 3, 4, 5 for SO2, NO2 and RSPM respectively. No exceedances were observed
for SO2 and NO2.

In case of all pollutants highest concentration was observed during the winter
season due to stable atmospheric conditions which restricts the vertical mixing of
air mass and dispersion of pollutants.

In the case of RSPM concentration, exceedances were observed during the years
2009–2011 for some of the industrial locations. All the exceedances were observed
during the winter season (Fig. 4).

Table 3 Comparison of Fuzzy synthetic evaluation methods with National air quality index for
Manali for 2013

NAQI FSM SFC
AQI Class Membership

value
Class Membership

value
Class

Jan – – – – – –

Feb 291.25 Poor
(unhealthy)

0.33 Unhealthy 0.86 Unhealthy

Mar 304.95 Poor
(unhealthy)

0.27 Unhealthy for
sensitive
people

0.87 Unhealthy
forsensitive
people

Apr 94.16 Good
(Healthy)

0.24 Satisfactory 0.87 Satisfactory

May 192.96 Moderately
polluted

0.30 Satisfactory 0.88 Satisfactory

Jun 142.96 Moderately
polluted

0.34 Satisfactory 0.71 Healthy

Jul 75 Good
(Healthy)

0.34 Satisfactory 0.91 Healthy

Aug 65.62 Good
(Healthy)

0.24 Satisfactory 0.88 Satisfactory

Sep 69.28 Good
(Healthy)

0.21 Healthy 1 Healthy

Oct – – – – – –

Nov – – – – – –

Dec – – – – – –
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Fig. 3 Seasonal variation of SO2 at TNPCB monitoring locations

Fig. 4 Seasonal variation of NO2 at TNPCB monitoring locations
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7 Conclusion

FSE methods integrates multiple pollutant’s concentration and expert’s knowledge
into the AQI as opposed to conventional NAQI in which a single pollutant with
maximum subindex is considered to define the air quality. Urban air quality is not
easy to assess and comprehend because of its multi-pollutant characteristics.
Contribution of each pollutant can be measured and assessed in the case of FSE.

The given methods are easy to model, less data intensive and the results are
comprehensible for local public and decision makers. FSE techniques show more
optimistic results as compared to the conventional AQI which can reduce the
burden of money and effort on air quality management. The methods overcome the
uncertainty of air quality classification near the class boundaries by implying
fuzziness in the class boundaries using the overlapping Fuzzy classes and produce
an air quality index with higher sensitivity. The above techniques can be used to
develop an effective air quality management plan for the urban area of Chennai city.

Fig. 5 Seasonal variation of RSPM at TNPCB monitoring locations
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Evaluation of Green Spaces Using Fuzzy
Systems

M. T. Mota, J. A. F. Roveda and S. R. M. M. Roveda

Abstract Green urban areas have natural attributes that provide important envi-
ronmental services. However, their impacts depend on the local characteristics, so it
is necessary to evaluate the environmental potentials of such areas individually. The
lack of methodologies to assess the quality of green urban areas led to the imple-
mentation of the present work, which proposes a calculation model for assessing the
environmental quality of these spaces. The construction of the model used fuzzy
systems capable of handling the subjectivity of the variables, with the creation of
fuzzy rule-based systems that permitted working with parameters of different nat-
ures. The variables employed were the percentage of vegetation in the area in
question and its quality, the latter being determined by analysis of the degree of
maturation. Forest formations were considered potentially more advantageous for
the provision of environmental services, compared to savannah and grasslands. The
model was constructed considering the physical and biological characteristics of the
city of Sorocaba, as well as Brazilian standard classifications of vegetation types
and their successional stages.
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1 Introduction

Intense and chaotic urbanization in Brazil has been responsible for huge reductions
of green spaces in cities, which has consequently affected the quality of life of the
population.

In 1933, the publication of the Letter of Athens, in the 4th edition of the
International Congress of Modern Architecture, provided an in-depth evaluation of
the problems plaguing cities and the need to make urban areas more suitable for
habitation, proposing an increase in the areas set aside for green spaces.

In Brazil, this new urban design prompted a series of legal provisions that aimed
to ensure better planning of the occupation of urban areas. By the end of the 1970s,
authorities had a legal obligation to reserve a certain percentage of free space for
public use, and in order to prevent disorderly urban expansion, the size of these
spaces was related to population density [1, 2]. This strategy was motivated by the
need for areas suitable for leisure and recreation; since the areas could not be built
on, the presence of vegetation could therefore play an important role in environ-
mental regulation [3].

However, the environmental function of these spaces was only recognized as
such in the last decade, with the positive benefits of the associated environmental
services including:

• Ecological services related to vegetation, soil permeability, maintenance of
biodiversity, climate regulation, and the quality of air, water, and soil [3];

• Psychological aspects related to the exposure of individuals to the natural fea-
tures of these areas, which contributes to their quality of life. These aspects are
associated with leisure and recreation [4–7];

• Health benefits associated with reductions in the incidence of respiratory dis-
eases [8].

It is clear that in order to fulfill the envisaged environmental functions, it is
necessary that such areas maintain their physical and biological characteristics as
close as possible to the optimum conditions.

Urbanization leads to areas with differing degrees of preservation, notably in
terms of vegetation cover, which is a key component in the maintenance of an
acceptable microclimate in the urban environment [9–12]. The creation of a
methodology for evaluating the quality of green areas would enable comparison of
different urbanization projects, in terms of the environmental aspects.

This work proposes a model for analysis of the quality of green areas that could
be used to determine the potential of these spaces to provide environmental ser-
vices. The calculation model uses expressions considering aspects including urban
climate, air pollution, preservation of water resources, biodiversity (by providing
features such as shelter and nesting spaces), landscape (which influences psycho-
logical well-being), and leisure and recreation, amongst others. The use of fuzzy set
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theory was effective in establishing correlations between variables with different
units of measurement, enabling assessment of the quality of an area in terms of its
potential to provide environmental services.

2 Methodology

Using fuzzy set theory, an evaluation methodology was constructed that considers
the percentage of the area occupied by vegetation, together with the type of veg-
etation present (forest, savannah, and herbaceous). In this scheme, the higher the
percentage of vegetation and the denser the biomass (greatest for forest), the greater
the potential benefits in terms of environmental parameters such as temperature,
biodiversity, and the provision of leisure and recreation opportunities to the
population.

The protocol was based mainly on the quantitative analysis of vegetation,
considering the percentage of the green space occupied by vegetation, together with
qualitative aspects including the capacity of greater amounts of biomass to improve
mood, retain pollutants, and encourage biodiversity.

2.1 Fuzzy Set Theory

Fuzzy set theory, described by Zadeh in 1965 [13], has led to what is known today
as fuzzy logic. In this system, abstract forms of reasoning are used, instead of
absolute terms. In classical logic, elements are defined as true or false, with
assignment of the values 1 and 0, respectively, whereas in fuzzy logic, an element
belongs to a fuzzy set where the degree of relevance varies between 0 and 1, with 0
indicating no relevance and 1 indicating maximum relevance. This approach opens
up new and more sophisticated ways to analyze a variety of problems. An important
feature of this theory is that it enables the expression of uncertainty and subjectivity,
because both qualitative and quantitative information can be used. The vagueness
associated with the use of linguistic terms (very, little, low, high, etc.), which are
traditionally regarded as non-scientific, is admissible in the fuzzy approach, and can
enable the system to achieve a representation of the actual reality [14].

This theory has many applications involving the implementation and control of
tasks that follow a sequence of linguistic “orders”, translated by a set of rules,
which are capable of being decoded by a fuzzy controller. Classical fuzzy
rule-based systems (FRBS) use fuzzy logic to produce outputs for each input.

In this work, the methodology is FRBS-based, with each input corresponding to
an output, governed by a fuzzy controller, which in turn is composed of four main
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parts: a fuzzification module; a fuzzy controller, which is subdivided according to a
rule base and an inference module; and a defuzzification module. A schematic
illustration of the functioning of a fuzzy controller is shown in Fig. 1.

2.2 Fuzzification Module

The first stage in the process is fuzzification, in which numerical inputs are con-
verted to fuzzy sets. Each fuzzy set is characterized by its membership function. It
is in this step that such functions are built and it is by means of them that individual
elements are defined in terms of their degree of belonging to the set. The values
used for these functions are obtained by working together with a specialist who has
knowledge of the behavior of the variables that compose the model.

2.3 Rule Base

The fuzzy rule base is a set of propositions describing the behavior of the
parameters involved in the system. These rules are defined as follows:

IF conditionð Þ THEN actionð Þ

where the condition and the action are values adopted for linguistic variables such
as “excellent”, “good”, “bad”, etc., which were modeled using fuzzy sets. This
characteristic of fuzzy logic enables the construction of a model that performs well,
even with imprecise variables. This step also requires the knowledge of an expert
who determines the action to be taken according to the behavior of the variables.

Fuzzification 

Rule Basis

Inference 
Module

Defuzzification 

Fig. 1 Fuzzy controller
scheme. Font:y authors
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2.4 Inference Module

This module “translates” propositions of the rule base using the techniques of fuzzy
logic, defining which t-norms, t-conorms, and inference rules should be used to
obtain the fuzzy relation that models the rule base.

2.5 Defuzzification Module

The defuzzification step involves the conversion of a fuzzy set into a numerical
value. In the present case, this numerical value is the calculated quality of the area
in question. Defuzzification can be performed in several ways, and the centroid
method was adopted in this work.

3 Results

The model used to assess the quality of an area and its potential for environmental
services in urban environments was constructed using a fuzzy system based on the
Mamdani model. The calculation was performed using two input systems, one for
the percentage of preserved vegetation cover in the green area, and the other for the
quality of this vegetation.

Evaluation of the percentage of vegetation cover employed the direct input of
data, by means of a trapezoidal membership function, with values from 0 to 100%,
depending on the extent of vegetation cover. The values were classified as follows:
very poor (<25%), poor (25%), regular (50%), good (75%), and excellent (>75), as
illustrated in Fig. 2. The centroid defuzzification model was used in the calculation.

The system used to evaluate the quality of the vegetation requires previous
interpretation prior to the insertion of the data. The input variables correspond to the
analysis of characteristics of the vegetation, considering whether the vegetation
cover matches one of the existing forest formations in the region, one of the existing
savannah (cerrado) formations, or a mixture of both.

The native forest formations in the Sorocaba region are mostly typical of the
Atlantic forest and are classified as semi-deciduous seasonal forest. Savannah
formations are also very common in the Sorocaba region, and the associated veg-
etation physiognomies evaluated in this work were the cerrado types: campo limpo,
campo sujo, campo cerrado, cerrado sensu stricto, and cerradão.

In addition to the type of vegetation (forest or savannah), the successional stage
was also considered. The methodology adopted for gauging the successional stage
was based on CONAMA resolution No 01/1994.
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In the case of the input variable related to the different savannah physiognomies,
the methodology used was based on São Paulo State Environment Secretariat
(SMA) resolution No 64/2009, which employs the number of tree individuals per
hectare to determine the classification.

The membership function for determination of the savannah physiognomy was
divided into the five categories described above. The triangulation function was
used, because SMA resolution 64/2009 specifies reference numbers for
classification.

The construction, from rule base to defuzzification and output, of the system to
evaluate the vegetation quality gave emphasis to forest formations and savannah
formations with greater density of arboreal individuals, and in the case of mature
forests considered the successional stages: advanced, middle, initial, and pioneer. In
the case of the savannah formations, prioritization followed the order: cerradão,
cerrado sensu strictu, campo cerrado, campo sujo, campo limpo.

System test
The system was tested by constructing 910 scenarios with different percentages

of vegetation cover associated with various possible situations, as well as different
percentages of vegetation formations and different successional stages of the for-
mations. Table 1 provides some of the results obtained in the calculations for the
different scenarios.

In the 910 different scenarios tested, the vegetation quality grades ranged from
0.82 to 9.20, while the values obtained for the areas ranged from 2.00 to 8.17.

Fig. 2 Illustration of the system constructed using Matlab
®

software for evaluation of the
percentage and quality of vegetation cover in a green area
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4 Conclusions

The results showed that the model behaved according to expectations, and suc-
cessfully translated into numerical variables different characteristics related to the
quality of vegetation (considering the type of formation, physiognomy, and suc-
cessional stage) and the percentage of coverage.

The fuzzy approach made it possible to perform a mathematically valid treat-
ment of subjective measures liable to uncertainties. The technique could assist
decision makers in identifying areas to be preserved in urban environments, con-
sidering attributes important for providing useful environmental services.

The model could be used to evaluate existing areas, as well as areas liable to be
urbanized, hence providing the population with valuable comparative information.

Table 1 Results obtained for evaluation of vegetation and area quality in tests using different
scenarios

Forest Cerrado
(savannah)

Successional
stage of forest

Successional
stage of
savannah

Percentage
of cover

Quality
grade

Area
evaluation

20 80 9 100 6 0.82 2.01
20 80 9 200 8 0.88 2.05
20 80 9 300 17 0.95 2.07
20 80 9 500 25 1.12 2.00
20 80 36 1700 83 7.50 7.50
20 80 36 2000 82 9.05 7.62
20 80 36 2300 100 9.20 8.17
50 50 9 100 6 0.82 2.01
50 50 9 200 8 0.88 2.05
50 50 9 1500 75 5.00 5.00
50 50 9 2000 82 7.50 7.50
50 50 9 2300 100 7.50 7.50
50 50 36 1300 67 6.45 6.32
50 50 36 1700 83 7.50 7.50
50 50 36 2300 100 9.20 8.17
80 20 9 100 6 0.82 2.01
80 20 9 200 8 0.88 2.05
80 20 9 300 17 0.95 2.07
80 20 36 1500 75 7.50 7.50
80 20 36 1700 83 7.50 7.50
80 20 36 2000 82 9.05 7.62
80 20 36 2300 100 9.20 8.17
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In the quality assessment of the vegetation, in some cases identical grades were
obtained for different scenarios, indicating that the defuzzification process was not
sensitive to certain variations, which was reflected in the final grades for evaluation
of the quality of the area. Although several possible modifications of the model
were tested, all presented the same difficulty in identifying variability between
environments. Nonetheless, despite the difficulty of the model in handling small
variations, reflecting a lack of sensitivity in treating the data in certain situations, the
model generally performed as expected and was capable of generating satisfactory
numerical values appropriate to different environments. The results obtained here
demonstrate that this model could be successfully used to evaluate the potential of a
defined area to provide environmental services in an urban environment.
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A New Methodology for Application
of Impact’s Identification Using Fuzzy
Relation
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Abstract The Environmental Impact Assessment (EIA) is a mechanism used by
governments and private institutions to predict environmental damage and optimize
positive impacts. One of the greatest challenges of the EIA process is to achieve an
effective integration of the various tools and the analytical procedures. This paper
proposes a new methodology for the application of impact’s identification and
characterization matrices by the use of Fuzzy Logic, using specifically Fuzzy
Relations Theory. Three Weight Matrices of State and Association, for each type of
expertise (physical, biotic, and anthropic) were created. Fuzzy Relations to
aggregate all these matrices were used, and a Weighted Response Matrix was
obtained. The developed fuzzy methodology was applied to real cases of EIA,
aiming to compare the results. The EIA Mario Covas Road Program—Modified
Southern Section was used, and the fuzzy interaction matrix proves to be a suc-
cessful tool. Because of the results, it was possible to infer that the new method-
ology, using fuzzy approach is an effective and practical tool in the Environmental
Impact Assessment.
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1 Introduction

The Environmental Impact Assessment (EIA) is a mechanism used by governments
and private institutions that aims the prediction of environmental damage and
optimization of positive impacts, simultaneously promoting sustainable develop-
ment. Increasingly, there is the need to use EIA as a base to establish mechanisms
of social control and participatory decision about development projects and eco-
nomic initiatives.

The EIA is intended to consider environmental impacts even before any decision
is taken, that may result in changes in the environmental quality. Therefore, it is
necessary to carry out sequential activities to obtain the EIA, involving several
participants and focusing on the analysis of environmental feasibility of a proposal.

One of the greatest challenges of the EIA process is to achieve an effective
integration of the various tools and the analytical procedures used to investigate the
processes and effects of the interactions between human activities and natural and
social processes. Therefore, it requires a multidisciplinary approach as it covers
many knowledge’s areas.

As a result of the wide variety of analysis and topics covered, the environmental
impact studies and reports often result in extensive documents, usually with hun-
dreds to thousands of pages, making it difficult the evaluation by the environmental
agency. For this reason, the application of Fuzzy Logic [1] could help identifying
and emphasizing the aspects of greatest relevance, such as the most significant
impacts and the activities that they are related with. The modeling process based on
Fuzzy Logic introduces a different, but not complicated approach. Because of that,
several researchers have been using it in a variety of environmental applications.
For example, Lee [2] created a model to evaluate the water quality of rivers and
lakes. Balas [3] classifies beaches and Riedler and Jandl [4] predict the soil and
forest degradation, whereas Yildirim and Bayramoglu [5] treated the air pollution,
and Conelissen [6] works with sustainable management.

Several tools are used for the identification and evaluation of the impacts,
requiring reasonable knowledge of the concepts, apart from detailed understanding
of the project and of the environmental dynamics of the place or region. Currently,
the most commonly used tools are: checklists, diagrams of interaction and matrices
[7].

Matrices are composed of two basic sets: one containing the activities or actions
promoted by the evaluated project and the other one with the main components of
the environmental system affected [8]. The purpose of the matrix is to identify the
possible interactions between the components of the project and the elements of the
environment. Matrices are widely used, due to its better representation of the
identification and characterization of impacts, when compared to the other methods.

After the selection of the actions and the environmental components, analysts
should identify all possible interactions, marking a score of magnitude and
importance of each impact, on an arbitrary scale of 0–10. If the magnitude is zero,
there is no interaction and the cell is not checked. Impacts can also be identified
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with linguistic variables or symbols, determined by analysts. After the study of the
matrices, it can be concluded that even relating activities and effects, this associ-
ation is carried out in a simple manner without quantify or qualify the impacts
generated.

The Fuzzy Logic proves to have great advantages in its applications, such as its
ability to integrate different types of observations, to evaluate inaccurate mea-
surements and to work very well with linguistic terms. Furthermore, this logic
enables the work with quantitative and qualitative data [9].

In this context, this project proposes a new methodology for the application of
impact’s identification and characterization matrices by the use of Fuzzy Logic,
using specifically Fuzzy Relations Theory [9]. This logic was applied in an eval-
uation matrix to reach a new interpretation configuration of the impacts. Therefore,
a matrix of fuzzy relations was used in order to indicate not only whether or not
there is an association between the two sets but also to identify the magnitude of the
relation between these elements. The subjective nature of this theory has proved to
be a valuable tool in the determination of environmental conditions and it can also
be an effective help in the management and establishment of public policies in order
to improve the environment.

2 Methodology

In order to reduce the subjectivity of the identification and assessment of impacts
through the interaction matrices, the use of Fuzzy relations was proposed in
combination with the common matrix method, aiming a better result on the pre-
diction of the environmental impacts caused by various projects. First of all, it was
proposed a fuzzy interaction matrix, based from a matrix proposed by Sanchez [7],
which identifies environmental effects and impacts of a limestone mine.

The first step of the methodology is to build the matrices of State (activities of
the project vs environmental effects) and Association (environmental effects vs
environmental impacts) based on Fuzzy Relations theory, as in Fig. 1, that indicate
the degree of relationship between the activities of the project, the effects and
environmental impacts. The degree of relation is a value between 0 and 1, as the
value 0 represents no relation between the items evaluated and the value 1 repre-
sents that they are completely related. The professional who develops the impact
identification matrix is the responsible to determine these values.

Once developed both matrices, they are used as a basis for the development of
new matrices, which can be filled by other reviewers, including members of the
population. These new matrices are filled up only indicating with an “x” the rela-
tions that are identified. In the case of this study, three groups of experts were
considered, one for each feature of the environment: physical, biotic and anthropic.
Therefore, three Weighting matrices were generated, in which the different pro-
fessionals involved in the EIA process identified the relationships.
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For the purpose of integrate the Weighting matrices with the matrices of State
and Association, the multiplication factor 1 was applied on the interactions where
the relation was identified and the multiplication factor 0 where this relation was not
identified. So, three Weighting matrices of State and Association were generated,
each one different for each type of expertise. It is important to notice that there
could be several more of these matrices depending on the expertise considered,
such as a fourth matrix filled by representatives of the population.

In order to relate directly the activities of the project with the environmental
impacts, a fuzzy composition took place. The composition was made between
matrix A (Weighting matrix of State: activities of the project versus environmental
effects) and matrix B (Weighting matrix of Association: environmental effects
versus environmental impacts), generating a Response matrix C, for each specialist
(or expert group). Accordingly, it was possible to define the composition
performed:

Cij =max1≤ k≤ n min Aik, Bkj
� �� � ð1Þ

To reach a common result, the three matrices obtained through the composition
were joined by a weighted average of the values. The weights were considered
according to the specialty of the professional. E.g. for the impacts of the physical
medium, weight 2 was considered to the answers of the expert in this field and
weight 1 to the answers of the others. Likewise, the same procedure was performed
for the impacts of biotic and anthropogenic medium.

Fig. 1 Combined matrices of state (activities of the project versus environmental effects) and
association (environmental effects versus environmental impacts)
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In addition to that, the result was multiplied by 10, so the final answer is a value
between 0 and 10. Consequently, it was possible to obtain the Weighted Response
Matrix, showed in Fig. 2, which relates the activities of the project with environ-
mental impacts caused, considering the opinion of several specialists.

To summarize the proposed methodology, Fig. 3 shows a scheme of all steps.
Based on the Weighted Response Matrix obtained, the numerical values of each

interaction “Activity versus Impact” were classified with linguistic variables, for a
better visual communication and understanding of the interactions. The activities
were classified according to the degree of relationship with the impact, varying
from minimally impacting to extremely impacting.

Fig. 2 Weighted response matrix, which lists the activities of the project and its impacts, taking
into account the opinion of experts involved in the process

Fig. 3 Scheme of proposed methodology

A New Methodology for Application … 631



According to the CONAMA [10], environmental impact can be defined as any
change in the environmental properties. Therefore, the qualification of the impacts
was carried out according to the significance of their change to the environment,
varying from minimally significant to extremely significant. For this, five ranges of
values were considered in the classification, as shown in Table 1. The Final Matrix
was then classified according to the linguistic variables.

In order to identify the activities with the most impact degree and the most
significant impacts, each activity and impact were analyzed separately. According
to the classification of each interaction, the greater degree of relation was selected,
due to the fact that if there is only one relation with a greater degree, it is sufficient
to classify the activity and impact with this magnitude.

It was possible then to identify the most critical conditions: the activities that
generate greater impact and the impacts that generate the most significant changes
in the environment. This classification is utterly important for the determination of
preventive and corrective actions, in order to investigate the best ways to carry out
the activities and to mitigate the impacts caused by them. Hence, the identification
of the most impacting activities can support the planning of preventive actions, as
well as the forecast of the most significant impacts enables the guidance of cor-
rective measures. Therefore, these actions and measures in combination would
integrate an effective environmental management of the project.

3 Results

The developed fuzzy methodology was applied to real cases of environmental
impact assessment, aiming to compare the results obtained in the real study with the
ones from the fuzzy methodology, thereby to discuss whether the proposed mea-
sures would have been the same if the fuzzy application had been used. Therefore,
the real environmental study analyzed in this paper is the Environmental Impact
Assessment of the Modified Southern Section of the Mario Covas Road Program, a
project done in the state of São Paulo, Brazil [11].

The starting point of the analysis of this EIA was the identification of two sets of
aspects: the actions of potential impact and the deriving impacts on each

Table 1 Classification of the degree of relation between activity and impact; and impact and
environmental change

Final matrix
value

Degree of relation between
activity and impact

Degree of relation between impact and
environmental change

0 ≤ value < 2 Minimally impacting Minimally significant
2 ≤ value < 4 Little impacting Little significant
4 ≤ value < 7 Medium impacting Medium significant
7 ≤ value < 9 Very impacting Very significant
9 ≤ value ≤ 10 Extremely impacting Extremely significant
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environmental component under consideration. It is important to notice the dif-
ference between the deriving impact and resulting impact: the first one is the one
induced by the actions identified, while the resulting impact is the one that remains
even after the adoption of preventive, mitigation or compensation measures. An
interaction matrix was used for the identification of the environmental impacts,
which relates the actions of the project of potential impacts and the environmental
components likely to be affected by them, with the possible impacts to be caused
being listed in each interaction.

Environmental control measures were formulated based on the understanding of
the potential impacts and the interaction matrix, to be taken as preventive, miti-
gation or compensatory actions. A detailed impact assessment was carried out in
order to qualify and quantify the resulting impact, which is the one that will actually
happen even after the effective implementation of the planned measures.

The conclusion of the EIA presents the overall environmental balance of the
project, considering the result of the evaluations carried out for each environmental
component affected. Regarding the resulting impact of the physical environment,
those that were considered most significant occurred during the construction phase,
with emphasis on the impact on the relief, in the stability of slopes and in the
erosion and its indirect consequences. Among the impacts on the biotic medium,
the impact highlighted is the one related to natural vegetation. In addition, impacts
in the wildlife were identified such as increasing risk of trampling and hunting. The
impacts in the antropic medium were considered diversified, affecting positively or
negatively various environmental components. It is common in infra structural
projects that components of the anthropic medium are considered as the main
recipients of the benefits or positive impacts targeted with the implementation of the
project.

After the study of the EIA Mario Covas Road Program—Modified Southern
Section, the developed fuzzy methodology was applied in order to analyze its
effectiveness in a real study.

The Matrices of Association and State were developed according with the
detailed environmental impact assessment carried out in the EIA, which determined
the characteristics of each impact and its relation to the activities and aspects of the
environment. The value for each relation was determined from this analysis, pre-
senting thus greater fidelity to the project’s reality. Furthermore, the matrices were
adapted to include the activities of the project, the environmental components and
the environmental impacts on the three mediums: physical, biotic and anthropic.
The matrices used by the fuzzy methodology also considered other environmental
components that had not been analyzed by the EIA study.

Three experts were considered to be involved in the process for the evaluation of
the existing interactions, one for each of the mediums: physical, biotic and
anthropic. Then, three weighting matrices were obtained.

Following the procedures described in Fig. 3, the matrices were completed by
each expert and then integrated to obtain the Response Matrices through the fuzzy
composition of the Weighted Matrices of Association and State, according to Eq. 1,
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in order to find the directly relation between the activities of the project and possible
caused impacts, as in Fig. 4.

The Response Matrices were joint into the Weighted Response Matrix and then
classified according to the five ranges of values exposed in Table 1, establishing the
degree of relationship of the activity with the impact and the degree of the impact
and the environment’s change.

Figure 5 shows the activities with highest degree of impact and the most sig-
nificant impacts were identified in accordance with the highest intensity rating of
the interactions related to each activity and each impact.

From this final classification, it was possible to identify the activities that gen-
erate greater impact and the impacts that cause the most significant changes in the
environment. The impacts and their changes can be characterized as positive or
negative.

The activities considered to be the ones with most impact are mainly the con-
struction phase: land cleaning, replacement and/or repair of soft soils and deviations

Fig. 4 Part of the weighted response matrix obtained from the implementation of the fuzzy
methodology in the EIA Mario Covas road program—modified southern section, which relates the
activities of the project and possible impacts in the physical medium
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of waterways. These activities are considered to cause negative impacts, therefore it
is necessary to establish preventive measures and actions. The construction phase
was also considered to be the one that causes the most impacts by the real EIA
study. In addition to these three activities, the highway’s operation was another
activity considered to be extremely impacting, during the project’s operational
phase. The impact caused by this activity can be seen as positive and negative, as
although it changes the environmental conditions, it also brings benefits to the
urban structure and to the quality of life. Therefore, preventive actions should be
taken in order to mitigate the negative impacts, as well as to enhance the positive
ones. In a general analysis, the project can be classified as high impacting, since all
of the impacts were characterized to be from medium to extreme significance. This
characterization was already expected, because only projects with potential for
significant environmental degradation is required to be evaluated by EIA in Brazil.

The extremely significant impacts were distributed in the three considered
mediums: physical, biotic and anthropic. The impacts of the physical and biotic
mediums can be considered exclusively as a negative: modification of the relief’s
morphology, slopes stability and increased erosion; silting of waterways; change in
air quality; and removal of vegetation. For these impacts, it is necessary to plan and
develop corrective actions. Potential impacts on road infrastructure, traffic and

Fig. 5 Classification of the activities according to their relation with the impacts
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transport may be considered as negative when related to the construction phase and
as positive when related to the operational phase, because during construction there
should be temporary changes to a local pattern of traffic distribution in addition to
trucks overload in the local road network. During operation, this impact will be
positive for assisting local transportation as well as being the main purpose of the
project.

Comparing the results obtained by the proposed methodology and the one from
the real EIA study, the fuzzy interaction matrix proves to be a successful tool, as the
classification of impacting activities and significant impacts was consistent with the
results of the case study. Considering its properties, the fuzzy logic allowed to a
better treatment of the uncertainties and subjectivities inherent in the EIA.

As another advantage, the developed methodology provides a direct and rela-
tively quick classification of activities and impacts according to their relevance for
environmental control.

4 Conclusion

By the analysis of the results obtained using the proposed methodology, it can be
concluded that the Fuzzy interaction matrix is an effective tool for the evaluation of
environmental impacts, providing a better treatment of the uncertainties and sub-
jectivities inherent in the EIA. The proposed methodology adds value and quality to
the data treatment, providing a more accurate result, without a change in the con-
ventional way that experts involved in the process work.

Through the hierarchy process of activities and impacts, the fuzzy logic enabled
the acquisition of relevant results for environmental control, in a direct and rela-
tively quick way, replacing the conventionally performed environmental studies
that are highly slow and extensive.

In addition, the developed methodology allows the guidance to preventive and
corrective measures based on the use of the matrices, promoting the integration of
EIA and the environmental management of the project at a stage that would con-
ventionally be only regarding identification of the impacts.

Therefore, the fuzzy approach allows a more realistic decision according to the
potential changes, proving to be an effective and practical tool in the Environmental
Impact Assessment process.
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Sustainability Index: A Fuzzy Approach
for a Municipal Decision Support
System

L. F. S. Soares, S. R. M. M. Roveda, J. A. F. Roveda
and W. A. Lodwick

Abstract Changing the behavior and habits of people and promoting sustainable
production and consumption, has caused investment and action by Governments in
promoting sustainability as a development model. Although many studies have
been developed to evaluate the conditions for sustainability, few take into account
the economic, environmental and social aspects altogether. Thus, the aim of this
study is the development of an index to measure the degree of sustainability of
municipalities using indicators for the social, demographic, economic and envi-
ronmental dimensions. The methodology employed here is based on the concepts of
fuzzy logic which models is subjectivity, uncertainty and imprecision. The index is
applied to all 5,565 municipalities in Brazil generating a national sustainability
study. After an assessment of the data using our index, a comparison is made with
the Municipal Human Development index. Similar results are obtained by both
methodologies. However, we argue that a fuzzy logic approach is useful since it
uses linguistic variables and is intuitive to implement. Thus, the sustainability index
is suitable to aggregate the various indicators and it is an important tool for decision
makers. Since it provides information that is useful for the formulation, monitoring
and evaluation of public policies.
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1 Introduction

Sustainability and sustainable development have become major issues in public
policy worldwide. The concept of sustainable development doesn’t have a unique
definition. One of the most used forms has been the one proposed in the Brundtland
Report: “development that meets the needs of the present generation without
compromising the ability of future generations to meet their own needs” [1]. Since
then sustainability have been promoted as a development model, focusing on
sustainable consumption.

There have been many studies concerning the sustainability assessment. Among
them we find Ness [2] who describes more than thirty different assessment
instruments and Singh [3] who presents a review about the sustainability indices.
The sustainability methodologies can be very diverse in their applications to
industries [4], energy [5], sustainable management [6], environmental quality [7, 8],
and sustainability of ecosystems [9] among others.

However, according to Dahl [10] “much more still remains to be done both to
produce indicators of planetary sustainability at the global level, and indicators at
the individual level relevant to the changes in personal motivation and behavior
essential if a sustainable society is to be built”. In this context, models to inform
decision makers about municipal sustainability conditions are a useful undertaking.
In general, the sustainability conditions are expressed by several indicators and
aggregation of them requires consistent ways to deal with information. Besides, the
challenge becomes more complex due to difficulty to manage large, diverse, and
missing data sets that will be summarized in a single number [11].

An appropriate framework to design models to deal with such challenges is
fuzzy logic. Introduced by Zadeh [12], this theory is suitable to analyze subjec-
tivity, uncertainty and imprecision. Various studies have shown that the ability to
model expert human knowledge is appropriate to support decision making models
[13–17], and a particular case of fuzzy sustainability measures is highlighted in
several studies (see Phillis and Andriantiatsaholiniaina [18], Phillis et al. [19], and
Gagliardi et al. [20]).

The purpose of this study is to develop a sustainability index to measure
municipal sustainability. The methodology employed, is based on a fuzzy inference
system, enabling the combination of social, demographic, economic and environ-
mental factors in order to describe the sustainability conditions.

2 Metodology

2.1 Selection of Variables

The model proposed here considers sixteen indicators separated into four dimen-
sions. We use dimensions and indicators for the Sustainability Index
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(SI) considered in the study of Sepúlveda [21]. Another consideration in our choice
was its free availability. Thus, what we use are the indicators from the Brazilian
Institute of Geography and Statistics (IBGE) [22], and they are described below.
Table 1 shows the indicators separated into social, demographic, economic and
environmental dimensions.

Life expectancy at birth is an indicator that expresses the average number of
years that a newborn child, of a particular population group, expect to live.

Infant mortality rate expresses the rate of infant deaths (under one year) in a
population, in relation to the number of live births in a given calendar year. It is
expressed for every 1,000 children born alive.

Schooling rate of the adult population shows the average number of years of
study in a population of 25–64 years of age according to groups of years of study
(less than 8 years, 8 years, 9 years, 10 years, 11 years, 12 years or more) and the
total population of this age group.

Illiteracy rate expresses the percentage of illiterate people of an age group
compared to the total population of the same age group. An illiterate person is
someone who cannot read and write.

Population density in inhabitants per km2 is an indicator that displays the
number of people per unit of area, (inhabitants/km2). It is a measure of spatial
distribution of the population and allows the study of concentration or dispersion of
this population in the geographic area considered.

Ratio between the urban and rural population expresses the ratio between the
number of inhabitants in the urban area and the number of inhabitants in the
countryside in a population.

Table 1 Dimensions and indicators considered in this study

Dimensions Indicators

Social Life expectancy at birth
Infant mortality rate
Schooling rate
Literacy rate

Demographic Population density in inhabitants per km2

Ratio between the urban and rural population
Ratio between the male and female population
% of the population over 25 years

Economic GDP per capital
Per-capita income
Income from work
Gini index of income distribution

Environmental Average per capita consumption of water
Access to the water supply system
Sanitary sewage type per household
Access to urban and rural garbage collection
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Ratio between male and female population expresses the ratio between the
number of men and the number of women in a population.

Percentage of the population over 25 years of age is the percentage of persons
in the population over 25 years of age.

Gross domestic product (GDP) per capita is an indicator that expresses the gross
domestic product (GDP) divided by the number of inhabitants of a locality.

Per capita Income is the ratio between the sum of the incomes of all individuals
living in individual households and the total number of these individuals.

Income from work is an indicator that expresses the percentage income from
work to the total income.

GINI Index of income distribution is an indicator that measures the degree of
inequality in the distribution of individuals according to household per capita
income. Its value varies from 0 when there is no inequality (household per capita
income of all individuals have the same value), to 1, when inequality is maximum.
The universe of individuals is limited to those living in individual households.

Average per capita consumption of water is the water consumption in liters per
inhabitant.

Access to the water supply system is the amount of domicile with treated water,
i.e. individual permanent domiciles served by piped water from general supply
network, with internal distribution to one or more rooms in urban and rural areas.

Sanitation is an indicator that represents the portion of the population served by
sanitary sewage system. The variable used is the home sewer connected to the
collector (or septic tank), expressed as a percentage, between the urban and rural
populations.

Access to urban and rural garbage collection is an indicator that shows the
portion of the population living in households served by domestic waste collection
services.

2.2 Development of Index

The SI was developed using the concepts of the fuzzy set theory. More specifically,
5 fuzzy rule-based system was used. It has as input and output linguistic variables in
the “IF-THEN” rules, allowing for automation and the implementation of an
extensive body of human knowledge not possible in quantitative modeling. These
concepts have been described in [23–25].

The SI is divided into two levels. In the first one, 4 inference systems were
developed to aggregate the indicators into each dimension to evaluate the situation
of the considered dimensions: demographic, social, economic, and environmental.
The second level, a final system use the results obtained for each dimension as input
variables to generate a measure summary, the value of the SI. Thus, SI can provide
a measure for the final situation about the sustainability and how is the progress in
each one of the dimensions. Figure 1 illustrates the overall architecture.
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Both levels use fuzzy membership function to encode the linguistic variables.
Each dimension consists of four input variables and each variable was assigned
three linguistic terms (low, medium and high). The output variables are assigned
seven linguistic terms (very low, low, medium low, medium, medium high, high
and very high).

The second level rules are of the type “IF (condition) THEN (answer)”
expressing the relationship between the antecedent (condition) and the consequence
(answer). For each one of the five systems, an analysis was made of the input and
output variables relating them to the IBGE indicators. Each one of the models has
81 rules, since there are four input variables with three fuzzy sets associated with
each variable and one output variable. The Table 2 shows some rules used in the
social dimension.

Due to facility to incorporate linguistic variables and human expertise, the
Mamdani inference method, whose aggregation is performed based on the com-
positional rule of inference max-min, was used. In the last stage, the data were
defuzzified by Center of Gravity method.

The implementation of each of the models was made using the Fuzzy Tool-
box MATLAB software, version 7.10.0-R2010a. The final ranking of the SI was

SECOND LEVEL

SI

Fig. 1 Architecture of the sustainability index
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Table 2 Examples of IF-THEN rules in social dimension

Social dimension

Rules Life expectancy at
birth

Infant mortality
rate

Schooling
rate

Literacy
rate

Dim_Social

R-1 High High High High Very high
R-2 High High High Medium Very high
R-3 High High High Low Very high
R-4 High High Medium High Very high
R-5 High High Medium Medium High
R-6 High High Medium Low Medium

high
R-7 High High Low High Very high
R-8 High High Low Medium High
R-9 High High Low Low Medium

high
R-10 High Medium High High Very high
′′ ′′ ′′ ′′ ′′ ′′

′′ ′′ ′′ ′′ ′′ ′′

′′ ′′ ′′ ′′ ′′ ′′

R-70 Low Medium Low High Medium
low

R-71 Low Medium Low Medium Low
R-72 Low Medium Low Low Low
R-73 Low Low High High Medium

high
R-74 Low Low High Medium Medium

low
R-75 Low Low High Low Medium

low
R-76 Low Low Medium High Medium

low
R-77 Low Low Medium Medium Low
R-78 Low Low Medium Low Very low
R-79 Low Low Low High Very low
R-80 Low Low Low Medium Very low
R-81 Low Low Low Low Very low
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calculated effect considering the effect on the human development index
(HDI) [26], and ranges between 0 and 1. In this way, the municipal sustainability
was classified into five classes: too high (0.800–1.0); high (0.700–0.799); average
(0.600–0.699); low (0.500–0.599); very low (0.0–0.499).

3 Results

A fuzzy rules-based systems was developed to measure the sustainability of dif-
ferent municipalities considering the social, economic and environmental aspects
based on the concept of sustainable development.

The MSI was applied to all 5,565 municipalities, distributed in 26 Brazilian
States. Only 1% of all municipalities belong to the set of municipalities of Class 1,
in which it is considered as having very high sustainability. In Class 2, with high
sustainability are 10% of the municipalities and in Class 3, medium sustainability
are 7% of the municipalities. Classes 4 and 5, composing 23% and 49% of the
municipalities are classified with low and very low sustainability, respectively. In
Table 3 it is possible to observe the absolute numbers of municipalities with respect
to their sustainability class separated by States of the Federation.

It is important to note that the index proposed here in addition to the general
classification can also be partially analyzed, i.e. the analysis of each of the
dimensions considered and the value of the SI is useful in defining policy strategies.
Table 4 shows the SI and evaluation of each of the dimensions for the munici-
palities with more than 500 thousand inhabitants. This classification allows policy
makers to make a comparison between the municipalities and study the actions
developed for each to achieve the higher SI.

The results produced by the SI were compared with those generated by the
Municipal human development index (M-HDI). The M-HDI sets the results of HDI
for municipalities and is a composite measure of three dimensions indicators of
human development: longevity, education and income. Figure 2 shows the ranking
of the 20 cities with the highest MSI compared to M-HDI. It is necessary to
emphasize that the values of both indices are very close, but the slight variations in
each value reflect the environmental assessment which is only seen in the MSI,
making it the most appropriate measure to reflect the situation of municipalities in
the context of sustainability.
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Table 3 Number of municipalities from federative state Brazilian per class by Si

Number of municipalities for sustainability class

State Class 1
very high

Class 2
high

Class 3
average

Class 4
low

Class 5
very low

Total
municipalities

Acre 2 20 22
Alagoas 4 98 102
Amapá 4 12 16
Amazonas 4 58 62
Bahia 3 5 53 356 417
Ceará 1 1 8 174 184
Espirito Santo 1 1 21 36 19 78
Goiás 29 93 106 18 246
Maranhão 4 213 217

Mato Grosso 2 21 65 53 141
Mato Grosso
do Sul

5 44 29 78

Minas Gerais 3 112 209 196 333 853
Pará 9 134 143
Paraíba 1 4 4 9 205 223
Paraná 3 46 141 127 82 399
Pernambuco 2 5 28 150 185
Piaui 2 5 217 224
Rio de Janeiro 1 10 27 41 13 92
Rio Grande do
Norte

2 3 16 146 167

Rio Grande do
Sul

3 58 113 223 99 496

Rondonia 16 36 52
Roraima 1 5 9 15
Santa Catarina 6 25 69 139 54 293
São Paulo 20 294 194 102 35 645
Sergipe 2 1 72 75
Tocantins 4 19 30 86 139
Distrito
Federal

1 1

Total
municipalities

39 593 935 1277 2721 5565
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4 Conclusions

The SI proposed in this study was developed by means of fuzzy logic which
incorporates variables of different natures to form a single measure that can point to
the conditions of the municipality with respect to sustainable development. The
analysis of the results shows that in some states of the country, only the capitals
have a higher rating, and in most Brazilian states, the municipalities have a low
sustainability index that point to the need to invest in all dimensions.

The variables we chose are easily available which allows the SI to be applied to
all Brazilian municipalities establishing a national scenario of the municipalities. In
addition, what we developed is an important tool for managers that can create and
develop actions in the four dimensions of sustainability, and thus achieve results
more effetely. Thus, priorities can be developed for the formulation, monitoring and
evaluation of public policies.

The next step in this study will be to measure the accuracy of the model by
statistical methods and compared the SI results with another fuzzy methodologies
used in sustainability assessment.
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