
Series Editor: G. Urban
Springer Series on Chemical Sensors and Biosensors 16

Michael J. Schöning · Arshak Poghossian   
Editors

Label-Free 
Biosensing
Advanced Materials, Devices and 
Applications



16

Springer Series on Chemical
Sensors and Biosensors

Methods and Applications

Series Editor: G. Urban



More information about this series at http://www.springer.com/series/5346

http://www.springer.com/series/5346


Label-Free Biosensing

Advanced Materials, Devices and Applications

Volume Editors:
Michael J. Schöning
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Aims and Scope

Chemical sensors and biosensors are becoming more and more indispensable tools

in life science, medicine, chemistry and biotechnology. The series covers exciting

sensor-related aspects of chemistry, biochemistry, thin film and interface techni-

ques, physics, including opto-electronics, measurement sciences and signal proces-

sing. The single volumes of the series focus on selected topics and will be edited by

selected volume editors. The Springer Series on Chemical Sensors and Biosensors
aims to publish state-of-the-art articles that can serve as invaluable tools for both

practitioners and researchers active in this highly interdisciplinary field. The care-

fully edited collection of papers in each volume will give continuous inspiration for

new research and will point to existing new trends and brand new applications.



Preface

The last decades have seen unprecedented activities in the development of biosen-

sors and other miniaturized analytical devices for the detection, quantification, and

monitoring of numerous chemical and biological compounds. A biosensor general-

ly consists of at least two functional components: a molecular recognition element

(receptor) that selectively interacts with its target analyte (e.g., ions, DNA, anti-

bodies, cells, and microorganisms) and a physicochemical transducer. The latter

converts the bio-recognition information into a measurable quantity, being an

electrochemical, electrical, optical, magnetic, mass-sensitive, or thermal signal.

Due to the fact that biological analytes are often hard to detect purely on basis of

their intrinsic physical properties, biosensors often require labels such as enzymes

and fluorescent or radioactive molecules attached to the targeted analyte. As a

result, the final sensor signal corresponds to the amount of labels, representing the

number of bound target molecules. As a drawback, label-based technologies are

often labor- and cost-intensive as well as time-consuming. In addition, labeling of

biomolecules can block active binding sites and alter the binding properties.

Altogether, this may adversely affect the affinity-based interaction between the

recognition elements and the target molecules.

In contrast, label-free biosensing technologies, by definition, do not require the

use of labels to facilitate measurements. Instead, they utilize intrinsic physical

properties of the analytes, such as molecular weight, size, charge, electrical imped-

ance, dielectric permittivity, or refractive index, to detect their presence in a

sample. Label-free biosensing methods have made enormous progress in recent

years due to their ability for rapid and inexpensive bio-detection in small reaction

volumes. Moreover, they lend themselves for integration into lab-on-chip platforms

and allow monitoring the concentration of target analytes in real time.

The book Label-Free Biosensing – Advanced Materials, Devices and Applica-
tions addresses state-of-the-art technologies and emerging developments in the field

of label-free biosensing and the underlying transducer principles, materials, device

fabrication, and applications. It is intended to give both the expert user and the

curious reader a view into the “world” of label-free technologies. It provides
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graduate students, academic researchers, and industry professionals with a compre-

hensive source for key advancements and future trends in label-free biosensing.

This volume consists of 16 chapters, which cover a broad range of label-free

biosensors based on a variety of transducer principles and advanced nanomaterials.

To start with, the first chapters address semiconductor field-effect biosensors, which

are a subclass of the electrochemical transducers. The selected examples include

capacitive electrolyte–insulator–semiconductor structures (chapter “Nanomaterial-

Modified Capacitive Field-Effect Biosensors”), silicon- nanowire transistors (chap-

ter “Silicon Nanowire Field-Effect Biosensors”), III-nitride semiconductor devices

(chapter “Label-Free Biosensors Based on III-Nitride Semiconductors”), and light-

addressable potentiometric sensors [chapter “(Bio-)chemical Sensing and Imaging

by LAPS and SPIM”].

The next group of chapters is devoted to several other types of electrochemical

transducers such as impedimetric biosensors with planar and three-dimensional

electrodes (chapters “Biosensorial Application of Impedance Spectroscopy with

Focus on DNA Detection” and “Label-Free Impedimetric Biosensing Using 3D

Interdigitated Electrodes”), electrochemical nanocavities (chapter “Electrochemi-

cal Nanocavity Devices”), and solid-state nanopore devices (chapter “Computa-

tional Modeling of Biomolecule Sensing with a Solid-State Membrane”). Chapter

“Amperometric Sensors Based on Carbon Nanotubes in Layer-by-Layer Films”

discusses amperometric sensors utilizing electrodes modified with carbon nano-

tubes, while chapter “Graphene-Based Biosensors and Their Applications in Bio-

medical and Environmental Monitoring” deals with graphene and graphene oxide

as next-generation electrode materials for biosensing in a medical and environmen-

tal context.

Chapter “Label-Free MIP-Sensors for Protein Biomarkers” provides a survey on

biosensors based on molecularly imprinted polymer receptors and their application

on clinically relevant biomarkers, while biomimetic sensors based on acoustic

signal transduction are reviewed in chapter “Biomimetic Recognition for Acoustic

Sensing in Liquids”. Next, in chapter “Enzyme Logic Systems – Biomedical and

Forensic Biosensor Applications”, the readers will find a comprehensive overview

on enzyme logic systems and digital biosensors based on the biocomputing concept

for biomedical and forensic applications. The heat-transfer method as a novel

transducer principle for label-free biosensing is introduced in chapter “Heat Trans-

fer as a New Sensing Technique for the Label-Fee Detection of Biomolecules”.

Finally, chapter “Towards Ultrasensitive Surface Plasmon Resonance Sensors”

summarizes ultrasensitive biosensors based on surface plasmon resonance, and

chapter “Biomagnetic Sensing” describes magnetic biosensors and magnetic imag-

ing devices.

Given the considerable research efforts into label-free biosensing in recent years,

we are now getting to the point at which label-free technologies find their way to

real-life applications including drug discovery, environmental monitoring, medical

diagnostics, and life sciences. From a commercial perspective, the global label-free

detection market is expected to grow with an annual growth rate of about 8.8% from

2017 to reach 2.29 billion $ by 2022. We believe that this book can contribute in
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stimulating and generating new ideas for further development of label-free biosen-

sing technologies.

The editors would like to thank all authors of this volume for their high-quality

contributions as well as A. Schlitzberger and G. Urban for their helpful advice and

patience.

Jülich, Germany Michael J. Schöning

Jülich, Germany Arshak Poghossian
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Nanomaterial-Modified Capacitive
Field-Effect Biosensors

Arshak Poghossian and Michael J. Sch€oning

Abstract The coupling of charged molecules, nanoparticles, and more generally,

inorganic/organic nanohybrids with semiconductor field-effect devices based on an

electrolyte–insulator–semiconductor (EIS) system represents a very promising

strategy for the active tuning of electrochemical properties of these devices and,

thus, opening new opportunities for label-free biosensing by the intrinsic charge of

molecules. The simplest field-effect sensor is a capacitive EIS sensor, which

represents a (bio-)chemically sensitive capacitor. In this chapter, selected examples

of recent developments in the field of label-free biosensing using nanomaterial-

modified capacitive EIS sensors are summarized. In the first part, we present

applications of EIS sensors modified with negatively charged gold nanoparticles

for the label-free electrostatic detection of positively charged small proteins and

macromolecules, for monitoring the layer-by-layer formation of oppositely charged

polyelectrolyte (PE) multilayers as well as for the development of an enzyme-based

biomolecular logic gate. In the second part, examples of a label-free detection by

means of EIS sensors modified with a positively charged weak PE layer are

demonstrated. These include electrical detection of on-chip and in-solution hybrid-

ized DNA (deoxyribonucleic acid) as well as an EIS sensor with pH-responsive

weak PE/enzyme multilayers for enhanced field-effect biosensing.

Keywords Biomolecular logic gate, DNA, Enzyme biosensor, Field-effect sensor,
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1 Introduction

The construction of nanoscale electronic devices utilizing single molecules and

nanoobjects (e.g., metal, oxide and semiconductor nanoparticles, carbon nanotubes,

etc.) as building blocks represents an exciting and promising approach to realize

future electronics beyond the current semiconductor technologies, as electronic

devices are becoming progressively smaller and silicon technology is reaching its

limit. In the past decade, a number of nanoelectronic and molecular devices (e.g.,

single-electron transistors [1, 2], molecular transistors [3, 4]) have been proposed,

which are based on unique properties of individual molecules or nanoobjects as

well as new physical phenomena in the nano-world. In spite of enormous efforts

devoted in the research field of molecular electronic devices, nevertheless, the

replacement of Si with “molecule-only” or “nanoobject-only” technologies in the

near future is considered to be a challenging task [5]. It has been widely discussed

that an integration of nanoobject/biomolecule inorganic/organic functional hybrid

systems with a macroscopic electronic transducer (hybrid device concept) might be

a more realistic approach for a new generation of (bio-)chemical sensors, sensor

arrays, and multifunctional biochips. The combination of nano- and biomaterials

within a hybrid system allows an enhancement of their functional properties and

often leads to new synergistic effects originating from the components of the hybrid

system [6–8].

In this context, the coupling of charged molecules, nanoobjects, and inorganic/

organic nanohybrids with semiconductor field-effect devices (FEDs) based on an

electrolyte–insulator–semiconductor (EIS) system represents a very promising

strategy for the active tuning of electrochemical properties of FEDs and, there-

fore, can open new opportunities for label-free biosensing with direct electrical

readout [5, 9–11]. Currently, FEDs based on an EIS system represent one of the

key structural elements for chemical and biological sensing (see, e.g., reviews
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[12–18]). Ion-sensitive field-effect transistors (ISFET), capacitive EIS sensors,

light-addressable potentiometric sensors (LAPS), and silicon nanowire transistors

(SiNW) are typical examples of (bio-)chemically sensitive FEDs. These devices

provide a lot of potential advantages such as small size and weight, fast response

time, compatibility with advanced micro- and nanofabrication technology, the

possibility of on-chip integration of multiple sensors (arrays), and signal processing

circuits.

The capacitive EIS sensor is the simplest field-effect sensor and represents a (bio-)

chemically sensitive capacitor. Since field-effect EIS sensors are charge-sensitive

devices, in principle, they are able to detect any kind of charge (or potential) changes

at or nearby the gate insulator–electrolyte interface induced by (bio-)chemical reac-

tions or molecular interactions, in particular, adsorption and binding of molecules. In

previous experiments, EIS sensors have been applied for the measurement of various

(bio-)chemical quantities in liquids, like pH value, ion and analyte concentrations

[19–22]. In addition, during the last few years, label-free sensing of charged mole-

cules and nanoobjects (e.g., nanoparticles, carbon nanotubes) has become one of the

most reported applications for capacitive EIS sensors [5, 11, 23–26]. The present

chapter summarizes selected examples of recent developments and current research

activities in the field of label-free biosensing using nanomaterial-modified capacitive

field-effect sensors. These include:

1. EIS sensors modified with negatively charged gold nanoparticles (AuNP) for the

label-free electrostatic detection of positively charged small proteins and mac-

romolecules, for monitoring the layer-by-layer (LbL) formation of oppositely

charged polyelectrolyte (PE) multilayers, as well as for the development of an

enzyme-based molecular logic gate

2. EIS sensors modified with (a) positively charged weak PE layer for the label-free

electrical detection of DNA (deoxyribonucleic acid) immobilization and hybrid-

ization by its intrinsic molecular charge and (b) weak PE/enzyme multilayer for

enhanced field-effect biosensing

2 Capacitive EIS Sensors Modified with AuNP/Molecule
Hybrids

Assemblies of AuNPs on a macroscopic transducer surface are an emerging and

highly attractive class of chemically and electrically tunable functional materials.

Due to the unique electrical, electrochemical, catalytic, and optical properties of

AuNPs, different from those of bulk Au, they have been extensively applied in both

fundamental research (e.g., catalysis, adsorption and binding of molecules, bio-

technology, electron transport phenomena in nanoscale materials with 1D, 2D, or

3D dimensionalities) [27–29] and various application-oriented fields (optical and

electronic devices, chemical sensors and biosensors, molecular logic gates, drug

delivery systems, etc.) [1, 2, 5–7, 20, 30–36].

Nanomaterial-Modified Capacitive Field-Effect Biosensors 3



Since the surface of AuNPs can be easily modified with variously charged shell

molecules and because the vast majority of biomolecules or PE macromolecules are

charged under physiological conditions, AuNP-modified EIS sensors can provide a

universal and efficient platform for label-free electrical detection of a wide variety

of molecules by their intrinsic molecular charge. The EIS sensor detects the charge

changes in those AuNP/molecule inorganic/organic hybrids induced by the molec-

ular adsorption or binding events. Below, the feasibility of this approach is dem-

onstrated on the examples of AuNP-modified capacitive EIS sensors for the

electrostatic detection of positively charged cytochrome c (CytC) and poly-D-

lysine (PDL) molecules as well as the formation of PE multilayers consisting

of poly(allylamine hydrochloride) (PAH)/poly(sodium 4-styrenesulfonate) (PSS)

system, representing typical model examples of detecting small proteins and mac-

romolecules and the consecutive adsorption of positively/negatively charged PE

molecules, respectively. In addition, the results of interfacing of an enzyme-based

AND–Reset logic gate (that mimics the operation of electronic logic gates) with

such EIS sensor functionalized with pH-responsive AuNPs are presented.

2.1 Preparation of AuNP-Modified EIS Sensors
and Measurement Setup

The EIS sensors consisting of an Al–p-Si–SiO2 structure (30 nm thermally grown

SiO2; 300 nm Al as rear-side contact layer) with chip sizes of 10 mm� 10 mmwere

prepared from a p-Si wafer (specific resistivity, 5–10 Ω cm). Before deposition of

AuNPs, the SiO2 surface was silanized with 3-mercaptopropyl trimethoxysilane

(MPTMS). It is a bifunctional molecule that contains both thiol and silane func-

tional groups and serves as a coupling agent between the AuNPs and SiO2 [37]. The

negatively charged citrate-capped AuNPs were prepared from a water solution

using the well-established chloroauric acid (HAuCl4) reduction method [38, 39].

For deposition of AuNPs on the MPTMS-modified SiO2 surface, the sensor was

immersed in a water solution of citrate-stabilized AuNPs for 12 h. The surface of

the AuNP-modified EIS sensors was characterized by scanning electron micros-

copy (SEM) and atomic force microscopy (AFM) (see Fig. 1). The average diam-

eter and density of AuNPs evaluated from several SEM images were approximately

18 � 2 nm and N ¼ (0.8–1.2) � 1011 AuNPs/cm2, respectively. The negatively

charged citrate surface provides a convenient scaffold to attach positively charged

molecules. For details of surface silanization, AuNP preparation, and deposition

steps, see [5].

The capacitance–voltage (C–V ) and constant–capacitance (ConCap) modes are

the most convenient methods for the electrochemical characterization of capacitive

field-effect sensors [40]. The C–V and ConCap curves were recorded before and

after surface modification or molecular adsorption process using an impedance

analyzer (see Fig. 2a). In the ConCap mode, the capacitance of the EIS sensor at the
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Fig. 1 SEM (a) and tapping-mode AFM (b) images of an AuNP-modified EIS sensor surface.

Reproduced from [5] with permission of the Royal Society of Chemistry

Fig. 2 Schematic cross section of the capacitive field-effect Al–p-Si–SiO2 EIS sensor after

silanization (a), deposition of negatively charged citrate-capped AuNPs (b), adsorption of posi-

tively charged molecules on the AuNPs (c), and the corresponding C–V curves with typical

accumulation, depletion, and inversion regions (d). Local changes in the width of the depletion

layer are shown, too. Reproduced from [5] with permission of the Royal Society of Chemistry

Nanomaterial-Modified Capacitive Field-Effect Biosensors 5



working point (which is usually chosen within the linear range of the depletion

region of the C–V curve) is kept constant by using a feedback control circuit, and

potential changes at the gate surface, induced by the molecular adsorption or

binding event, are recorded directly. For operation, a DC (direct current) polariza-

tion voltage is applied to the gate via the reference electrode (conventional

Ag/AgCl liquid-junction electrode) to set the working point and a small super-

imposed AC (alternating current) voltage (20 mV) with a frequency of 100 Hz is

applied to the system to measure the capacitance of the sensor. The contact area of

the EIS sensor with the solution was about 0.4 cm2. All potential values are referred

to the reference electrode.

2.2 Functioning of EIS Sensors Modified with AuNP/
Molecule Hybrids

Figure 2 schematically shows the simplified measurement setup and cross section of

the capacitive Al–p-Si–SiO2 sensor structure after silanization of the SiO2 surface

(a), deposition of negatively charged citrate-capped AuNPs (b), adsorption of posi-

tively charged molecules on the AuNPs (c), and the expected shift of a high-

frequencyC–V curve of the bare EIS sensor after these surface modification steps (d).

In such a device, the ligand-stabilized AuNPs have a dual role: they provide a

simple way for the attachment/binding of a wide variety of charged biomolecules

on their surface; at the same time, AuNPs act as additional quasi-spherical metal

gates, whose potential can be tuned by the intrinsic charge of attached molecules,

resulting in local changes in the width of the depletion layer, as shown in Fig. 2b, c. In

a simplified electrical equivalent circuit model, the total capacitance of the EIS

structure, C, is usually represented as a series connection of the insulator capacitance
(Ci), and the variable capacitance of the space-charge or depletion region in the

semiconductor (Csc) (the electrochemical double-layer capacitance is assumed to be

much greater than Ci and Csc and can, thus, be neglected) [40, 41]:

C ¼ CiCsc

Ci þ Csc

¼ Ci

1þ Ci=Csc

ð1Þ

In Eq. (1), for a given insulator thickness, the value of Ci is constant, while Csc is

determined by the width of the space-charge region in the semiconductor, which

depends, among others, on the voltage applied to the gate, VG, and the potential at

the gate insulator/electrolyte interface. Dependent on the magnitude and polarity of

the applied gate voltage, VG, three regions in the C–V curve can be distinguished:

accumulation, depletion, and inversion. In the accumulation region, Ci � Csc, the

total capacitance of the EIS structure is determined by the geometrical capacitance

of the insulator, C¼ Ci, and corresponds to the maximum capacitance of the system

(Fig. 2d).
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The binding of charged species to the AuNPs is analogous to the effect of

applying an additional voltage to the gate. Therefore, for the investigation of charge

effects induced in a capacitive EIS structure by the adsorption or binding of charged

molecules or nanoobjects, more important is the shift of the C–V curves along the

voltage axis (ΔVG) in the depletion region. The direction of these potential shifts

depends on the sign of the charge of adsorbed molecules. The binding of negatively

charged citrate-capped AuNPs to the silanized SiO2 surface will decrease the width

of the depletion layer (Fig. 2b) and increase the depletion capacitance (Csc) in the Si

within regions under surface areas covered with AuNPs. This will result in an

increase of the total capacitance of the sensor and in a shift of the C–V curve in the

direction of more positive (or less negative) gate voltages. In contrast, the electro-

static adsorption or binding of positively charged molecules to the negatively

charged citrate-capped AuNPs will modulate the charge of the AuNP/molecule

hybrids and, thus, will lead to a local increase of the width of the depletion layer

(Fig. 2c) and decrease of the space-charge capacitance. As a consequence, the total

capacitance of the modified EIS sensor will also decrease, resulting in a shift of the

C–V curve in the direction of more negative (or less positive) gate voltages (see

Fig. 2d). The amplitude of potential shifts (ΔVG) depends on the surface coverage

of the AuNPs, number of attached molecules, and their intrinsic charge and is given

by [5]

ΔVG ¼ nNNPNMQM

Cd
ð2Þ

where NNP is the surface density of the citrate-capped AuNPs, n is the AuNP-coated
fraction (coverage) of the gate surface, NM is the number of adsorbed molecules per

AuNP, QM is the effective charge of the adsorbed molecule, and Cd is the double-

layer capacitance.

Equation (2) is obtained by assuming that (a) the surface potential can be

considered as the average mixed potential of the silanized SiO2/solution and AuNP

hybrid/solution interfaces; (b) the double-layer capacitance, Cd, is similar at the

AuNP hybrid/solution and silanized SiO2/solution interface; and (c) screening of

the charge of AuNP hybrids by counterions in the solution can be neglected. It is

worth noting that due to the counterion-screening effect, the effective charge of

molecules and, therefore, the potential shift will depend on the ionic strength of the

measurement solution. Equation (2) clearly indicates the possibility of gating field-

effect EIS sensors by the charge of nanoparticle/molecule hybrids. In addition, it

allows to estimate potential changes induced by the adsorption or binding of charged

molecules onto AuNP-modified sensor surfaces. The large sensor signal can be

expected by a high surface coverage of AuNPs, a large number of highly charged,

adsorbed molecules per AuNP, and by measurements in low ionic strength solutions

(i.e., by a reduced counterion-screening effect and a small double-layer capacitance).
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2.3 Detection of Cytochrome c

CytC is an essential component of the electron transport chain in mitochondria. It is a

small, nearly spherical protein with a size of 2.6 nm � 3.2 nm � 3.0 nm [42]. Since

the isoelectric point of CytC is around pH 10 [43], it is sufficiently positively charged

at neutral pH value; the net positive charge of CytC in pH 7 solution is approximately

+9e (e is the elementary charge, 1.6� 10�19 C) [44]. CytC rapidly binds to an AuNP

due to electrostatic interactions between the positively charged CytC and negatively

charged citrate-capped AuNP. Figure 3 shows an example of the label-free electrical

detection of CytC molecules by means of the EIS sensor modified with citrate-capped

AuNPs. As can be seen, after the CytC adsorption, a large shift of the C–V curve of

about 328 mV in the direction to more negative voltages has been observed in the

depletion region that can be attributed to the presence of positively charged CytC

molecules on/close to the negatively charged citrate-capped AuNPs. Both the direc-

tion and amplitude of potential shifts can directly be determined from the dynamic

ConCap-mode measurements. The number of adsorbed CytC molecules per AuNP

calculated from Eq. (2) using the experimentally observed potential change of

ΔVG ¼ 330 mV (evaluated from the ConCap curve in Fig. 3) amounted to be

approximately NM ¼ 46 [5].

Fig. 3 Label-free electrical detection of positively charged CytC molecules by means of the EIS

sensor modified with negatively charged citrate-capped AuNPs (left). The C–V curves (middle)
and the ConCap response (right) were recorded in 1 mM phosphate buffer solution (PBS) of

pH 7 before and after the adsorption of CytC molecules. For the CytC adsorption, the sensor

was exposed to 1 mM PBS (pH 7) containing 50 μM CytC for 10 min. The C–V curves exhibit

a typical high-frequency shape with the usual accumulation (VG < �2 V), depletion

(�1.7 V < VG < �0.75 V), and inversion (VG > �0.6 V) regions. WP working point.

Reproduced from [5] with permission of the Royal Society of Chemistry
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2.4 Detection of Poly-D-lysine

A sketch of the EIS sensor modified with AuNP/PDL hybrids is depicted in Fig. 4

(left). PDL is a synthetic amino acid chain that is positively charged and widely

used as a coating to enhance cell attachment and adhesion to surfaces. In weakly

acidic to weakly alkaline solutions (pH 5–9), a strong electrostatic interaction exists

between polycationic chains of PDL and citrate-capped AuNPs, which is a result of

direct coupling of positive NH3
+ groups of PDL with negative COO� groups of the

citrate-capped AuNPs [45, 46]. The single AuNP can serve as docking site for

multiple PDL chain adsorptions. On the other hand, the PDL macromolecule can

bind to multiple AuNPs.

An example for label-free electrical detection of PDL with the AuNP-modified

EIS sensor is demonstrated in Fig. 4. The potential shifts detected after the

adsorption of PDL molecules evaluated from the C–V curves and the ConCap

response of three sensors were between 195 and 300 mV.

2.5 Detection of LbL Adsorption of Oppositely Charged PE
Macromolecules and Multilayer Formation

Polyelectrolytes are macromolecules carrying a large number of charged or charge-

able groups when dissolved in solution. LbL deposition of PE multilayers from

solutions provides a simple, low-cost, and efficient method for the preparation of

ultrathin films as well as complex heterostructures with a well-defined composition

and multiple functionalities, whereby ultrathin films are assembled electrostatically

from the repetitive, sequential adsorption of polyions with alternating charge [47, 48].

Recent experiments on the detection of PE macromolecules using capacitive EIS

sensors [40, 49, 50], silicon thin-film resistors [51], field-effect transistors [52],

Fig. 4 Label-free detection of PDL molecules by means of a capacitive EIS sensor modified

with citrate-capped AuNPs (left). The C–V curves (middle) and the ConCap response (right) of
the EIS sensors were recorded before and after adsorption of positively charged PDL molecules.

For PDL adsorption, the AuNP-modified EIS sensor was exposed to 10 mM PBS, pH 7,

containing 10 mg/mL PDL for 15 min. Reproduced from [5] with permission of the Royal

Society of Chemistry
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nanowire transistors [53], and metal–insulator–semiconductor devices [54] as

transducer have demonstrated that the semiconductor field-effect platform repre-

sents a powerful tool for real-time, in-situ electrical monitoring of PE multilayer

formation. The feasibility of an AuNP-modified capacitive EIS sensor for the label-

free detection of consecutive adsorption of polyelectrolytes has recently been

demonstrated using cationic weak PE PAH and anionic strong PE PSS as a model

system [5].

Figure 5 presents a schematic of the LbL formation of PAH/PSS multilayers on

the surface of AuNPs (a) as well as zoomed C–V curves in the depletion region and

a ConCap response of the AuNP-modified EIS sensor after the consecutive adsorp-

tion of each cationic PAH and anionic PSS layer from the respective PE solution

(50 μM PAH or PSS, adjusted with 100 mM NaCl, pH 5.4) (b). At this pH value,

both the PSS and the PAH molecules are fully charged [55]. As the citrate-capped

AuNPs are negatively charged, the PE multilayer formation was started with the

positively charged PAH macromolecules.

The consecutive adsorption of oppositely charged PE layers leads to alternating

shifts of the C–V curve and ConCap signal of the AuNP-modified EIS sensor along

Fig. 5 Schematic of LbL formation of PAH/PSS multilayer on a surface of AuNPs (a) as well as
zoomed C–V curves in the depletion region (left) and ConCap response (right) of the AuNP-

modified EIS sensor after the consecutive adsorption of cationic PAH and anionic PSS macro-

molecules (b). In this experiment, the EIS sensor was consecutively exposed to the respective PE

solution for about 10 min (the time necessary for depositing a single monolayer), followed by

recording of the C–V curve and ConCap response. These procedures were repeated until the

desired number of layers was achieved (in this study, 6–7 layers). Reproduced from [5] with

permission of the Royal Society of Chemistry
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the voltage axis. The direction of the signal changes correlates with the charge sign

of the outermost PE layer that is in good agreement with previous studies on PE

detection with various types of field-effect devices [40, 49–51, 53]. It is assumed

that the charge of the outermost layer overcompensates the charge of the underlying

layer and, thus, enables the adsorption of the next layer. Due to the reversal of the

charge of the outermost layer, the potential shifts show a “zigzag”-like behavior.

When the multilayer is terminated with the PAH layer, the sensor signal shifts

toward the direction corresponding to a more positively charged gate surface. In

contrast, the adsorption of a negatively charged PSS layer shifts the sensor signal to

less negative gate voltages.

As can be seen from the ConCap response in Fig. 5b, the magnitude of potential

shifts has a tendency to decrease with increasing the number of adsorbed PE layers.

For example, the ConCap signal decreases from�80 to�40 mV after the formation

of the first and third bilayers of PAH/PSS, respectively. A similar effect was

observed for field-effect thin-film resistors and capacitive EIS sensors without

AuNPs [40, 51]. To explain the impact of the number of adsorbed PE layers on

the signal behavior of the capacitive EIS sensor, a simplified theoretical model that

describes, among others, the influence of the distance of the outermost PE layer

from the gate surface has been developed in [40]. The electrostatic coupling

between the PE charge and the gate surface will drop with increasing the distance

between the outermost PE layer and the sensor surface. As a consequence, the

potential changes at the gate surface induced upon the PE adsorption will decrease

with increasing the number of PE layers and thickness of multilayer that, in fact, has

been observed in the experiment.

2.6 Enzyme Logic Gates Based on an AuNP-Modified EIS
Sensor

The idea creating a biocomputer using different biomolecules (e.g., proteins, DNA,

or enzymes) has attracted significant interest. Therefore, in the past decade, a large

variety of biochemical Boolean logic gates (AND, NAND, OR, XOR, NOR,
INHIB, etc.) and some more complex devices have been realized (see e.g., recent

reviews [56–61]). However, most of developments on molecular logic gates and

circuits represent elegant proof-of-concept experiments mimicking the operation of

their electronic analogues but are not able to compete with electronic computers

[57, 59, 60]. It is widely discussed that future of molecular logic elements is

strongly connected with the successful transfer of biomolecular logic principles to

solid substrates and integration with an electronic transducer as well as with the

possibility of their addressing and switching on/off externally [57, 62]. A coupling

of biomolecular logic systems with electronic transducers and stimuli-responsive

materials might enable the creation of novel digital biosensors with qualitative

binary output signals in a YES/NO format, logically triggered actuators for
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substance- or drug-release systems [57, 59, 63–65] and even closed-loop intelligent

sense/act/treat systems [66], opening a new research avenue in advanced personal-

ized medicine and theranostics.

In this context, an integration of biomolecular logic gates with field-effect

devices based on an EIS system – an electrochemical analog of the basic element

of conventional electronic logic gates and computing – is considered as one of the

most attractive and promising approaches for the transformation of molecular logic

outputs into electrical signals. The feasibility of this approach has recently been

demonstrated by realizing enzyme-based AND–Reset and OR–Reset gates using
capacitive field-effect EIS sensors consisting of an Al–p-Si–SiO2 structure

functionalized with AuNPs [35] and an Al–p-Si–SiO2–Ta2O5 structure modified

with a multienzyme membrane [62, 67], where analytes were used as chemical

input. In the following, the functioning of a field-effect-based enzyme logic gate is

explained in case of anAND–Reset logic gate interfaced with an Al–p-Si–SiO2 EIS

sensor modified with pH-responsive AuNPs, which have thiolated shell molecules

containing carboxylic groups [35]. In aqueous solution, carboxylic groups

deprotonate to carboxylate anions (COO�), yielding in AuNPs with a negatively

charged shell. In contrast to [35, 62, 67], the enzymes have been used as biochem-

ical input signal.

Before the logic gate experiments, the pH sensitivity of the bare and AuNP-

modified EIS sensors has been proven in standard buffer solutions from pH 4 to

pH 9. The EIS sensors with a SiO2 gate insulator showed a pH sensitivity of about

38–42 mV/pH that is in good accordance to values typically reported for a SiO2

layer [68]. A slightly higher pH sensitivity of 46 mV/pH was found for EIS sensors

modified with AuNPs.

The schematic of the AND–Reset logic gate is shown in Fig. 6a. It consists of

three enzymes, glucose oxidase (GOD), invertase, and urease, added into the

solution containing sucrose and dissolved oxygen. The absence of the respective

enzymes is considered as the input signal 0, while addition of enzymes is used as the

input signal 1. The operation of the enzyme logic gates is based on the cascade of

enzymatic reactions. The AND gate was activated by invertase and GOD, while

urease was used to realize the Reset function. The hydrolytic conversion of sucrose
to glucose and fructose catalyzed by invertase was followed by glucose oxidation

catalyzed by GOD in the presence of dissolved O2. Final product of these biochem-

ical reactions is gluconic acid, thus lowering the pH value of the solution. As

a result of the pH-induced charge changes associated with the protonation/

deprotonation of both the carboxylic groups of pH-responsive shells on the

immobilized AuNPs and the silanol groups on the SiO2 surface areas not covered

with AuNPs, the EIS sensor generates an electronic signal (changes in the capac-

itance of the depletion layer in the semiconductor) corresponding to the logic output

produced by the enzymes. The logic output signal has been read out by means of the

C–V method. As can be seen from Fig. 6b, only if both enzymes (invertase and

GOD) are present in the solution (input 1,1), the cascade of enzymatic reactions is

completed, resulting in a pH decrease and a large shift (about 118 mV) of the C–V
curve toward more negative voltage values. The reaction cascade cannot start if
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invertase is missing (input signal 1,0) or it cannot be completed if GOD is missing

(input signal 0,1). The potential shifts by different chemical input combinations are

depicted in Fig. 6c.

In order to provide the reversible operation of theAND gate, the pH value should

be increased again [67]. This has been achieved via activation of the Reset function
by adding the enzyme urease in the solution containing urea (10 mM). This results

in a pH increase and a rapid change in the sensor signal for about 172 mV in the

direction of less negative voltage values.

These experiments demonstrate an example of the successful interfacing of

enzyme logic principles with the field-effect transducer. Since EIS field-effect

devices are capable for detection of any kind of charge changes at the gate

insulator–electrolyte interface induced by molecular interactions or (bio-)chemical

reactions, in the future, the realization of a large class of EIS-based chemical and

biomolecular single logic gates and even an array of concatenated logic gates could

be possible by applying this transducer principle.

Fig. 6 Schematic of the AND–Reset logic gate (a), zoomed C–V curves in the depletion region

for the AuNP-modified EIS sensor recorded by AND and Reset operations (b), and corresponding
potential shifts induced by different chemical input combinations (0,0, 1,0, 0,1, or 1,1) (c).
Inv invertase, Ur urease
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3 Polyelectrolyte-Modified EIS Sensors

3.1 Label-Free Detection of DNA with PAH-Modified EIS
Sensor

DNA biosensors and microarrays are considered as a powerful tool in many fields

of applications ranging from pathogen identification and diagnosis of genetic

diseases over drug and food industry to forensic testing or detection of biowarfare

agents [15, 69–72]. Most of the DNA detection techniques are based on a highly

specific DNA hybridization reaction by which a single-stranded probe DNA

(ssDNA) binds to a complementary single-stranded target DNA (cDNA), forming

a double-stranded DNA (dsDNA) with a well-known helix structure. For a signal

readout and sensitivity enhancement, these techniques often require labeling of

either the target or probe DNA molecules using various markers (e.g., fluorescence,

redox, enzymatic, radiochemical) that make them time-consuming, complicated,

and expensive [69, 73]. For the creation of inexpensive and simple genosensors or

DNA chips, label-free detection principles are preferred. Therefore, considerable

research efforts have been invested toward the label-free electrical detection of

DNA by its intrinsic molecular charge using various kinds of FEDs (see, e.g., recent

reviews [15, 16, 24, 74]). Examples are detection of DNA immobilization, hybrid-

ization, and denaturation [25, 75, 76], identification of single nucleotide polymor-

phism [77], monitoring of DNA extension reaction and sequencing [78, 79], as well

as verification of DNA amplification by polymerase chain reaction (PCR)

[80, 81]. In these devices, the binding/adsorption of negatively charged DNA

molecules on the gate surface of the FED effectively changes the charge applied

to the gate, resulting in a modulation of the flat band or threshold voltage and the

output signal of the FED.

The major disadvantage of electrostatic DNA detection is the screening of the

negative charge of DNA molecules by mobile ions in the surrounding solution that

could significantly reduce the sensor signal, especially in high ionic strength

solutions. FEDs are able to detect the charge changes that occur directly at the

gate surface or within the order of the Debye screening length from the surface. The

Debye length defines the distance at which the electrostatic potential drops 1/e; it is

inversely proportional to the ionic strength of the solution and amounts to be, for

instance, ~1 nm for a 0.1 M solution of monovalent 1:1 salt. As a consequence, the

electrostatic coupling between the charged DNA molecule and the FED strongly

depends on the ionic strength of the solution, the distance between the charge of the

molecule and the gate surface, and, therefore, on the orientation of DNA molecules

to the gate surface. For example, if the DNA molecules are tethered to the gate

surface via linker molecules or a spacer, the fraction of DNA charge that remains in

the double layer and, thus, the FED signal induced by the DNA hybridization will

strongly drop with increasing length of linker molecules. These problems can be

overcome by immobilizing DNA molecules flat to the FED surface as well as by

signal readout in a low ionic strength solution.
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Direct electrostatic adsorption of DNA molecules onto typically used gate

insulator (e.g., SiO2, Ta2O5, Si3N4) surfaces is, in general, impossible, because

both are negatively charged in a wide pH range. Therefore, recently, we proposed a

strategy for the electrostatic detection of ssDNA adsorption and subsequent DNA

hybridization on the gate surface of an EIS sensor modified with a positively

charged weak polyelectrolyte layer of PAH [82–84]. Generally, a modification of

the sensor surface by means of LbL electrostatic adsorption of a cationic polyelec-

trolyte/DNA bilayer becomes more popular in DNA biosensor design based on the

field-effect platform [85, 86]. It has been discussed that in the presence of a

positively charged polyelectrolyte layer, the electrostatically adsorbed DNA mol-

ecules will form preferentially flat-oriented elongated structures on the sensor

surface with the molecular charges positioned near the gate surface within the

Debye length, yielding a higher detection signal [82, 83]. Moreover, in contrast to

often applied covalent immobilization methods that require time-consuming, cost-

intensive procedures and complicated chemistry for functionalization of the gate

surface and/or DNAmolecules, the LbL adsorption technique is easy, fast, and cost-

effective.

In the following, we present results of an application of PAH-modified Al–p-

Si–SiO2 EIS sensors for the label-free detection of a so-called on-chip and

in-solution hybridization of DNA molecules, schematically shown in Fig. 7. In

case of the on-chip hybridization, probe ssDNA molecules of known sequences

were immobilized onto the PAH-modified FED surface, and the subsequent

hybridization event was either detected in-situ by monitoring the sensor signal

during the hybridization process or ex-situ by measuring the sensor signal before

and after hybridization reaction. In contrast, by in-solution hybridization, the EIS

sensor directly detects the electrostatic adsorption of dsDNA molecules formed

after hybridization reaction occurred in the solution. In some cases, this could

offer several advantages over detection by on-chip hybridization, especially,

when the field-effect sensor is used for the detection of DNA amplification by

PCR [80, 81]. By direct dsDNA detection, the surface modification procedure can

be significantly simplified, because no probe ssDNA molecules have to be

immobilized onto the sensor surface that could reduce both the detection time

and costs.

Figure 7 demonstrates an example of detection of on-chip (a) and in-solution

(b) hybridized DNAmolecules with PAH-modified EIS sensors. In this experiment,

the ConCap response has been recorded before and after each surface modification

step: PAH adsorption, probe ssDNA immobilization on the PAH layer, and subse-

quent hybridization with complementary target cDNA as well as dsDNA adsorption

on the PAH layer. The PAH layer (with thickness of about 2 nm) was prepared by

exposing the Al–p-Si–SiO2 EIS sensor to 50 μM PAH solution (pH 5.4) for 10 min.

As it has been discussed in [82], at pH 5.4, both the SiO2 surface and PAH

molecules can be considered to be sufficiently charged to provide a successful

electrostatic adsorption of positively charged PAH molecules onto the negatively

charged SiO2 surface. For probe ssDNA immobilization, the PAH-modified chip

surface was exposed to 5 μM ssDNA solution for 1 h. For hybridization, the chip
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surface covered with the PAH/ssDNA bilayer was incubated with target cDNA

solution (5 μM cDNA) for 40 min at room temperature. For dsDNA adsorption, the

PAH-modified SiO2 surface was exposed to a solution containing in-solution hybrid-

ized dsDNAmolecules for 1 h. The in-solution hybridization was achieved by mixing

the solutions containing 5 μM probe ssDNA (40-mer) and 5 μM complementary

target cDNA (20-mer) for 1 h. For the experimental details, see [82–84].

The consecutive adsorption of oppositely charged PAH and probe ssDNA layers

leads to alternating potential shifts of about 96 and 26 mV, respectively (Fig. 7a).

As it has been discussed in Sect. 2.2, the direction of these potential shifts depends

on the sign of the charge of the adsorbed outermost layer, while the amplitude

reflects the amount of adsorbed charge. If a positively charged PAH layer is

adsorbed onto the negatively charged SiO2 surface, one needs to apply a more

negative gate voltage to compensate for this positive charge and to keep the

capacitance constant. In contrast, the adsorption of negatively charged probe

Fig. 7 Label-free detection of an on-chip (a) and in-solution (b) hybridization of 40-mer probe

ssDNA with 20-mer cDNAmolecules. To reduce the charge-screening effect and, thus, to enhance

the sensitivity of the EIS sensor to the molecular charge, all measurements were performed in a

low ionic strength solution (0.33 mM PBS buffer, pH 7, 5 mM NaCl)
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ssDNA molecules shifts the sensor signal toward the direction of more positive

(or less negative) bias voltages. After the hybridization process, the negative charge

of the dsDNA molecules is increased, resulting in an additional potential shift

(hybridization signal) of 20 mV in the direction of less negative voltages.

The average potential shift of about 40 mV was achieved after the adsorption

of in-solution hybridized dsDNA molecules onto the PAH-modified EIS sensor

surface (Fig. 7b). The lower detection limit evaluated from measurements in LAPS

setup [84] was ~0.1 nM dsDNA that is in good agreement with results reported

previously for DNA sensors based on silicon nanowires [87]. It is worth to note that

the PAH-modified EIS-based DNA sensors, generally, exhibited better operating

characteristics than EIS sensors modified with poly-L-lysine layer reported in [26].

3.2 Biosensors Based on an EIS Sensor Modified
with a PAH/Enzyme Multilayer

At present, a lot of field-effect enzyme biosensors for the detection of various

analytes (glucose, lactose, creatinine, penicillin, urea, organophosphorus pesticides,

etc.) have been developed using different immobilization methods (see, e.g.,

[13, 88, 89]). These include, for instance, physical adsorption, covalent binding,

cross-linking, entrapment within polymeric membranes, etc. The working charac-

teristics (sensitivity, detection limit, response time, lifetime) of enzyme biosensors

are strongly affected by the method of enzyme immobilization onto the transducer

surface. With the aim to enhance biosensor performance, a completely different

enzyme immobilization strategy has been proposed in [90], which is based on a

modification of the EIS sensor surface with a pH-responsive weak PE/enzyme

multilayer. Such modified EIS biosensor is capable for sensing not only local pH

changes on the gate surface induced by the enzymatic reaction but also pH-induced

changes in the charge of the weak PE macromolecules. In the following, the

proposed concept is described in detail, taking the example of a penicillin biosensor

prepared via modification of a SiO2 gate EIS structure with a PAH/penicillinase

multilayer (see Fig. 8).

The working principle of the field-effect penicillin biosensor is based on the

detection of H+ ions, which are produced during the hydrolysis of penicillin

catalyzed by the enzyme penicillinase [91]. The resulting local pH decrease near

the surface of the gate insulator (here, SiO2) will change the surface charge of the

SiO2 and, thus, will shift the C–V curve of the field-effect sensor along the voltage

axis (see, Fig. 8). The magnitude of this shift (ΔVs) depends on the local pH change

(ΔpH) and, therefore, on the penicillin concentration in the solution. On the other

hand, if the enzyme penicillinase is embedded within the multilayer of a weak PE of

PAH exhibiting pH-responsive ionizable groups [92], the local pH changes induced

by the enzymatic reaction will also alter the effective molecular charge of the

polyelectrolyte and charge density within the multilayer. This will cause an
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additional shift of the C–V curve along the voltage axis (ΔVPAH). Consequently, for

the EIS sensor modified with a weak PE/enzyme multilayer, a large sensor signal

and a higher sensitivity should be expected.

In order to prove the described detection mechanism, the pH and penicillin

sensitivity of an Al–p-Si–SiO2–(PAH/penicillinase)3–PAH structure with LbL-

prepared three bilayers of PAH/penicillinase and PAH as outermost layer has

been studied [90]. For comparison, penicillin sensitivity of an Al–p-Si–SiO2–

penicillinase structure with adsorptively immobilized penicillinase has been tested,

too. The pH sensitivity of the EIS sensor modified with the PAH/penicillinase

multilayer was higher (52 mV/pH in the range from pH 5 to 8) than that of a bare

SiO2 gate EIS sensor (38 mV/pH). As it has been reported in [92, 93], the ionization

degree and, therefore, the molecular charge of weak PE in the embedded layer

changes with both the pH of the surrounding solution and the net charge of the

outermost layer. Thus, the higher pH sensitivity of the modified EIS sensor can be

explained by assuming that both the underlying SiO2 gate insulator and the effec-

tive molecular charge of the PAH multilayer contribute to the pH-dependent sensor

response.

As expected, the higher penicillin sensitivity (around 100 mV/decade in the

linear range of 0.25–2.5 mM penicillin G) has been obtained for the Al–p-Si–SiO2–

(PAH/penicillinase)3–PAH sensor (for comparison, penicillin sensitivity of the Al–

p-Si–SiO2 sensor with adsorptively immobilized penicillinase was ~45 mV/decade

[90, 91]). The lower and upper detection limit was around 0.02 and 10 mM,

respectively. The 90% response time was about 1 min. Long-term measurements

show that even after 2 months, the loss of the original penicillin sensitivity was only

around 10–12% [90].

Taking together, an incorporation of enzymes in a weak PE multilayer provides

high analyte sensitivity, reduces enzyme leaching effects, and, thus, enhances the

operation stability and lifetime of the biosensor. Moreover, an entrapment of

enzymes within a polyelectrolyte multilayer could provide a larger amount of

Fig. 8 Functioning principle of a penicillin-sensitive EIS biosensor modified with a pH-responsive

weak PE/enzyme multilayer: schematic structure (left); enzymatic reaction of catalyzed hydrolysis

of penicillin by the enzyme penicillinase (middle); expected shift of the C–V curves of the EIS

sensor (right)
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enzymes immobilized per sensor area [90]. Finally, the described strategy could be

extended to further enzyme-based field-effect biosensors.

4 Summary and Outlook

During the last few years, label-free biosensing has become one of the most

reported research fields for nanomaterial-modified capacitive EIS sensors. In this

chapter, we presented selected examples of recent developments on EIS sensors

modified with ligand-stabilized AuNPs or a weak PE layer for the electrostatic

detection of charged molecules. The AuNP-modified EIS sensor detects charge

changes in AuNP/ligand inorganic/organic hybrids induced by molecular adsorp-

tion or binding events. Since the vast majority of biomolecules are charged under

physiological conditions and because the surface of AuNPs can be easily modified

with different charged (positively/negatively) shell molecules, AuNP-modified EIS

sensors represent a powerful and universal platform for label-free electrical detec-

tion of a wide variety of biomolecules by their intrinsic molecular charge. The

feasibility of this approach has been demonstrated on examples of EIS sensors

modified with citrate-stabilized negatively charged AuNPs for the electrostatic

detection of positively charged CytC and PDL, representing typical model exam-

ples of detecting small proteins and PE macromolecules. In addition, AuNP-

modified EIS sensors were successfully applied for the monitoring of a LbL buildup

of PE multilayers of PAH/PSS as well as for the realization of enzyme logic gates.

Furthermore, a label-free DNA sensor and enzyme-based biosensor with enhanced

performance have been realized using EIS structures modified with a weak PE

of PAH.

The presented approach can be extended to other FEDs as well as other charged

molecules and even biological entities, e.g., virus particles. Nowadays, viruses are

considered not only as disease-causing agents but also as highly promising smart

materials for bio- and nanotechnology applications [94] as well as for biosensing

[95]. The tobacco mosaic virus (TMV) is one of the most extensively studied plant

viruses [94], which is nonpathogenic for mammals. TMV particles have a tubelike

shape (with a typical length of about 300 nm, an outer diameter of 18 nm, and

an inner channel diameter of 4 nm). The outer surface of the TMV nanotubes

possesses thousands of regularly spaced sites that can be used for selective binding

of molecules (see Fig. 9). For instance, recently, we successfully applied TMV

nanotubes as enzyme nanocarriers for the development of an amperometric glucose

biosensor [96]. The presence of TMV nanotubes on the sensor surface allows

binding of a high amount of precisely positioned enzymes without substantial

loss of their activity and may also ensure accessibility of their active centers for

analyte molecules. We believe that the integration of virus particles, in particular

TMV nanotubes with FEDs (Fig. 9), will open new strategies in advanced label-free

biosensing technology.
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It is worth mentioning that in spite of successful experiments with nanomaterial-

modified FEDs, the label-free electrostatic detection of charged biomolecules

in real samples, especially in biological samples such as blood, urine, or saliva,

remains still a major challenge. Biological samples are very complex mixtures of

proteins, ions, and other chemical species. A possible nonspecific adsorption of

proteins and other charged molecules onto the sensor surface could generate false

background signals in addition to the signals from analytes of interest. Therefore,

reduction of nonspecific adsorption of biomolecules is evident in label-free biosen-

sor development and commercialization. Various blocking agents, like bovine

serum albumin or polyethylene glycol, have been used to reduce nonspecific

adsorption on biosensor surfaces. The problem of nonspecific response can also

be reduced by pre-filtering/purifying the complex biological liquids or by applying

differential-mode measurements.
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Silicon Nanowire Field-Effect Biosensors

Dipti Rani, Vivek Pachauri, and Sven Ingebrandt

Abstract Silicon (Si), still by far the most important semiconductor material in

this day and age, is dominating the microelectronic industry for decades. Due to

well-studied and firmly established processing methods, Si also serves as a robust

technology platform for the development of new devices in different scientific areas

such as optics, photovoltaics and sensor applications. One-dimensional forms of

Si such as Si nanowires (SiNW), due to their high surface-to-volume ratio, well-

controlled material properties and surfaces, are at the forefront of miniaturized

sensor devices. In the recent years, many bottom-up and top-down methods of

SiNW fabrication were established and utilized for state-of-the-art sensor platforms

towards emerging sensor applications. In this chapter, we will discuss the evolution

of the classical ion-sensitive field-effect transistor (ISFET) concept into its nano-

scale versions. Firstly, we describe the basis of the ISFET operation and different

readout methods for sensing of biomolecules of different sizes and surface charges.

Then, we focus on SiNW sensor platforms that were used for the detection of

various chemicals and biomolecules. Significant advances were made towards

realizing single-cell assays as well as novel applications such as organ-on-a-chip.

We discuss these new developments and the different detection methods utilized for

SiNW sensors. Differences in bottom-up and top-down fabrication methods are

summarized in brief. Further, the intrinsic limitations associated with SiNW sensors

so far hindering their commercialization are discussed. In the end, other competing

technologies and future prospects for the application of SiNW sensors are

discussed.

D. Rani and V. Pachauri

Biomedical Signalling Group, Informatics and Microsystem Technology, University of

Applied Sciences Kaiserslautern, Zweibrücken, Germany

S. Ingebrandt (*)

Biomedical Signalling Group, Informatics and Microsystem Technology, University of

Applied Sciences Kaiserslautern, Zweibrücken, Germany

Institute of Materials in Electrical Engineering 1, RWTH Aachen University, Aachen,

Germany

e-mail: sven.ingebrandt@hs-kl.de; ingebrandt@iwe1.rwth-aachen.de
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1 Introduction: Ion-Sensitive Field-Effect Transistors

Piet Bergveld is considered as the pioneer in using silicon field-effect transistor

(FET) devices for sensing applications in liquid environments. He demonstrated the

use of a surface-modified FET for the detection of ions in an electrolyte solution by

monitoring the changes in the current flow through the device at varying pH values

of the solution. He named these devices ion-sensitive field-effect transistors

(ISFETs) [1]. In the decades following this invention, ISFETs, due to their small

sizes and easiness of operation, became one of the best candidates for ion-sensing

applications in general. The sensing mechanism of an ISFET is governed by the

electrical properties of the transistor and the electrical potential at the solid-liquid

interface of the gate oxide surface, which are detailed in this chapter.

An ISFET is a classical metal-oxide-semiconductor field-effect transistor

(MOSFET), where the typical metal/polysilicon gate electrode is replaced by

an electrolyte solution in direct contact to the gate insulator and electronically

contacted by a reference electrode. Similar to the classical MOSFET, an ISFET

consists of three terminals – source, drain and electrochemical gate electrode. A

schematic of a special form of a p-type Si ISFET is shown in Fig. 1. This special

device is realized on a silicon-on-insulator (SOI) wafer having the top layer Si

separated from the handle Si wafer by a buried oxide. The top Si works as the

transducer material, acting as a channel between the p-doped source and drain

contacts, which are further metallized and contacted to the outside. The Si channel

is covered by a thin gate oxide (e.g. 7–10 nm SiO2 in the case of this SOI ISFET),

which is in contact to the electrolyte solution. Usually, the gate oxide thickness is

scaled with transistor size, like in semiconductor industry with values of several

100 nm for large ISFETs down to a limit of roughly 5–7 nm for nanoscale ISFETs.

An electrical double layer (EDL) is spontaneously formed at the solid-liquid

interface. The potential at the gate oxide surface is called the surface potential
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(Ψ s). The surface potential depends on chemical reactions at the gate oxide surface

and is given in a first approximation by the ratio of the net surface-charge density

(σs) and the differential capacitance (Cd) of the EDL, Ψ s¼ σs/Cd. A surface reaction

or binding event of ions or charged molecules to the gate oxide surface results in a

change in Ψ s, which can be directly detected as a change in the threshold voltage

(Vth) of the ISFET. In a Si ISFET, the surface hydroxyl groups (Si-OH for SiO2 as

gate oxide) can undergo protonation or deprotonation depending on the pH value of

the electrolyte solution. This protonation/deprotonation leads to a rearrangement of

ionic constituents of the electrolyte and results in the formation of an EDL up to a

certain distance from the interface as shown in Fig. 1. The formation of the EDL can

be explained by sophisticated models such as the Gouy-Chapman-Stern theory. The

EDL enforces a build-up of a surface potential Ψ s at the oxide surface, which is then

the basis behind the pH-sensing mechanism of an ISFET. The surface potential Ψ s

Fig. 1 A Si ISFET is shown in the schematic (left) with a detailed illustration of the solid-liquid

interface (inset): (Left) The Si ISFET is realized on an SOI substrate and consists of three terminals –

source and drain electrodes connecting the Si channel, which is covered by a thin gate oxide (SiO2).

Drain-source voltage Vds and gate-source voltage Vgs are applied, and the drain-source current Ids is
measured by a current amplifier (Amp.). The gate-source voltage is applied to a reference electrode

suspended in electrolyte solution over the gate oxide. (Right) Schematic of the Gouy-Chapman-Stern

model of the electrical double layer composed of the Stern layer and the diffuse layer. Inside the

Stern layer the inner Helmholtz plane (IHP at x1) and the outer Helmholtz plane (OHP at x2) are
defined as explained in the text. The surface potential Ψ s drops linearly inside the Stern layer and

exponentially in the diffuse layer. The potential at this plane is called the Zeta-potential Ψ2. Two

solid-liquid interfaces are included at the gate oxide SiO2/electrolyte interface (bottom) and at the

reference electrode/electrolyte interface (top). The schematic is also showing the potential distribu-

tion within the ISFET – the applied Vgs drops at the reference electrode/electrolyte interface

(Eref + χsol), within the electrical double layer near the oxide/electrolyte interface (Ψ s), within the

insulator (Ψox) and due to depletion of charge carriers also within the Si (ΨSi). All terms are

described in the text
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is a function of the pH value of the electrolyte solution, Ψ s ¼ f(pH) [2]. It is known
from the site-binding model that the acid/base reactions take place between the gate

oxide surface hydroxyl groups (Si-OH) and the hydrogen ions (H+) in the electro-

lyte solution, which can be described by two dissociation constants Ka and Kb as

follows:

Si� OHþ
2 Ð Si� OHþ Hþ, with Kb ¼ Si� OH½ � Hþ½ �s

Si� OHþ
2

� � ð1Þ

Si� OH Ð SiO� þ Hþ, with Ka ¼ SiO�½ � Hþ½ �s
Si� OH½ � ð2Þ

where [H+]s (also called the activity of the H+ ions at the surface) is the surface

concentration of H+ ions and the other quantities in the square brackets represent the

number of surface sites per unit area.

The potential at the solid-liquid interface is governed by the charges and its

strength decays away from the surface with zero potential in the bulk of the solution

as depicted in Fig. 1 (right, red curve). Due to the protonation/deprotonation of

hydroxyl groups at the oxide surface, there is difference in H+ ion concentration at

the solid-liquid interface and in the bulk electrolyte solution [3]. The concentration

of H+ ions at the surface ([H+]s) can be related with the bulk H+ ions concentration

([H+]b) by the Boltzmann distribution:

Hþ½ �s ¼ Hþ½ �b exp � qΨ s

kT

� �
ð3Þ

pHs ¼ pHb þ qΨ s

2:3kT
, ð4Þ

with

pHs ¼ �log10 H
þ½ �s, pHb ¼ �log10 H

þ½ �b ð5Þ
where q is the elementary charge, k is the Boltzmann constant and T is the absolute

temperature.

The total density of surface sites (Ns) at the gate oxide is given by

Ns ¼ Si� OH½ � þ SiO�½ � þ Si� OHþ
2

� � ð6Þ
The parameters Ka, Kb and Ns depend strongly on the type of gate insulator.

The surface-charge density σs is given by the difference in the number of

positively charged groups and negatively charged groups per unit area [4]:

σs ¼ q Si� OHþ
2

� �� SiO�½ �� � ¼ qNs
Hþ½ �2s � KaKb

KaKb þ Kb H
þ½ �s þ Hþ½ �2s

 !
¼ �q B½ � ð7Þ
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At the point of zero charge (pHpzc ¼ pKaþpKb

2
), the number of positively charged

groups equals the number of negatively charged groups giving a zero net charge,

[B] ¼ σs ¼ 0. For instance in case of SiO2 as gate oxide, the point of zero charge is

pHpzc ¼ 2.

Dividing Eq. (7) with pHs and differentiating gives

δσs
δpHs

¼ �q
δ B½ �
δpHs

¼ �qβint ð8Þ

where βint is the intrinsic buffer capacity, i.e. a measure of the charging capability of

the oxide surface with changes in the pH value of the solution. It depends only on

the intrinsic properties of the surface, i.e. Ns, Ka and Kb.

At the EDL, an equal amount of charge density σEDL with opposite polarity

appears on the electrolyte side of the layer due to the charge-neutrality condition.

According to the Gouy-Chapman-Stern model, the electrolyte side of the EDL is

composed of several layers depending on the distribution of ionic constituents

of the electrolyte – called the Helmholtz or Stern layer and the diffuse layer

(DL) [3]. In the very inner layer, some surface adsorbate ions and molecules may

get close to the gate oxide. An imaginary plane passing through the loci of the

electrical centres of these adsorbed ions is called the inner Helmholtz plane (IHP) –

which is at a distance of x1 from the gate oxide (Fig. 1). The surface-charge density

σs on the gate oxide is counterbalanced by the solvated ions, which can approach

the oxide surface only to a distance x2. The imaginary space between the IHP and

the loci of nearest available solvated ions is called the outer Helmholtz plane

(OHP). The concentration of the solvated counterions decreases from the OHP to

the bulk of the electrolyte, forming a DL. Since the interaction between the surface

charge and the solvated counterions is via electrostatic force, a thinner DL is related

to a higher ionic strength electrolyte due to a stronger screening effect. As the

distance from the gate oxide surface towards the electrolyte solution increases, the

potential drops in roughly linear inside the Stern layer. After this the potential

decreases exponentially into the DL and, finally, approaches zero in the bulk

solution (Ψ b) (Fig. 1 right, red curve). The potential, which is present at the

interface between the immobile ions of the Stern layer and the mobile ions of the

DL, is called Zeta-potential (Fig. 1, Ψ 2). The distance from the oxide surface in

the electrolyte solution, where the potential drops to 1/e of its value at the gate

oxide, is called the Debye length (λD). For a given electrolyte solution, λD can be

calculated by

λD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
202rkT

2q2P

s
where P ¼ 1

2

X
ciz

2
i ð9Þ

where ε0 is the vacuum permittivity, εr is the dielectric constant of the electrolyte
solution, P is the ionic strength of the electrolyte and ci and zi are the concentration
and valence of the ions in the electrolyte solution.
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The surface-charge density σs is balanced by charges in the electrolyte side of

EDL (σEDL) with no counterions in the IHP (as shown in Fig. 1) [3]:

σs ¼ �σEDL ¼ σOHP þ σDL ð10Þ
where σOHP and σDL represent the charge densities in the OHP and DL,

respectively.

Alternatively, the double-layer charge can be related to the double-layer capac-

itance (CEDL) by

σs � CEDLΨ s ð11Þ
δσs
δΨ s

� Cd ð12Þ

with Cd the double-layer capacitance. Combining Eqs. (8) and (12), the dependence

of Ψ s on the pHb can be obtained as

δΨ s

δpHb

¼ �2:3
kT

q
α, and α ¼ 1

1þ 2:3 kTCd

q2βint

ð13Þ

where α is a dimensionless sensitivity parameter with a value varying between

0 and 1. For high βint with low Cd values, α will be close to 1, and highest pH

sensitivity can be expected. From this equation, the upper limit of the pH sensitivity

of a Si ISFET, called the Nernst limit, can be calculated as 59.2 mV/pH at 25�C
with α¼ 1. For Si ISFET pH sensors, the best gate insulator is tantalum oxide as its

βint value is highest known for dielectrics. It gives nearly ideal pH response, and it is

inert to changes in the ionic strength of the solution.

In a Si ISFET shown in Fig. 1, the reference electrode in contact with the

electrolyte solution is used to modulate the charge-carrier density in the transducer

channel by applying a gate voltage (Vgs). As shown in the inset in Fig. 1 (right side),

the Vgs successively drops at the reference electrode/electrolyte interface, the EDL

near the gate oxide/electrolyte interface, the gate-oxide layer and at the Si layer

under the gate oxide [5]. The individual potential drops at the different interfaces

depend on the type of reference electrode, the electrolyte-solution conductance, the

gate-oxide charges and the doping level of the Si layer below the gate oxide [2]. The

gate-oxide charges include fixed charges in the oxide (Qox), at the oxide-Si interface

(Qss) and the depletion charges in the Si (QB), respectively. Additionally, the doping

level of the Si layer defines the Si work function (ΨSi) and the change in potential at

the Si surface (2ΦF) that is required to initiate the inversion of charge carriers (see

Fig. 1, right). In our particular device example, ΦF is the difference in Fermi level

of the intrinsic Si channel and the p-doped Si layer in the source and drain regions.

As an example, Fig. 2 illustrates a scanning electron microscopy (SEM) image

of a SiNW device that consists of eight individually addressable SiNWs with a

common source and individual drain contacts. The device was realized on an SOI
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wafer using a top-down nanolithography process, which is described in brief in the

next sections [6].

Figure 3a shows a typical transfer-characteristic curve for this p-type,
enhancement-mode SiNW ISFET, where the black and red curves of the graph

represent the drain current (Ids) values against Vgs in a linear and a log scale,

Fig. 2 SiNW device with eight nanowires (SEM image): The nanowires were realized on an SOI

wafer and etched out of the top silicon layer similar to the schematics shown in Fig. 1 (dark areas

are the silicon structures). Eight individually addressable nanowires are shown with eight drain

contacts (from top) sharing a common source contact (bottom). Nanowires are 8 μm long having a

spacing of 2 μm and a width of 100 nm [6]

Fig. 3 Operation of a SiNW ISFET for sensing in liquids: (a) The graph displays the drain-source

current Ids values against the voltage applied at the reference electrode (Vgs) in linear (black curve)

and in log scale (red curve). It is named the transfer characteristics of this typical p-type,
enhancement-mode SiNW ISFET. (b) The transconductance curve can be numerically derived

from the transfer characteristics of the SiNW ISFET. For sensing experiments, the working point

of the SiNW ISFET is chosen at the highest transconductance value as shown by the vertical,

dashed line
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respectively. Here, the drain-source current Ids was measured as a function of Vgs

ranging between 0 to �2 V and at a fixed drain-source bias Vds ¼ �1 V. The SiNW

device behaves like a long-channel FET device. One can see that for this p-type
SiNW ISFET, there is no current flow in the channel at Vgs ¼ 0. This is caused by

the fully depleted area in the SiNW channel, and the situation is called the “off

state” of the device. The decrease of Vgs results in an increase of the charge-carrier

density in the nanowire. At a certain front-gate voltage Vgs, the charge carriers can

flow through the channel, and this point is characterized as the threshold voltage

(Vth) marking the onset of the drain-source current Ids similar to a typical Si ISFET.

There are various methods to define the Vth from an actual measurement of a Si

ISFET [7]. The Vth of a Si ISFET is theoretically given by the following (Eq. (2)):

Vth ¼ Eref � Ψ s þ χsol �
Ψ Si

q
� Qox þ Qssð Þ

Cox

� QB

Cox

þ 2ΦF ð14Þ

where χsol defines the surface-dipole potential of the electrolyte, which is assumed

to be constant, and Cox represents the capacitance of the gate-oxide layer.

All other components are also approximated to be constant in Eq. (12), with Ψ s

the only variable. The Vth of a Si ISFET depends on the change in surface potential

(ΔΨ s), only when the potential at the reference electrode (Eref) is stable. For this

purpose, typically an Ag/AgCl reference electrode can be used, which possesses an

electrode reaction given as [8]

AgCl sð Þ þ �e Ð Ag sð Þ þ Cl� aqð Þ ð15Þ
with (s) referring to the solid form and (aq) referring to the solvated form. An

Ag/AgCl reference electrode usually contains an internal filling of 3M potassium

chloride solution with a small addition of silver nitrate (AgNO3), which provides an

electrochemically stable interface with the reference electrode via a well-defined

redox reaction between the silver metal (Ag) and its salt (AgCl). The highly

concentrated KCl solution ensures a minimum dependency of the electrode from

eventual chloride concentration changes in the test solution and is usually in contact

with this solution via an ion conductor bridge.

Before using the Si ISFETs in sensing applications, the characterization of Vth is

very crucial, since it represents the change in surface charge or the effective charge-

carrier density of the device. The shift in Vth can be taken as an indicator for

changes happening at the transducer surface. For example, binding of biomolecules

or ions from the electrolyte solution onto the transducer surface will result in a

change in the net surface-charge density on the transducer surface, which in turn

will influence the Vth of the Si ISFET.

When Vgs is higher than the threshold voltage, i.e. Vgs > Vth, the transistor is

weakly inverted. The subthreshold current is in this case diffusion-limited and
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increases exponentially with Vgs as shown in Fig. 3a. Here, the drain-source current

Ids is defined as

Ids / e2:3
Vgs�Vth

SS ð16Þ

where SS is the subthreshold slope (also called subthreshold swing, SS ¼ ∂Vgs

∂logIds

	 

)

of the Si ISFET. A small SS is desirable as it implies that the device can switch

rapidly from the “off state” to the “on state” with a small change in gate potential.

When the transistor is operated in its subthreshold region, the current sensitivity is

higher, i.e. ΔIds/Ids as the drain current depends exponentially on Vgs.

For an enhancement-mode, p-type Si ISFET, when Vgs < Vth and for small Vds

(where |Vds| � 2(|Vgs � Vth|)), the drain-source current Ids is

Ids ¼ W

L
μpCox Vgs � Vth

� �
Vds ð17Þ

whereW and L are the width and length of the semiconducting channel and μp is the
hole mobility. Therefore, for small drain-source voltages Vds, the current-voltage

relation is linear for a given gate-source voltage Vgs, and the transistor behaves as a

resistor.

The ratio of change in drain current as a function of gate voltage, i.e. the

efficiency of the gating effect or amplification, is termed as the transconductance

gm of the Si ISFET, which is given by

gm ¼ ∂Ids Vgs

� �
∂Vgs

�
Vds¼constant

ð18Þ

As a first-order numerical derivative of the transfer characteristic curve shown in

Fig. 3a, the gm of the same device is plotted in Fig. 3b. A higher gm value reflects a

higher sensitivity of the transistor as it reflects a larger change in Ids for a given

change in Vgs [9]. The gm can be calculated from the first derivative of the transfer-

characteristic curve, and in our works the Vgs at the maximum gm value is typically

chosen as the working point of the Si ISFETs. This sensitivity to gate-potential

changes should not be confused with the sensitivity of the biosensor, since many

other aspects such as the biological receptor layer play an important role.

2 Sensor Operation and Readout Strategies

From the above discussion, it is obvious that Si ISFETs can be used for the

detection of chemical events taking place at the transducer surface. The same

concept can be applied to detect biological molecules, where a receptor layer on

top of the transducer surface enables a specific binding of target-analyte biomole-

cules from a test solution. This selective binding has been so far exploited for
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virtually all biomolecular recognition types such as deoxyribonucleic acids

(DNAs), aptamers, proteins, enzymes, living cells, etc. [10–15]. The efficiency of

the sensor platform for analyte detection depends on the capability of the receptor-

analyte pairs to induce a change in the surface-charge density on the transducer

layer. There are mainly two alternative approaches to explain the changes in surface

potential upon binding of charged biomolecules. A direct effect of modulating the

surface-charge density of an oxide-liquid interface upon binding of charged mole-

cules can be described by the Poisson-Boltzmann theory considering a charged

biomolecular layer on top of the sensor surface [16–19]. An alternative approach is

an indirect effect, where the ionic cloud composed of counterions surrounding the

charged biomolecules at the surface is detected by the oxide surface. The binding of

charged biomolecules changes the composition of this cloud and thereby modulates

the ion concentration near the surface. With this the surface potential is indirectly

modulated, which, however, leads to very similar sensing effects [20]. With the

latter theory, one could also explain why the detection of larger biomolecules –

clearly larger than the Debye length λD – could still be possible by the potentio-

metric or direct current (DC) readout method. In either case the recording of the Vth

shift of a Si ISFET can determine the binding of biomolecules to the sensor surface,

but recordings will be different for different types of analyte biomolecules

depending on the size, charge, arrangement, distance and the composition of the

surrounding electrolyte solution in terms of ionic strength and pH value. Usually,

for small, charged molecules with sizes in the range of the thickness of the EDL, a

DC-readout approach displays a very strong electrical effect. For this, short DNA

molecules eventually captured by neutrally charged, peptide nucleic acid molecules

(PNA) are showing the largest responses. However, for larger biomolecules the

DC-readout methods exhibit limited efficiency and require additional measures to

detect the binding events occurring at much farther distance in the bulk – away from

the solid-liquid interface. This effect is called the Debye limitation and it is a major

issue in all biosensor concepts using ISFET devices. In the following, we will

discuss two fundamental readout methods of Si ISFETs for the detection of bio-

molecules – potentiometric and impedimetric readout [9].

2.1 Surface-Charge Sensing

The detection of small molecules carrying a charge can be explained by a similar

model as for the pH sensing, just with an addition of the charge-screening effect by

the surrounding counterion cloud. In case of pH sensing, the reactive groups (–OH)

lie very close to the solid-liquid interface, i.e. clearly within the Debye length,

which for physiological buffers or biological fluids such as human blood serum is

below 1 nm. Therefore, the choice of an appropriate receptor molecule is essential

for surface charge-based detection strategies. The biorecognition layer should be as

thin as possible to locate the receptor-analyte binding events into close vicinity of

the gate-oxide surface at best within the Debye length λD. Smaller receptor
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molecules such as nucleic acids and aptamers are an ideal choice for this surface

charge-based, potentiometric readout as explained in Fig. 4a. When short, single-

stranded DNA (ssDNA) was used as a receptor layer on the transducer surface,

some nucleotides lie well within λD even in physiological buffer concentrations

[21]. In such DNA assays the negative charges of the phosphate backbone of the

DNA molecules are sensed. An analyte-DNA binding to this receptor layer can

therefore alter the surface-charge density on the gate-oxide interface of the trans-

ducer and is resulting in a detectable shift in Vth of the Si ISFET. However, the

signal strength to the analyte-DNA binding depends strongly on its distance from

the transducer surfaces [22]. It has been shown that in diluted buffers, when the

charge-screening effect is minimized and λD is extended to more than 10 nm, the

shifts become much larger. However, in such diluted buffer solutions, the stabili-

zation of the solutions’ pH value and also the control of the solution potential by the

Ag/AgCl reference electrode are difficult. Even minute changes of the ionic com-

position might cause unstable and unreliable sensor responses – especially in the

impedimetric readout mode as discussed below. In the case of larger biomolecules

such as proteins, which consist of sequences of charged amino acids conformed into

different parts of the proteins, the situation is much less clear compared to DNA

molecules. The net charge of such larger molecules and the distribution of the

charges along their entire surface depend on various factors such as the type of

amino acids, on the amino acid sequence, on their three-dimensional conformation

and on the ionic strength and pH value of the electrolyte solution. Most of the

volume of larger molecules such as antibodies (Fig. 4) is expanded beyond λD. It
can therefore be assumed that in physiological solutions, the surface charges on the

Fig. 4 Representation of the bio-functionalized layers on a Si ISFET, the electrical readout

method and its limitations: (a) A simplistic picture of surface-potential change caused by the

binding of the molecules small and large in size as compared to the Debye length. (b) Schematic

explaining the change of the surface-potential drop over the solid-liquid interface and the

bio-immobilized layers made of large molecules leading to the Donnan potential. All the terms

are described in the text
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antibodies (with sizes of about 10 nm) would be completely shielded by counter-

ions. The direct detection in physiological fluids with a small Debye length of less

than 1 nm is then extremely challenging. However, in some works published in the

field, ISFETs do show responses also to larger molecules such as antibodies in

DC-readout mode of the sensors. It can be anticipated that eventually secondary

effects of the change of the surface-near ionic composition upon biomolecules

binding play a role [20, 23]. In any case, the detection of proteins by the above-

mentioned DC-readout method is complicated, and one can only assume that due to

the protein receptor-analyte binding, there are some other factors influencing the

net surface-charges change (Δσs) on the gate oxide, resulting in a detectable

surface-potential change (ΔΨ s). It is generally difficult to determine the exact

charge of protein molecules bound on the gate-oxide surface due to the difference

in pH at the surface and in the bulk of the electrolyte solution (as it was described

above and given by Eq. (3)) [24]. Here, various effects were proposed to explain the

changes observed in the electronic signals upon binding of proteins. A notable

effect called Donnan potential has been proposed to explain an additional potential

change caused by the binding of proteins. The protein receptors are considered as a

membrane layer that is deposited onto the gate oxide and is in a Donnan equilib-

rium. As shown in Fig. 4b, the phase “m” represents the protein membrane and

phase “s” the solution.
Due to the presence of fixed charges in the protein layer, there would be a

diffusion of ions between the two phases, which gives rise to a potential drop across

the interface Donnan potential Ψ d. In an equilibrium condition, the electrochemical

potential of ions in phase “m” and “s” should be equal, and Ψ d can be given by

Ψ d ¼ Ψm � Ψβ ¼ kT

q
ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4c2s þ c2x

p þ cx
2cs

ð19Þ

where Ψm and Ψβ represent the electrical potentials in phase “m” and “s”, respec-
tively. The value cs represents the concentration of salt in the electrolyte and cx the
effective, fixed charge concentration inside the protein membrane [24].

The value of cx changes upon binding of the analyte proteins to the receptor

proteins on the gate-oxide surface leading to a change in the Donnan potential.

Therefore, the change in Vth of a Si ISFET during protein binding can be regarded

as the result of the change in Donnan potential (ΔΨ d) at the protein membrane/

solution interface and the change in surface potential (ΔΨ s) at the oxide/protein

membrane interface due to change of the pH value in phase m (as given by

Eq. (13)). This finally results in a total change of the threshold voltage:

ΔVth ¼ 1� αð ÞΔΨ d ð20Þ
where α is the same dimensionless sensitivity parameter with a value varying

between 0 and 1 as was discussed in Eq. (13).

Thus, there is a total change in Vth upon binding of proteins at the gate oxide only

under the condition of a nonideal Nernst response (α < 1) of the gate-oxide
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material. This condition is in contrast to the situation when the ISFET device should

be optimized for ideal pH sensing. The condition for a large influence of the

Donnan effect is for sure fulfilled when SiO2 is used as a gate oxide on SiNW

devices, which is the typical case for most of the devices presented in literature.

More recently, it was demonstrated that even analyte proteins located clearly

outside the Debye length λD may also influence changes in Vth [25].

Although potentiometric readout methods were reported for sensitive detection

of versatile molecular species such as nucleic acids, proteins, macromolecules,

bacteria, viruses and living cells and even mapping of neural circuits, etc., the use

of this potentiometric readout mode alone remains elusive for real applications in

biological fluids concerning the detection of large molecules, cells and larger living

systems [12–14, 26–29]. This detection strategy is highly influenced by changes in

side parameters such as temperature, ionic strength and pH value of the test solution

and conformation of the bioreceptor layer and/or the analyte molecules. Therefore,

it is very important to control these side parameters as precisely as possible during

detection. In this field of biosensor research, it is a common approach that sensor

arrays are used, where a differential readout of electronically identical sensor spots

on a chip is done. Typically the sensor spots are coated with different types of

receptor molecules to realize a specific capture of analyte molecules. With this

approach side effects can be minimized, by assuming that each sensor spot reacts

similarly to side parameters such as pH, ionic strength and temperature changes and

by further assuming that the unspecific binding of background molecules is similar

to each spot as well. Under such idealized circumstances, more specific biomole-

cule detection can be done. Another strategy in the field of biosensing is to use

multiple transducer principles, which have different receptiveness for influences of

a particular side parameter. Then, a combinatorial data analysis can be applied

leading to hopefully more specific, reliable and robust biosensor recordings.

2.2 Beyond Surface-Charge Sensing

In the previous section, we learned that potentiometric readout methods for Si

ISFETs are limited in their sensor performance by the requirement that the biomo-

lecular binding events should happen within the Debye length λD. This limitation

can be overcome by an alternating current (AC) or impedimetric detection mode as

an alternative readout method. In impedimetric detection, the overall impedance of

a Si ISFET is tested, while an AC signal is applied to the reference electrode. The

response of the Si ISFET to this AC signal applied to the gate input depends on the

frequency of the applied signal. The binding of biomolecules onto the solid-liquid

interface results in a change in input impedance of the device leading to a change in

the frequency response of the Si ISFET output characteristics such as impedance or

gm [9]. A Si ISFET with a physically bound membrane (e.g. proteins or DNA) on

top of a gate insulator can be represented by an equivalent electronic circuit as

shown in Fig. 5a [30]. In this circuit, the membrane impedance can be divided into
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two parts: the biological membrane impedance in series with the interfacial

(membrane/electrolyte) impedance. The biological membrane impedance can be

described by a combination of a resistance (Rmem) and a capacitance (Cmem) in

parallel. The membrane/electrolyte interfacial impedance is described by the

double-layer capacitance (CEDL) in parallel with a series combination of the

charge-transfer resistance (Rct) at the interface and the Warburg impedance (Zw)
due to the limited diffusion of ions. The Si ISFET contributes to the whole

impedance by the Si-electrode resistance (RSi) in series with a space-charge capac-

itance (Csc) and the capacitance of the gate oxide (Cox). At higher frequencies

�5 Hz, this electronic circuit can be simplified by a configuration as shown in

Fig. 5b, where the circuit consists of a series combination of Cox with an element

consisting of Cmem and Rmem in parallel. This simplified circuit can be characterized

by a transfer function, H(jω), which is the mathematical relation between the input

and the output signals of a frequency-dependent system. When a DC voltage is

applied between gate and source electrodes (Vgs), there is a flow of current (Ids)
between the drain and source electrodes. When this gate voltage is superimposed

with a small sinusoidal voltage δVgs, it leads to a frequency-dependent drain current

δIds, which in turn results in a frequency dependence of the transconductance,

gm ¼ δIds/δVgs [30, 31]. The output voltage, Vout, of the operational amplifier is

related to Ids, gm and Vgs by

Vout ¼ �Rf Ids ¼ �Rf gmVgs ð21Þ
where Rf is the feedback resistance of the operational amplifier.

When a biological membrane (e.g. proteins or DNA) is deposited on the gate-

oxide surface, the applied gate-source voltage drops at the membrane and the gate

oxide. Therefore, the applied Vgs is larger than the effective potential difference

Fig. 5 Implementation of an impedimetric readout with Si ISFETs: (a) Equivalent circuit of a Si

ISFET having gate oxide covered with a membrane. (b) Simplified equivalent electronic circuit of

a Si ISFET with a bio-functionalized layer or a membrane
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between the gate and source, and a frequency-dependent component, the transfer

function, H(jω), needs to be included as a multiplication factor of Vgs:

Vout ¼ �Rf gmH jωð ÞVgs ð22Þ
H jωð Þ ¼ 1þ jωRmemCmem

1þ jωRmem Cmem þ Coxð Þ ð23Þ

for this simplified model.

Thus, with the impedimetric readout of Si ISFETs, it is possible to complement

the potentiometric readout with an alternative transducer approach. As discussed

above, the potentiometric readout is generally influenced by side parameters such as

pH, temperature and ionic composition of the test solution, leading to direct effects

on Vth. The impedimetric readout is largely dependent on the ionic strength of the

solution but less influenced by surface-charge changes originating from pH changes

in the solution. The combination of both procedures might be beneficial to over-

come limitations of the potentiometric methods [32, 33].

It has to be noted here that the simplified circuit shown in Fig. 5 does not include

parasitic components of the chip design and the recording circuit. A complete

description of the recorded impedance spectra is challenging and clearly beyond

the scope of this book chapter. In a recent work, an analytical model for the

adhesion of a single tumour cell to the gate surface of a micro-sized Si ISFET

was presented. This method can be utilized for the detection of cell adhesion on an

individual cell level and to detect influences of anti-cancer drugs to the cells on a Si

ISFET. For the analytical modelling of the recorded impedance spectra most

importantly also the parasitic contributions of contact-line impedance and capaci-

tance, amplifier bandwidth and reference-electrode type and position need to be

included [34, 35]. For a more detailed discussion of the method and the models to

explain the impedance readout with ISFET or SiNW devices, interested readers

should consult the references [30, 31, 34, 35].

3 Silicon Nanowire Ion-Sensitive Field-Effect Transistors

With the introduction of scalable nanofabrication methods in Si technology, min-

iaturization of ISFETs became predominant for the development of electronic

sensor platforms for chemical and biosensor applications. In comparison to con-

ventional ISFETs, the use of nanoscale sensors provides distinct advantages such as

increased packaging density and possibility to integrate with lab-on-a-chip (LoC)

concepts for the development of a next generation of sensor devices. The electrical

biosensor concept based on the use of SiNWs was firstly introduced by Cui et al.

[36]. The first devices were extremely promising for their excellent electronic and

physical properties and easy surface functionalization with chemical linkers [36–

41]. The use of SiNWs provides a very high surface-to-volume ratio for the

transducer compared to their classical, micro-scale counterparts. With such device
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types, this scaling effect was taken as the reason for the achievement of higher

sensitivities and lower detection limits for various applications. However, the

obtained recordings were highly unstable and largely influenced by side parameters

such as temperature, pH and ionic strength of the test solutions. In particular, the

bottom-up fabricated SiNW devices of diameters less than 10 nm showed remark-

able sensitivities, but also very low reproducibility. The advantages and disadvan-

tages of this approach are controversially discussed in the scientific literature, but to

date a robust and commercially viable technology platform is not established with

the bottom-up grown devices.

The scaling effect (i.e. the increase in sensitivity with decrease of the NW

dimensions) for a SiNW device can be in a first approximation explained as follows.

The electrostatic gate coupling of the charge carriers inside the SiNW transducers is

more efficient due to a dimensional effect (i.e. nanoscale SiNW channels can be

gated from all sides acting as a three-dimensional device and thus, the electrostatic

control of the channel is better resulting in steeper SS in the subthreshold region).

As a result, the charge-carrier density can also be modulated by biomolecules more

efficiently, resulting in an ultrahigh sensitivity of the SiNW sensor platform. The

charge sensitivity (S) of a SiNW-based sensor can be given as follows:

S ¼ G� G0

G0

¼ ΔG
G0

¼ 4Δσs
qdND

ð24Þ

where G0 and G are the conductances of the SiNW before and after the binding of

biomolecules on the SiNW surface, respectively. Other parameters are the diameter

d, the uniform doping density ND and the change in surface-charge density of a

cylindrical SiNW after the biomolecule binding Δσs [42].
From Eq. (24), the sensitivity of a SiNW is inversely proportional to its diameter

and doping level. This predicts a higher sensitivity of SiNWs (with finite d ) than
that of planar ISFETs for a comparable surface area (with d (diameter i.e. channel

width) approaching infinity). It also predicts that ultrathin SiNWs can exhibit

ultrahigh sensitivity. Further, the detection with thinner wires may offer reduced

detection times due better, three-dimensional diffusion kinetics of the target bio-

molecules. In addition, SiNWs need fewer molecules to generate a notable change

compared to their microscale counterparts [9, 43]. It should also be noted that

low-doping levels of Si are also beneficial for sensor applications, as the sensitivity

is expected to increase with decreasing dopant concentration [13, 44–46]. Although

Eq. (24) is often used to design and interpret the fabrication procedure and the

experimental data, it has some limitations to accurately describe SINW biosensor

devices. Most importantly it neglects the effect of the fluidic environment on the

performance of SiNW ISFETs. Also the effects of the electrostatic screening of

biomolecules due to other ions present in the sample solution are not accounted for.

It also does not differentiate between accumulation- and depletion-mode operation

of SiNWs [46].

In order to determine the detection limit of the sensor, it is important to

investigate its signal-to-noise ratio (SNR). A device with higher SNR relates to a
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lower detection limit. SNR depends upon the intrinsic electronic properties of the

SiNW devices (e.g. utilized fabrication methods), and it is independent of the

electrolyte concentration, composition and pH value [47]. The SNR of a SiNW

sensor is approximated as (neglecting the external instrument and environmental

noise)

SNR / ΔQ
√A

ð25Þ

where ΔQ defines the total change in charge bound to the device surface and A gives

the device surface area.

From Eq. (25), the SNR is higher for devices with larger surface area if ΔQ is

also scaling with A. In contrast to that, the SNR is higher for devices with smaller

area if ΔQ is constant. In biosensor applications, where the analyte concentration

needs to be quantified, nanoribbons/nanoplates are preferred since the probability of

analyte binding increases linearly with the surface area available. Further, for single

molecule-detection studies, single-molecule binding on a small nanowire is pre-

ferred, where the gate length is identified as the predominant factor [43, 48]. In the

above description, the Si/SiO2 interface-trap density is assumed to be constant,

which is regarded as the main factor for the typical 1/f-noise present in these FET

devices. Therefore, the detection limit depends on the total device noise. It also

depends on the system characteristics such as the rate of diffusion of analytes to the

surface and the affinity of the analyte-receptor interaction.

Demonstration of label-free detection of trace concentrations of biomarkers

using SiNW sensors continuously attracts attention for their eventual application

in diagnostics and disease control [26, 49, 50]. Compared to existing state-of-the-art

technologies used for biomedical diagnostics, fast and portable electrical detection

offered by such sensor platforms may revolutionize modern healthcare [15, 43, 48,

51, 52]. SiNW sensors, depending on their targeted applications, can be produced in

a scalable nanofabrication method leading to suitable device configurations with

advanced functionalities such as differential readout and multiplexing. Therefore,

such concepts are deployable to perform more complex bioassays in order to collect

meaningful information in a statistical manner, which is critically sought for the

development of next generation treatment of many diseases [6, 53–57].

So far, different configurations of SiNW sensors were reported for the detection

of diverse chemicals and biomolecules such as ions, enzymes, nucleic acids, pro-

teins, cells, viruses and the mapping of neural circuits [12–14, 58]. A list of further

examples of SiNW-based sensors is given in Table 1.

From these examples, it is apparent that SiNW sensors are versatile for many

biosensor applications [11, 13, 14, 27, 72]. Single crystalline SiNWs are favourable

compared to polysilicon NWs, as they have a higher conductivity and thus, a larger

gm in response to a given field [43, 51].

The mode of operation of SiNW sensors described above is not always in liquid

gate configuration. The transistors can be operated in liquid gate and dry gate mode
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Table 1 Examples of SiNW sensors for chemical and biomolecule sensing

Application Examples Performance Reference

pH sensor/

chemical

• Highly reproducible SiNW ISFET arrays for

pH-sensing applications

Sensitivity

43 mV/pH

[6]

• Molecularly modified SiNW FETs for

non-invasive and selective diagnosis of diseases

such as lung cancer, gastric cancer, asthma and

chronic obstructive pulmonary disease by using

their breathprints and also for estimation of the

disease stages

[59]

• Transient electronic devices and sensors based

on Si nanomembranes and nanoribbons on a bio-

degradable elastomer (poly (1,8-octanediol-co-cit-

rate)) for sensing pH and skin-mounted monitors of

electrophysiology

[60]

Protein

detection

• Multiplexed label-free immunodetection of

three cancer biomarkers (carcinoembryonic anti-

gen, prostate-specific antigen and alpha-

fetoprotein) using Si FETs

Limit of

detection

0.2 ng/mL

[61]

• Detection of cytokines such as tumour necrosis

factor-alpha and interleukin-6 using SiNW devices

100 fg/mL [62]

• T-NW FET sensor incorporating two SiNW

FETs, one for sensing and the other for amplifica-

tion to detect cytokine interleukin-1 beta

10 fg/mL [63]

• SiNW FET arrays for multiplexed detection of

cardiac biomarkers in serum via application-

specific integrated circuit readout

100 fg/mL [64]

DNA

detection

• Sequence-specific detection of DNA using

SiNW FETs

25 pM [65]

• Nanowire-nanopore sensors for local electrical

detection of DNA

[66]

Virus

detection

• Simultaneous electrical and optical measure-

ments using fluorescently labelled influenza A to

confirm the binding of a virus at the SiNW devices

[67]

Cell-signal

detection

• Nanoscale axial p-n junction-embedded kinked

SiNW FET for recording intracellular signals of

cardiomyocytes

[68]

• Highly sensitive detection, stimulation and

inhibition of neuronal signal propagation using

high-density SiNW transistor arrays

[28]

• SiNW FETs-based nanoelectronic scaffolds for

cardiac tissues to carry out action-potential

mapping

[69]

Organ detec-

tion/

interface

• Simultaneous electrical recording and optical

registration of flexible SiNW devices to heart sur-

faces in three-dimensional conformations

[70]

• Syringe-injectable mesh electronics containing

SiNW FETs towards neurons and neural circuits

tracking applications

[71]
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using the back-gate voltage as a control. A list of different modes of SiNW-based

sensor operation is given in Table 2.

The most common mode of operation of SiNW sensors is via chemical or

biomolecular gating [36]. Here, typically the conductance dIds
dVds

	 

of the SiNW

FETs is measured with a fixed bias voltage (equivalent to an application of a

drain-source voltage Vds), as a function of time as schematically illustrated in

Fig. 6a. The receptor-functionalized SiNW surface is allowed to react with the

analyte in a test solution, and the change in surface charge due to the receptor-

analyte interaction at the SiNW surface is then detected as a change in wire

conductance over time. However, this mode of operation has certain limitations,

since the potential of the test solution is not fixed (or only fixed by a pseudo-

reference system such as Ag/AgCl wires or even only noble metal wires as

polarizable electrodes – like often described in literature). Therefore, the observed

changes in conductance during real-time measurements could also be caused by

Table 2 Examples of different detection modes of SiNW sensor operation for chemical and

biosensing applications

Application Examples Comments Ref.

Chemical and

biomolecule-

gated SiNW

FET

pH and biomolecule measure-

ments using SiNW FETs
• Conductance ( dIdsdVds

) at constant

Vds, measured as a function of

time and solution pH

[36]

• Protonation/deprotonation of

functional groups at the SiNW

surface due to the buffer pH acts

as a chemical gate for the SiNW

Liquid-gated

SiNW FET

Real-time pH measurements

using highly reproducible SiNW

ISFET arrays

• Ids at a fixed Vgs and Vds is

measured as a function of time at

different pH buffer

[6]

• Change in Ids is converted
into change in Vgs using gm

Liquid-gated

SiNW FET-AC

mode

Electrical impedimetric investi-

gation of the interfacial effects of

rat adrenal pheochromocytoma

cells on SiNW FETs

• Change in impedance param-

eters of SiNW FETs due to the

cell growth and differentiation

[73]

SiNW FET

dry-state

operation

Dry-state operation of SiNW

FETs, after the antibodies-antigen

coupling over the SiNWs, to carry

out the detection of the vascular

endothelial growth factor

• Claimed no limitation on

Debye screening

[74]

Back-gated

SiNW FET

A comparison of wet and dry

environment of SiNW FET bio-

sensor operation, where the tran-

sistor was operated in back-gate

configuration with floating liquid

gate and dry-gate environment

• High sensitivity in dry envi-

ronment in comparison to the wet

environment

[75]

• Sensitivity is very irregular

and unstable due to the charged

polymer layers, which were not

chemically uniform in the dry

environment
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fluctuations of the above-mentioned side parameters, like pH value, ionic strength

and temperature of the liquid solution away from the surface. In addition, it was

earlier described for carbon nanotube (CNT) FET devices that it is even possible

that transfer-characteristic curves are crossing [76]. Nowadays, it is widely

accepted in the field that the use of a reference electrode for fixation of the liquid

potential is inevitable for stable sensor performance. However, not only the ground-

ing of the liquid potential but also a thoughtful choice of the working point is

necessary. As discussed above, SiNW devices can be regarded as long-channel FET

devices, and their conductance value in the experiment is strongly dependent on this

choice. A typical example is illustrated in Fig. 6b, where the transfer-characteristic

curves after the analyte binding on the SiNW surface are shown. We discussed in an

earlier publication that the binding of the charged molecules might not only cause a

threshold voltage shift but also an additional effect of charge accumulation leading

to a steeper characteristic curve [77].

This demonstrates that the magnitude of the conductance change during the real-

time measurements for analyte binding depends strongly on the selection of the

working point of the SiNW. For time-dependent measurements, a working point

Fig. 6 Plots illustrating two different, time-dependent modes of bio/chemical detection with

SiNW sensors: (a) Hypothetical conductance change in a SiNW, where the conductance would

be measured as a function of time with a bias voltage of Vds ¼ �1 V applied between the ends of

the nanowire. When the current Ids changes by 60 nA (which is a typical value), a change in

conductance of 60 nS would be obtained similarly to what is published in other works [36].

(b) Experimental data of a liquid-gated, enhancement-mode, p-type SiNW FET, where the transfer

characteristics (with and without analyte) were measured to evaluate the best working point of the

transistors (as described in Fig. 3). This experiment was presented in an earlier publication of our

group [77]. In the left diagram at a working point of Vgs ¼ 0 V, this enhancement-mode SiNW

transistor would be in a normally off mode and would only show a very small conductance, which

would also be highly influenced by the contact potential of the Ag/AgCl electrode to the solution

depending on the ionic composition and chloride concentration. In a better working point

suggested with the dotted line in the graph (Vds ¼ �1.5 V and Vgs ¼ �2 V), the drain-source

current change could be measured as a function of time (as exemplary shown in the right graph).

The change in Ids at this working point caused by the receptor-analyte interaction at the SiNW

surface could then be correlated with the change in Vgs observed in the transfer characteristics.

However, as it can be seen by the transfer characteristics, the selection of the working point

strongly influences the result of a time-dependent experiment, since also the steepness of the SiNW

transfer characteristics is changing [77].
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can be selected by fixing Vgs and Vds, and the change in Ids of the SiNW ISFET can

be measured as a function of time [6]. This is illustrated in the inset in Fig. 6b,

where Ids is measured at a fixed working point (Vgs ¼ �1 V and Vds ¼ �1.5 V,

respectively) and the analyte binding is monitored as a function of time (note that

the binding curve in the inset of Fig. 6 represents only a hypothetical experiment).

The receptor-analyte interactions at the SiNW surfaces are then detected as a

change in Ids. The absolute increase in Ids shown in the inset is equivalent to the

change in Vgs shown in the transfer-characteristic curves (Fig. 6b). It can be

correlated back to the surface-potential change using the gm value of the transistor.

It is to be noted that the absolute change in Ids is also in this case indicating an

increase in wire conductance, but due to the typical convention of transistor

classification, the current is plotted into the negative direction for a p-type FET.
Further, in a recent report, operation of SiNW FETs in a dry state was reported

after the antibody-antigen binding onto the SiNW surface in order to overcome

the Debye-screening limitation [74]. Nonetheless, when comparing the response of

wet- and dry-state operation of SiNW FETs, it was found that the sensitivity in

wet-state operation is more stable and regular. This was interpreted with a more

uniform distribution of charged polymers in the wet environment [75]. Although

there are many publications reporting very high sensitivities achieved with SiNWs,

the optimum detection mechanism is still under debate. In far too many of these

publications stability and reproducibility issues are not addressed at all.

In the future, the SiNW platforms are expected to be integrated into advanced

wearable sensors for continuous readout applications not only for biomolecules but

also to perform sensor recordings on living systems such as cells and tissues.

Although the first works with SiNW sensors were already published 16 years ago,

clinical applications and robust sensor platforms for the biomedical industry are yet

to come. The most challenging part of this technology is the robust and industrially

scalable fabrication of the devices and their stable readout using multi-parametric

and combinatorial methods to exclude side effects and false readings from the

recordings.

3.1 Fabrication of SiNW ISFETs

The fabrication of SiNW FETs can be done by both “top-down” and “bottom-up”

approaches, and the recent efforts in these nanofabrication methods are discussed

here in the following. The bottom-up approaches for the fabrication of SiNWs start

from individual atoms aggregating into clusters and assembling further into the

form of nanostructures. Common “bottom-up” approaches include chemical vapour

deposition (CVD), vapour-liquid-solid, solid-liquid-solid, oxide-assisted growth

and thermal evaporation methods for the synthesis of high-quality SiNWs of very

small diameters [58, 78]. The as-synthesized SiNWs need to be assembled after-

wards by various methods such as the Langmuir-Blodgett transfer technique

or polydimethylsiloxane (PDMS) transfer, followed by electrode patterning or
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capillary-assisted di-electrophoresis on conventional, lithographically patterned

electrodes on desired substrates [10, 36, 78]. However, intrinsic limitations of

these methods including device-integration challenges and limited reproducibility

have made these fabrication routes less favourable for mass production of biosensor

devices [10, 15]. Issues related to “bottom-up” approaches can be mitigated to a

certain extent by combining them with classical “top-down” approaches, where

device-to-device reproducibility can be achieved using conventional lithography

and well-controlled wafer-etching methods [44, 51, 79–81].

The “top-down” approaches, on the other hand, start with a planar substrate

(e.g. a single crystalline Si wafer), which is then micro-/nano-patterned using state-

of-the-art lithography methods such as ultraviolet (UV) or deep-ultraviolet photo-

lithography combined with electron-beam lithography (EBL) or focussed ion beam

(FIB) etching or atomic force microscope nanolithography followed by wet or

dry etching steps [82]. Nanopatterning techniques such as EBL and FIB are less

favourable for industry application since they are very expensive and time-

consuming but widely used in the research community for their flexibility of

operation. More recently, nanoimprint lithography (NIL) for nanopatterning of

planar substrates has gained momentum, since it offers cost-effectiveness, easy

operation, high reproducibility at wafer-scale fabrication and a much faster process

compared to all other techniques. Thermal or UV-assisted NIL in combination with

anisotropic wet-etching provides a very suitable “top-down” approach for the

fabrication of SiNW FETs on wafer scale [6, 82–85].

3.2 Limitations of SiNW-based ISFETs

Despite the popularity of SiNW ISFETs, there are certain issues such as the

low-frequency noise (LFN) and current stress, reproducibility, multiplexing capa-

bility, detection in physiological solutions, low-cost fabrication and portability of

the readout systems that need to be solved before SiNW sensors can be commer-

cialized. Some of these limitations are described in the following.

3.2.1 Downscaling of ISFETs

When the dimensions of SiNW FETs are decreased, issues such as the increase in

LFN and in the current stress come into play, eventually resulting in false-positive

readings [27, 86]. LFN increases due to the decrease in the number of charge

carriers, which leads to an increase in surface contributions to the total electrical

noise. Additionally, the current stress is related to the drift in the signal with no

change on the sensing membrane. The above two issues are strongly related to the

choice of the gate potential [37]. In the subthreshold regime of operation, the

current stress can be suppressed, but the signal-to-noise ratio is generally lower

than in the linear regime [87]. In contrast to this, in the linear regime, the
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conductance response of the SiNW varies linearly with the gate voltage, but screen-

ing of charge carriers inside the SiNW occurs. Another possible solution in order to

overcome issues related to down-scaling of the devices for reliable recordings is to

implement both p-type and n-type SiNWs devices on a single platform [10, 88]. The

opposite effect upon binding of a charge type (e.g. negative charge for DNA assays)

can increase the reliability of such platforms and avoid false-positive recordings of

side effects.

3.2.2 Surface Functionalization

Several surface-modification methods for covalent linkage of receptors at the

surface of SiO2 were reported, where silanization using two different silane types

(3-aminopropyltriethoxysilane, glycidyloxypropyltrimethoxysilane) is mostly pre-

ferred [89]. This normally results in receptor immobilization over the entire chip

surface unless localized immobilization techniques such as microspotting are used.

Immobilization of the receptors on the entire chip results in binding of a large

quantity of analyte on the surrounding surface of the SiNWs (instead onto the

SiNWs itself) and thus, results in a decrease in sensitivity of the devices. However,

other methods such as electric-field alignment of surface-probe molecules or

functionalization via nanoscale joule heating can enhance the nanowire-sensing

capability [90, 91].

3.2.3 Gate Oxide and Sensor Configuration

For stable sensor operation in constant buffer solutions (constant pH value and

concentration), the surface of the SiNWs is usually coated with a thin layer of gate

dielectrics (e.g. 7–10 nm of SiO2), and it should be chemically inert to the detection

buffer [89]. However, SiO2 as the traditional, straightforward gate material on

SiNWs has many disadvantages in chemical and biochemical applications such as

low pH buffer capacity, susceptibility to leakage current due to ion incorporation in

the presence of fluids and electrochemical etching in saline solutions [13, 43].

These effects result in severe long-term drift in the signal of SiO2 SiNW devices

[92, 93]. Other gate materials with high relative dielectric constant such as alumin-

ium oxide, hafnium oxide and tantalum oxide, mainly fabricated by atomic layer

deposition, allow a reduction in leakage current maintaining a high gate-oxide

capacitance. The higher k-values allow a larger physical thickness of the dielectric

material, which can supress leakage currents without compromising the sensitivity

to the surface charge.

In a conventional, “top-down”-fabricated SiNW biosensor, the nanowires are

attached to the substrate. Therefore, the transport of analytes to the surface of the

SiNW is limited resulting in a decrease of sensitivity and an increase in detection

time. This can be overcome by suspending the SiNWs, which increases the sensing

area and hence, also increases the sensitivity and reduces the response time
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[94]. This is then, however, bought in by a reduced mechanical robustness of the

sensors.

Moreover, a robust surface passivation of the sensors, and in particular that of

the contact lines, is required to minimize the leakage current and to isolate from the

external environment. For the passivation of the sensor surface, methods based on

the usage of silicon oxide or silicon nitride grown by different CVD procedures or

polymer layers such as SU-8 resist or Parylene-C are reported in the literature

[45, 95].

3.2.4 Sensing in Physiological Solutions

For biomolecule detection in physiological solutions such as human serum or whole

blood with SiNW sensors, as for many other affinity-binding-based biosensor

assays, the non-specific binding of analytes is a major issue. It readily degrades

the small active surface of the devices reducing the probability of capturing the

analyte of interest and leading to false-positive results [11, 38, 96]. In order to avoid

this non-specific adsorption, various blocking agents such as bovine serum albumin,

ethylene glycol and OH-terminated, self-assembled monolayers were used.

Moreover, the sensing with SiNW ISFETs is limited by the Debye-screening effect

as explained above [97]. Thus, low-concentration buffers are required for label-free

detection of analytes based on their charge. There are several other methods reported

to overcome this charge-screening effect, for instance (see Sect. 2.1) using smaller

receptor molecules such as aptamers, glycans, etc. [53, 98–102]. In order to overcome

the limitations of charge-based sensing, impedance readout was developed, where the

change in impedance during binding of biological analytes is studied [103–105].

4 Competing Platforms and New Concepts

Several hybrid devices based on SiNWs or other nanomaterials such as carbon

nanotubes (CNTs), graphene and conducting polymer FETs were reported for

biosensor applications and are shortly described in the following.

4.1 New Materials and Nanowire Hybrids

CNT devices are promising candidates for biosensing applications, because of their

high sensitivity, selectivity, label-free readout and real-time response [106, 107].

Because of several limitations in fabrication, the application of CNT FETs and

conducting polymer devices are limited compared to SiNW FETs [58, 108].

Various material hybrid platforms were reported for biosensor applications as

well [109–111]. For instance, a method of transferring highly ordered SiNWs arrays
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from SOI wafers to plastic substrates using PDMS was reported [70, 112]. This

method has attracted attention due to its biocompatibility, flexibility, light weight

and shock resistance. Electronic devices based on these substrates are very prom-

ising for future handheld consumer electronics.

4.2 Microfluidic Integration

Microfluidic devices normally consist of channels of several ten to hundred

micrometres in width, where small quantities of reagents can be manipulated with

high flexibility and controllability. Because of the miniaturization, all reagent

manipulation steps can be performed very rapidly at very low cost [26, 113,

114]. Microfluidic manipulation methods offer to overcome the limitations of

conventional diagnostic strategies and can offer rapid and simple assays for bio-

marker separation and enrichment [113, 114]. Such sample separation platforms

can be ideally combined with these ultrasensitive SiNW sensors in order to accom-

plish typical diagnostic tasks such as the detection of DNA or micro-ribonucleic

acids (mRNA) from patient samples [114, 115]. The small size of the SiNWs

enables the integration of several sensors into a microfluidic channel of typical

dimensions. However, the success of this miniaturization effort depends on the type

of the sensing device and also on integrating a stable and reliable reference

electrode [79]. This issue is an unsolved problem for a long time in the field of

ISFET biosensing, and it is still the same or even a more complicated technological

challenge, when ISFETs are scaled down to SiNWs.

5 Conclusions

Over the past decades – due to the advancement in nanofabrication techniques –

new nanoelectronic biosensor platforms were developed. SiNW ISFETs are very

attractive for miniaturization to create high-density sensor arrays and to integrate

them into microfluidic chips for advanced LoC systems. In the field of biosensing,

SiNW ISFETs are very popular because of their exceptional electronic properties,

high sensitivity and selectivity and their potential for label-free and fast real-time

detection. These device types have shown favourable performance compared to

competing platforms such as CNT FETs and conducting polymer devices. The

main reasons for the widespread usage of the SiNW variant are their commercial

viability, potential for mass production and the ability to tune their electrical

properties by controlling the dopant concentration, gate oxides and the SiNW

diameter. These process steps are already well-controlled in the silicon industry

down to few nm feature sizes, but in many approaches of the scientific community

not fully applied or adapted. Still many technological challenges need to be

overcome, which are exactly the same, like already discussed many decades ago
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with classical ISFETs. Nowadays, based on the miniaturization into nanoscale

regimes, these challenges are even stronger than in the ISFET age, since devices

are smaller, currents are much smaller, gate oxides are much thinner, etc. In the

future, especially the industry, process-compatible fabrication techniques for robust

and reliable SiNW sensors have a high potential for commercialization in the fields

of biosensing and biomedicine.
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Label-Free Biosensors Based on III-Nitride

Semiconductors

Volker Cimalla

Abstract Chip-based biosensor devices received an increased attention for medi-

cal and pharmaceutical screening as well as for environmental monitoring. Most

semiconductor devices such as the highly developed Si-based ISFET are, however,

not sufficiently stable up to date. Due to their superior chemical stability in electro-

lytes and their biocompatibility, group III-nitrides emerged as promising electronic

transducer material for biosensors. Moreover, their transparency for visible light

enables the simultaneous application of optical measurements, which are standard

in biology and medicine. In this chapter, fabrication and properties of group III-

nitride electronic biosensors are discussed with a main focus on AlGaN/GaN field-

effect transistors. Using appropriate designs and functionalization, highly sensitive

group III-nitride-based biosensors can be realized for a large variety of applications

including detection of ions, biomolecules, toxins, deoxyribonucleic acid (DNA),

proteins, and even explosives. In addition, other sensor concepts employing other

members of the group III-nitride family (InN, AlN, and solid solutions) as well as

alternative transducer concepts (optical, mechanical) are discussed shortly. Finally,

the possibilities for the integration of such biosensors are addressed.

Keywords Biosensor, Field-effect transistor, Group III-nitrides, High-electron-

mobility transistor, Semiconductor
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1 Introduction

The progress in all fields of research continuously increases the number of data,

which are collected, monitored, and analyzed. Chemical sensors are surely part of

this development and found increasing attention to guarantee a healthy environ-

ment. Such applications include medical and environmental monitoring as well as

food safety or security issues and should include the analysis of biological media in

order to detect desired target species with high specificity and sensitivity. As a part

of it, the identification and quantification of biological materials, such as DNA or

proteins, are important targets [1, 2]. Conventional detection methods can fulfill the

requirements in terms of reliability, sensitivity, and selectivity. As an example,

polymerase chain reaction (PCR) or gel electrophoresis combined with fluorescent

labels is a common technique to analyze DNA profiles. Enzyme-linked immuno-

sorbent assay (ELISA) is the most common method to detect antigens with labeled

antibodies. Further methods include mass spectrometry, electrochemical imped-

ance measurements, resonant micromechanical devices, gas or ion chromatogra-

phy, magnetic biosensors, etc.

As a major drawback, those methods are usually time-consuming and require

laboratories with expensive equipment. Considering the increasing use of smart

phones also for sensing applications as well as the trend for ambulant medical

monitoring, decentralized solutions are of growing importance. In addition, to reduce

the required quantity of biological samples and to accelerate the analysis due to faster

reactions and enhanced separation efficiency and sensitivity, the analysis in smaller

volumes, portability, and easy handling is favorable. Meanwhile, miniaturized
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analysis systems, like μTAS (micro total analysis system) and lab-on-a-chip, have

been proposed to enable fast “point-of-care” diagnostic close to the patient [3], easy

environmental surveillance measurements in field applications [4, 5], or accelerated

analysis cycles in pharmaceutical drug development [6]. Despite their reliability, those

techniques may not fulfill the needs for those new developments or for handheld

biosensors.

The research efforts in the field of biosensors have increased over the last decade.

The IUPAC Compendium of Chemical Terminology (“gold book”) defines a biosen-

sor [7] as “a device that uses specific biochemical reactions mediated by isolated

enzymes, immune systems, tissues, organelles or whole cells to detect chemical

compounds usually by electrical, thermal or optical signals.” It is, thus, a hybrid

sensor concept, which combines a biological component with a physicochemical

transducer in serial connection. According to the definition, biomolecules such as

enzymes, antibodies, or nucleic acids as well as organelles, cells, or tissues can serve

as the biological element. It is responsible for the reaction with the analytes and

transforms parameters from the biochemical domain, e.g., analyte concentrations,

into chemical or physical quantities, e.g., ions, heat, or light. The following transducer

transforms those quantities into an electrical signal. Depending on the transducer, the

transformation may include amplification or signal processing.

In 1962, Clark and Lyons [8] demonstrated the first biosensor by immobilization

of an enzyme on an amperometric oxygen electrode. In the following years, the

progress in bio- and electrochemistry, solid-state and surface physics, bioengineering,

integrated circuit Si technology, and data processing stimulated the development of

highly specific, sensitive, selective, and reliable micro (bio)chemical sensors and

sensor arrays [9, 10]. However, receptor molecules immobilized on metal surfaces,

which are necessary for biosensing, are degrading in time. In 1970, Bergveld demon-

strated the ion-sensitive field-effect transistor (ISFET), which evolved as one of the

most attractive transducer concepts for miniaturized electrochemical biosensors

[11]. Despite very promising demonstrations of Si ISFET-based biosensors [12] and

outstanding opportunities for mass production, their moderate chemical long-term

stability in biological aqueous environments [13, 14] limits the areas of application.

Those stability issues triggered the search for new functional materials for bio-

sensors with chemical inertness as well as the ability of functionalizing the surface with

a biological recognition element. Wide bandgap semiconducting materials such as

diamond, silicon carbide, metal oxides, and the group III-nitrides were demonstrated to

fulfill those requirements. Among these materials, the group III-nitrides, in particular

gallium nitride (GaN), aluminum nitride (AlN), and their solid solutions (AlGaN), are

especially interesting. The material properties enable the fabrication of electronic,

microwave, optoelectronic, and electroacoustic devices – all of them can be employed

as transducer material in biosensors.

This chapter concentrates on biosensors where the media to be analyzed are in

direct contact with a group III-nitride surface. Most investigated are sensors based

on field-effect transistors, which will be discussed in the main part of the chapter

including their cleaning, preparation, and functionalization. Further transducer

principles for group III-nitride-based biosensors, which employ very similar treat-

ments and biofunctionalization procedures, will be discussed shortly as well.
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2 Group III-Nitrides

2.1 Basic Properties

The III-nitride system is built by the compounds AlN, GaN, InN, and BN as well as

their solid solutions. Especially, GaN and its ternary and quaternary solid solutions

with Al and In are nowadays considered as one of the most important semiconduc-

tors after Si with various applications, notably in optoelectronics and electronics

[15]. The growth of single crystalline GaN was described already 50 years ago [16];

the breakthrough for applications, however, was the discovery of p-type doping

by magnesium and subsequent thermal treatment [17]. This improvement leads to

increasing research activities on group III-nitrides and their commercial break-

through in 1994 with the introduction of the blue GaN-based light-emitting diode

(LED) [18]. Meanwhile, group III-nitrides can be synthesized with well-defined

electronic properties.

As a first prominent feature of group III-nitrides, the bandgap can be tuned over a

wide range from 0.7 eV for InN [19] to 6.2 eV for AlN [20] covering the near-infrared,

the visible, and the ultraviolet spectra (Fig. 1), which is reasonably important for the

design of light-emitting devices such as LEDs, laser diodes, as well as solar-blind

photodetectors [21]. On the other hand, however, solid solutions of GaN (3.4 eV [22])

and AlN are fully transparent in the visible range of the spectra.

Group III-nitrides usually crystallize in hexagonal (wurtzite) or in cubic (zinc

blende) polytypes, and the wurtzite structure as the thermodynamically stable form

is the commonly employed one. Due to the high bond strength, these compounds

exhibit high stability in aggressive environment and are, in turn, nontoxic; this

is an important precondition for their use in biosensors [23]. In an early stage of

biosensor research, group III-nitrides were usually grown epitaxially by plasma-

Fig. 1 Bandgap and lattice

constants of group

III-nitrides and other

selected semiconductors
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induced molecular beam epitaxy (PIMBE) [24–26]. Due to the better structural

quality, thus chemical stability, most groups switched to metal-organic chemical

vapor deposition (MOCVD) [27–29]. Common substrates are sapphire, SiC, or Si

substrates. While for electronic applications the scalable Si substrate receives

increasing attention, the inertness of sapphire and SiC favors those substrates for

applications in harsh environment including sensors. In heteroepitaxial growth,

dislocations cannot be avoided; thus, the active surface has usually defect densities

in the order of 108–109 cm�2. Despite the high stability of the group III-nitrides,

such defects can be locally attacked, e.g., in alkaline solutions. Only recently,

native GaN and AlN bulk substrates became available [30], where dislocation

densities in the range of 103–105 cm�2 can be achieved. In addition to the improved

electronic properties, also enhanced chemical stability can be expected.

2.2 Polarization in Group III-Nitrides

As the wurtzite structure is noncentrosymmetric, two different stacking sequences are

possible, finally resulting in a polarity along the [0001] axis. In this direction, double

layers of Ga and nitrogen are formed. If Ga is on top of this double layer (called

Ga-face), the spontaneous polarization is orientated toward the substrate, whereas

in the opposite case (N-face), it is orientated toward the surface [31]. The spontaneous

and piezoelectric polarization of III-nitrides is up to ten times larger in comparison

with other III-V and II-IV semiconductors. The piezoelectric properties were

exploited for the realization of surface acoustic wave (SAW) and further electro-

acoustic devices [32].

The spontaneous polarization, however, becomes very important in heterostruc-

tures oriented along the [0001] axis. The discontinuity of the spontaneous polarization

PSP and a piezoelectric polarization PPE due to strain in the thin films induces fixed

charges σP at the interface. Depending on their polarity, these charges are partially

compensated by free carriers, i.e., electrons or holes.

In the case of common metal-polar AlGaN/GaN heterostructures, a negative

charge is generated at the surface and a positive charge at the AlGaN-GaN interface.

An additional piezoelectric polarization is generated by the tensile strain in the barrier

due to the lattice mismatch of GaN and AlGaN. This piezoelectrically induced charge

σPE increases the polarization of the AlGaN barrier. The resulting charges σP, AlGaN
and σP, GaN are shown in Fig. 2. To maintain charge neutrality, free electrons

accumulate near the interface in the GaN buffer and generate the two-dimensional

electron gas (2DEG) on the order of 1012–1013 cm�2 [31] and finally, the conductive

channel of a high-electron-mobility transistor (HEMT) [33]. These channels can be

adjusted by the composition of the solid solutions in the heterostructures without any

doping and are employed for high-power high-frequency amplifiers [34].

The channel formed by the surface-near 2DEG is confined in a fully epitaxial

structure about 10–30 nm below the surface, which allows an effective modulation of

the charge density through electric fields. Any additional charges on the surface will

Label-Free Biosensors Based on III-Nitride Semiconductors 63



compensate or amplify the field inside the AlGaN barrier; thus, positive or negative

charges on the surface increase or decrease the electron concentration of the 2DEG,

respectively. Such changes can be induced by ions or polar molecules interacting with

the surface of the AlGaN/GaN heterostructure. This basic principle is employed for

sensing of gases, ions, and (bio)molecules and the determination of pH in solutions.

A very attractive feature of those HEMTs employing a 2DEG is the principal

operation with gain and thus, the potentially higher sensitivity than a bulk material.

Moreover, the same heterostructure can be used for the fabrication of amplifying

HEMTs as well as passive surface acoustic wave devices, which principally enables

monolithic integration of both sensor functions and analog as well as digital data

processing and transmission. Although such concepts will not replace Si electronics

for data processing, it is a possible route to realize integrated devices with multifunct-

ional sensors, on-chip amplification and computation capability, and even remote

wireless readout.

2.3 Indium Nitride

InN as the representative with lowest bandgap behaves differently to the other

members of the group III-nitride family. For most of the semiconductors, the Fermi

level at the surface tends to be within the forbidden gap, which results in a surface

depletion zone (see GaN in Fig. 3). In InN, however, the Fermi stabilization energy is

in the conduction band. As a consequence, native defects of InN act as donors. These

properties result in a remarkable accumulation of electrons at the InN surface (Fig. 3),

which can be considered as a large defect in the crystal, and are also the reason for the

strong n-type conductivity of InN [35]. This high affinity of the surface for electrons

has consequences in the adsorption behavior of polar or charged species and, thus, on

the properties as chemical sensor.

2.4 Summary of Features Relevant for Biosensors

The employed optical and electronic properties of group III-nitride-based micro-

and nanostructures, however, have been proven to be extremely sensitive to any

Fig. 2 Schematic drawing

of an AlGaN/GaN

heterostructure (Ga-face)

with spontaneous and

piezoelectric polarization

field and induced charges
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manipulation of surface charges. Already the exposure of unpassivated AlGaN/

GaN HEMTs to water vapor is causing depletion of the 2DEG. Similarly, electrons

and ions on the surface of InGaN/GaN-LEDs modulate the band profile, thus

altering the wavelength and the intensity of the emitted light.

These observations stimulated the research on GaN-based heterostructures to

sense those effects. Meanwhile various sensing principles have been proposed [37–

40], and most of them can be adapted for biosensors. The advantages and possibil-

ities of the group III-nitrides for biosensing are summarized as follows.

1. The outstanding chemical inertness [41] results in

high (bio)chemical stability and

biocompatibility [23, 42].

2. The wide bandgap enables

devices with low electronic noise [27] and

transparency in the visible range of light

(possibility to combine well-established methods in biology) and

light-addressable potentiometric sensors (LAPS) [43].

3. Due to the direct band transition,

light-emitting devices can be fabricated (LEDs, laser); thus,

integration of spectroscopic methods [44] is possible.

4. The high spontaneous polarization [31] can be used in

single-crystalline field-effect transistors

without further dielectrics such as gate oxides

(resulting in enhanced chemical stability).

5. The piezoelectric properties facilitate

electroacoustic devices such as SAW devices [45] and

further microelectromechanical systems (MEMS).

Fig. 3 Schematic band diagram for the surface-near region on undoped GaN (left) and InN (right)

(EF, Fermi level; EC, conduction band minimum; and EV, valence band maximum). Values for the

band bending are obtained by Auger electron spectroscopy (AES) and ultraviolet photoelectron

spectroscopy (UPS) (after [36])

Label-Free Biosensors Based on III-Nitride Semiconductors 65



Expectedly, those properties resulted in the proposal of various transducer

principles, which are categorized in the following.

2.5 Overview on Nitride-Based Biosensors

Biosensors could be classified according to their transducer principle or to the emplo-

yed receptor. Using the transducer as the criterion, most sensors can be categorized as

electronic, optical, or mechanical [46].

1. Electronic biosensors are the most attractive type of sensors due to the easy data

collection and processing capabilities. The simplest configuration employs bulk

GaN and was demonstrated for ion sensing applications. Potentiometric measure-

ments revealed a pronounced sensitivity to anions, whichwas found to be reversible

though not selective [47]. GaN nanowires were also suggested due to their high

surface area to volume ratio [48].Most of the reported biochemical sensors based on

group III-nitrides, however, employ HEMT devices derived from AlGaN/GaN

heterostructures, which will cover the major part of the following discussion.

2. Systems, which detect biomolecules or cells by measuring their interaction with

light, are optical biosensors. The employment of techniques such as reflection,

transmission, or Raman spectroscopy could be considered as optical biosensors

as well. Although the direct semiconductor system with tunable bandgap offers

interesting possibilities for spectroscopic analysis, this will not be the target here.

Only optoelectronic devices, where the light emission is directly affected by

adsorbed biological species, are considered here.

3. Finally, mechanical biosensors usually employ resonators and the frequency shift

upon adsorption.

More specific, Sch€oning and Poghossian [49] classified Si-based BioFETs using

the function of the biorecognition element for the detection as main criterion, which

easily can be adapted for group III-nitride-based BioFETs (Fig. 4). These types of

biosensors have been realized by employing an HEMT as transducer element, which

will be described in the following paragraph.

Fig. 4 Classification of AlGaN/GaN-based BioFETs
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3 High-Electron-Mobility Transistor Sensors

3.1 Sensor Structure and Technology

The simplest configuration to use a 2DEG-containing AlGaN/GaN heterostructure

is a planar open-gate HEMT (Fig. 5). To enhance the chemical stability, the hetero-

structures are terminated by a thin 2–3 nmGaN layer. There is no principle difference

in the use of N-polar or Ga-polar heterostructures [50], due to the superior crystal

quality and chemical stability; however, usually Ga-face heterostructures are emplo-

yed. The size of the active sensor area can be a fewmillimeters [51] for single devices

or scaled down to a fewmicrometers for sensor arrays [27] or for integrated structures.

Usually, a mesa etching is required to isolate the device [23]. Alternately, ion implan-

tation [52] or UV laser cuts [53] can be used to isolate the 2DEG channels of the active

sensor area. Conventional Ti-/Al-/Au-based metallization used for the HEMT tech-

nology [54] is forming the ohmic contacts for source and drain. The active area is

confined, and the contacts are passivated by additional insulating layers as SiNx or

Sc2O3 [28], which is often used for high-performance radio-frequency (rf)-HEMT

passivation [54], CFx [26], SiO2 [29], silicone rubber [24], polyimide [25], epoxy [27],

polymethyl methacrylate [55], or other materials depending on the actual sensing

application. Finally, the active gate might be modified or coated to activate it or to

achieve certain selectivity.

3.2 pH Sensors

In an early study, Neuberger et al. demonstrated a high sensitivity of GaN/Al0.3Ga0.7N/

GaN heterostructures with open gate to ions provided by plasma spray ionizer and

concluded that effectively for each negative ion on the surface one electron is lost in

the 2DEG [50]. From such high sensitivity of AlGaN/GaN-based sensors to ions in air,

a response to ions in electrolytic solutions can be expected as well. In ISFETs or

electrolyte-gated field-effect transistors (EGFETs), the open-gate area is exposed

Fig. 5 Schematic cross section of the basic AlGaN/GaN heterostructure with insulation by ion

implantation
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directly to an electrolyte, whose concentration of specific ions shall be determined. This

EGFET is the basic element of all AlGaN/GaN-based biosensors. Instead of the fixed

gate, a reference potentialVref is applied to the electrolyte-oxide-semiconductor system

via a reference electrode, which is dipped into the electrolyte (Fig. 6) and defines the

potential of the solution. It should be noted that some investigations performed byKang

et al. [55–57] and Podolska et al. [58] are carried out without a reference electrode

measuring ID at constant drain-source voltageVDS. This configuration, however, is very

susceptible to electrostatic interference, and the reproducibility is therefore limited.

The chemical response of an EGFET to changes in the electrolyte composition

can be monitored by recording of the drain-source current IDS at a fixed Vref or by

adjusting the gate voltage via the Ag/AgCl reference electrode (Fig. 6) in order to

keep IDS constant.
Reproducible and quantitative results for an electrochemical AlGaN/GaN pH

sensor are first reported in 2003 by Steinhoff et al. [59]. They achieved a linear

response of 56 mV/pH with a resolution better than 0.05 pH close to the Nernstian

limit of 58.7 mV/pH at 23�C. Similar results were demonstrated also by other groups

(57.0 mV/pH [60], 57.5 mV/pH [25]), and no qualitative differences of the pH

response are reported for ISFET structures with GaN cap layers [59] compared to

bare AlGaN surfaces [29]. Furthermore, Steinhoff et al. compared different transistor

structures with respect to their pH response and found that even the thin surface oxide

layer forming upon exposure to atmosphere is sufficient for a linear response in the

range from pH 2 to pH 12. X-ray photoelectron spectroscopy (XPS) analysis of

as-deposited GaN revealed the almost immediate formation of a thin oxide film at

the surface [60]. Surfaces with native oxide and thermally oxidized samples showed

almost no difference in sensitivity. Thus, in contrast to the established Si-based

ISFETs, neither thermal oxidation nor specific pH-sensitive oxide layers, e.g., Ta2O5

or Al2O3, are needed.

The influence of the ions on the surface potential of an oxidized GaN surface can

be explained with the site-binding model [61]. It proposes that atoms in the surface

are acting as amphoteres, when they are in contact with an electrolyte (Fig. 7). In the

case of a high concentration of H3O
+ ions (low pH, Fig. 7b), the Ga-OH groups tend

to accept a proton, and the oxide surface becomes positively charged. In contrast, if

Fig. 6 Schematic view of

an AlGaN/GaN EGFET.

The metal gate is replaced

by an electrolyte bath

chamber contacted with an

Ag/AgCl reference

electrode
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the concentration of H3O
+ ions is low, i.e., the concentration of OH� ions is high

(high pH, Fig. 7c), most of the Ga-OH groups release a proton, and the surface charge

becomes negative. These changes in surface charge due to the change of pH in the

electrolyte directly affect the surface potential and consequently the sheet carrier

density of the 2DEG [59]. A theoretical study [62] employing this model and the

Poisson-Boltzmann equation is in good agreement with the reported experimental

results.

The selectivity to specific ions can be achieved by functionalization of the gate

area. In the simplest case, it was achieved by a thin Au film [63], which resulted in a

slightly increased response on halide ions. Due to the high affinity to electrons, InN

selectively reacts with anions. Higher selectivity can be achieved by covering the

active gate area with polymeric membranes. This technique was successfully

employed for the selective sensing of potassium, ammonium, sodium, and nitrate

[64]. Other techniques could be the use of selective ion channels in lipid membranes

as proposed by Steinhoff et al. [65] and Kang et al. [38] or ion-selective chalco-

genide glasses [66].

The employment of HEMTs for chemical sensors is not limited to AlGaN/GaN

heterostructures. InAlN barriers have been developed, which are lattice-matched

toGaN for indium compositions of 16–18%. The reduced strain is expected to increase

the lifetime and, thus, the long-term reliability. Moreover, due to the higher sponta-

neous polarization compared to AlGaN solutions, the barrier thickness can be

decreased. With a channel closer to the surface, the current response of a sensor

increases [67].

Fig. 7 (a) Model for the oxidized AlGaN surface in water and the reaction with (b) positive H3O
+

and (c) negative OH� ions and the impact on the 2DEG sheet carrier density
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3.3 Monitoring Biochemical Reactions

Although pH sensors are not biosensors in the sense of the definition by IUPAC [7],

they can be employed in medical applications or to monitor biochemical reactions,

which will be described in the following exemplarily.

Lübbers realized a micro-blood pH analyzer for fetal blood sampling in order to

minimize the volume of the blood sample (Fig. 8) [68]. The heart of the system is a

fluidic module with AlGaN/GaN pH sensor, reference electrode, and an optical

detection system for gas bubbles in the sample fluid. The shown measurements in

the blood demonstrate the usability of AlGaN/GaN-based sensors in a biologically

relevant environment.

On the other hand, many biochemical reactions are accompanied by changes of the

pH value. A qualitative monitoring of biochemical reactions was demonstrated for

an enzyme assay in a volume of 35 μl [69]. The catalytic splitting of 4-nitrophenyl

caprylate by the enzyme lipase resulted in a pH change due to the release of caprylic

acid, which was detected by an AlGaN/GaN ISFET (Fig. 9a). Faster reaction was

Fig. 8 Scheme of the fluidic circuitry of themicro-blood pHmeasurement setup (adapted from [68])

Fig. 9 (a) Monitoring of the catalytic splitting of 4-nitrophenyl caprylate with an AlGaN/GaN

ISFET for different concentrations of lipase [69]. (b) Simultaneous determination of changes in

the absorption coefficient α and pH value induced by the enzyme reaction. Compared are the opto-

electrochemical analysis utilizing an AlGaN/GaN ISFET in a droplet volume of 700 nl (circles)

and consecutive measurements with a pH meter and spectrophotometer in a volume of 700 μl
(solid line) (adapted from [68])
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observed for higher enzyme concentrations, and a good reproducibility was achieved

with a measurement error of �0.022 pH. Interestingly, the reaction products addi-

tionally cause a change in the light adsorption, which was monitored simultaneously

(Fig. 9b).

4 Surface Treatment and Stability

Despite the high stability of the group III-nitrides, electronic and optoelectronic dev-

ices require a careful surface passivation in order to stabilize their performance and

block any influence from the environment. In contrast, for biosensors, the interaction

of the environment with the surface is an essential precondition. Thus, for a reproduc-

ible operation, the surface needs to be stabilized or functionalized. Various sensing

principles have been investigated up to date, see the reviews and the references therein

[14, 37–40], and most of the demonstrators exhibited an excellent stability at labora-

tory conditions. Nevertheless, reliability and stability issues at practical conditions are

rarely addressed.

The ideal case of clean group III-nitride surfaces will be altered by any subsequent

treatment, and even the exposure to air results in immediate adsorption of oxygen,

carbon, and hydrogen [23], which will influence the sensing behavior. For example,

Chaniotakis et al. [70] explained the pH response of a clean GaN surface immediately

after growth with an electron transfer with anions, while Steinhoff et al. [59] used

the above described site-binding model on an oxidized GaN surface. In addition, every

processing step that is involved in the fabrication of the devices causes different

adsorbed species [23] as well as significant changes of the surface potential [31].

Both effects have important influence on the stability of group III-nitride-based bio-

sensors. Since a clean group III-nitride surface cannot be maintained, an alternative

stabilization needs to be employed, for example, an oxidized or otherwise function-

alized surface.

4.1 Oxidation

Oxidation of the GaN surface is one of the most basic functionalization methods for

AlGaN/GaN ISFETs. According to the site-binding model, it is essential for the pH

response of the group III-nitrides [59, 71], supports covalent binding of functionalizing

molecules through hydroxyl groups [72], and promotes a stable attachment of lipid

membranes as well as living cells [65]. Silicon oxide has a major drawback in

applications as gate dielectric in biosensors due to the low stability in electrolytic

solutions [73]. In contrast, metal oxide surfaces such as Ta2O5 and Al2O3 have shown

operation with superior long-term stability in physiological environment.

Exposure to air results already in the formation of a thin oxide layer as confirmed

by XPS [26, 60, 74, 75]. It enables already the operation of AlGaN/GaN sensors as
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ion detectors. On Ga-polar GaN, this native oxide can have a thickness of one

monolayer or even less, while an enhanced formation of native oxide on the surface

with N-face polarity was shown by XPS [75]. Due to the low thickness, which might

be altered during the operation as a sensor exposed to a liquid, it is assumed that it is

responsible for long-term instabilities. Moreover, GaxOy is attacked in alkaline

solutions which would impair the stable operation over a wide pH range [74]. The

observed hysteresis effects after repeated exposure to alkaline and acidic solutions

as well as the deviations from a linear response of the sensors at pH�10 [64] indeed

support the existence of a degraded surface oxide. The influence on a biosensor

working at lower pH (<pH 9), however, is not known.

On the other hand, stoichiometric Ga2O3 can be etched only in hot acids [76]; thus,

intentional oxidation may stabilize the performance of AlGaN/GaN sensors. Thermal

oxidation of the surface was investigated by Steinhoff et al. [65]. Based on contact

angle measurements, the best oxide layers were obtained at 650�C. At this temper-

ature, however, the heterostructure degrades, demonstrated by a reduction of the sheet

carrier concentration in the 2DEG of about 50%. To avoid such degradation, rapid

thermal processing can be employed at slightly increased temperatures of about

700�C [26]. In all cases, with increasing oxidation temperature, the oxygen concen-

tration at the outermost surface decreases slightly, whereas a considerably higher

amount is detected in the bulk, which is finally responsible for the degradation of an

AlGaN/GaN transistor at higher oxidation temperatures. Consequently, there is only a

small process window as a compromise between oxidation temperature and time and

the degradation of the electronic properties of the sensor. Also plasma oxidation in O2

or N2O was shown to result in substantial degradation of the electronic properties

[77]. On the other hand, soft fluorine plasma treatment can form a metallic surface

phase as observed by XPS [23]. When exposed to ambient conditions, these surfaces

are directly oxidized due to the high reactivity of metallic gallium, resulting in the

formation of gallium oxide on the sensor surface. In contrast to the direct plasma

oxidation, this method can have even positive effect on the electronic properties of the

AlGaN/GaN heterostructure [23, 51, 78].

Oxides up to 3 nm can be formed by exposure to H2O2 [79], and it was shown

that this oxide film improves the performance of a pH sensor in terms of drift and

hysteresis effects. Wetting experiments have shown that thermal oxidation results

only in slightly improved properties. Finally, electrochemical oxidation was demon-

strated to result in homogeneous oxides with flat sharp interfaces [80]. Such chemical,

electrochemical, or photo-assisted chemical oxidation methods at low temperatures

appear to be promising for the stabilization of the sensor surfaces.

4.2 Stability in Water

As a very first precondition for the operation as biosensors, the material has to be

stable in water and different aqueous solutions. Here, group III-nitrides turned out to

be superior to Si as well as other III-V compound semiconductors. In a basic study,
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Foster et al. demonstrated the stability of both N- and Ga-polar GaN in deionized

water, at pH 5 and pH 9, and in H2O2 solutions [81]. After immersion for 7 days, the

amount of gallium leached from the surface was measured by inductively coupled

plasma mass spectrometry of the solutions. The study confirmed a higher stability for

the Ga-polar material. Furthermore, acidic and neutral solutions have less impact on

the surfaces than alkaline solutions. Stability to extreme pH values is necessary only

if aggressive cleaning or sterilization treatments are required. The reduced stability in

alkaline solutions might be caused by the abovementioned properties of the gallium

oxide on the GaN surface, which is stable in acidic and neutral solutions, while it is

attacked in alkaline environment [74]. This effect needs to be investigated further

since many of the physiological solutions relevant also for biosensing are slightly

alkaline.

4.3 Cleaning of GaN Surfaces

The cleaning of the sensor surfaces has to be performed for the two major purposes:

(1) the cleaning during processing and (2) cleaning or sterilization during the use of

the sensors.

Cleaning procedures during device processing are out of the scope of this chapter;

for a review see Refs. [82, 83]. In the following, however, their impact on the

functionality of a biosensor is summarized. Common treatments in organic solvents

(acetone, methanol, ethylene) and DI water are used to remove contaminations such

as particles, dirt, and to a less extent organic species. Exposure toHF andHCl solutions

are standard cleaning procedures resulting in low coverage of oxygen and carbon

on GaN sensor surface. After cleaning, however, residues of fluorine and chlorine,

respectively, have been detected by XPS [23]. It has been shown that none of those

treatments have negative impact on the biocompatibility of the sensor surface, ensur-

ing freedom to select proper cleaning procedures among the available andwell-studied

variants.

Effective removal of oxide from group III-nitride surfaces was also demon-

strated by immersing them in ammonium sulfide (NH4)2S [84]. It should be noted

that the method exchanges oxygen by sulfur. The impact on biosensors or biocom-

patibility is not known. Sulfur, however, might be beneficial for alternative routes

in biofunctionalization of the surface.

For biological applications, the sensors have to be carefully sterilized. Cleaning

in polar and nonpolar solvents is not effective to remove the organic material

stemming from the cells as well as the various components of the cell media

completely. A treatment in steam at elevated temperatures was shown to not affect

the sensor properties [23]. In contrast, the treatment in NaOH at 80�C tends to attack

both the passivation layers and crystal defects such as dislocations, which degrades

the sensor performance or even destroys the structure [60]. Appropriate passivation

layers to be integrated into the sensor, which withstand the abovementioned treat-

ments, are multi-stacks of silicon oxide and nitride as well as the implementation of
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thin diamond films [85]. MOCVD-grown sensors have generally shown higher

stability than heterostructures grown by PIMBE [60]. It is generally improved by a

thin GaN cap layer of 2–3 nm. The preferential etching of defects of GaN andAlGaN

layers results in local etch pits at the surface, typically in hexagonal shape. Such pits

can short-cut the 2DEG to the active surface resulting in a drastic decay of the sensor

performance.

4.4 Wetting Behavior

Most of the investigated treatments change the wetting behavior of the surface, which

can be used as indicator for the state of the sensor surface [23]. A summary for

selected processing steps is given in Fig. 10a, while Fig. 10b displays the influence of

the contact of cell media or living cells with the sensor surface. A significant decrease

of the contact angle was observed after the SF6 plasma etching due to the formation of

a thin surface oxide as described before. A similar but less pronounced effect was

observed after immersion in HF. In contrast, autoclave treatment enhances the carbon

contamination with negative impact on the sensor properties and increased contact

angle to water. For all other treatments, the contact angle recaptures a stable value

of about 50 � 5� after exposure to air or water droplets for some hours due to

contamination by hydrocarbons. Oxidation processes generally improve the wetting

behavior. Also, increased Al content in AlGaN as well as N-polar material was

observed to lead to lower wetting angles [65]. After contact with culture media, an

angle of about 50� was always measured. After cell adhesion, the contact angle was

slightly higher (about 55�), most probably due to the enhanced carbon concentration

compared to the hydrocarbons in the case of the untreated sensors.

Fig. 10 Contact angle to water before and after (a) different processing treatments and (b) cell

adhesion on GaN surfaces. The second represents a measurement after 24 h. Cell growth and cell

media exposure have been performed after autoclaving (FCS fetal calf serum, DMEM Dulbecco’s
modified Eagle’s medium-high glucose, CHO-K1 Chinese hamster ovary cells, HEK 293FT
human embryonal kidney cells) (adapted from [23])
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To obtain a high wetting angle of about 100�, the deposition of fluorocarbon

coating can be employed. In combination with oxidation, the confinement of drop-

lets on the hydrophilic active area of the sensor within a hydrophobic environment

can be achieved. It was realized for the measurements in droplets [26, 53]; it is,

however, also a route to control the growth of living cells or the selective absorption

of proteins [86].

4.5 Impact of Device Processing

In addition to typical sensor devices in planar configuration (e.g., HEMTs), free-

standing three-dimensional (3D) structures (e.g., MEMS) and further configurations

can be employed for biosensors. The processing of such devices includes different

steps, like metallization, passivation, wet chemical etching, and lithography, as well

as fluorine- and chlorine-based dry etching and cleaning procedures. Consequently,

each fabrication step for semiconductor devices involves various kinds of impacts on

the surface including high-temperature and high-energy treatments, which can dis-

order the chemical composition and introduce defects on the surface [87, 88], and

thus may influence the electrical properties of the devices as well as the biocompat-

ibility and wetting behavior of the surfaces, which are important factors for bio-

sensors [26, 65].

The impact of the treatments can be summarized [23, 51]:

• Fluorine- and chlorine-based plasma dry etching processes alter the surface mor-

phologies and the electrical properties due to the formation of a thin oxide layer and

contaminate the surface with F�- and Cl�-ions.
• Soft fluorine-based etching has a positive impact on the electrical performance

of the sensor, while heavy fluorine-based etching leads to degradation.

• The established cleaning procedure with HCl and HF indeed decreases the surface

concentration of oxygen and carbon. The remaining traces of chlorine and fluorine

have no measurable effect on the sensor properties.

• KOH and NaOH at 70� C etch the GaN layer anisotropically at defects, which

degrades the electronic performance of the device.

• Most of the investigated treatments change the contact angle. After a few hours at

environmental conditions, however, the starting value of about 50� is recovered.
• The contact to cells and cell media contaminates the surface with carbon and metal

ions (mainly Zn), and a nondestructive procedure for their complete removal is not

available at present. Its influence on the sensing behavior is not known up to now.

• The exposure of the heterostructure to different biological materials in medium

is not changing the electrical performance of the sensor.

• The sterilization by autoclaving, which is very commonly used inworkingwith cell

cultures, contaminates the surface with carbon-containing species. Consequently, a

modified sterilization method has to be developed for the AlGaN/GaN sensor

surface, e.g., additional purification with surfactants or alcoholic derivatives.
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Finally, the electrical performance of an AlGaN/GaN sensor degrades after the

first use due to surface oxidation and, however, stabilizes thereafter. This phenom-

enon has to be taken into account for the calibration procedure of the sensors (and for

repetitive use of the expensive sensor material in future biomedical applications).

5 Biofunctionalization of the Surfaces

The clean gate surface of an HEMT is sensitive to every type of charges. To achieve

selectivity toward specific analytes, the HEMT surface needs to be modified. As

discussed before, the pH sensing is achieved by an oxidized surface. Biosensing,

however, requires the binding of receptors, which interact with specific analytes.

Figure 11 gives an overview about principle possibilities to functionalize AlGaN/

GaN sensors for biochemical applications. The upper row represents biosensors

according to the definition of IUPAC [7], while the lower row shows further possibil-

ities for biochemical sensing, which will not be discussed further in this chapter.

Fig. 11 Schematic overview illustrating the surface functionalization and possible applications of

the AlGaN/GaN heterostructure for biosensors (upper row) and (bio)chemical sensors (lower row)

(adapted from [89, 90])

76 V. Cimalla



The functionalization with living cells will be discussed in the context of Cell-

FETs. The functionalization by a thin gold film represents a classic approach for

immobilization of organic molecules. Employing the well-established thiol chem-

istry, Kang et al. reported label-free detection of DNA hybridization [55]. Alterna-

tively, a HEMT sensor can be also used to monitor the reaction of biomolecules on

functionalized particles, which were spread over the open gate [91]. This approach

was also used to detect explosive 2,4,6-trinitrotoluene (TNT) [92].

The functionalization of GaN surfaces with organic molecules was first performed

by Bermudez [93, 94], who analyzed the absorption and bonding of organic mole-

cules, such as aniline (C6H5NH2) and 3-pyrroline (C4H6NH) on reconstructed GaN

by electron spectroscopy in ultrahigh vacuum. These fundamental investigations

demonstrate that organic amines are easily adsorbed on GaN and they can be used

to attach functional groups at the surface. The physisorption of single-stranded DNA

(ssDNA) directly onto AlGaN surfaces was demonstrated, which could be performed

by simple printing techniques without the need for cross-linking agents or complex

surface pre-functionalization procedures [95].

Higher stability, however, is expected by covalent binding of organic molecules to

the group III-nitride surface. Silanization (Fig. 12a) was demonstrated by covering

the surface with organosilanes such as aminopropyltriethoxysilane (APTES) [56],

octadecyltrimethoxysilane (ODTMS) [72], aminopropyltrimethoxysilane (APTMS)

[48], or mercaptopropyltrimethoxysilane (MPTMS) [96], and the linkage was proven

by XPS. The attachment is achieved by bonding on surface oxygen. Similarly,

phosphonic acid (Fig. 12b) was attached to the nitride surface via oxygen bonds

[97]. Strong differences were found in the case of APTES for growth n- and p-GaN

surfaces [98]. Arisio et al. [99], however, concluded on a low stability of organosilanes

in water and attributed this observation to dissolution of the interfacial gallium oxide.

Fig. 12 Examples for the attachment of biomolecules by bonding to surface oxygen: (a)

organosilane (APTES) [56] and (b) phosphonic acid [97] (taken from [100])
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Other approaches claimed to bond organic molecules directly to GaN such as

peptides [101] or amines [102]; however, peptides also bond via surface oxygen

[103]. Nevertheless, high stability in water over several days was observed. Thus,

the stability of the functionalized surfaces still requires further research. Direct

covalent bonding was also proposed by photo-assisted attachment of n-alkenes

with different carbon chain lengths, such as 10-aminodec-1-ene protected with

trifluoroacetamide (TFAAD) [104], allylamine protected with trifluoroacetamide

(TFAAA) [105], and 5-bromo-1-pentene [106]. A study by electron spectroscopy,

however, revealed that also this attachment proceeds rather by bonding to surface

oxygen than directly to gallium [107]. On the example of TFAAD, the full chain

of biofunctionalization of an AlGaN/GaN HEMT to serve as DNA sensor [108] is

shown in Fig. 13.

A direct comparison between the functionalization of GaN and GaP by phosphonic

acid revealed no fundamental difference in the bonding and stability. GaN, however,

had shown less leaching in solutions demonstrating the increased stability [109].

AlN, which could be interesting for mechanical biosensors due to the good

piezoelectric properties, and InN can be functionalized using the same principles as

described for the HEMTs above. Examples that are described in the literature have

been organosilanes [72, 110] as well as peptides [111] on AlN and organosilanes

on InN [112, 113]. A physisorption study of amino acids on InGaN solid solutions

demonstrated that with increasing indium content, the adsorption is enhanced. The

effect was assigned to the surface oxide, which is more developed in indium rich solid

solutions [114].

These few observations show that no fundamental differences should be expected

for the different members of the group III-nitride family.

Fig. 13 Surface functionalization process for an AlGaN/GaN-based BioFET: TFAAD is linked to

the GaN surface in a photochemical process. In subsequent steps, the protective CF3 group is

removed, the cross-linker sulfosuccinimidyl-4-[N-maleimidomethyl]cyclohexane-1-carboxylate

(sSMCC), and finally the probe DNA is attached (taken from [100])

78 V. Cimalla



6 BioFETs (Detection of Biomarkers)

6.1 Enzyme-Modified Sensor: EnFET

Enzymes enhance biochemical reactions and are highly specific in the binding to

educts or substrates. The first biosensor by Clark and Lyons [8] employed such

catalyzed reaction by immobilizing glucose oxidase to an amperometric oxygen

electrode, in order to determine the glucose level in the blood. Also the first demon-

strated BioFET had immobilized enzymes on the gate of a field-effect transistor

[106]. These EnFETs often employ the generation of acids by the reaction of the

immobilized enzymes with a specific substrate, and the resulting change of the pH

value of the electrolyte in the vicinity of the sensor surface is detected.

The first AlGaN/GaN EnFET was reported by Baur et al. to detect penicillin G

[115]. The authors compared immobilization of the enzymes by covalent immobili-

zation (c-EnFETs) and physisorption (p-EnFET) and demonstrated strong degradation

for the p-EnFET, while c-EnFETs were highly reproducible after several measure-

ments cycles. Long-term exposure accompanied by kinetic modeling has shown

the stability of covalently bonded enzymes and the sequential loss of physisorbed

enzymes [116]. A linear response of 152 � 8 μV/μM was found between 10 μM and

300 μM of penicillin G due to the acidification in the vicinity of the gate area.

Detection limit has been 2 μM, while at 3 mM penicillin, the EnFET saturates,

which is comparable to Si-based EnFETs. In addition, the capability of such EnFETs

for the detection of penicillin in μl droplets was demonstrated [44].

A different approach for EnFETs has been used by Chu et al. [117] and Kang et al.

[118] for the enzymatic detection of lactic acid and glucose, respectively. In their

case, the AlGaN/GaN HEMT gate area was functionalized with ZnO nanorods, and

enzymes are linked to those nanorods. Alternatively, Makowski et al. [119] proposed

the enzymatic detection of kinase employing functionalized gold particles, which are

physiosorbed on the gate.

6.2 Immunologically Based Sensor: ImmunoFET

As part of the immune system, antibody response is defined as the interaction between

antibodies and antigens. Antibodies are proteins, and the recognition mechanism

between antibodies and antigens is highly specific, enabling highly selective bio-

sensors. The enzyme-linked immunosorbent assay (ELISA) is a well-known example

for a bioanalytical tool employing this principle of antigen-antibody reaction.

First approaches toward AlGaN/GaN ImmunoFETs were demonstrated by Kang

et al. using APTES [56] as well as Au-thiol-functionalized gate surfaces [57] for the

detection of streptavidin and prostate-specific antigen (PSA), respectively. Further

demonstrated possibilities are summarized in Table 1, for example, the detection of

toxins [120] and cancer antigens [57, 121] or the separation between human and
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Table 1 Demonstrated BioFETs based on AlGaN/GaN heterostructures

Target Functionalization Receptor

Detection

limit Reference

ENFET

Penicillin G APTES Penicillinase 2 μM [115]

Lactic acid ZnO nanorods Lactate oxidase 167 nM [117]

Glucose ZnO nanorods Glucose

oxidase

0.5 nM [118]

Glucose ZnO nanorods Glucose

oxidase

1 μM [128]

SRC kinase Au nanoparticles Kinase

inhibitor

1 pM [119]

ImmunoFET

Streptavidin APTES Biotin [56]

Streptavidin APTES Biotin 4.7 pM [129]

Streptavidin APTES Biotin [130]

Peptides Au-gated FET 10 pM [131]

Prostate-specific antigen Au-gated FET PSA antibody 1 μg/ml–

10 pg/ml

[57]

Prostate-specific antigen APTES PSA antibody 0.1 pg/ml [132]

Monokine induced by

interferon gamma

Au-gated FET MIG, CXCL9

antibody

[133]

Monokine induced by

interferon gamma

APTES MIG, CXCL9

antibody

0.4 μM [134]

Vitellogenin Au-gated FET Vitellogenin

antibody

2 μM/ml [135]

MCP-1 TFAAD MCP-1

antibody

[122]

Botulinum toxin Au-gated FET Antibody 1 ng/ml [120]

Hg2+ Au-gated FET Thioglycolic

acid

15 nM [123]

Kidney injury molecule-1 Au-gated FET KIM-1

antibody

1 ng/ml [136]

Traumatic brain injury Au-gated FET Antibody 10 μM/ml [137]

Breast cancer antigen c-erB antibody 0.25 μg/ml [121]

C-reactive protein Au-gated FET CRP antibody 10 ng/ml [138]

DNA-FET

DNA Au-gated FET ssDNA 0.1 M [55]

DNA Au-gated FET ssDNA [139]

DNA 11-Mercaptound-

ecanoic acid SAM

ssDNA 1 μM [125]

DNA TFAAD ssDNA 10�9–10�14 M [140]

DNA Au nanoparticles ssDNA [91]

DNA – Physisorption

of ssDNA

[141]
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mouse MCP-1 proteins [122]. In a wider sense, ions such as Hg2+ ions [123] are

detected with a functionalized HEMT. It should be noted that the large size of the

proteins and their complicated structure allow static measurements only in diluted

solutions, where the Debye length is sufficiently large to avoid the screening of the

charges by mobile ions [124].

6.3 DNA-Modified Sensor: DNA-FET

DNA is the nucleic acid that contains the genetic instructions for development and

functioning of all known living organisms. The DNA hybridization process is the

most applied method for detecting DNA. It identifies unknown single-stranded DNA

(ssDNA) by formation of a double-stranded DNA (dsDNA) with the complementary

counterpart. The DNA-FET employs a layer of complementary ssDNA immobilized

on the gate surface and detects the hybridization event through the additional charge

that is introduced by the binding of the target ssDNA. Despite the limitations due to

charge shielding in an electrolyte by counter ions, direct detection was demonstrated

due to a positively charged transducer surface which attracts the negatively charged

sugar-phosphate backbone of the immobilized ssDNA. The hybridization alters this

attraction which influences the charge distribution [49].

Similar to their realization of an ImmunoFET, Kang et al. [55] used thiol-modified

oligonucleotides to covalently bind ssDNA with 15 base pairs (bp) to the Au-coated

surface of an AlGaN/GaN ISFET. They demonstrated repeatability even after dena-

turation as well as the absence of nonspecific reactions. Repeatability for several cycles

was also observed for TFAAD-functionalizedAlGaN/GaNHEMTs [100]. Comparing,

however, directly the functionalization via Au-thiol and bonding on a self-assembled

monolayer (SAM) of mercaptoundecanoic acid, Thapa et al. showed better specificity

on SAMs [125]. Further improvement could be demonstrated by dynamic measure-

ments [126] or impedance spectroscopy [127] taking benefit of the reduced diffusivity

through a dense functionalized sensor surface.

6.4 Advanced Measurement Schemes

The following chapter shall shortly summarize trends to improve the sensitivity of

biosensors by enhanced measurement schemes. Although not specific for AlGaN/

GaN-based BioFETs, they have demonstrated already their potential.
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6.4.1 Subthreshold Operation

The channel current in a field-effect transistor is linearly and exponentially depen-

dent on the gate voltage above and below the threshold voltage, respectively. Thus,

above the threshold voltage, the channel current follows the surface potential shift,

in the case of pH sensing according to the Nernstian limit. If the gate voltage is

controlled by a gate to be below the threshold voltage, the exponential dependence

leads to sensitivities exceeding the Nernstian limit [142]. Higher sensitivity in

the subthreshold regime has been demonstrated also employing an AlGaN/GaN

BioFET for the detection of proteins [129]. It should be noted, however, that most

of the instabilities arise from the surface and, thus, from surface potential changes.

Consequently, the subthreshold operation amplifies also these fluctuation and drift

phenomena.

6.4.2 Impedance Spectroscopy

As highlighted by Sch€oning and Poghossian [49], the development of BioFETs still

faces multiple theoretical and practical problems. Especially, the distance of the

charge that shall be detected to the responding surface in physiological solutions is

generally larger than the Debye length, and consequently, the charges would be

shielded by counter ions [124]. To circumvent this problem, several dynamic methods

have been suggested including impedance spectroscopy [143]. For interpretation of

the experimental results, however, usually a model in form of an equivalent circuit is

necessary.

For example, the impedance spectra of an AlGaN/GaN sensor in an electrolyte

can be modeled by a serial connection of the capacitance of the AlGaN barrier Cins,

the double-layer capacitance Cdl, and the electrolyte resistor Re (Fig. 14, left). The

functionalization with DNA can be considered as a membrane and modeled with an

extended capacitance Cdl in parallel to a Warburg element Zw and a transfer

resistance Rct [127] (Fig. 14, right). The Warburg element represents the diffusion

of ions through the DNA layer. If the functionalization is sufficiently dense, the

hybridization of the ssDNA will reduce the diffusivity for ions, which can be

measured if the gate voltage is superimposed by an alternating current with small

amplitude. Thus, in contrast to the static measurements, which rely on the detection

of changes in charge distribution within the Debye length, impedance spectroscopy

can employ indirect mechanisms, which are independent of the double-layer thick-

ness and could enhance the sensitivity.

Similarly, impedance spectroscopy can be used in Cell-FETs to obtain additional

information on occupancy and cell expansion or movement, which are not acces-

sible by static measurements [144].
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6.4.3 Dynamic Measurements

The abovementioned model of altered diffusivity can be used for a modified measure-

ment scheme. Instead of an alternating current (ac) voltage, bipolar step input could be

applied on the gate [126] within the linear regime of the transistor transfer character-

istics. The channel current follows with an exponential dependence, and in the case of

perfect matching of target and probe DNA, the corresponding time constants for the

response current on both positive τp and negative input pulses τn were proportional

to the logarithm of target concentration until saturation at 10�7 mol/L (Fig. 15).

Those methods allowed a remarkable increase in the sensitivity compared to static

measurements.

7 Cell Proliferation

For the biocompatibility of a material, several definitions are known. In this chapter,

biocompatibility is assigned to the ability of a material to be in contact with a

biological material without affecting it negatively. More specific for biosensing

Fig. 14 Scheme of the insulator/electrolyte interface and Nyquist plot (left) prior to and (right)
after functionalization. After functionalization, few pinholes appeared in the passivation (Rph)

without affecting sensor performance. At intermediate frequencies, Rct and Cdl (double-layer

capacitor) in parallel are dominant (semicircle). Cins is insulator capacitance [122]
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applications, a biocompatible material should allow living cells to grow on top of the

biosensor surface. Most of the compound semiconductors such as arsenides, phos-

phides, and antimonides as well as compounds containing cadmium or tellurium

have negative impact on biological host materials and require passivation (e.g.,

GaAs [145]). In contrast, the biocompatibility of GaN and AlGaNwas demonstrated

in several publications including a survival of living cells on those materials over

long periods [23, 146–150].

The ability to grow cells on top of active sensors is plausibly a critical issue for the

realization of cell-on-chip concepts. As shown before, group III-nitride-based ISFETs

are chemically inert and stable under physiological conditions. The attachment phase

of cell adhesion proceeds rapidly and involves physicochemical linkages between

cells and the material surface. Diminished cell adhesion can be used as a measure of

toxicity, if first the initial attachment of cells is investigated [151]. First studieswith rat

fibroblasts (3T3 cells) have demonstrated good adhesion properties of the group

III-nitrides independent of the aluminum concentration in the AlxGa1�xN solid solu-

tion (x¼ 0, 0.22, 1) and slightly improved behavior after a pretreatment by oxidation

[27, 65]. Podolska et al. [148] observed with more sensitive HEK 293FT cells a

slightly decreased survival rate on AlGaN with increasing Al concentration up to

35%. They concluded that a thin GaN capping layer on top of AlGaN supports the

proliferation of cells. This and further investigations [27, 149] clearly demonstrated

that adhesion and growth of living cells onGaNare superior to Si. Furthermore,Young

et al. demonstrated the cultivation of neuronal cells onGaN surfaces [42] and found no

fundamental differences on p-type and n-typeGaN. Jewett et al. [146] investigated the

proliferation of PC12 cells, which is a widely used cell line for studying neuronal

differentiation on etched and on functionalized GaN. The cultivation on etched GaN

surface confirmed the good adhesion properties of pure GaN. In a control experiment

on Si, the cell density decreases over time and eventually reaches zero. For GaN

surfaces, which were functionalized with peptides, however, the cell density slightly

increased further. Thus, biofunctionalization of the GaN surface could promote the

biocompatibility to specific cells.

Fig. 15 (a) Normalized change of the drain-source current ΔIDS,norm for positive input. Insert:

Magnification of the range with most prominent changes. (b) τn and τp in dependence on the target
concentration [122]
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It should be noted that contrary to ISFETs based on Si, no complex modifications

are needed to promote the adhesion and proliferation of cells on AlGaN/GaN ISFETs.

Nevertheless modification with fibronectin might be beneficial to enhance the prolif-

eration of cells on AlGaN surfaces [152]. Furthermore, Hofstetter et al. could show by

comparing living cells on AlGaN/GaN and on glass after X-ray radiation that the GaN

surface has no negative impact on cell repair mechanisms [153].

For the investigation of the influence of surface contamination on the biocompat-

ibility of AlGaN/GaN sensors, mammalian cell cultures HEK 293FT and CHO-K1

were employed (Fig. 16) [23]. A surface contamination by carbon, hydrocarbons, and

metal ions slightly decreases the cell proliferation. There is evidence that the human

HEK 293FT cells are more sensitive since they show a reduced growth. Nevertheless,

the study revealed that typical cleaning and etching procedures, which are used in the

fabrication of AlGaN/GaN sensors and in the functionalization of the sensor surface

(i.e., KOH, HCl, HF wet chemical etching, SF6 and Cl plasma etching), have very

small influence on the biocompatibility. Even remaining ionic contamination such as

Cl from HCl or K from KOH with a concentration that allows detection by X-ray

photoelectron spectroscopy had no significant influence. According to this observa-

tion, a variety of surface cleaning and functionalization treatments for GaN can be

employed without negative impact on the biocompatibility, which gives a high degree

of freedom for the transfer of well-established techniques to the fabrication and reuse

of GaN-based biosensors.

Leaving the sensors in water, algae [155] (in lake water) or bacteria [156] (in open-

cell media) grow on top of it, forming biofilms. These processes of biofilm formation

can be monitored with the AlGaN/GaN sensor. In the case of algae (Fig. 17), the

growth of a biofilm was observed on the sensor under illumination. It was accompa-

nied by a continuous increasing of the channel current. In contrast, in dark environ-

ment, no algae appeared and the sensor signal was constant with some fluctuations due

to temperature and light variations.

Fig. 16 (a) Cell population after 2 days on differently treated AlGaN/GaN heterostructures and

comparison to a bare AlGaN surface, to Si, and to polyimide, which is used for passivation of the

sensor metallization. Upper (green) and lower (red) bars represent the HEK 293FT and the

CHO-K1 cell lines, respectively [154]. (b) CHO-K1 cells on MEMS sensor and (c) HEK 293FT

cells on the active area of a planar AlGaN/GaN sensor
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The abovementioned examples, which are summarized in Table 2, demonstrate

that there are no serious restrictions to build hybrids of a GaN-based sensor element

with cells, showing also the high stability of the sensors over several days under

non-optimized conditions.

Finally, it should be mentioned that the growth of PC12 cells on AlN required a

surface functionalization such as peptides [157], which is in contrast to good prolif-

eration of CHO-K1 cells on AlN microstructures (Fig. 16b [154]).

Fig. 17 (a) Channel current of an AlGaN/GaN sensor in light, where algae were growing (red

line) and in dark environment (blue line) and corresponding photograph (b) in light and (c) in dark

environment [155]

Table 2 Demonstrated hybrids of living cells and (Al)GaN surfaces

Cells/cell line Substrate Treatment Reference

Rat fibroblasts (3T3 cells) AlxGa1�xN

(x ¼ 0, 0.22, 1)

[27]

Cerebellar granule neurons prepared from

7-day-old Wistar rats

GaN Alcohol,

autoclave

[42]

PC12 GaN

GaN/peptide

Piranha/HCl/

NH4F

[158]

SaOS-2 human osteoblast-like cells AlGaN/GaN Organic sol-

vents/UV light

[152]

HEK 293FT AlGaN/GaN Organic solvents [148]

HEK 293FT GaN, AlGaN/

GaN

Organic sol-

vents, autoclave

[23]

CHO-K1 GaN, AlGaN/

GaN

Organic sol-

vents, autoclave

[23]

Nerve cell line NG108-15 (mouse neuro-

blastoma � rat glioma hybrid)

AlGaN/GaN Organic sol-

vents, autoclave

[149]

Algae AlGaN/GaN Organic solvents [155]

Bacteria AlGaN/GaN Organic solvents [156]
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8 Cell-FETs (Monitoring Living Cells)

Surely, the most interesting but also most complex biosensor is constructed cou-

pling whole cells as a biorecognition element with a transducer device. It offers the

possibility to study the effect of drugs or environmental influences on the cell

metabolism directly by measuring, e.g., extracellular acidification, intra- and extra-

cellular potentials, or simply the adhesion properties.

The interaction in hybrids between living cells and anAlGaN/GaNHEMTwas first

demonstrated with cardiac myocyte cells of embryonic Wistar rats on HEMT arrays

[27]. After 5 days of cultivating, a monolayer of cells developed, which spontaneously

contracted with stable frequency, and the extracellular potential of about 70 μV was

recorded with high signal-to-noise ratio.

The monitoring of the condition of living cells could be employed to obtain

information about the environment relevant for living species with high impact in

environmental protection, toxicology, and drug development. Firstly, the growth of

cells on the sensor (Fig. 17) [155] or the acidification as a result of the cell metabolism

[90] can be analyzed using AlGaN/GaN HEMTs.

A more detailed study on the electrically detectable stimulation of NG108-15

neuronal cells has been performed by Cimalla et al. [159] and Gebinoga et al.

[160, 161]. The used substances diisopropyl fluorophosphate (DFP) and phenyl-

methanesulfonyl fluoride (PMSF) are inhibitors for acetylcholinesterase (AChE). In

addition to PMSF, amiloride was used to block Na+ and Ca2+ channels. The extracel-

lular activity of the same cell field was recorded over long time, and the device has

shown stable operation under physiological conditions and a very good signal resolu-

tion. As an example, the reaction of theCell-FET ondosing ofDFP is shown in Fig. 18.

The current in the AlGaN/GaN HEMT decreases due to a decreasing number of

positive ions (Na+) in the cleft. A summary of the observed reactions is given in

Fig. 18 (a) The recorded NG108-15 cell reaction to different concentrations of the neuroinhibitors

DFP in DMEM with 25 mM HEPES-Tris (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid)

buffer solution as cell medium (dosing by titration; numbers correspond to added concentrations in

the solution in units of μM; pH is measured at the beginning and the end of the experiments by glass

electrode). (b) Corresponding model for the reaction of the hybrid (adapted from [90])
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Table 3, in particular, the possibility to monitor the reaction on inhibitors and ion

channel blockers.

Further studies [152] combined the patch-clamp technique with AlGaN/GaN

ISFETs in order to detect the reaction of SaOS-2 human osteoblast-like cells to

different concentrations of quaternary ammonium ion and tetrodotoxin, which block

K+ and Na+ channels, respectively. Ca2+-ion channel inhibitors as well as activators

have been dosed in HEK 293FT cells [150] demonstrating the possibility for Ca2+

sensing. The experimental observations so far are summarized in Table 4. From the

experimental details, it can be concluded that AlGaN/GaN ISFETs are well suited

for the construction of Cell-FETs owing to the inherent properties of III-nitrides like

Table 3 Summary of observed sensor response on the cell reaction on different treatments

[90, 159]

Experiment Cell reaction

Sensor

response Underlying effect

Alkalization Consumption of H3O
+ and dif-

fusion of CO2 into the

atmosphere

ID decreases Increase of OH- ions

Breathing Decreasing CO2 concentration

in the cell medium, creating

non-equilibrium of membrane

potential

ID oscillates Alternating HCO3
- concentra-

tion in the cell medium

Dosing of

DFP

Inhibition of AChE, thus,

keeping the Na+ channels open

ID decreases Depletion of positive ions in the

cleft (Na+) due to equilibration

of the concentration gradient

Dosing of

amiloride

Blocking of Na+ channels ID increases Accumulation of positive ions

in the cleft (Na+, K+)

Dosing of

PMSF

Inhibition of AChE, thus,

keeping the Na+ channels open

ID decreases Depletion of positive ions in the

cleft (Na+) due to equilibration

of the concentration gradient

Table 4 Summary of reported Cell-FETs with AlGaN/GaN HEMTs

Cells Reaction Reference

Cardiac myocyte cells of embryonic Wistar

rats

Spontaneously beating cardiac

myocyte cells

[27]

P19 cells (embryonic mouse-

teratocarcinoma stem cell)

Acidification as a result of cell

metabolism

[90]

Algae Growth of a biofilm [155]

Nerve cells NG108-15 Inhibitor DFP, PMSF

Na+ ion channel blocker amiloride

[159]

SaOS-2 human osteoblast-like cells K+ ion channel blocker TEA

Na+ ion channel blocker TTX

[152]

HEK 293FT Ca2+ as well as Ca2+ blocker as

activators

[150]

Physarum polycephalum Cell metabolism [144]

Yeast (Saccharomyces carlsbergensis) Cell metabolism [162]
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chemical stability and low noise. Clear response signals to inhibitors illustrate the

applicability for drug development, although their interpretation remains an inher-

ently complex issue.

Finally, two slightly different approaches shall underline the versatility of the

AlGaN/GaN HEMTs for BioFETs. In addition to biomolecules, virus and bacteria

can be detected employing site-specific reactions. For example, Wang et al. dem-

onstrated the detection of Perkinsus marinus [163] in high concentrated electrolyte

simulating the conditions of seawater and could distinguish between infected and

healthy environment, while Kang et al. immobilized human immunodeficiency

virus (HIV) [164].

9 Further Biosensors

As listed in Sect. 2.5, there is a high number of possible transducer principles for

group III-nitrides, which can be electrical as in the case of nanowires or based on

other phenomena. Such transducer possibilities are described shortly in the follow-

ing section.

9.1 Electrical Biosensors: Nanowires

Nanowires represent miniaturized field-effect transistors, where the conductive chan-

nel is confined in two dimensions. It exhibits a higher surface-to-volume ratio than

planar FETs, which is expected to increase the sensitivity. The dimensions of the

nanowires can be in the range of the target molecules, which principally enables

single-molecule detection. Furthermore, absorption of proteins as well the growth of

living cells can be controlled by wettability of the surfaces. On GaN nanowires it was

shown to switch from superhydrophobic to superhydrophilic behavior via radiation by

ultraviolet light [86]. It is assumed that the high surface-to-volume ratio serves as

amplifier of those effects resulting in very large changes of contact angle between 155�

and ~0�. Finally, due to the small sizes, increased packaging density and integration

inmicrofluidic systems such as lab-on-a-chip concepts are possible. Functionalization

can be achieved similarly to the planar structures via oxygen on the hydroxylated

GaN surface employing the organosilanes APTMS [48], MTPMS [165, 166], APTES

[167], or 1,10-decanedicarboxylic acid and poly(amidoamine)dendrimer as linker

[168]. While the first GaN nanowires were analyzed by luminescence [48] and

electrochemical impedance spectroscopy [165], DNA-FET operation was demon-

strated in Refs. [166, 168] andDNA concentrations as low as 0.1 aM could be detected

[168]. Although high aspect ratios are usually disturbing cell growth, living cells were

demonstrated to grow on nanowires as well as on planar or porous GaN [158].
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9.2 Mechanical Biosensors: Electroacoustic Resonators

SAW devices generate and detect acoustic waves on the surface of a piezoelectric

material. The acoustic wave is confined at the surface, which makes such waves very

sensitive toward any change at the surface such as mass loading or viscosity changes.

SAW devices can be used for different sensing applications, which enable integrated

sensor concepts. For example, a passivated SAW device measures temperature, while

a functionalized SAW device detects with high-precision protein molecules, ultra-

small cells, or DNA [169]. While first attempts to realize biosensors relied on

functionalization via Au film (e.g., on LiNbO3, detection of DNA and cells [170]),

for piezoelectric AlN films, the organosilane functionalization can be used to immo-

bilize ssDNA and to detect the hybridization [171]. An interesting feature of group III-

nitride-based SAW devices is the possibility to fabricate them from the same AlGaN/

GaN heterostructure as a BioFET [172]. Such devices demonstrated already good

sensing properties for gases [173]; a biosensor, however, was not demonstrated yet.

Biosensors, however, usually should operate in liquid environment. SAW devices

in liquids are highly damped since the displacement of the SAW is directed into the

liquid. In another type of acoustoelectric resonators, Lamb waves propagate in solid

plates. The wave velocity of the Lamb waves can be much smaller than the corres-

ponding waves in liquids, which permits operation in liquids with reduced damping.

Themain drawback of Lamb wave biosensors, however, is the necessary employment

of thin membranes due to a decreased sensitivity with increasingmembrane thickness,

which makes the devices more fragile. First group III-nitride-based Lamb wave

sensors were demonstrated on AlN by Duhamel et al. [174].

Furthermore, there are no restrictions to employ different kinds of bulk acoustic

wave (BAW) devices [32]. BAW sensors have been already demonstrated for the

detection of thin organic films [175]. A more detailed review on AlN for fluidic and

biosensing applications is given in Ref. [176].

9.3 Optical Biosensors

As mentioned in the classification in Sect. 2.5, sensors relying on spectroscopic or

similar methods are not considered here. Instead, the described functionalized sur-

faces and their electronic sensing mechanisms in BioFETs can be also used to modify

the emission characteristics of optoelectronic devices.

If a close packed ssDNA-functionalized surface is exposed to a matching target

DNA, the hybridization leads to compressive stress, which induces a piezoelectric

polarization in wurtzite group III-nitrides. This polarization modification will modify

the field within the quantum well close to the surface. As a result, the wavelength of

the emitted light will shift. Such kind of biosensor was demonstrated by Shih et al.

[177] employing In0.22Ga0.78N/GaN multiple quantum wells functionalized with Au

and ssDNA. Instead of piezoelectric effects, the band bending of the surface upon
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adsorption of molecules can be employed as well [178]. Also, the photoluminescence

(PL) in lateral polarity heterostructures, where periodically the polarity of the wurtzite

material is reversed, was shown to be altered on peptide-functionalized AlGaN [179].

A major advantage of these concepts is the pure optical readout of electronic surface

effects via photoluminescence, which avoids any electrical connections to the sensing

surface or electrical currents within the analyzed media.

The effect will be more pronounced in nanostructures, where the band bending

affects the major part of the material. In stacked GaN/AlN quantum dots, it resulted

in a strong response of the PL intensity on hydrogen [180] and increased in InGaN

quantum dots in GaN nanowires [181], which can be integrated in small compact

micro-optical systems [182]. In solutions, however, their potential was stabilized by

an Ag/AgCl3 reference electrode and pH values were measured by PL. Based on

this principle, the operation as biosensor was demonstrated detecting photocatalytic

oxidation of nicotinamide adenine dinucleotide [183].

10 Multiparameter Systems

Due to the transparency of the material system for visible light, nearly each optical

analysis technique can be performed simultaneously in addition to electrical mea-

surements. For example, cell-based approaches benefit from a careful monitoring of

cell vitality, adhesion, coverage, and count during on-chip cultivation through stan-

dard inverse optical microscopy [39, 43]. Moreover, this opens up a huge field for

innovative multiparameter analysis approaches where optical and electrical parame-

ters are easily accessible, complementing each other to produce a more complete

picture of the bioreaction in question. Combining InGaN-based laser diode and band-

selective photodetector allows for absorption measurements in droplets positioned on

an AlGaN/GaN ISFET [53]. In this configuration, the laser diode emits light with

specific wavelength about 410–420 nm. At this wavelength, the AlGaN/GaN sensor is

completely transparent. An InGaN detector with tailored spectral selectivity records

the transmitted light for colorimetric measurements of the droplet simultaneously to

the electrical measurements with the sensor. The concept has been demonstrated

for the monitoring of enzymatic reactions and of cell activities.

There is a variety of further concepts for integrated sensing possible taking

benefit of the well-developed technologies for light emitters (LEDs, laser) and rf

power devices (HEMTs). A straightforward solution is the employment of differ-

ently functionalized biosensors including pH or further ion-selective devices.

Optical methods could be integrated by combining AlGaN/GaN BioFETs with a

light-emitting diode, which was demonstrated even monolithically [184], and

employing of the transparent sapphire substrate as micro-optical platform on the

base of planar diffractive optical elements [185]. Also electroacoustic devices can

be implemented and integrated if the same AlGaN/GaN heterostructure is used for

BioFETs and SAW devices to measure further physical parameters [172].
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11 Conclusions

The development of biosensors based on group III-nitrides gained increased interest

within the last decade and remarkable progress has been made. Benefiting from the

development of Si-based BioFETs, biosensors employing enzymes, DNA, anti-

bodies, and whole cells have been realized. The large bandgap and strong bond

strength in group III-nitrides allow operating devices in harsh environments and

aggressive solutions and guarantee the excellent chemical stability and biocompat-

ibility. Several biofunctionalization schemes are available, and especially schemes

employing covalent bonding to the surface have shown to be stable and applicable

in reusable biosensors. On the other hand, no functionalization is required for the

adhesion and proliferation of cells on the surface. Such semiconductor-cell hybrids

are highly prospective for drug screening and as broadband toxicity sensors.

The majority of group III-nitride-based biosensors employ the high-electron-

mobility transistor on an AlGaN/GaN heterostructure, where a well-developed tech-

nology for the transducer is available. The possibilities for integration of BioFETs

with electronic, optoelectronic, or SAW devices for data processing and contactless

readout are further attractive features. Fundamental challenges and problems, how-

ever, are still to be tackled. Further investigations are required to understand phe-

nomena related to sensing, passivation, and especially interface stability. In addition

to that, it is well known, though mostly omitted in the publications concerning

AlGaN/GaN ISFETs, that a persistent photocurrent is induced even at sub-bandgap

photon energies due to lattice defects and impurities. To overcome this limitation,

crystal quality has to be optimized and new approaches have to be investigated.

Finally, it shall be noted that despite the extraordinary properties, InN has been

rarely used in biosensors as well as for sensing applications at all. The high surface

affinity to electrons creates a conductive channel directly on the surface, and anion

selectivity can be achieved [186]. An interesting feature, however, is the high work

function,which enables an adaptation to the lowest unoccupiedmolecular orbital band

of a large number of organic molecules. The wide tunability of the group III-nitrides

allows realizing tailored surfaces for the specific bonding of selected molecules to

realize biofunctionalization [187]. These opportunities are by far not understood and

exploited.
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based SAW-HEMT structures for chemical gas sensors. Proc Eng 5:152–155

174. Duhamel R, Robert L, Jia H, Li F, Lardet-Vieudrin F, Manceau J-F, Bastien F (2006)

Sensitivity of a Lamb wave sensor with 2 μm AlN membrane. Ultrasonics 44:e893–e897

175. Rey-Mermet S, Lanz R, Muralt P (2006) Bulk acoustic wave resonator operating at 8 GHz for

gravimetric sensing of organic films. Sens Actuators B 114:681–686

176. YQ F, Cherng JS, Luo JK, Desmulliez MPY, Li Y, Walton AJ, Placido F (2010) Aluminium

nitride thin film acoustic wave device for microfluidic and biosensing applications. In:

Dissanayake DW (ed) Acoustic waves. Sciyo, Rijeka, pp 263–298

177. Shih HY, Chen TT, Wang CH, Chen KY, Chen YF (2008) Optical detection of

deoxyribonucleic acid hybridization with InGaN/GaN multiple quantum wells. Appl Phys

Lett 92:261910

178. Heinz D, Huber F, Spiess M, Asad M, Wu L, Rettig O, Wu D, Neuschl B, Bauer S, Wu Y,

Chakrabortty S, Hibst N, Strehle S, Weil T, Thonke K, Scholz F (2017) GaInN quantum wells

as optochemical transducers for chemical sensors and biosensors. IEEE J Sel Top Quantum

Electron 23:1900109

179. Berg NG, Franke A, Kirste R, Collazo R, Ivanisevic A (2016) Photoluminescence changes of

III-nitride lateral polarity structures after chemical functionalization. Mater Res Exp

3:125906

180. Weidemann O, Kandaswamy PK, Monroy E, Jegert G, Stutzmann M, Eickhoff M (2009)

GaN quantum dots as optical transducers for chemical sensors. Appl Phys Lett 94:113108

Label-Free Biosensors Based on III-Nitride Semiconductors 101



181. Maier K, Helwig A, Müller G, Becker P, Hille P, Sch€ormann J, Teubert J, Eickhoff M (2014)

Detection of oxidising gases using an optochemical sensor system based on GaN/InGaN

nanowires. Sens Actuators B 197:87–94

182. Kleindienst R, Becker P, Cimalla V, Grewe A, Hille P, Krüger M, Sch€ormann J, Schwarz UT,

Teubert J, Eickhoff M, Sinzinger S (2015) Integration of an opto-chemical detector based on

group III-nitride nanowire heterostructures. Appl Opt 54:839–847

183. Riedel M, H€olzel S, Hille P, Sch€ormann J, Eickhoff M, Lisdat F (2017) InGaN/GaN

nanowires as a new platform for photoelectrochemical sensors – detection of NADH. Biosens

Bioelectron 94:298–304

184. Li Z, Waldron J, Detchprohm T, Wetzel C, Karlicek Jr RF, Chow TP (2013) Monolithic

integration of light-emitting diodes and power metal-oxide-semiconductor channel high-

electron-mobility transistors for light-emitting power integrated circuits in GaN on sapphire

substrate. Appl Phys Lett 102:192107

185. Hofmann M, Hauguth-Frank S, Lebedev V, Ambacher O, Sinzinger S (2008) Sapphire-GaN-

based planar integrated free-space optical system. Appl Opt 47:2950–2955

186. Lu YS, Ho CL, Yeh JA, Lin HW, Gwo S (2008) Anion detection using ultrathin InN ion

selective field effect transistors. Appl Phys Lett 92:212102

187. Stutzmann M, Garrido JA, Eickhoff M, Brandt MS (2006) Direct biofunctionalization of

semiconductors. A survey. Phys Status Solidi A 203:3424–3437

102 V. Cimalla



(Bio-)chemical Sensing and Imaging by
LAPS and SPIM

Tatsuo Yoshinobu, Steffi Krause, Ko-ichiro Miyamoto,
Carl Frederik Werner, Arshak Poghossian, Torsten Wagner,
and Michael J. Schöning

Abstract The light-addressable potentiometric sensor (LAPS) and scanning photo-
induced impedance microscopy (SPIM) are two closely related methods to visualise
the distributions of chemical species and impedance, respectively, at the interface
between the sensing surface and the sample solution. They both have the same field-
effect structure based on a semiconductor, which allows spatially resolved and label-
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signal generated by a scanning light beam. In this article, the principles and various
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1 Introduction

Potentiometry based on a semiconductor field-effect structure offers a method of
label-free (bio-)chemical sensing. The ion-sensitive field-effect transistor (ISFET)
[1] is the most well-known device of this kind, which has an electrolyte–insulator–
semiconductor (EIS) structure, and the variation of the activity of the target ions in
the sample solution is detected in the form of the drain current in a FET structure.

The light-addressable potentiometric sensor (LAPS) [2] has the same EIS struc-
ture, but it has no laterally patterned structures. The semiconductor layer is illumi-
nated with a light beam to induce a photocurrent signal, which is dependent on the
activity of the target ions. Here, the measured area is defined by the illuminated area,
which realises spatially resolved measurements using a scanning light beam. By
recording the photocurrent at respective locations, a photocurrent map is obtained,
which is then converted into a chemical image or a map of the ion concentration
on the sensing surface. A LAPS sensor plate can be fabricated at low cost with-
out the need for microfabrication processes, which makes it advantageous for
disposable uses.

Scanning photo-induced impedance microscopy (SPIM) [3] was devised as a
method to visualise the lateral distribution of the electrochemical impedance at the
interface between the solution and the sensing surface, based on the same sensor
structure and measurement set-up as those of LAPS. As for the physics and tech-
nologies involved, these two methods, LAPS and SPIM, share much in common,
and they offer complementary information of the analyte.

In this article, the principle of operation, technological developments for
enhancement of the sensor performance such as spatial and temporal resolutions
and various applications of (bio-)chemical sensing and imaging by LAPS and SPIM
are summarised and discussed.
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2 Principles of LAPS and SPIM

2.1 Measurement Set-Up

As shown in Fig. 1, a typical LAPS measurement set-up consists of a sandwich
structure of an insulator material on top of a semiconductor substrate. Usually, the
insulator consists of a high-quality SiO2 layer and a transducer layer sensitive to a
specific analyte, as this combination guarantees good electrical and chemical prop-
erties at the same time. On the rear side of the sensor plate, an ohmic contact is
created by a suitable metal layer. Typical parameters for LAPS are silicon substrate
with a resistivity of 1–10 Ωcm and a thickness between 100 and 400 μm, insulating
layers consisting of 20–50 nm thermally oxidised SiO2 and, e.g. 50–100 nm of
Ta2O5 [4], Si3N4 [5] or Al2O3 [6]. The insulating layer stays in direct contact with
the analyte solution, forming an EIS structure. A reference electrode (RE, typically
Ag/AgCl) is used to apply a bias voltage between the analyte solution and the ohmic
contact on the rear side of the sensor plate.

A light beam is utilised to define, in a spatially resolved manner, a measurement
region within the above-described sensor set-up. If the intensity of the light beam is
continuously modulated, an ac (alternating current) photocurrent can be generated
from the sensor structure. Modulation frequencies in the range of 1–20 kHz are
reported in the literature [7]. To avoid possible influences of the analyte solution
(e.g. absorption of stray light), the light source is usually placed underneath the
sensor plate. To generate an ac photocurrent, the photons emitted by the light source
need to have an energy higher than the bandgap of the utilised semiconductor
material. For silicon, light with a wavelength shorter than 1,100 nm and therefore
within the visible up to the beginning of the near-infrared region will be sufficient.
This allows a choice from a wide range of commercially available light sources. In
the literature, conventional gas lasers, laser diodes and femtosecond lasers [8–10],

Fig. 1 Illustration of a
typical measurement set-up
for LAPS, consisting of a
LAPS sensor plate in
contact with a sample
solution, biased with a dc
voltage via a reference
electrode, including the
required intensity-
modulated light source and
the photocurrent readout
circuit
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light emitting diodes (LEDs) [11], organic LED displays [12, 13] and light sources
based on digital micromirror devices (DMDs) [14] have been successfully utilised as
light sources for LAPS-based devices.

A measurement electronic to detect the resulting external ac photocurrent is
connected to the rear-side metal contact. Typically, the amplitude of the ac photo-
current is in the range of a few nanoamperes up to several microamperes. Therefore,
usually the measurement electronic needs to amplify the photocurrent and converts it
into a voltage in the order of several hundred millivolts to several volts by means of a
trans-impedance amplifier stage. As the amplitude and phase values of the obtained
ac signal represent the actual measurement information, this initial amplifying stage
has to be designed carefully to avoid distortions of the measurement signals.
Additional filtering techniques help to reject measurement noise. The obtained
voltage is then either digitised by an analog-to-digital (AD) converter unit and
further processed by digital filters or fed to an external filter circuitry to isolate
the ac signal, e.g. by means of a lock-in amplifier circuit, before digitisation. The
obtained amplitude and phase information is then stored for further data processing
and analyses. Usually, this measurement cycle has to be repeated for different input
parameters, and therefore, beside the ongoing photocurrent measurement task, the
electronic circuitry and the software are often required to vary certain input param-
eters such as the geometry, position, intensity, modulation frequency and wave-
length of the light spot as well as the applied dc bias voltage. The so obtained
measurement data usually requires further data processing steps specific to applica-
tions, e.g. calibration, unit conversion, time-resolved analysis, image generation,
etc., which are usually performed within the software.

2.2 Generation of Photocurrent Dependent on Analyte
Concentration

Depending on the doping (n-type or p-type) of the semiconductor, applying a
negative or positive dc (direct current) bias voltage with respect to the rear-side
contact of the LAPS structure leads to formation of a space-charge region at the
insulator–semiconductor interface (see Fig. 2a). The following discussion assumes
the case of a p-type silicon; however, the same discussion will apply for an n-type
silicon with opposite signs for the applied potentials. Varying this dc bias voltage
from more negative towards more positive potential results in the typical capacitance
vs. voltage characteristics, which is well-known for a metal–oxide–semiconductor
(MOS) capacitor, depicting the accumulation, depletion and inversion states of
the semiconductor. However, additional surface interactions at the transducer due
to the electrolyte solution (e.g. the local pH value on a Ta2O5 surface) lead to the
formation of a spatially distributed surface potential, which will be locally
superimposed to the applied dc bias voltage. Hence, the thickness of the space-
charge region varies depending on the local value of the surface potential.
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Illuminating a small area of the sensor by a light beam with an energy higher than
the bandgap of the semiconductor will lead to generation of electron-hole pairs
by the photoelectric effect, in which photons are absorbed and electrons are excited

Fig. 2 (a) Schematic representation of the photocurrent generation. (b) Band diagrams illustrating
photogeneration, diffusion, separation and recombination of electrons and holes after the light is
turned on (left) and off (right), respectively. (c) An example of simulated photocurrent over time in
the presence of modulated illumination. Simulation parameters are as follows: 100-μm-thick n-type
Si substrate with a doping concentration of 1015 cm�3, biased at �0.8 V, illuminated with a light
beam with a wavelength of 950 nm and an intensity of 50 W/cm2, modulated at 1 kHz
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from the valence band into the conduction band as shown in Fig. 2b, left. The so
generated electron-hole pairs diffuse within the semiconductor bulk and eventually
recombine. In the case of depletion or inversion, a small amount of the generated
carriers will, however, reach the space-charge region, in which the electrons and
holes are separated by the vertical electric field. The electrons will move towards the
insulator interface, whereas the holes will be pushed back into the semiconductor
bulk. This separation of charges will result in an externally measurable transient
current that compensates for the occurring charging effect as shown in Fig. 2c. Under
constant illumination, the charging effect would start to counteract against the charge
separation and finally lead to an internal balance between the amount of electron-
hole pairs separated and the charge-induced drift of electrons back into the bulk. At
that point, the EIS system would be in an equilibrium state, and no more external
current would be observable.

Switching the light off, the excess of electrons at the insulator–semiconductor
interface will eventually move back into the semiconductor bulk and recombine as
shown in Fig. 2b, right. This in turn requires compensation by a transient current in
the reverse direction until a new point of equilibrium is reached.

To obtain a continuously measurable ac photocurrent, the intensity of the light
source is usually modulated to repeat the charging–discharging cycles. The ampli-
tude and phase of the external ac photocurrent depend on the thickness of the space-
charge region, which is locally modified by the surface potential; an increase in the
thickness of the space-charge region increases the amplitude and decreases the phase
of the external ac photocurrent and vice versa. The measurement of the amplitude
and phase of the external ac photocurrent therefore contains the information of the
local surface potential of the area under illumination. Thus, with the help of a
calibration step, the surface potential can be mapped into the distribution of the
analyte concentration, and thus, LAPS can be used to read out the analyte concen-
tration on the sensor surface in a spatially resolved manner.

2.3 Photocurrent–Voltage and Phase–Voltage
Characteristics

When a single spot on the LAPS surface is illuminated, one can record the resulting
ac photocurrent as a function of the dc bias voltage. Photocurrent–voltage charac-
teristics and phase–voltage characteristics are obtained by plotting the amplitude
and phase vs. the bias voltage as shown in Fig. 3. Under a negative bias voltage with
respect to the rear-side contact, the semiconductor will be in the state of accumula-
tion, where no space-charge region is formed, and hence, almost no external ac
photocurrent is observable. With the increase of the bias voltage, a space-charge
region appears as depletion occurs. The increase of the thickness of the space-charge
region results in an increase of the ac photocurrent and decrease of the phase.
Finally, at even more positive bias voltages, inversion will set in, and the thickness

108 T. Yoshinobu et al.



of the space-charge region saturates at its maximum, resulting in the maximum
photocurrent amplitude and minimum phase.

In the state of depletion, a change of the analyte concentration will change the
surface potential resulting in a shift of the photocurrent–voltage curve along the bias
voltage axis. For a change towards more positive charges (e.g. a decrease of the pH
value), the resulting photocurrent at the same bias voltage will be higher, moving the
photocurrent–voltage curve effectively to the left. For a more negative charge
(e.g. an increase of the pH value), the amplitude of the photocurrent will be lower,
moving the photocurrent–voltage curve to the right. Thus, the shift of the
photocurrent–voltage curve can be correlated with the analyte concentration. In
addition, the maximum amplitude of the photocurrent in the state of inversion
depends on the overall impedance of the EIS system, which is utilised for impedance
mapping in SPIM.

To accurately determine the shift of the photocurrent–voltage curve and imped-
ance changes, various operation modes have been proposed for LAPS and SPIM as
discussed in Sect. 2.5.

2.4 Equivalent Circuit of the LAPS

Figure 4a shows a simplified electrical equivalent circuit of the LAPS, which is
usually applied to describe the measured photocurrent. Under low-intensity illumi-
nation, the resistance of the depletion layer (Rd) is relatively high [16], and if the
impedance of the measurement circuit can be neglected, the circuit represents a
capacitive divider. Then, the amplitude of the photocurrent (Im), which is the
quantity to be measured, is given by [16]:

Im ¼ Ip
Ci

Ci þ Cd
ð1Þ

Fig. 3 Schematic representations of (a) photocurrent–voltage and (b) phase–voltage characteristics
of a p-type LAPS for different pH values
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Here, Ip is the generated photocurrent; Ci and Cd are the insulator and depletion
capacitances in the illuminated region. Equation (1) is valid if the global series
impedance (Z, which includes, e.g. the resistances of bulk Si, contacts, electrolyte,
reference electrode and impedance of the external readout circuit) is 0. However,
since in real experiments Z 6¼ 0, the non-illuminated (dark) region can act as a
shunting capacitor. The possible gate-surface potential changes in the non-
illuminated region may induce to a certain extent a cross-talk effect during the signal
detection in the illuminated region and thus, may also affect the measured photo-
current (Im). In order to study the shunting effect of the non-illuminated area on the
measured photocurrent and addressability of LAPS devices, recently, an extended
equivalent circuit model of the LAPS with illuminated and non-illuminated (dark)
surface areas has been proposed as shown in Fig. 4b [15]. In contrast to the equiva-
lent circuit presented in Fig. 4a, in case of non-zero series impedance (Z 6¼ 0), a part
of the photocurrent across Ci will flow through the bypass impedance (Zb) of the
non-illuminated region, thus reducing the measured photocurrent Im as useful signal.
From Fig. 4b, the relationship between the measured and generated photocurrents is
given by [15]:

Im ¼ Ip
Ci

Ci þ Cdð Þ 1þ Z
Zb

� � ¼ Immax
1

1þ Z=Zb
ð2Þ

Zb ¼ 1
jωCid

þ 1
jωCdd

¼ Cid þ Cdd

jωCidCdd
ð3Þ

Here, Cid and Cdd are the insulator and depletion capacitances in the dark
region, respectively, ω is the angular frequency of the intensity-modulated light,
and j ¼ ffiffiffiffiffiffiffi�1

p
represents the imaginary unit.

As can be seen from Eq. (2), the measured photocurrent depends on the ratio Z/Zb,
i.e. depends on the impedance of the dark region. Hence, the maximum measured
photocurrent (Immax) can be achieved if Z¼ 0 or Zb >> Z: From Eq. (2), by constant
Ip and Ci, the maximum measured photocurrent depends only on Cd, which is
affected by the local interfacial potential in the illuminated region and the bias

Fig. 4 (a) Simplified equivalent circuit of the LAPS and (b) extended equivalent circuit with the
illuminated and dark surface areas. Adapted with permission from [15]. Copyright 2017, Elsevier
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voltage. Thus, under assumption of Z ¼ 0 or Zb >> Z, the LAPS is addressable,
i.e. the measured spot on the sensing surface is defined by the illumination area and
the measured photocurrent will reflect a local analyte concentration. However, in real
measuring systems, Z 6¼ 0, and therefore, the measured photocurrent will be deter-
mined not only by the local interfacial potential in the illuminated region but also
by possible interfacial potential changes in the dark region, resulting in changes
in the bypass impedance Zb yielding a cross-talk effect. Thus, an impact of the
non-illuminated region on the addressability of the LAPS and the measured photo-
current will be defined by the ratio of impedance magnitudes jZj/jZbj. To minimise
the impact (or cross-talk effect) of the non-illuminated region, most of the photo-
current must flow into the measurement circuit. These findings were supported by
the experimental investigations of a penicillin-sensitive multi-spot LAPS and a
metal–insulator–semiconductor LAPS as model systems [15].

2.5 Operation Modes

The effective voltage applied to the EIS system is the superposition of the externally
applied bias and the Nernst potential on the sensing surface. The photocurrent–voltage
curve shifts along the voltage axis in proportion to the logarithm of the activity of the
target species as shown in Fig. 3a. The shift to be correlated with the analyte concen-
tration can be determined, for example, at the inflection point of the curve [2]. This
scheme is time-consuming, however, because a settling time is required to charge the
EIS system at a new value, every time the bias is updated.

To meet different requirements of applications, various operation modes have
been devised to extract the information of the sample from the photocurrent signal.

2.5.1 Constant-Bias Mode

In this mode, the external bias is fixed at a constant value within the transition region
of the photocurrent–voltage curve, and the variation of the photocurrent is correlated
to the analyte concentration. In most cases, the transition region is linearly approx-
imated, so that a variation of the photocurrent is converted into the potential shift
using the average slope of the transition region. This measurement mode is the most
time-efficient and often used in LAPS-based chemical imaging [8]. The essential
limitation of this mode is that the range of the photocurrent is restricted within the
transition region. In case the variation of the analyte concentration is too large
and either the minimum or the maximum of the photocurrent is reached by the
corresponding shift of the photocurrent–voltage curve, the measurement will be out
of range.

(Bio-)chemical Sensing and Imaging by LAPS and SPIM 111



2.5.2 Constant-Current Mode

In this mode, the external bias is feedback-controlled, so that the amplitude of the
photocurrent is maintained at a constant value selected within the transition region of
the photocurrent–voltage curve [17]. The external bias is recorded as a function
of time, which represents the temporal variation of the analyte concentration. Unlike
in the case of the constant-bias mode, even a large shift of the curve can be followed.

2.5.3 Potential-Tracking Mode

The potential-tracking mode [18] acquires a reduced number of data points on the
photocurrent–voltage curve, so that a wide range of bias can be scanned in a short
time. The shift of the photocurrent–voltage curve is then determined by fitting
the data points to a sigmoid curve or a logistic function, instead of calculating the
inflection point based on the local curvature. This measurement mode can follow a
large variation of analyte concentration while reducing the total measurement time
by effectively using a reduced number of data points.

2.5.4 Phase Mode

If the determination of the analyte concentration relies on the absolute value of the
photocurrent, variation of the height of the photocurrent–voltage curve results in
an error. This is caused, for example, by fluctuation of the light intensity, non-
uniformity of recombination rate in the semiconductor substrate due to defects and
variation of the conductivity of the sample solution. It has been demonstrated that the
phase of the photocurrent signal can be also correlated with the analyte concentration
with much less sensitivity to such disturbances because the phase is not a quantity
proportional to the number of charge carriers [19]. Figure 3b shows an example
of phase–voltage curves for different pH values. In analogy to the photocurrent–
voltage curve, the phase–voltage curve shifts along the voltage axis depending on
the surface potential. Figure 5a, b compares the influence of the light intensity on the
photocurrent–voltage curve and the phase–voltage curve. When the laser power
decreases, the height of the photocurrent–voltage curve decreases accordingly,
whereas the phase–voltage curve remains the same. It has been also demonstrated
that the phase mode was insensitive to the non-uniform carrier recombination rate
due to defects in a sensor plate [19].

2.5.5 SPIM Mode

Photocurrents measured at LAPS structures biased towards inversion are indepen-
dent of the surface potential of the insulator and can be related to the local impedance
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of the structure. This measurement mode has been termed scanning photo-induced
impedance microscopy (SPIM) [3]. Experiments with model systems have shown
that the impedance data obtained from photocurrent measurements over a range of
different modulation frequencies are in good agreement with those obtained with
traditional ac impedance spectroscopy (Fig. 6) [20].

Similar measurements have also been carried out with amorphous hydrogenated
silicon photodiode structures (a-Si:H n-i-p/SiO2 structures) [21]. Amorphous silicon
was chosen as the diffusion length of charge carriers in this material is relatively
short, which was expected to improve the lateral resolution (also see Sect. 3.4), and a

Fig. 5 Influence of the laser power on (a) the amplitude and (b) the phase of the photocurrent signal
in a LAPS. Adapted with permission from [19]. Copyright 2014, Elsevier

Fig. 6 (a) Principle of SPIM. Photocurrent changes measured in inversion are directly related to the
local impedance of the sensor structure. Here, Z0 and �Z00 represent the real part and the imaginary
part of the electrochemical impedance. (b) Comparison of impedance spectra of an uncoated LAPS
structure and a LAPS structure coated with cellulose acetate derived from photocurrent measure-
ments in inversion (dots) and impedance spectra measured with an impedance analyser (lines).
Reproduced with permission from [20]. Copyright 2006, Elsevier
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photodiode structure would yield larger photocurrents than a field-effect capacitor.
The structures were shown to be suitable for SPIM imaging. The resolution was
strongly frequency-dependent due to the conductivity of the semiconductor layer
closest to the SiO2. To date, SPIM measurements with a-Si:H n-i-p/SiO2 structures
have been applied to the interrogation of biosensor arrays based on the degradation
of thin polymer films [22].

3 LAPS-Based Sensing and Imaging

LAPS-based set-ups are widely used targeting different applications, including envi-
ronmental monitoring, pharmaceutical and medical research, and material investiga-
tions. Those applications can be split into two categories. In the first category, LAPS is
used as a sensor device with a single or multiple measurement spots defined on a single
LAPS surface. The measurement spots are defined by the underlying light source, and
the individual transducer layer can be further modified to detect different analyte
species at different sensor spots, hence creating a multi-parameter sensor array on a
single substrate. Usually, those set-ups focus on a fast and simplified readout proce-
dure, a robust and miniaturised measurement set-up, and they are often designed for a
specific application.

The second category utilises a light source to define a large array of small
measurement spots, albeit the sensing mechanism remains the same throughout the
entire LAPS structure. Thus, these set-ups can detect the spatial distribution of
a single analyte above the sensor surface, and the distribution is represented as a
chemical image similar to a thermal image obtained with a thermography camera.
Usually, those set-ups are more complex and targeting many measurement spots
(“pixels”) with a high lateral resolution. The following sections will introduce both
categories summarising typical examples found in the literature.

The LAPS measurement principle is applicable to a wide variety of analytes by
modification of the transducer layer. As LAPS belongs to the family of sensors utilising
the potentiometric principle, approaches and techniques developed for potentiometric
sensors can usually be directly applicable to LAPS. Beside the detection of various
ions, LAPS-based set-ups can be augmented with additional biological recognition
elements to specifically detect biomolecules, including label-free detection of DNA
hybridisation.

3.1 Detection of Various Ions

In the literature, different LAPS-based devices have been reported to detect the
change of pH and other ion concentrations. To realise a specific sensitivity and
selectivity towards an analyte, LAPS transducer layers have been replaced, modified
or further functionalised. Thus, to make LAPS-based devices sensitive to different
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ions, deposition of additional organic layers (e.g. PVC, polyvinyl chloride or
photocurable polymers) including a specific ionophore on top of the LAPS trans-
ducer has been frequently reported [23–28]. This approach benefits from well-
established standard techniques, like spin-coating or dip-coating, to deposit a poly-
mer matrix including the ionophore on top of the LAPS surface. In addition, solid-
state membranes have been developed over the years, providing specific sensitivity
towards target ions [29–32]. They are usually deposited on the LAPS surface by
conventional thin-film deposition techniques (e.g. sputtering, evaporation, pulsed
laser deposition, etc.). For example, set-ups for the detection of heavy metal ions
have been developed combining chalcogenide glasses with the LAPS measurement
principle [33–36]. The ion exchange will result in a potential change at the LAPS
surface resulting in a variation of the generated photocurrent. LAPS-based devices
that have been used to detect various cations and anions are listed in Table 1.

3.2 Utilisation of Enzymes and Antibodies

An additional biological recognition element can be added to the LAPS surface to
enable the detection of biological substances and organisms. There are two main
forms of such biosensing functionalities: one relies on the detection of the concen-
tration change of chemical species involved or produced in a biocatalytic reaction
and the other relies on the specific affinity between the probe and the target resulting
in variation of the charge on the sensor surface.

If the product of an enzymatic reaction is detectable by the transducer material of
a LAPS, the catalysing enzyme can be used as a biological recognition element,
which acts on its substrate molecule with a high specificity. For example, a LAPS
with a pH-sensitive transducer layer can detect a pH change, which results from a
variety of enzymatic reactions. Examples of target biomolecules of an enzyme LAPS
include penicillin [39–42], glucose [39], urea [39, 43–46], butyrylcholine [46],
ethanol [47] and acetylcholine [48]. Immobilisation of enzyme molecules onto the
transducer surface can be realised either by physical adsorption or by chemical
binding [4, 49, 50]; examples of the former technique include polymeric matrices
and the layer-by-layer (LbL) technique, whereas examples of the latter technique
include those based on aminosilanes and crosslinkers such as glutaraldehyde.

A specific binding between the probe on the LAPS surface and the target is
recognisable, if the binding anchors charged molecules within the Debye length
from the sensor surface. Immunosensors that rely on the specific binding of antigens
and antibodies are the most typical examples of such affinity-based biosensors [51–
59]. Enzyme-linked immunosorbent assay (ELISA) reactions are also extensively
used in conjunction with LAPS. In addition, LAPS sensitive to adenosine triphos-
phate (ATP) [60], cancer cells [61] and tumour markers [62] have been also reported.
Table 2 gives an overview on LAPS sensitive to various biological substances and
organisms.
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3.3 Detection of DNA

In spite of the popularity of LAPS in many chemical and biological applications
(e.g. measurement of pH and ion concentration, enzymatic reactions, acidification
rate of living cells), very little is known about LAPS-based biosensors for the label-
free detection of DNA (deoxyribonucleic acid) molecules by their intrinsic molec-
ular charge [63, 64]. It has been discussed [65–67] that the electrostatic coupling
between charged DNA molecules and field-effect devices depends on the orientation
of DNA molecules to the gate surface and strongly reduces with increasing the
distance between the DNA charge and the gate surface (see also [68]). A high signal
can be expected by the immobilisation of DNA molecules flat to the sensor surface.
Therefore, recently, a new multi-spot LAPS-based DNA biosensor has been devel-
oped, where a simple LbL electrostatic adsorption is used for a rapid immobilisation
of single- or double-stranded DNA molecules (ssDNA, dsDNA) onto the gate
surface modified with a positively charged weak-polyelectrolyte layer of PAH
(poly(allylamine hydrochloride)) [69, 70]. The LbL immobilisation of DNA usually
results in the formation of preferentially flat orientation of DNA strands [71], a
crucial factor to reduce the distance between the DNA charge and LAPS surface and
thus, to enhance the sensitivity of the LAPS to the DNA charge. In addition, the
positively charged PAH layer may reduce the electrostatic repulsion between probe
ssDNA and complementary target DNA (cDNA) and thus, may accelerate the
hybridisation process.

Figure 7 shows a schematic structure and measurement set-up of the multi-spot
LAPS for DNA immobilisation and hybridisation detection (a) and a LAPS signal
(mean potential shifts averaged over 16 measurement spots) before and after PAH
adsorption, after probe ssDNA immobilisation, after non-specific adsorption of fully
mismatched ssDNA molecules and after hybridisation of probe ssDNA with com-
plementary target cDNA (b). As expected, PAH adsorption, probe ssDNA
immobilisation and target cDNA hybridisation occurring on the gate surface of the
LAPS effectively alter the charge applied to the gate, resulting in a shift of the
photocurrent–voltage curve along the voltage axis. The high signals of 83 mV and
32 mV were registered after ssDNA immobilisation and hybridisation with cDNA,
respectively. In contrast, non-specific adsorption of fully mismatched ssDNA (5 μM)
induces only a small potential shift of less than 5 mV, which was similar to that
observed after hybridisation of cDNA with a more than four orders of magnitude
smaller concentration of 0.1 nM. This confirms that the developed LAPS is able to
differentiate between complementary and mismatched DNA sequences. The
obtained results demonstrate the potential of the LAPS in combination with the
simple and rapid LbL immobilisation technique as a promising platform for the
future development of multi-spot light-addressable label-free DNA chips with direct
electrical readout.
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3.4 LAPS-Based Chemical Imaging

The sensing area of a LAPS is not the entire surface in contact with the solution but is
defined by a localised illumination [2]. This light-addressability facilitates applica-
tion of a LAPS to imaging of spatially distributed chemical species [8, 27, 72, 73]. A
LAPS-based chemical imaging system consists of a LAPS sensor plate, a scanning
light beam and measurement electronics. The excitation light is typically a focused
laser beam that raster-scans the rear surface of the sensor plate with the help of a
mechanical stage [74, 75] or scanning mirrors [8, 76]. Another type of light source is
a display device such as an organic LED display [12, 13] or DMD [77]; a selected
pixel within the display area illuminates the rear surface of the sensor plate. The use
of a display device eliminates the need for a scanning mechanism and, therefore, is
advantageous in terms of miniaturisation, while the flexibility of pixel layout is
limited. The LAPS-based chemical imaging sensor is usually operated in the
constant-bias mode, in which a photocurrent image is obtained under a fixed bias
and is converted through a calibration step into a chemical image or a concentration
map of target species. In addition to pH images, distribution of various ions and
molecules can be visualised by modifying the sensing surface with ion-selective
membranes [27] or enzymes [74].

In the rest of this subsection, the spatial resolution, the temporal resolution and
the applications of LAPS-based chemical imaging are summarised and discussed.

Fig. 7 (a) Schematic layer structure and measurement set-up of the multi-light LAPS (consisting of
an Al–p–Si–SiO2 structure) for DNA immobilisation and hybridisation detection and (b) a LAPS
signal (mean potential shifts averaged over 16 measurement spots) before and after PAH adsorp-
tion, after probe ssDNA immobilisation, after non-specific adsorption of fully mismatched ssDNA
molecules and after hybridisation of probe ssDNA with complementary target cDNA. For photo-
current generation, all 16 spots were illuminated in parallel by using an array of 4� 4 infrared LEDs
with different modulation frequencies (from 1 to 1.75 kHz). The mean potential shifts were
evaluated from the inflection points of the respective photocurrent–voltage curves. To reduce the
influence of the charge-screening effect, measurements were performed in a low ionic-strength
solution (10 mM NaCl). FPGA field-programmable gate array, Iph measured photocurrent.
Reproduced from [69]. Copyright 2015, the Royal Society of Chemistry
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3.4.1 Spatial Resolution

The spatial resolution of LAPS-based chemical imaging is determined by the lateral
diffusion of charge carriers [78–82]. When the light beam enters the semiconductor,
the intensity decays as e�αz by absorption, where α is the absorption coefficient and
z is the depth. Charge carriers are generated at various depths and start diffusion. The
number of minority carriers decays as e�r/L by recombination, where r is the
travelling distance and L is the diffusion length of minority carriers. In case where
the penetration depth 1/α is much smaller than the thickness of the semiconductor
layer d, most of charge carriers are generated at the illuminated point on the rear
surface. The spatial resolution in this case is given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L Lþ 2dð Þp

, assuming
isotropic three-dimensional diffusion of charge carriers from a point source
[72]. In the other extreme case where 1/α is much larger than d, the diffusion
becomes two-dimensional and the spatial resolution is given by L [81].

One straightforward approach to enhance the spatial resolution is, therefore, to
use a sensor plate with a smaller d, which has been experimentally demonstrated
[79]. In the case of crystalline Si, however, a sensor plate thinner than 100 μm is very
fragile and difficult to handle, and therefore, a support structure such as silicon-on-
sapphire (SOS) [83] is necessary. Another approach to enhance the spatial resolution
is to use an infrared light beam with a smaller α that enters deeper into silicon and
generates charge carriers near the depletion layer [80]. Yet another approach is to use
a semiconductor material other than crystalline silicon with a smaller L, such as
GaAs [84] or amorphous Si [85], which suppresses diffusion of minority carriers at
the cost of reduction in the photocurrent signal.

More sophisticated techniques to enhance the spatial resolution have also been
proposed. A ring-shaped illumination surrounding the excitation light was used to
block the lateral diffusion of charge carriers by enhancement of recombination
[86]. Time-resolved measurement of photocurrent response to a pulsed laser excita-
tion was used to exclude the contribution of charge carriers that travelled a longer
distance [87]. So far, the highest spatial resolution was obtained by the two-photon
technique [10] (see Sect. 4.2).

3.4.2 Temporal Resolution

The temporal resolution or the measurement speed is another important factor that
characterises the performance of a chemical imaging system. If a chemical image
is acquired in a pixel-by-pixel manner, the acquisition time is the product of the
measurement time per pixel and the number of pixels. The former is typically of the
order of milliseconds, resulting in a total acquisition time of the order of minutes for
a typical resolution of 128 � 128 or 256 � 256.

Various efforts have been made to achieve high-speed imaging. There exist, how-
ever, various trade-offs among the measurement speed, the signal-to-noise ratio and the
spatial resolution, and therefore, a compromise must be made to meet the requirements
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of applications. For example, an analog micromirror was employed for high-speed
scanning, which reduced the measurement time per pixel down to 200 μs, corres-
ponding to a pixel rate of 5,000 pixels/s, and acquired an image of 500 � 400 pixels
in 40 s [76]. Another approach is to use a plurality of light beams to read out more than
one pixels at one time [88]. The light beams are modulated at different frequencies,
so that the photocurrent signals from corresponding locations are multiplexed in the
frequency domain and extracted by Fourier analysis. An array of 8 � 8 light beams
guided with an optical fibre bundle was employed to illuminate 64 different locations
at the same time, and the photocurrent signals were extracted every 10 ms [89]. This
system could record a low-resolution (64 pixels) but high-frame-rate (100 fps) movie of
the spatiotemporal change of pH distribution in the sample solution.

3.4.3 Applications

As a label-free method of visualisation for pH and chemical species, the LAPS-based
chemical imaging sensor has a wide range of potential applications, for example,
in materials science, environmental science, biology and medicine. Applications in
materials science include in-situ observation of a corroding surface of stainless steel
[90]. In spite of the high resistance to corrosion, stainless steel is known to corrode
when placed in a narrow gap of few micrometres, which is difficult to access for
analysis. By forming a narrow gap between a test piece of stainless steel and the
sensing surface of LAPS, variation of pH associated with corrosion was visualised.
Applications in environmental science include characterisation of diffusivity in soils
and study of the influence of acid rain on plant leaves [91].

Many studies have been directed towards biomedical application of LAPS. It has
been applied to detection, quantification and visualisation of metabolic activities of
cells and microorganisms [92–94], which can be further applied, for example, to
plate counting of microbial colonies, investigation of efficacy and side effects of
drugs in screening tests and so on. The LAPS-based chemical imaging has been also
applied to the study of pH distribution in dentinal caries of human teeth [95, 96].

Combination of LAPS and microfluidics as illustrated in Fig. 8 is a prospective
strategy for future applications [97]. Thanks to the flat sensing surface, it is easy to
construct microfluidic channels on LAPS and to integrate multiple functions on a
single chip. Light-addressability facilitates access to an arbitrary location inside the
channel, and spatiotemporal recording allows monitoring at each step of reactions.

From the viewpoint of commercialisation, different approaches have been taken for
a LAPS and for a LAPS-based chemical imaging system. The Cytosensor® Micro-
physiometer (Molecular Devices) focused on cell-based assays, in which a LAPS
was used as a microfabricated pH sensor to monitor the acidification rate related to
cell activities. On the other hand, the scanning chemical microscope, SCHEM™

(Horiba), was developed as a general-purpose pH imaging tool with a wide range of
supposed application fields. Both examples have shown the importance of developing
applications in gaining popularity of the method. After decades of technological
developments, it is expected that the number of potential applications has drastically

(Bio-)chemical Sensing and Imaging by LAPS and SPIM 121



increased, for which developments of application-specific instrumentations and pro-
tocols are important.

4 High-Resolution SPIM and LAPS Imaging Based on SOS
Substrates

Thinning silicon has been shown to be a very effective method for improving the
resolution of LAPS and SPIM (see Sect. 3.4). SOS combines the advantages of
ultrathin silicon with a mechanically stable, transparent substrate, which offers high
flexibility in the wavelengths that can be employed for charge carrier generation. The
diffusion length of minority charge carriers determined by measuring the decay of
the photocurrent outside the gate area was 0.56 μm for a 1-μm-thick silicon layer on
sapphire indicating the potential of the material for submicrometre resolution imag-
ing [20]. SOS has therefore been adopted as the semiconductor substrate of choice
for high-resolution SPIM and LAPS imaging.

Fig. 8 Example of a microfluidic channel constructed on the sensing surface for spatiotemporal
recording of chemical species
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4.1 Surface Functionalisation of SOS Substrates

Attempts to grow good-quality, thermal oxide on SOS failed, most likely due to a
mismatch in the thermal expansion coefficients of silicon and sapphire. This problem
was first solved with a 6.7-nm-thick anodic oxide grown in 0.1 M HCl, which could
be produced at room temperature and stabilised with a short annealing process
[10]. Later, the traditional insulator was replaced with oxide-free self-assembled
organic monolayers by reacting hydrogen-terminated silicon (100) surfaces with
alkenes [98] or alkynes [99] under mild conditions as illustrated in Fig. 9. The
organic monolayers provide ultrathin insulators with low impedance and low inter-
face state density resulting in high sensitivity for SPIM and good accuracy for LAPS
measurements. Undecylenic acid monolayers on SOS displayed pH sensitivity
similar to that of a traditional oxide insulator, but it was difficult to achieve oxide-
free silicon surfaces [98]. Better results were obtained with 1,8-nonadiyne, which
allowed assembly of oxide-free monolayers. Both methods are suitable for further
functionalisation – acid-terminated monolayer with physical adsorption based on
surface charge [98] or traditional coupling chemistry – and alkyne-terminated mono-
layers could conveniently be modified with a copper(I)-catalysed “click” cycload-
dition illustrated in Fig. 9b [99]. Surface functionalisation allows adaptation of the
surfaces to different applications in sensing or bioimaging. It was shown that both,
physical absorption and “click” modification, can be coupled with microcontact
printing (μCP) to create patterned surfaces and sensor arrays [98, 99].

Fig. 9 Modification of hydrogen-terminated SOS with (a) undecylenic acid [98] and
(b) 1;1,8-nonadiyne with subsequent functionalisation using a copper(I)-catalysed “click” cyclo-
addition between the terminal alkyne of the monolayer and an azide [99]. Figure (a) was adapted
with permission from [98]. Copyright 2015, Elsevier. Figure (b) was adapted with permission from
[99]. Copyright 2015, American Chemical Society

(Bio-)chemical Sensing and Imaging by LAPS and SPIM 123



4.2 SPIM and LAPS Imaging

High-resolution SPIM and LAPS imaging has to date been carried out using
traditional mechanical stages to move the sensor substrate with respect to a laser
beam focused with a microscope objective onto the silicon layer through the back of
the SOS substrate. As focusing light through a solid substrate such as sapphire can
degrade the resolution substantially due to spherical aberration, a microscope objec-
tive with correction has to be used. The wavelength dependence of the spatial
resolution has been investigated by imaging SU-8 photoresist patterns with back-
side illumination [10]. Scans of the laser beam from uncoated to coated parts of the
substrate showed the expected improvement of the resolution with decreasing
wavelength from 3 μm at 1,064 nm wavelength to 1.5 μm at 405 nm wavelength
(Fig. 10b). This is in agreement with the Rayleigh criterion:

r ¼ 0:61λ
NA

, ð4Þ

where r is the resolution, λ the wavelength and NA the numerical aperture of the
microscope objective used.

Two-photon absorption can be used for photocurrent excitation by employing a
femtosecond laser with an energy smaller than the bandgap of silicon. The resulting
non-linear absorption (Fig. 10a, 1,250 nm) leads to an improved effective laser beam
profile and a resolution of 800 nm (Fig. 10b).

The feasibility of using photocurrent measurements at SOS substrates for
bioimaging applications was first demonstrated by μCP a dot pattern of the positively
charged PAH on an undecylenic acid-modified SOS surface [98]. Photocurrent images
showed a clear contrast between the different surface charges of the unmodified
carboxylate-terminated surface and the PAH-modified surface (Fig. 11a). Exposing
the patterns to double-stranded DNA caused a change in the photocurrent contrast
(Fig. 11b) and a shift of the local photocurrent–voltage curve to positive values due to

Fig. 10 (a) Intensity dependence of the photocurrent using a femtosecond laser with a wavelength
of 1,250 nm (red squares) and a diode laser with a wavelength of 405 nm (black diamonds). (b)
Photocurrent line scan across the edge of an SU-8 photoresist pattern at different wavelengths.
Reproduced with permission from [98]. Copyright 2015, Elsevier

124 T. Yoshinobu et al.



the adsorption of the negatively charged DNA on the positively charged PAH dots
(Fig. 11c, d), clearly demonstrating the capability of the technique of interrogating
biosensor arrays for label-free DNA sensing. Printing PAH onto the surface caused the
appearance of a step in the photocurrent–voltage curve (Fig. 11c), which was attributed
to incomplete coverage caused by the μCP process. It was suggested that this behav-
iour could be used to quantify coverage of surfaces with charged polymers, DNA and
other charged biomolecules in the future.

LAPS and SPIM imaging with organic monolayer-modified SOS substrates has
proven to be very sensitive to the contamination of the monolayers through various
patterning processes, which are not easily detected by alternative techniques. The
efficacy of chemical modification of 1,8-nonadiyne monolayers on SOS was reduced
after exposure and development of photoresist [99]. An organic residue left behind by
the photolithographic process could be visualised in LAPS images due to changes in
the surface charge caused by the contaminants. Similarly, a copper(I) residue left
behind in the monolayer after a combination of “click”modification and μCP that was
not detectable by X-ray photoelectron spectroscopy (XPS) could be clearly seen in
LAPS and SPIM images as copper(I) increased the positive surface charge and
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lowered the local impedance of the EIS structure [100]. After removal of the copper(I)
residue, it was shown that SPIM is sensitive enough to determine the local impedance
of a self-assembled organic monolayer.

Polyelectrolyte microcapsules have attracted considerable interest because of
their potential uses in drug delivery, sensing and smart materials. Microcapsules
have been modified with gold nanoparticles as a means to trigger release through
light-induced local heating. SPIM images confirmed by conductive atomic force
microscopy have shown that modification with gold nanoparticles increased the
impedance of the capsules significantly more than expected from the increase in
the capsule wall thickness introduced by a layer of gold nanoparticles [101]. High-
resolution SPIM images show the impedance changes across the collapsed capsules
in good detail (Fig. 12a) and are in good agreement with the corresponding micro-
scope image of the same capsules (Fig. 12b).

SPIM and LAPS are prospective techniques for gaining information about pro-
cesses in the surface attachment area of living cells. Zhang et al. [102] recently
demonstrated that 1,8-nonandiyne-modified SOS is pH-insensitive and that SPIM
and LAPS imaging can be used to gain information about cell surface charges and
cell impedance of a colony of yeast cells immobilised by agarose gel. It is envisaged
that the good lateral resolution and sensitivity of SPIM and LAPS can be utilised for
single cell imaging in the future.

5 Summary

Since the first invention of LAPS in 1988, enormous efforts have been made to
enhance its sensing capabilities and to add imaging capabilities to visualise the
distributions of chemical species and impedance, today known as the chemical
imaging sensor and SPIM, respectively. Various operation modes and measurement
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set-ups have been proposed to meet different requirements such as high precision,
high resolution, high speed and miniaturisation. Functionalisation of the sensing
surface allowed sensing and imaging of various chemical species including bio-
molecules. The use of a two-photon effect realised submicron resolution. The LAPS-
based chemical imaging sensor and SPIM are therefore expected as powerful and
versatile tools of label-free sensing and imaging, to be applied in chemistry, mate-
rials science, biology and medicine.
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Biosensorial Application of Impedance

Spectroscopy with Focus on DNA Detection

M. Riedel and F. Lisdat

Abstract The chapter introduces the use of impedance spectroscopy for bio-

sensing. It gives an overview on biocatalytic and bioaffinity-based systems.

Special attention is devoted to the detection of DNA and DNA-binding molecules.

Keywords Antibodies, DNA, Enzymes, Hybridization, Impedance spectroscopy,
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1 Impedance Spectroscopy and Biosensors

In bioanalysis impedance spectroscopy is applied to monitor both the different

fabrication steps of sensing surfaces and the biosensorial recognition process itself.

Applications have been demonstrated for all types of (bio)analytes such as proteins,
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nucleic acids, metabolites, whole cells, microorganisms, antibodies and antigens.

The focus of the chapter is directed to general concepts and applications for the

sensorial analysis of DNA and DNA-binding molecules.

The various efforts for specific and sensitive detection can either be classified

according to the electrode material (e.g. metals, metal oxides, glassy carbon, semi-

conductors), the electrode geometry (e.g. conventional electrode arrangement or

“in-plane” measurement), the electrode modification (e.g. polyelectrolytes, con-

ductive polymer films, carbon nanotubes, nanoparticles), the analyte (e.g. proteins,

antibodies, nucleic acids) or the amplification protocol used (e.g. enzyme labels,

dendrimers, nanoparticles). Numerous approaches in literature apply these main

elements in various combinations. In the first section of this chapter, general

concepts for analyte detection by the use of impedance spectroscopy as well as

strategies enhancing the sensitivity will be discussed. In the second section of this

chapter, impedimetric DNA analysis and the detection of binding events to DNA

will be explained on the basis of a developed sensorial concept more in detail.

1.1 General Principles Used in Impedimetric Analyte
Detection

Impedimetric biosensors follow the idea that the impedance of a working electrode

should determine the overall impedance of an electrochemical cell. Thus, after

modification with the recognition element, this electrode is turned into the sensing

electrode. In Fig. 1a a schematic structure of such an impedimetric sensor concept is

depicted. Different options exist to evaluate the recognition event at the sensor

surface; the overall impedance can be detected classically by measuring the whole

frequency range or selected frequencies; it can also be analysed in potential jump

experiments by following the time course of the current behaviour as well as by

changes in electrode capacitance or resistance directly.

1.1.1 Capacitance and Resistance Measurements

When a sensor electrode is immersed in an aqueous solution, an electrochemical

double layer is formed (Fig. 1b). The capacitance, Cdl, depends on all compounds

present at the interface, which are predominantly solvent molecules, ions,

immobilized linker or biomolecules. If an additional film is deposited for immobi-

lization or to promote the detection process, then a parallel circuit of the capaci-

tance of this membrane (CM) and the membrane resistance (RM) can appear in

series to the impedance of the working electrode. A change in capacitance of the

WE is induced when the dielectric constant or the thickness of the “condensator” on

the transducer surface changes. Both aspects have been a matter of investigation

[1, 2]. For the construction of a capacitive biosensor, the electrode surface is usually
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covered by an additional insulating layer to reduce faradaic currents (i.e. to increase

the charge transfer resistance Rct in parallel to the capacitance). The bio-recognition

element is usually immobilized on top of this layer.

Capacitance measurements in the absence of faradaic currents also allow to

analyse the influence of the electrical field on the biological recognition event by

applying different DC working potentials [3]. The interaction between the recog-

nition element and the analyte as well as their orientation might be influenced by the

applied DC potential, particularly if charged components interact with each other.

An alternative approach for the impedimetric detection of a recognition event is

the determination of the charge transfer resistance, Rct, at the sensing electrode.

This approach has been followed intensively in the literature. Faradaic impedance

measurements are usually performed in the presence of a redox couple in solution

and rely on the changing barrier for the redox conversion by a (bio)catalytic process

or the formation of a recognition complex or a subsequent complex. The impedance

spectra are often recorded for DC potentials equal to the open circuit potential

(OCP) of the employed redox couple. Although used quite often, the presence of a

redox couple is not absolutely necessary. The measurement in an inert electrolyte

solution results usually in a much higher impedance, but as long as the impedance

Fig. 1 (a) Schematic structure of an impedimetric biosensor. It consists of the transducing

electrode (WE), an immobilization layer and the recognition element. (b) Nyquist plot of an

electrode in electrolyte contact (ZI imaginary impedance, ZR real impedance, ω angular fre-

quency). The solution resistance (Rsol) is determined by the ion concentration and the cell

geometry. The double-layer capacitance (Cdl) is given by the charge stored in the double layer

at the interface. The charge transfer resistance (Rct) originates from redox reactions at the

electrode, and the Warburg impedance (W) results from the current limitation by diffusion of

the redox species to the interface. (c) Equivalent circuit of a whole electrochemical cell with ZB as

the impedance of the biological material. In a sensor arrangement, it is immobilized on top of the

working electrode. ZB can appear as separate impedance element, but mostly the biological

component changes Rct and Cdl of the basic electrode. The working electrode (WE) is intended

to be the overall impedance-determining element. This is often accomplished by using a much

larger counter electrode (CE), and sufficiently high ion concentrations in solution
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changes upon the bio-recognition process are reproducible, also this kind of mea-

surement can result in reliable data. Particularly interesting is this approach when

the conductivity of the recognition layer is changed by the specific binding event

(reported, e.g. with proteins embedded in a lipid layer) [4, 5].

1.1.2 Sensor and Sensor Preparation

Typical transducer elements are carbon and metal electrodes. Preferentially, gold is

chosen, because it allows the application of the thiol chemistry for immobilization

[6, 7]. Besides this, thin oxide layers, like indium tin oxide (ITO), fluorine doped tin

oxide (FTO) or platinum/platinum hydroxide electrodes, provide hydroxyl groups

for silanization chemistry [8]. Metal oxides of platinum [9], tantalum [10] and

titanium [11] have also been used for capacitance-based detection. More recently,

graphene [12–14] and graphene oxide [15] or nanocrystalline diamond have found

applications [16].

Various surface modification strategies have been employed for the immobili-

zation of the biomolecule used as recognition element. Particularly, self-assembled

monolayers (SAMs) are frequently applied. Such films are formed spontaneously

by chemisorption and self-organization from solution [7, 17]. Long-chain thiols can

effectively block the electrode surface from unwanted reactions and, thus, are often

applied in capacitive sensors. Since the SAM film itself does not have specific

recognition properties, the bio-compound is normally coupled to the surface with

functionalized SAMs [18, 19]. Alternatively, the SAM layer has to be structured in

order to create recognition sites. This can be termed as a kind of surface imprinting

[20, 21]. Another method to obtain well-ordered recognition layers is the transfer of

a lipid bilayer (from liposomes) or a Langmuir-Blodgett (LB) film onto the elec-

trode surface [22, 23]. For larger proteins these lipid films have to be tethered in

order to create space between the electrode and the lipid film [24, 25]. Other

immobilization protocols rely on the preparation of thin polymer films, electro-

polymers or bioaffinity layers (e.g. avidin films capable for binding biotinylated

biomolecules). Polyelectrolyte films have also been introduced for biomolecule

immobilization. This technique is based on the layer-by-layer adsorption of oppo-

sitely charged polymers on the transducer surface and is particularly suited for the

preparation of multilayers [26, 27].

Semiconductor-based structures are a special field in impedance-related sensors.

These are mainly semiconductor/insulator/electrolyte structures, which detect

chemical changes at the insulator surface in contact with the solution by analysing

the space charge region in the semiconductor. The classical ion-sensitive field-

effect transistor (ISFET), which can be combined with enzymes or antibodies

yielding enzyme FETs (ENFETs) or immuno-FETs (IMFETs), will not be the

focus of this chapter. Although this device has an inherent impedance conversion

from the high impedance line between the semiconductor bulk and the gate to the

low impedance line between source and drain, the output is a simple source-drain
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current, and thus the device does not follow the general idea of impedance mea-

surements discussed here.

In contrast to the transduction process itself, impedance measurements have

found increasing application in optimizing biosensors, mainly by following the

different steps of surface modification during sensor preparation. This includes the

formation of SAMs and LB films, the adsorption of molecules or polymers and also

the binding of the recognition element to the transducer surface [28, 29]. Impedance

measurements can thus be seen as an efficient quality control method in the sensor

fabrication process.

1.1.3 Impedimetric Enzyme- and Cell-Based Sensors

In the field of enzyme-based sensors, amperometric electrodes are by far the most

attractive transducers. However, the change in redox conversion of a redox-active

compound by the turnover of an enzyme (in the presence of substrate) can also be

analysed by following the Rct. For example, this has been demonstrated for glucose

detection using glucose oxidase and parabenzoquinone [28] or Prussian blue [30] as

mediator (in the latter case probably for the hydrogen peroxide which is liberated

during glucose oxidation). Alternatively, a conductive polymer such as polyaniline

can be used as immobilization platform for several dehydrogenases and at the same

time as “molecular wire”, establishing communication between the enzyme and the

electrode. Consequently, substrate conversion at the enzyme will result in changes

in Rct of the polymer-covered sensing electrode [31]. From the concept very

attractive, this type of sensor construction needs, however, more studies for reliable

signal generation. The process of electron transfer between enzymes and

conducting polymers is not completely understood, but several functional systems

have already been reported [32, 33].

Another direction of research exploits sequential enzyme reactions, terminated

by a peroxidase reaction as the signalling reaction. Here, the production of hydro-

gen peroxide by a first enzyme is indicated by the formation of a precipitate on the

electrode due to the action of peroxidase in the presence of a suitable second

substrate. This finally leads to an increase in electrode impedance [34].

Another approach of using impedance for sensing can be seen in the incorpora-

tion of a “signalling” protein in a lipid layer and evaluating the conformational

change upon interaction with a specific analyte. Often, this is accompanied by

alterations in ion mobility through the surface-confined film; consequently, con-

ductivity changes can be analysed. One example of sensing substrates and inhibi-

tors has been given in [35]. The authors used peptide-tethered lipid membranes on a

gold support in combination with cytochrome c oxidase. In this case, electrochem-

ical impedance spectroscopy (EIS) was used to study proton transport across the

membrane. The resulting impedance spectra could be correlated to the inhibitor and

substrate concentration of the enzyme. Other examples are the detection of

paraoxon [36], quinacrine [37] or the bacterial toxin streptolysin [38].
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In bioanalysis not only substrates and inhibitors are determined, but also the

enzyme activity itself has to be analysed. In this direction, an interesting approach

has been introduced by using degradable polymer films (see Fig. 2). These poly-

mers can be coated onto an electrode; their degradation by a biocatalytic reaction

can occur directly by the enzyme acting on the polymer chains or by products of the

enzymatic conversion. The diminished film thickness is easily followed by imped-

ance measurements. This has been demonstrated for enzymes such as chymotryp-

sin, lipase [39] and collagenase [40].

This sensing concept can also be used for the detection of several enzyme

substrates such as urea [41–43], glucose [44] and creatinine [43]. Here, the elec-

trode is covered with a hydrolyzable polymer, and the enzymatic analyte conver-

sion changes the pH near the surface which facilitates the polymer degradation. The

process can easily be analysed by detecting the capacitance of the electrode. Not

only the pH can be applied as trigger but also hydrogen peroxide generated by

several oxidases [44]. The approach can also be combined with immunoassays

using enzymes as labels [45].

Another direction of developments is cell-based assays for the detection of

specific analytes or for the screening of large substance libraries for their biological

effect. This relies on the concept of effect monitoring. Here, parameters are needed

that report the response of a whole biological system with respect to the stimulus

under investigation. Impedance is one of the suitable parameters, because it can be

used for the indirect detection of metabolic activity, cell adhesion on surfaces or

response to potential drugs and for cytotoxicity tests [46, 47]. Examples have been

reported analysing the status of a cell culture [48, 49]. Figure 3 illustrates a typical

experimental setup for cell-based measurements and a simplified equivalent circuit,

describing the impedance of a cell layer as a parallel circuit of intracellular and

extracellular pathways. It has to be mentioned that cells can also be cultivated

directly on top of the working electrode with an appropriate surface modification.

Fig. 2 Schematic illustration of the biocatalytic decomposition of immobilized polymer chains by

enzymes such as chymotrypsin, lipase or collagenase. This principle enables the determination of

the enzymatic activity, since the changing surface properties can be recorded via impedance
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Impedance is not only suited to give information on the status of surface-fixed

cells but can also be used to count the number of cells in a solution. This has been

intensively investigated in microbiology and was further used for the detection,

quantification and identification of bacteria [50]. Different capture molecules have

been used such as antibodies [51–55], carbohydrate structures [56] or phages [57]. The

sensitivity varies among the reports but is in the interesting range from 103 colony-

forming units (CFU)/ml to 106 CFU/ml. Developments have resulted in micro-

machined devices for cell counting or cell differentiation [51, 58]. The potential for

virus detection has also been elucidated [59, 60].

1.1.4 Impedimetric Immunosensing

Impedimetric analyte detection is frequently applied for immunosensing. This

originates from the fact that classical immunoassays are widespread and often

used in clinical diagnostics, food quality control and environmental analysis

and for the detection of pathogens, toxins and explosives or drugs. Although

immunosensing is an established technique, driving forces for sensorial develop-

ments via an impedimetric detection scheme are coming from the demands of

on-site detection (i.e. point-of-care diagnostics) with the need of rather simple

equipment and the potential for label-free analysis.

In immune sensing the sensor chip can either be modified with an antibody or the

antigen itself is immobilized, which in turn binds then the complementary antibody.

In both cases the binding event results in a change of the electrical surface

properties, although in the latter case, larger changes can be expected because of

the high molecular weight and the low dielectric constant of the antibodies.

Fig. 3 (a) Schematic representation of the experimental setup of an impedimetric cell-based assay

in a four-electrode arrangement. (b) Simplified equivalent circuit for the analysis of such cell

layers, consisting of a solution resistance (Rsol), the resistance for the internal (RI) and external

charge carrier transport (RE) and the cell membrane capacitance cM
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Initially, capacitive sensors have been preferably used for the detection of

immune reactions [7, 61]. Charge transfer can be diminished, e.g. by long-chain

SAM layers. In combination with a potential jump method, very sensitive mea-

surements have been reported [62]. Here, the impedance is not detected by applying

different frequencies during the measurement, but in the time domain by following

the current response to a jump in potential. This simplifies the measurement and

accelerates the speed, but needs a transfer into the frequency domain for reliable

data interpretation [63, 64]. In order to reduce the influence of nonspecific binding

events, which would influence the capacitance in a similar way compared to the

specific interaction, a differential mode of measurement has been proposed

[9]. Alternatively, antibodies can be incorporated into LB films while retaining

their binding properties [22, 65].

Resistance-based sensors have also been developed [66–70]. For example, the

human mammary tumour-associated glycoprotein has been detected with specific

antibodies immobilized on gold by spontaneous adsorption. The binding of

the complementary antigen resulted in a change of Rct [66]. Sensitivity can be

enhanced by secondary reactions as shown, for example, with enzyme labels,

resulting in a precipitation on the electrode [71, 72] or second binding complexes

[68, 71]. Alternatively, the specific electrode area can be enhanced by micro- or

nanostructuring [70, 73]. Another system used ultrathin platinum layers and eval-

uated the conductivity changes based on an impedance model analysis [67]. But

also the change in ion conductivity of a lipid bilayer with incorporated ion channels

can be used for detecting the antibody-antigen binding event [74, 75].

A special approach for immobilization can be seen in the use of conducting

polymers such as polypyrrole. This can help to amplify the response since the

conductivity of the polymeric network is strongly influenced by conformational

changes induced by binding events [76–78]. Biotinylated polypyrrole films were

used for the immobilization of antibodies via avidin [79]. Antigen binding was

connected to an increase in Rct. The detection limit for human IgG was 10 pg mL�1.

Molecular imprinted polymers (MIPs) are a rather new group within the recog-

nition elements. They provide a surface which acts as a “negative” of the analyte

and thus can recognize it within a mixture. Although the quality of “complemen-

tarity” of the binding cavities does not reach the level of antibodies, MIPs have

some advantages. Because of their chemical nature, they can be reproducibly

fabricated in different formats, and they provide a rather good long-term stability

in different environments. Besides their usage in chromatographic separation con-

cepts, further interesting examples have been reported for applications in sensors.

For a sensorial transduction of the binding event, particularly thin surface films are

suited. Here, significant progress has been made in surface-imprinting techniques

during the last decade [80, 81]. In addition to voltammetric detection techniques,

also impedance-based sensing concepts have been reported. Capacitive sensors

have been developed for organic molecules [20, 82] but also for whole cells and

viruses [83]. For the detection of low-molecular-weight compounds such as

L-nicotine [84] or amino acids [85], the resistance has been evaluated. The creation

of artificial binding pockets for the recognition of proteins is still not a routine
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procedure, but significantly achievements can be seen presently. Thus, also first

examples for protein sensing have been demonstrated [86, 87], and even for larger

biological particles, the MIP techniques seem to be feasible [88].

1.1.5 Impedimetric Nucleic Acid Sensing

Besides immunosensing, the impedimetric detection of nucleic acids has been a

matter of research for many years. Mainly two different basic approaches have been

exploited to enable a reliable identification of a specific DNA sequence. On the one

hand, much work has been dedicated to the realization and improvement of new

sequencing techniques for a base-per-base read-out of DNA. On the other hand,

various methods have been designed, which rely on the detection of specific

hybridization events between two complementary strands and trigger the transduc-

tion to an analytical signal. Therefore, single-stranded DNA (ssDNA) is immob-

ilized onto an electrode and acts as a recognition element (probe ssDNA) for the

binding of complementary ssDNA (target DNA). If target DNA is available in the

sample, the strong interaction between the probe and the target results in a hybrid-

ization event between both strands, forming a double strand. This elementary

principle has been combined with various transduction techniques, which exploit,

e.g. the mass accumulation (piezoelectric) [89, 90], changes in the optical density

[91, 92], the detection of an optically active label [93, 94] or electrochemical

changes [95–97]. The latter transduction principle represents a promising approach,

since it enables a simple, cheap and portable operation for the utilization in future

point-of-care (POC) diagnostics. Furthermore, this field of research benefits from

the continuous progress in the miniaturization of electronic components, which

offer the possibility for a parallel detection of different analytes in a small device

format.

Most electrochemical approaches rely on the utilization of redox molecules for

the read-out of hybridization events. Therefore, one approach is to couple a redox

label covalently to the target strand, followed by its detection via voltammetric

measurements [95, 98, 99]. This provides a high sensitivity but has the drawbacks

of time-consuming and expensive overall procedure and sensor preparation as well

as a possible negative influence of the label on the hybridization efficiency. A

further improvement of applicability has been achieved by using indirect labelling

assays. In this case, a labelled reporter probe can bind to the target overhang of the

hybridized probe-target complex. While this principle avoids a pretreatment of the

target and results in a higher selectivity, an extension of the analysis time due to the

second hybridization step is less beneficial for POC applications.

Currently, the electrochemical detection of hybridization events in the absence

of any label is often based on the direct oxidation of the bases [100, 101], which

requires high working potentials, or by recording the changes of the electrochem-

ical properties of the electrode surface [96]. For the latter, ssDNA and double-

stranded DNA (dsDNA) have been discriminated using a hanging mercury drop

electrode [102, 103]. Desorption of denaturated ssDNA was accompanied by a
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larger dielectric loss than desorption of native dsDNA. This was explained with the

higher flexibility of the ssDNA compared to the rigid dsDNA double strand.

For a sensorial application, more interesting are investigations on gold elec-

trodes. Here, immobilization is often accomplished via thiol chemistry by addi-

tionally applying a short thiol as blocking agent reducing nonspecific adsorption of

DNA to the surface. The protocols seem to work reproducibly in the different

groups; however, the procedure is rather time-consuming. Reduction of the prep-

aration time can be achieved by applying electric fields during the deposition

process of the charged DNA molecules [104, 105]. Although gold is very often

used, there are also reports on other types of electrodes. Several carbon surfaces

have been used such as carbon nanotubes [106, 107], nanoporous carbon [108],

boron-doped diamond [109] or graphene [13, 14]. From the application point of

view, it is interesting that first studies on screen-printed electrodes demonstrate the

applicability of impedance measurements also for such electrode surfaces which are

less defined compared to pure electrode materials [110, 111].

The hybridization event is well suited for an impedimetric detection particularly

since the molecular structure is changing from a rather flexible single strand to a

rather rigid double strand of defined geometry. Furthermore, the charge situation is

drastically changed since every DNA molecule binding to the surface increases the

negative charge according to the number of nucleotides it consists of. This provides

the basis for an impedimetric detection of such surface alterations by analysing the

capacitance or – more commonly – resistance changes of the sensing electrode. In

the latter case, often a strongly charged redox species such as ferri-/ferrocyanide

has been applied. Consequently, EIS can be used for the detection of the presence of

a particular DNA sequence, different oligonucleotide concentrations, and also

single base pair mismatches in a defined sequence [112, 113]. During these studies

it has been found, that the position of the mismatch has an influence on the

impedimetric signal strength. In conclusion, it is not only the lowered affinity

which contributes, but also secondary structural effects [112, 113] (see Sect. 2 of

this chapter).

Besides the surface concentration of the capture probe, the length of the capture

probe and also the influence of the buffer concentration have been investigated

[114–116]. These studies clearly demonstrate the importance to control all prepa-

ration steps in order to get reliable sensing electrodes. As long as the hybridization

efficiency is not influenced, the impedimetric signal change will increase with a

higher surface density of the capture probe. Another aspect is the verification of

stable impedance signals, which are not influenced by the measuring conditions

(linearity of response) [117]. Only by analysing the reproducibility of impedance

data, reliable conclusions on analyte-induced impedance changes can be drawn.

Since impedance spectroscopy is a label-free method, nonspecific binding is a

severe problem and needs to be investigated in the medium intended for the

determination of a specific analyte. Often, it is beneficial to prepare a reference

surface and take only the difference of measuring signals at the sensing and

reference surface as analytical parameter.
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As a modification of this approach, the use of peptide nucleic acid (PNA) can be

seen (Fig. 4). When this uncharged molecule is applied as capture probe, the

relative change in charge density becomes larger when DNA binds to the surface.

Consequently, in most cases a charged redox couple has been applied, and Rct is

used as sensing parameter. Furthermore, there is also potential for higher hybrid-

ization efficiencies since no electrostatic repulsion has to be overcome during the

hybridization of DNA to the PNA-modified surface. Impedance spectroscopy is not

only helpful to discriminate between full- and mismatch DNA [118] but also for

studying the influence of the ionic strength [119, 120] or analysing the binding

kinetics [121]. However, also a capacitive approach can be used based on

PNA [122].

In most studies the length of capture probe is equal to the target DNA. However,

for practical applications often an amplification of DNA or a transcription from

an RNA pool is necessary. Here, much longer strands appear, which have to be

denatured prior to analysis. Some studies have been dealing with the influence of

the target length on the impedimetric signal. Here, different effects have to be

considered: (a) the decreasing hybridization efficiency with increasing length,

(b) the increasing charge with increasing length and (c) the raising distance between

the electrode surface and a part of the DNA charges with increasing DNA length.

Although some first studies on this subject have been reported (see also Sect. 2 of

this chapter), more research is necessary to evaluate the interplay between the

conditions (capture probe density, buffer concentration, position of the comple-

mentary sequence within the target) and the target length comprehensively [123–

125].

Examples showing the potential for detecting full PCR products have been

demonstrated [126]. As a further advancement the real-time detection of a PCR

amplification process is feasible [127]. Finally, it is possible to develop first

analytical systems, which can avoid a PCR before the impedimetric detection by

extracting RNA or DNA directly from bacterial samples [128, 129].

Another variation can be seen in the design of the capture probe. Usually,

ssDNA is fixed with one end to the sensor surface; however, also a hairpin structure

can be successfully applied. This has been extensively used in voltammetric

DNA analysis since by the conformational change of the hairpin probe after

Fig. 4 Chemical structure

of DNA and PNA,

illustrating the different

backbones for the linkage of

the bases
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hybridization, the localization of a redox label can be changed significantly

allowing a clear signal discrimination [116, 130]. Subsequently, this has also

been applied to the impedimetric detection but without the necessity of a label

attachment [13, 108].

In analogy to the immune detection using conducting polymers, also probe DNA

can be linked to conducting polymer films to evaluate the change in interfacial

properties after target DNA binding. Here, an increase in resistance was observed

which could be used for sensorial detection of suitable sensitivity [77, 131–133]. As

an alternative to polypyrrole [131], polyaniline [109], polythiophene [134] or a

quinone-containing polymer can be used [135].

The impedance technique cannot solely be applied for the detection of nucleic

acids, but also for the analysis of DNA-analyte interactions. Several small organic

molecules, but also large proteins show a specific interaction with DNA duplexes.

For small molecules different binding modes such as groove binding [114, 136] or

intercalation [112, 114, 137, 138] can be exploited. Examples for the latter are

Bengal rose, methylene blue, proflavine, nogalamycin, etc. The lower binding

affinity of intercalators to ssDNA compared to dsDNA can also help in the detection

process of hybridization events [139]. However, often the binding properties of

these small molecules are used for the analytical determination of these substances.

Examples are cisplatin [140], mithramycin [136] and bleomycin [110] – com-

pounds which are applied as anticancer drugs.

A special group of analytes are metal ions. Here, it has been found that metal

ions exhibit different interactions with DNA duplexes but also PNA-DNA hybrids.

Particularly, Ni2+ ions seem to have rather strong interaction with dsDNA, which

can be used even for mismatch discrimination [141, 142]. Furthermore, it has been

found that Pb2+ can interact with G-quadruplex-forming sequences [143], Ag+

interacts with C-C mismatches [143, 144] and Hg2+ with T-T mismatches

[143]. Metalation of DNA results in different conformational changes compared

to normal B-DNA (predominant dsDNA conformation under physiological condi-

tions). This has also been exploited for the discrimination of different mismatches

[145]. DNAzymes as nucleic acid-based biocatalysts can show a rather strong

specificity for a particular metal ion. This is used for metal ion detection (e.g. Pb2+

or Cu2+ [146, 147]) exploiting the impedance change by the action of the DNAzyme

towards a target strand.

Furthermore, the interaction of proteins with DNA strands can be detected in a

label-free format. Here, the focus is, on the one side, on enzymes such as telomerase

[148], kinases [149] or restriction enzymes [115, 150, 151] and, on the other side,

on specific binding proteins such as antibodies [114], receptors [151] or transcrip-

tion factors [115].

Another field of research uses specific, three-dimensional DNA structures –

so-called aptamers – which can exhibit a selective interaction with a binding

partner, thus following the example of antibody-antigen interaction [152, 153].

Aptamers have seen a tremendous development in the last decade because of the

less sophisticated generation by a selection process compared to antibodies [154]

and the rather small size. Although the binding behaviour is strongly related to the
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selection conditions, several examples with sufficient analytical performance

have been demonstrated – although often an amplification strategy is necessary

(see Sect. 1.2). Also in this area, the systems relying on the detection of Rct are the

dominating ones. Bogomolova et al. have studied the influence of several experi-

mental parameters on the detection possibilities clearly demonstrating pitfalls in the

measurements when not sufficient stability can be provided on the surface [117].

Particularly, the increase in Rct with only buffer incubations or high ferri-/

ferrocyanide concentrations is rather often ignored during sensor developments.

White et al. showed the importance of optimizing the surface chemistry for aptamer

fixation in order to ensure a high sensing performance [155]. Applications of

impedimetric aptasensing have been shown for small molecules such as cocaine

[156], ochratoxin A [157], progesterone [158], tobramycin [159], neomycin B [160]

and proteins such as thrombin [12, 161, 162], lysozyme [15], cytochrome c [163]

and others [106, 164, 165] but also for more complex biological particles such as

viruses [166] and bacteria [167]. In addition, a capacitance-based approach has also

been reported for IgE detection [16].

1.2 Amplification Strategies to Enhance the Signal
of Impedimetric Analysis

Despite the potential for a direct binding detection, many interfacial impedimetric

assays suffer from the fact that the generated signals (changes in resistance,

capacitance or overall impedance) are relatively small. This problem is intensified

if small amounts of the analyte need to be detected. This has led to the development

of several amplification strategies. They can be classified according to the basic

principle used:

1. Embedment of the recognition element in a polymeric or lipid layer

2. Sandwich type of analysis with a labelled second binding partner:

(a) Label such as liposomes, nanoparticles and dendrimers can be used, which

can change the impedance at the surface significantly.

(b) Label such as enzymes or nucleic acid structures with intercalated metal

complexes possessing catalytic functions are applied, both leading to pre-

cipitations on the sensor surface during the conversion of substrate

molecules.

3. Hybridization chain reaction on the sensing surface

4. Enlargement of the electrode surface by micro- and nanostructuring (and thus

enhancement of the amount of recognition elements per geometrical area)

5. Application of interdigitated electrodes with small distances between the

electrodes

6. Application of nanoelectrodes
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In order to increase the capacitance change due to an altered dielectric constant,

polymeric membranes were used for fixation of the recognition element. Indeed,

the incorporation of antibodies into a membrane induces a change of Cdl. As an

example Maupas et al. have modified platinum electrodes with different polymeric

layers and used them in a flow-injection system for real-time immune detection

[9]. Receptor-ligand binding is often accompanied by structural changes of the

complex. This can be used for a sensitive ligand detection, particularly when a

receptor is chosen, which is a chemically gated transport protein, e.g. the nicotinic

acetylcholine receptor. Incorporated in a lipid membrane, acetylcholine, but also

the receptor antagonists, can be measured by capacitance changes [168].

As mentioned above a conducting polymer layer can be nicely applied for an

enhanced signal generation. Here, the changes in polymer conformations are

exploited, and analysis is mostly focused on resistance changes [76] (see Fig. 5b).

A very simple amplification route has been introduced by the Willner group

[169, 170]. In this case the binding of negatively charged liposomes to the recog-

nition surface can drastically alter the charge transfer of a redox couple, particularly

when it possesses the same charge, e.g. ferri-/ferrocyanide. Figure 5a illustrates the

general assay procedure. In the scheme, the DNA hybridization is followed by one

or several secondary binding steps resulting in an accumulation of highly charged

nanostructures on the electrode. As an alternative to liposomes, also dendrimers can

be used [171]. Furthermore, gold nanoparticles can be easily prepared and surface –

modified in a well-defined way. Applied in a sandwich assay for nucleic acid

detection, they can increase Rct significantly. Binding can be realized via biotin-

streptavidin [172] or via hybridization [173, 174]. The nanoparticles can further be

used as template for additional gold or silver deposition, which can maximize

the changes on the sensing surface but also prevent a reusable application

[175, 176]. As a variation of this approach, also quantum dots and composites

can be applied as label in the second binding reaction [177]. Composites can

consist, for example, of gold nanoparticles (Au-NP) with carbon nanotubes

(CNTs) or Au-NP with reduced graphene oxide flakes [178, 179].

Another principle could be demonstrated, which is mainly based on the binding

of gold nanoparticles (positively charged) to DNA and enables the discrimination

between ssDNA and dsDNA [180, 181]. The preferred binding of the Au-NPs to

ssDNA is diminished after hybridization and dsDNA formation and can thus be

used for the label-free DNA detection.

A smart amplification approach has been taken over from classical immunoas-

says and is based on the application of an enzyme label bound to a component of the

sensing system. The enzyme label may catalyse the formation of a gas in front of

the electrode (e.g. catalase decomposes hydrogen peroxide to oxygen) [182], but

mainly it catalyses the formation of an insoluble product, which precipitates onto

the electrode surface and amplifies consequently the changes of Rct and Cdl [183–

186]. This concept is schematically illustrated in Fig. 5c. The principle was

introduced for the detection of DNA [183] and antibodies against dinitrophenyl at

an electrode functionalized with the SAM technique [184] and has found consider-

able attention in the scientific community. As enzymes, mainly horseradish
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Fig. 5 Amplification strategies for the impedimetric DNA detection – part I. Probe DNA, target

DNA and secondary probes are illustrated in yellow, orange and blue, respectively. (a) Probe

DNA-modified electrode before and after hybridization with target DNA and subsequent binding

of DNA-modified gold nanoparticle at the overhang of the probe-target complex. The target DNA

possesses one recognition sequence for the immobilized probe and another for the probe attached

to the nanoparticle. The impedimetric signal is enhanced due to the increased mass and negative

charge upon nanoparticle binding. Alternatively to nanoparticles also liposomes or dendrimers can

be applied. (b) Immobilization of probe DNA on a layer of a conducting polymer. Target binding

results in structural changes, which lead to alterations in the electrochemical polymer properties
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peroxidase (HRP) and alkaline phosphatase have been used. As an alternative, the

catalytic activity of metal complexes intercalated into dsDNA or G-quadruplexes

can be exploited [187]. Application has been shown for the detection of single

nucleotide polymorphism [188], PCR products [189], autoantibodies [72], bacteria

[51] and others. The liposome-based sandwich assay can also be combined with the

enzymatic precipitation strategy. For example, amplified DNA detection was

achieved using liposomes with multiple HRP tags, which resulted in an amplifica-

tion factor of approximately 105 [185].

The precipitation-based amplification technique enables the detection of very

low surface concentrations of the formed binding complexes and thus, low con-

centrations of binding partners in solution. However, a regeneration of the sensor

surface is difficult, if not almost impossible, and impedes a repeated usage of the

sensor clearly limiting the applicability of this sensing concept. As an alternative

one can see the application of an enzyme such as exonuclease III, which can act

from the 30end of dsDNA. By using a hairpin-type capture probe, the target DNA

can consequently be recycled after a first binding event leading to a binding to

another hairpin capture probe and subsequent enzymatic digestion [190]. This

results in a much larger impedance change on the surface.

The participation of one analyte molecule in several binding events with capture

probes on the sensing electrode can also be realized without the use of an enzyme.

Here, the so-called hybridization chain reaction has been exploited [144, 191]. The

presence of a target strand results in the repeated opening and hybridization of two

hairpin structures. This can lead to the generation of long dsDNA or the opening of

several hairpin capture strands on the sensing surface (Fig. 5d1, d2).

The amount of fixed recognition elements on the sensing surface is limited by the

available area. In order to accommodate more recognition events and, thus, enhanc-

ing the signal at a given concentration, several ideas have been followed. One

direction uses dendrimers onto which a large number of capture molecules can be

Fig. 5 (continued) and can be detected impedimetrically. (c) Probe DNA-modified electrode

before and after hybridization with target DNA and subsequent binding of a biotin-modified

ssDNA at the overhang of the probe-target complex. Biospecific binding of avidin-modified

horseradish peroxidase (HRP) to the biotin-labelled DNA leads to a fixation of the enzyme. The

enzymatic production of an insoluble product, which precipitates on the DNA electrode, disturbs

the access of ferri-/ferrocyanide to the surface and thus increases the impedance. (d1) Hybridiza-

tion chain reaction to prolong DNA on the sensing surface: probe DNA-modified electrode before

and after hybridization with target DNA and subsequent binding of hairpin DNA (HP1) at the

overhang of the probe-target complex. Due to the hybridization, the hairpin opens and allows the

binding of hairpin DNA 2 (HP2), which in turn also provides a binding sequence for hairpin

1. Thus, the bound DNA strand can be extended by repetitive hybridization cycles between

hairpins 1 and 2 and results in an enhanced accumulation of DNA in front of the electrode. (d2)

Hybridization chain reaction to induce several hybridization events on the sensing surface: Hairpin

probe DNA-modified electrode before and after hybridization with target DNA. Target binding

results in an opening of the hairpin probe. This enables the binding of the second hairpin to the

probe via a displacement of the target DNA. The free target can now bind to another hairpin probe,

which results in the formation of several hybridized strands and amplifies the signal
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bound [192, 193]. The modification of electrodes with gold nanoparticles is another

way to enlarge the active area and to enhance the sensitivity in impedimetric

analysis (Fig. 6a) [136, 194, 195]. The increase in electrode roughness can also

be achieved by applying other techniques such as the preparation of anodic alumina

films covered with a thin gold layer [196].

Instead of using the surface of a single working electrode, an in-plane geometry

can be applied, which makes use of two closely spaced electrodes. Two electrodes

are prepared on an insulating substrate in a fingerlike structure leaving a small

non-conductive gap between them. These electrodes are termed as interdigitated

electrodes (IDEs) and can be formed from different metals [197–199], but for

impedimetric analysis, mainly gold is used [200]. The geometry takes advantage

of the changed conditions for the current flow, which occurs mainly very near to the

surface and thus, shows a much higher sensitivity towards surface changes com-

pared to the conventional design. The bio-recognition element can be immobilized

on both electrodes, in the gap between the electrodes or on top of both. This

electrode design has an additional advantage since by preparing the electrodes on

a chip, the whole electrochemical setup is already integrated and no external

electrodes are needed. The basic scheme is exemplified in Fig. 6b. A highly

sensitive response of the sensor requires strong electrical fields due to short

distances between the electrodes [201]. Typical distances between the electrode

fingers are in the range of 1–10 μm and are limited by the fabrication procedure.

However, electrode widths from 500 nm to less than 200 nm have been achieved

meanwhile [197]. A theoretical analysis demonstrates that 80% of the current

between the electrodes with a spacing of about 250 nm will flow in a layer not

higher than 250 nm above the surface. This may illustrate that a reproducible

Fig. 6 Amplification strategies for the impedimetric DNA detection – part II. (a) Enlargement of

the electrode surface by micro- and nanostructuring, for example, with Au-NP. (b) Application of

IDEs with small distances between the electrodes (field lines are illustrated by black lines).

(c) Rolled IDE geometry leading to an enhanced electric field inside the rolled electrode
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production of IDEs with dimensions in the nm range will significantly increase the

sensitivity for a direct binding analysis. This kind of measurement has been applied

for the detection of DNA hybridization without the need of a label, relying mainly

on the altered charge accumulation after double strand formation [197, 199, 200].

An interesting approach has been reported by preparing three-dimensional IDEs

by introducing insulating barriers between the fingers of the IDEs. This design

forces the current to flow very close to the surface of these barriers. If, for instance,

biomolecular recognition events occur, a pronounced influence on the current can

be envisaged. An enhanced sensitivity has been found in consequence [202].

The use of IDEs can also be advantageously combined with other amplification

strategies described so far. For example, the DNA hybridization can be extremely

sensitively detected by the use of Au-NPs coupled to an oligonucleotide. The

catalytic properties of the nanoparticle surface can be used for a silver deposition

and thus an enlargement of the particles. When this enlargement proceeds to an

extent that the surface-bound particles face each other, then a conductive pathway is

formed between the two electrodes [203, 204].

An alternative approach for sensitivity enhancement in immunosensing uses

conducting polymer chains coupled to the antigen [205]. After binding of the

modified antigen to the recognition surface, the conductance of the gap increases,

and detection becomes possible. The same effect can be induced, if an enzyme label

is coupled to the antigen. In this case, the sensor surface can be additionally covered

with a membrane permeable for iodine, which is produced by the enzyme label

HRP. After binding of the antigen-HRP conjugate, iodine is generated from iodide

and hydrogen peroxide, which leads to an increased conductance of the promoting

film consisting of tetra-tert-butyl copper phthalocyanine within the gap [206].

Recently, ultrasensitive impedimetric detection has been reported based on

three-dimensional nanomembranes. The drastic enhancement in sensitivity com-

pared to planar electrodes has been described as a result of the rolled electrode

geometry leading to an enhanced electric field inside the rolled electrodes (Fig. 6c).

This has been exemplified with the analysis of DNA down to femtomolar

concentrations [207].

The various examples in literature may illustrate the potential of the impedance

technique for analytical purposes. However, reproducibility and reliability of the

sensors are often a problem, particularly when they are repeatedly used or applied in

real samples. Other issues are related to signal stability and nonspecific impedance

changes. These issues need to be carefully evaluated under the conditions of

analytical application. Advantageously, a reference sensor can be applied which

is similarly prepared as the sensing electrode, but without the selected recognition

element. This approach is also used in other label-free methods such as SPR.

In the following section, the developments of an impedimetric DNA sensor and

the application for the detection of nucleic acids and binding partners of nucleic

acids will be discussed in more detail.
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2 Impedimetric DNA Detection

As mentioned before, the continuous progress in genomics has led to increasing

interests in the detection of DNA sequences. Therefore, the design of easy and fast

DNA detection devices with low costs and high accuracy remains an important

task. Particularly, the transfer of the location of analysis from the laboratory

directly to the point of care has increased the requirements for the development

of new diagnostic tools [208]. Here, in particular impedance spectroscopy repre-

sents an efficient measuring tool, which allows careful control of all sensor prep-

aration steps but can also be used as a transduction method for sequence-specific

detection.

2.1 Sensor Concept

For the construction of an impedimetric DNA sensor, a ssDNA layer has to be

attached to an electrode surface, which converts the biochemical signal into an

electrical signal. As exemplified in Fig. 7, a thiol-modified probe DNA is used for

the immobilization to a gold electrode via chemisorption. Here, mainly short probes

with a length of around 15–30 nucleotides are used due to a higher hybridization

efficiency and specificity compared to longer DNA strands [89]. In order to avoid

nonspecific interactions between the electrode and DNA or other compounds, the

passivation of the surface with short hydrophilic thiols, e.g. mercaptobutanol

(MCB) or mercaptohexanol (MCH), has been shown to be beneficial [112, 114,

115, 124]. This is of particular interest since it has been found that DNA bases and

gold form strong interactions, which can decrease the hybridization efficiency

[209]. A passivation with a hydrophilic thiol counteracts this interaction, since

the formation of gold-thiol bonds is energetically favoured and promotes the

orientation of the probe DNA towards the solution.

Fig. 7 Illustration of the step-wise construction of a DNA-modified electrode. A cleaned gold

electrode is incubated in a mixture containing thiolized probe DNA and a mercaptoalcanol com-

pound. For the passivation the DNA-modified electrode is again immersed in a mercaptoalcanol-

containing solution. Afterwards, the sensor is ready for hybridization experiments
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In order to achieve a reliable system for DNA analysis, the surface concentration

of the probe DNA has to be controlled and characterized. Among others, the use of

labelled target DNA with redox molecules like methylene blue [99] or ferrocene

[210] in combination with a voltammetric read-out is valuable to determine the

capturing properties of DNA-modified electrodes. On the basis of the transferred

charge of the label, conclusions can be drawn on the amount of hybridized DNA

and accordingly about the concentration of hybridizable probe DNA on the elec-

trode surface. For the impedimetric DNA detection, a surface coverage between

5 and 15 pmol/cm2 has been shown to be sufficient to allow the binding of target

DNA and achieve signal changes upon hybridization [114].

Impedimetric experiments are performed in the presence of the redox system

ferri-/ferrocyanide. As illustrated in Fig. 8, the detection principle is based on the

electrostatic repulsion between the negatively charged redox species and the neg-

atively charged sugar-phosphate backbone of the DNA. Consequently, the immobi-

lization of probe DNA already disturbs the access of the redox system to the

electrode and changes the interfacial impedance. After hybridization a further

accumulation of negative charges in front of the electrode is induced, depending

on the amount of bound DNA. Therefore, the charge transfer is reduced, and an

increase in impedance can be observed. The impedance spectra of a DNA-modified

electrode in the single-stranded and double-stranded situation are shown in Fig. 8,

too. For the analysis of these spectra, a simplified Randles equivalent circuit can be

used, consisting of Rsol, Rct and a constant phase element (CPE), which represents

the double-layer capacitance. For a better evaluation of the results, the frequency

range is restricted, and thus the Warburg impedance can be excluded. While for the

Fig. 8 Principle of impedimetric DNA detection. Left: impedance spectra of a DNA-modified

electrode before (open circles) and after hybridization with complementary 25mer target DNA (blue

circles). The measurements are performed in 0.1M sodium phosphate buffer in the presence of 2 mM

ferri-/ferrocyanide. Inset: equivalent circuit used for the analysis of the impedance data, Rsol, solution

resistance; Rct, charge transfer resistance; and CPE, constant phase element, which represents the

capacitive properties of the electrode surface. For an ideally planar surface, this is a capacitance only;

for real electrodes often a constant phase element has to be used with ZCPE ¼ 1/A(jω)α. For
polycrystalline gold α values are however close to 1. Right: schematic illustration of the changing

barrier for ferri-/ferrocyanide (illustrated as red and orange stars) at a DNA-modified electrode

before (ssDNA) and after hybridization (dsDNA). Upon hybridization an increase of the negative

charge in front of the electrode disturbs the permeation of the negatively charged redox system to the

electrode; consequently, Rct increases
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capacitance only minor changes can be obtained upon hybridization, Rct, which

corresponds to the diameter of the semicircle in the Nyquist plot, is clearly

increased. Thus, the Rct value gives access to the read-out of hybridization events

via impedance spectroscopy. The evaluation of the results can be stated as absolute

Rct change before and after hybridization or as a ratio between both situations. The

latter represents the relative increase of the impedance and is used as the sensing

parameter for the description in this chapter.

It has to be mentioned here that this analysis is based on conditions when the

impedance is dominated by the sensing electrode, which can be achieved by a much

larger area of the counter electrode.

2.2 Sensor Properties

2.2.1 Reusability

The reusability is a key parameter for the design of advanced sensor systems for a

sustainable and economical application. For DNA sensors the electrode needs to be

regenerated after hybridization via denaturation of the dsDNA into two single

strands. Therefore, the strong interactions between the complementary bases have

to be reduced. However, due to the potential impact on the impedimetric read-out,

the denaturation procedure has to fulfil some requirements: Besides a high hybrid-

ization efficiency even after several denaturation cycles, the process should not

alter the surface properties of the electrode and falsify the signals. Since impedance

spectroscopy responds sensitively to a change in surface properties, this is a critical

step for the construction of a reusable impedimetric DNA sensor.

The application of thermal treatments or chemicals, which destabilize the double

strand, has been shown to achieve high denaturation efficiencies in solution.

However, since electrochemical approaches are temperature sensitive and this

step takes time, the usage of a thermal treatment for the denaturation is not very

advantageous. Kafka et al. have tested various chemical compounds such as

isopropanol, guanidine hydrochloride, sodium carbonate and urea, which are well

known to impair the structure of dsDNA, for the denaturation of 18mer dsDNA on

gold electrodes [112]. For isopropanol and guanidine hydrochloride, a significant

increase in impedance has been found, which also results in diminished impedance

changes after a few hybridization/denaturation cycles. In contrast, the denaturation

with sodium carbonate can conserve the electrode functionality but increases the

initial impedance signal during four detection cycles tenfold. Better results have

been obtained with urea as denaturation reagent, which causes only minor effects

on the sensor operation. The denaturation is completed within 30 s and enabled the

repeated usage of the sensor for up to 12 detection cycles [112].

For longer DNA strands (25mer), only insufficient denaturation efficiency has

been found. As an alternative the electrostatic repulsion between individual DNA

strands has been exploited for the development of a denaturation procedure based

Biosensorial Application of Impedance Spectroscopy with Focus on DNA Detection 153



on deionized water [124]. The denaturation with deionized water leads to a desta-

bilization of the dsDNA due to the absence of stabilizing cations. For an effective

regeneration of the sensor with water, strong convective conditions have to be

adjusted to achieve a sufficient denaturation efficiency. This procedure enables not

only a nearly complete denaturation over several measuring cycles (98.5� 2%) but

also ensures a constant hybridization efficiency (97 � 1%), without changing the

surface properties of the electrode. This demonstrates that a gentle denaturation of

dsDNA with deionized water is feasible.

2.2.2 Signal Stability

For reliable DNA detection, a stable initial sensor signal needs to be provided.

However, especially for electrochemical sensors that rely on a label-free applica-

tion, signal stability has been shown to be an important but also a challenging issue.

For the sensor system described here, applying 18mers as capture probe and

mercaptobutanol as blocking agent, only small signal changes have been observed

[112]. This results in a stable detection of the hybridized and denatured situation.

However, when a 25mer and mercaptobutanol are used, a clear increase of the

impedance during the measuring cycles is observed (Fig. 9a). This indicates a

change of the electrode surface properties during the measuring procedure. A signal

increase is also determined in the absence of target DNA, which suggests a time-

dependent electrode altering [124]. Interestingly, the relative signal increase after

hybridization seems to be less affected by these impedance alterations (Rct ratio,

first cycle 2.48, second cycle 2.31, third cycle 2.27). However, such instability

limits the reliability for sensing applications.

Two factors have been found to be crucial to control the signal stability for the

impedimetric DNA detection. On the one hand, it is observed that the solution

properties have a strong influence on the interfacial impedance [112, 120, 124,

208]. Usually, a high ionic strength above 1 M is used during immobilization and

Fig. 9 Impedance spectra of ssDNA-modified electrodes prepared with mercaptobutanol (a) and

mercaptohexanol (b) for three successive hybridization/denaturation cycles according to [124]

(2 mM ferri-/ferrocyanide, 10 kHz–1 Hz frequency range, 5 mV AC amplitude, OCP)
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hybridization to ensure a high probe DNA coverage and high binding efficiencies

[211–213]. Measurements in turn are performed at lower ion concentrations. Such

changes of the ionic composition during the preparation and measurement are

influencing the time-dependent signal behaviour [124]. This might be attributed

to a rearrangement of probe DNA after buffer changes. By limiting the number of

buffer changes, the time-dependent impedance increase between the first and the

third hybridization/denaturation cycle can be reduced from 142 to 50%.

Another factor which has been shown to significantly influence the signal stabil-

ity is the mercaptoalcanol compound used during electrode preparation. As illus-

trated in Fig. 9b, by exchanging mercaptobutanol (MCB) for mercaptohexanol

(MCH), the impedance is completely stabilized over several hybridization/denatur-

ation cycles (Rct ratio 2.73 � 0.25, [124]). Furthermore, the absolute impedance is

increased by about one order of magnitude compared to MCB as blocking agent,

which suggests a better isolation of the MCH-passivated DNA electrode. This

effect is predominantly attributed to the longer chain length of MCH compared to

MCB, resulting in a more ordered monolayer due to the stronger hydrophobic

interactions between the aliphatic chains. Thus, nonspecific DNA-gold binding is

diminished, and the susceptibility for nonspecific interactions is reduced, resulting

in an improved sensorial operation.

2.2.3 Sensitivity and Selectivity

For sensor application the dynamic range of measurements needs to be character-

ized. In Fig. 10b the concentration dependency for a 18mer DNA is illustrated. A

sigmoidal binding curve is found, which shows an increasing impedance signal

after hybridization with concentrations between 0.01 and 10 μM target DNA

[112]. The half-maximum concentration corresponds to 350 � 40 nM, and the

linear concentration range is between 0.1 and 1 μM. The range is similar to an

impedimetric sensor, which uses longer 25mer target DNA [124].

The selectivity of a DNA sensor, which relies on hybridization, depends on the

hydrogen bonds between the base pairs A-T and G-C, the sequence-specific

arrangement of bases in a DNA strand and the diminished stability of dsDNA

with non-complementary strand areas. However, even if high selectivity is provided

by the recognition element, particularly for a label-free application, also non-

specific interactions, e.g. target binding to the gold electrode, can influence the

sensorial output. Kafka et al. have tested the specificity of the recognition interface

of an 18mer-modified gold electrode by performing alternating incubations with

complementary and non-complementary ssDNA [112]. For complementary target

DNA, the Rct increases about three times after hybridization in relation to the

denatured situation. In contrast, only negligible effects on the signal can be found

after incubation with non-complementary ssDNA (<5%). This demonstrates that

also in the presence of non-complementary DNA, the impedimetric signal is not

influenced, which is important if complex samples need to be analysed. Here, the
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repulsion between the immobilized probe and the non-complementary DNA and

the passivation reagent helps to avoid nonspecific binding to the electrode.

2.2.4 Mismatch Detection

DNA sensors capable of detecting single base pair mismatches within DNA

duplexes are of high importance in medical diagnostics for the screening of genetic

mutations and diseases. The great interest can be attributed to the significant

appearance of single nucleotide polymorphism (SNPs) in the human DNA.

Consequently, the suitability of impedance spectroscopy for the discrimination

of single base pair mismatches has been evaluated for the developed sensor

platform at different concentrations [112]. Also for mismatch DNA, an increase

of Rct can be observed after hybridization. However, in comparison to the comple-

mentary target DNA, the binding curve of the mismatch DNA is shifted to slightly

Fig. 10 (a) Schematic illustration of the mismatch position within a hybridized 18mer dsDNA.

(b) Relative ratio of Rct of 18mer ssDNA-modified electrodes in dependence on the target DNA

concentration. The hybridization studies are performed with complementary (closed squares) or

GT14-mismatch targets (open circles). (c) Normalized Rct ratio of 18mer-modified gold electrode

after hybridization with different target DNAs (c complementary, n non-complementary,

mismatch DNA TT3, GT4, AC8, GT10, GA14, GG14 and GT14). The normalized Rct response

is calculated as follows:
Rct, hybridized

Rct, denatured
� 1

� �
=

Rct, hybridized

Rct, denatured 30 μM
� 1

� �
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higher concentrations (Fig. 10b). This can be attributed to the decreased affinity

between the mismatch target and the probe. When the target concentration is fixed,

the influence of the mismatch position is found to affect the sensorial output

(Fig. 10c). For target DNA with a GT mismatch at position 4, 10 or 14 counted

from 50-end of the target, a decreasing impedance response has been obtained after

hybridization. This means that the impact of the GT mismatch on the impedance

increases when the location of the mismatch is shifted within the hybridized duplex

to the electrode surface. An exchange of the type of mismatch at position 14 by a

GG or a GA results in similar signal changes upon hybridization. This indicates that

especially the position of the mismatch within the duplex determines impedance

response and to a less extent the type of mismatch. Additional experiments with a

mismatch at position 3 (TT) or 8 (AC) confirm this signal dependency and dem-

onstrate that such small structural differences between the targets can be resolved

with impedance spectroscopy for an analytical detection of SNPs.

2.3 Factors Influencing the Sensing Performance

2.3.1 Buffer Concentration

The negative charge of both DNA and the redox system ferri-/ferrocyanide results

in a repulsion between both molecules and therefore modulates the interfacial

impedance. This provides the basis for the detection of DNA binding via impedance

spectroscopy. However, the impact of the negative charge is among others strongly

dependent on the presence of cations, which electrostatically shield opposite

charges. Therefore, the ionic strength of the buffer has not only an influence on

the impedance signal itself, but also on the hybridization efficiency. For the

impedimetric system introduced here, the influence of the buffer concentration

used during the impedimetric measurement has been analysed [112]. Thus, the

phosphate buffer concentration is varied between 1 mM and 1 M, while hybridiza-

tion has been performed under constant high ionic strength in order to exclude an

influence of the hybridization efficiency on the impedimetric study. As expected, a

high phosphate buffer concentration (1 M) results in a low Rct ratio between ssDNA

and dsDNA on the surface. Medium phosphate buffer concentrations of 0.05 and

0.1 M give the highest Rct ratio upon hybridization, since very low ion concentra-

tions are not beneficial for ferri-/ferrocyanide conversion at the electrode.

2.3.2 DNA Probe Concentration and Length

The probe immobilization is one key point to influence the sensing performance of

an impedimetric DNA sensor. Particularly, the probe density is found to be critical,

since high probe amounts can significantly slow down the hybridization kinetics

due to steric and electrostatic hindrance [213]. On the other hand, small probe
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densities can affect the sensitivity. In a systematic study, Witte et al. have character-

ized the influence of the surface coverage of an 18mer probe on the impedance signal

after hybridization with complementary DNA [114]. Therefore, DNA-modified elec-

trodes with surface coverages between 3 and 15 pmol/cm2 have been fabricated. As

shown in Fig. 11, for all probe surface concentrations, an enhanced impedance signal

is obtained after hybridization, which rises with an increasing amount of probes on

the electrode. As a result the discrimination between the hybridized and the denatured

situation is improved at higher probe densities. This rises the sensitivity for the

detection of hybridization events. A similar impedance behaviour has been found

for hybridization studies with various surface densities of PNA probes [214]. Com-

pared to lower probe densities, the distance between the immobilized DNA becomes

smaller for higher DNA amounts. This reduces the areas of unhindered access of the

redox species to the surface and thus, enhances the electrostatic repulsion for ferri-/

ferrocyanide. The restricted access of the redox system in turn enhances the signal

response of the impedimetric sensor.

Another factor, which may influence the sensorial performance, is the length of

the used capturing DNA. By comparing 18mer and 25mer probes under the same

assembly conditions, a different amount of bound DNA has been detected [115].

The surface coverage of the 25mer (~9 pmol/cm2) was only approximately the half

of the concentration obtained for the 18mer (~15 pmol/cm2).

Also for the impedimetric signal response, differences have been found for the

probes with varying length (18mer and 25mer) [115]. If the same surface concen-

tration is used for both, the 18mer and 25mer, Rct is enhanced for the longer probe

in the denatured situation and in the hybridized situation. The overall increase of the

Fig. 11 Left: Rct ratio of a 18mer-modified gold electrode with different surface concentrations

before and after hybridization. Right: schematic illustration of DNA-modified gold electrodes with

different surface concentrations. Ferri-/ferrocyanide is illustrated as red and orange stars
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impedance due to the extension of the probe length can be attributed to the

increased negative net charge of a 25mer ssDNA and dsDNA compared to a

18mer. Thus, the electrostatic repulsion between DNA and ferri-/ferrocyanide is

enforced. The relative Rct change due to hybridization is, however, rather similar

for the 18mer and 25mer and enables a good discrimination between ssDNA and

dsDNA.

This demonstrates that the control of the surface properties by adjustment of the

probe density and the probe length is of significant importance for the design of

impedimetric DNA sensors. This is not only interesting in order to increase the

sensitivity but also to provide a reliable sensing system.

2.3.3 Size of the Target DNA

Even if in the literature a lot of reports on impedance spectroscopy for DNA sensing

can be found, often only short target strands in the range of around 20 nucleotides

are used for the sensorial characterization. This is sufficient to classify the system

but misses the requirements for an analytical application. Analytically interesting

DNA targets are significantly longer and behave differently compared to shorter

ones in terms of hybridization kinetics and efficiency [215]. Also the probability for

the formation of secondary structures, e.g. self-hybridization or hetero-hybrid-

ization, between two targets is increased for long sequences. This will significantly

affect the sensorial properties for hybridization-based approaches.

The developed DNA electrodes have been used to analyse the influence of the

target length and the position of the recognition sequence on the impedimetric

signal response by using 25mer probe-modified gold electrodes (Fig. 12) [124].

Therefore, hybridization studies with differently sized complementary targets

(35mer, 45mer and 80mer) with an overhang exposed to the solution after target-

probe complex formation have been performed and compared to the signal obtained

for the binding of a 25mer (without an overhang). An increasing impedance signal

upon hybridization can be obtained for all target sequences, which demonstrates

that impedance spectroscopy can also be used for the detection of longer strands.

However, the signal response is found to decrease with increasing target length.

This finding is rather surprising, since the binding of longer strands is associated

with a much higher raise of mass accumulation and negative charges in comparison

to shorter targets. Comparative studies with SPR have shown different hybridiza-

tion efficiencies of the target sequences. While for the hybridization of the 25mer

the SPR signal is already in the steady state at the end of the hybridization time

period of 10 min, for longer targets the SPR signal is still increasing. This shows

that the hybridization kinetics is slower for longer strands, which is in good

agreement with other reports [215]. From the SPR data, the precise mass and

concentration of bound DNA can be determined and correlated to the impedance

data. An elongation of the target length results in an increase of bound mass, but in a

decrease of surface concentration of the target-probe complexes. In consequence, it

is found that the impedance signal is more affected by the surface concentration of
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the hybridized strands than by the absolute attached mass when a large part of the

DNA is located away from the surface. Probably, the overhang does not signifi-

cantly disturb the reaction of ferri-/ferrocyanide at the electrode.

A further hint that DNA far away from the electrodes does not significantly

participate in the impedimetric signal generation is found by performing a second

hybridization step with a 20mer at the overhang of the pre-hybridized 45mer-25mer

Fig. 12 Influence of target length and recognition sequence position on the impedimetric DNA

detection. (a, b) Schematic illustration of different probe-target complexes with an overhang

exposed to solution or to the electrode (in the latter case, 5 or 10 nucleotide overhangs (eo) have

been used). (c, d) Impedance spectra of a 25mer-modified gold electrode before and after

hybridization with different targets (2 mM ferri-/ferrocyanide, 10 kHz–1 Hz frequency range,

5 mV AC amplitude, OCP). (e, f) Normalized hybridization signal of impedance and SPR

experiments for the hybridization with the different targets according to [124]. While the

impedimetric signal corresponds to the Rct ratio between the hybridized and denatured situation,

mass and concentration of bound targets are calculated from the SPR signal
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or 80mer-25mer target-probe complex [124]. While successful binding of the

20mer to the overhang with a hybridization efficiency of around 70% can be

determined via SPR, only negligible signal changes can be obtained with the

impedimetric sensor in 0.1 M buffer.

Besides the target length, also the recognition sequence position is of impor-

tance, particularly for the analysis of hybridization events at electrode surfaces.

Here, an overhang orientation to the solution or to the electrode will influence the

hybridization kinetics and also the signal behaviour. The sensing system introduced

here has been used to analyse the influence of three different 45mer targets which

possess a 0-, 5- and 10-nucleotide-long overhang exposed to the electrode [124]. As

illustrated in Fig. 12, the impedance signal upon hybridization rises with increasing

length of the overhang exposed to the electrode. Evaluating SPR measurements

show that this effect is not attributed to different hybridization efficiencies of the

respective 45mer. Consequently, the orientation of an overhang near to the elec-

trode significantly improves the impedimetric signal response. Probably, a further

accumulation of negative charges directly in front of the surface impedes the access

of ferri-/ferrocyanide stronger compared to the counterpart with an overhang

exposed to the solution. However, it needs to be mentioned that the influence of

the overhang orientation on the hybridization efficiency and the sensor signal is

controversial [90, 123, 124, 215, 216]. This is probably due to the fact that different

experimental conditions, such as the immobilization chemistry, the surface con-

centration, the length of the probe and in addition, different measuring techniques,

have been applied for quantification.

2.4 Detection of DNA-Binding Molecules

Besides the use of impedance spectroscopy for the analysis of hybridization events,

also the investigation of DNA-binding molecules such as groove binders, inter-

calators, proteins, antibodies and enzymes has been followed with growing interest.

Upon interaction with the DNA-binding molecule, the impedance signal can be

influenced by a change in the charge situation, a modification in the access of the

redox species or a change of the DNA structure (Fig. 13). This opens the way to

construct new sensing schemes for several applications: analysis of genotoxic

compounds, identification of DNA-binding proteins or low-molecular-weight

binders and the influence of pharmaceuticals on the DNA metabolism.

2.4.1 Low-Molecular-Weight Compounds

Groove Binder Groove binders are a group of molecules, which are able to bind to

the minor or major groove of DNA. For example, spermine is found to bind to the

DNA grooves and thereby has a significant role in the regulation of cell prolifer-

ation and for the stabilization of DNA. Spermine is an aliphatic polycationic
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compound and forms strong interactions with the negatively charged DNA

backbone.

The DNA-spermine interaction has been studied by using dsDNA-modified

electrodes [114]. Upon incubation of the electrode with spermine, a decrease of

Rct has been found, which can be explained by the changed charge situation at the

electrode surface. The positively charged amino groups of spermine compensate

the intrinsic negative charge of the DNA and thus, allow a better access of the

negatively charged ferri-/ferrocyanide ions to the electrode (Fig. 13a). Based on

these principles, spermine concentrations between 0.1 and 10 mM can be detected,

resulting in a sigmoidal binding curve. The maximum suppression of Rct is found at

high spermine concentrations of 10 mM and corresponds to around 40% of the

initial signal. Control experiments with ssDNA show only minor impedance

changes after exposure to 10 mM spermine. This demonstrates that the

impedimetric signal transduction can be used for the analysis of spermine-DNA

interaction in a concentration-dependent manner.

Fig. 13 Different impedimetric detection schemes based on DNA as recognition element. (a)

dsDNA before and after incubation with the groove binder spermine or (b) with the intercalator

phenanthroline with a ruthenium (II) complex ([Ru(phen)3]
2+). For both spermine and [Ru(phen)3]

2+,

the interaction with dsDNA results in a decrease of the impedance. This can be explained by the

compensation of the negative charge of DNA by the positively charged binding molecules, which

favour permeability of the negatively charged ferri-/ferrocyanide ions to the electrode. (c) ssDNA

before and after incubation with single-stranded binding protein (SSBP). The binding results in an

enhanced impedance due to steric and electrostatic hindrance. (d) dsDNA before and after incubation

with endonuclease BamHI. The DNA is cleaved by the enzyme, which results in a decrease of DNA

mass and charge in front of the electrode and reduces the impedance
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Intercalator DNA intercalators are small, planar, aromatic compounds, which

are able to insert between the bases of dsDNA (Fig. 13b). The binding of the inter-

calator is mainly promoted by π-stacking, but may also have contributions from

electrostatic, van der Waals and hydrophobic interactions.

The DNA sensor system has been used to analyse the intercalation by a phen-

anthroline, which is part of a ruthenium (II) complex ([Ru(phen)3]
2+) in dsDNA

[114]. Besides the interaction between the aromatic system of the phenanthroline

and the heterocyclic bases of the neighbouring base pairs, also the positive charge

of the ruthenium complex facilitates the binding. A maximum decrease of Rct is

found after incubation of the dsDNA-modified electrode in 1 μM [Ru(phen)3]
2+,

which corresponds to about 17% of the initial state. Similar to the experiments with

the groove binder spermine, the detection principle is based on the compensation of

the negative charge of the DNA by the positively charged intercalator. In compar-

ison, the usage of ssDNA-modified electrodes results only in minor impedance

changes due to the lack of binding sites for the intercalator.

2.4.2 Protein Binding

Single-Stranded Binding Protein In addition to the detection of small molecules,

also the analysis of protein-DNA interactions is of interest. In one approach the

binding of the single-stranded binding protein (SSBP) to ssDNA-modified elec-

trodes has been investigated [114]. SSBP prevents the binding of complementary

ssDNA, stabilizes the secondary structure and protects ssDNA from decomposition

by nucleases. The protein consists of four identical subunits, which are able to bind

to ssDNA. After incubation with SSBP, an Rct increase of around 60% has been

found for ssDNA-modified electrodes. In contrast, for a dsDNA-modified electrode,

no changes of the impedance are obtained. These results display that the selective

binding of SSBP to ssDNA can be followed via impedance measurements, without

observing nonspecific binding of the protein to the electrode surface. The increase

of the impedance can be correlated to different reasons. On the one hand, due to the

large size of the protein, the docking of the protein to ssDNA can sterically block

the surface and impede the diffusion of ferri-/ferrocyanide to the electrode

(Fig. 13c). On the other hand, also the electrostatic repulsion between the protein

and the redox species can influence the signal behaviour, since the measurements

have been performed at pH 7 and the isoelectric point of SSBP is 6. This means that

the protein is negatively charged, which facilitates the repulsion.

Antibody Against dsDNA In a further approach, the usage of EIS for the detection

of antibody binding to dsDNA has been demonstrated [114]. While for dsDNA a

decrease of the impedance signal of around 12% is obtained, nearly no impedance

change is found for ssDNA-modified electrodes. Apparently, the antibody binding

changes the permeability of the electrode surface for the redox system in such a way

that the accessibility is improved. This is in contrast to the results obtained for the

binding studies with the single-stranded binding protein. This discrepancy can have
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different reasons such as size and charge distribution of the protein as well as

changes of the secondary structure and charge density of the DNA strands. Obvi-

ously, the charge compensation by antibody binding plays a major role.

Sequence-Specific Binding Another group of proteins, showing strong interac-

tions with DNA, are transcription factors. They are of interest in molecular biology

due to the role in regulation of protein synthesis. In one study, the binding of the

transcription factor NF-κB to dsDNA-modified electrodes, containing a specific

recognition sequence, has been analysed by using impedimetric read-out [115]. NF-

κB is of importance since it is involved in the regulation of the immune and

inflammatory response as well as cell proliferation. The binding to DNA is facil-

itated by the N-terminus (Rel homology domain) of the protein. After incubation of

DNA-modified electrodes containing a specific recognition sequence with NF-κB, a
decreased Rct of about 13% is found. In contrast, the sensor incubation in binding

buffer without transcription factor results in no impedance changes. Also for

dsDNA-modified electrodes with a missing NF-κB recognition sequence, no

decrease of the signal is obtained after contact with NF-κB. This suggests that the
impedance changes are induced by the binding of the transcription factor to the

specific dsDNA sequence. Here, NF-κB is found to be detectable in the range

between 1 and 33 μg/ml. The decreasing impedance is attributed to the electrostatic

neutralization of the DNA backbone upon NF-κB binding. This explanation is in

good agreement with another study, showing that NF-κB binding results in a

compensation of the negative charges of the DNA due to positively charged

residues at the binding site of the protein [217].

2.4.3 Sequence-Specific DNA Cleavage

In some cases, the protein-DNA interaction results in a non-persistent fixation to the

DNA and leads to a change of the DNA structure. This is valid, for example, for

nucleases with their natural function of catalysing strand breaks into dsDNA

(Fig. 13d). The DNA sensor system has been tested for analysing the sequence-

specific cleavage of immobilized dsDNA by the restriction endonuclease BamHI

[115]. BamHI is sequence specific and catalyses the cleavage of dsDNA between

guanine bases. Compared to the solution conditions, the access of the enzyme to the

substrate strands on the surface is hindered. It is found, however, that after 2 h, the

whole dsDNA is cleaved by the enzyme, which results in a decrease of DNA mass

and charge in front of the electrode. Therefore, the impedance signal is diminished

by around 66% after restriction. No comparable signal change is found for dsDNA-

modified electrodes without the specific cleavage sites for BamHI. This demon-

strates that impedance spectroscopy can be used for the label-free determination of

activity of the DNA cleaving enzyme.
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3 Conclusions

The design and construction of impedimetric sensors provide a promising area of

research, which has gained great interest during the last two decades. This can be

attributed to the cost-effective operation, the feasibility to detect the analyte binding

in a label-free fashion but also to follow and therefore control the different

fabrication steps during the sensor preparation. Furthermore, an improved under-

standing of the physicochemical properties of biomolecules at electrode interfaces

as well as the combination with novel nanostructures has led to advanced impedi-

metric detection schemes with high sensitivity. Various concepts have been intro-

duced for different analytes such as proteins, nucleic acids, metabolites, whole

cells, microorganisms, antibodies and antigens. Current issues concentrate on

problems such as selectivity in the presence of interfering molecules as well as

the prevention of nonspecific binding to the electrode. Other problems are related to

instabilities in impedance signals, pitfalls in reproducible electrode preparations

and also to the influence of the electric field on the biomolecule behaviour at the

interface. For more complex electrode structures, the data evaluation can cause

problems since the validity of the equivalent circuit used for analysis needs to be

verified. Even if some examples have demonstrated that impedance spectroscopy

could fulfil the requirements for the practical application, more work is needed to

explore the perspectives of impedimetric sensors in medicine, gene analysis, food

industry or environmental analysis.
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Label-Free Impedimetric Biosensing Using

3D Interdigitated Electrodes

Andrey Bratov, Sergi Brosel-Oliu, and Natalia Abramova

Abstract The use of impedimetric biosensors based on interdigitated electrode ar-

rays (IDEAs) for biochemical applications has gained increased interest during the last

two decades. Recently, a concept of a three-dimensional interdigitated electrode array

(3D-IDEA) with insulating barriers separating electrodes digits was introduced. The

functional mechanism of the device is based on registration of changes in conductivity

at the surface of the barrier provoked by electrical charge redistribution caused by

surface chemical reactions. The specific design of this sensor structure permits to en-

hance its sensitivity for biochemical reactions taking place at the sensor surface in

comparison with planar sensors. Discussion of the sensor properties and parameters is

presented stressing the important effect of surface conductivity on IDEA sensors re-

sponse. Examples of application of 3D-IDEA transducers modified with antibodies,

proteins, DNAmolecules, peptides and aptamers for label-free biosensing are encoun-

tered throughout this paper. Another advantage that presents 3D-IDEA is the possi-

bility to use it as a valuable tool to study surface chemical reactions at the insulator–

solution interface which are rather difficult to achieve with conventional experimental

methods.
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1 Introduction

For a wide variety of applications, detection and study of molecular interactions at

the solid/liquid interface are of great interest. Large biomolecules due to the pre-

sence of ionizable groups are electrically charged and their interaction with a solid

surface may affect the density and distribution of the surface charge which gives a

possibility for the development of direct label-free biosensors based on this effect.

Examples are semiconductor field-effect devices for detection of surface binding

of charged macromolecules [1–3] and interdigitated electrode arrays (IDEAs) [4].

Among different electrochemical biosensors, impedimetric transducers gained much

interest due to their ability to perform label-free detection [5–7]. These devices provide

viable solutions for themonitoring of a wide range of analytes with several advantages

over other techniques, such as small size, low cost, direct and fast response. Moreover,

in contrast with other electrochemical transducers, like amperometric or potentiomet-

ric, no reference electrode is required which simplifies the measurement and permits

sensor miniaturization. In recent years, a great effort has been made in this research

area to understand the fundamentals of these biosensors and achieve really usable

analytical devices with a higher sensitivity and accuracy, better reproducibility and

lower detection limit [8]. A wide range of different impedimetric biosensors was

reported and the number of publications grows from year to year. Impedimetric

biosensors are used to register changes in the electrical properties at the electrode

surface modified with bio-receptor molecules. In the presence of redox active species

in test solution, Faradaic charge transfer resistance [9] is measured, which may be

affected by interactions of a target biomolecule with a probe-functionalized sensor

surface. Biochemical reactions at the sensor surface may be also registered in non-

Faradaic measurements as capacitance changes [10].

Application of modern technologies for impedimetric sensor development [11]

permitted to reduce significantly the sensors dimensions by forming two in-plane

microband electrodes forming an IDEA. The use of IDEAs for biochemical sensing

applications has gained increased interest during the last two decades making IDEA

one of the most commonly used electrochemical sensor structures [8]. Among ad-

vantages of this type of sensors is a possibility of label-free biosensing. When a
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target biomolecule interacts with a probe-functionalized sensor surface, changes in

the electrical properties of the surface (e.g. dielectric constant, and resistance) can

result solely from the presence of the target molecule. Thus, no label is required for

impedance sensing.

Recently, Bratov et al. introduced the concept of a three-dimensional (3D-) IDEA

with electrode fingers separated by an insulating barrier made of silicon dioxide

(SiO2) [12, 13]. The specific design of this sensor structure permits to enhance its

sensitivity for biochemical reactions taking place at the sensor surface in comparison

with planar sensors. Discussion of the 3D-IDEA sensor properties and parameters

along with examples of their application for label-free biosensing is encountered

throughout this paper.

2 Impedance of Interdigitated Electrode Arrays

Electrochemical impedance spectroscopy (EIS) permits to study changes occurring

on the solid/liquid interface on the surface of electrodes produced by physical,

chemical or biological interactions [6]. The impedance measurements may be car-

ried out in faradaic or non-faradaic modes. In the first case, the presence of a redox

couple that discharges on the electrode surface is required. The charge transfer re-

sistance of this electrochemical reaction is the main parameter that is affected by the

surface biochemical reactions [9]. In the non-faradaic mode, in the absence of charge

transfer at the electrode surface, a transient current flows across the interface that

mainly depends on the capacitance of the interface. This mode of impedance measure-

ments is considered as a more amenable method for direct biosensing applications [5].

Different kinds of electrodes may be used as impedimetric transducers, but IDEAs

present certain advantages, like small size, increased signal–noise ratio and fast es-

tablishment of a steady state compared to other electrodes systems [14]. Planar IDEA

devices are formed by a pair of comb-like metal electrodes on a planar insulating

substrate by conventional micro-fabrication techniques. In this case, impedance is mea-

sured between the two electrodes and depends on the solution conductivity and the

interfacial properties of the electrodes: interfacial capacitance [10] and surface con-

ductivity [15]. While traditional macro-electrodes with large surface area can be used

to carry out measurements of interfacial capacitance, in micro-scale transducers the

surface charge also plays an important role [4].

A planar IDEA sensor presented schematically in Fig. 1 is formed by a pair of

comb-like electrodes (2, 3) on an insulating substrate (1). Contact pads (4) are used

for wiring. The sensor geometry is characterized by the number and length of the

electrode digits, their width (w) and interdigital spacing (s). Penetration of the

electric field under applied potential is approximately equal to the distance between

the centres of the electrode digits (w + s).
An impedance spectrum, obtained by measuring the impedance between the two

electrodes in a wide frequency range, may be fitted to an electrical equivalent circuit

(EC) composed of elements reflecting physical–chemical parameters of the sensor

Label-Free Impedimetric Biosensing Using 3D Interdigitated Electrodes 181



system. The equivalent circuit presented in Fig. 2a is most commonly used for

interpretation of the impedance spectra of an IDEA sensor in non-faradaic measure-

ment mode in the absence of an active redox pair in the test solution. Elements of the

equivalent circuit have the following physical significance: RC – contact resistance of

wires, contacts and collector bars; CG – geometrical (stray) capacitance between two

electrodes through the medium in contact (typically water solution);CP – the parasitic

capacitance introduced by the sensor substrate and electrical cables; RS – electrical

resistance of water solution between two electrodes and CDL – double-layer capac-

itance at the electrode/solution interface. Another parameter that is often used for re-

gistering affinity reactions on a sensor surface is a capacitance of a biomolecules

layer, CF, that goes in series with the double-layer capacitance, CDL [10]. In some

cases, it is also necessary to account for a Warburg impedance, not shown here, that

may appear due to concentration polarization [16].

As both electrodes are symmetrical, of the same size and are made of the same

material, the equivalent circuit may be simplified as presented in Fig. 2b.

In this case, CP, which depends only on the sensor geometry and dielectric pro-

perties of the substrate material, is included in the capacitance CG. The series com-

bination of CDL and CF will manifest itself in spectra as just one element, CDL
(CPE), of

the electrode/solution interface. Taking into consideration that the electrical double-

layer (EDL) capacitance mainly depends on the electrolyte solution concentration,

changes in CDL
(CPE) may be attributed to the formation of an additional layer on the

electrode surface.

The impedance of solid electrodes usually deviates from purely capacitive behav-

iour due to surface effects, like roughness, and inhomogeneous current distribution

due to microscopic chemical inhomogeneities [5], thus modelling the electrode–

solution interface as purely capacitive is often simplistic and can reduce the quality

of data fitting. Capacitive behaviour of the interface is usually empirically modelled

as a constant phase element (CPE) expressed as [16]:

12

4

3

A

A´

Metal Insulator

Current lines

w
+s

ww s

A-A´

Fig. 1 Planar interdigitated electrode array (IDEA) device and its cross-section. 1 – insulating

substrate; 2, 3 – electrodes collector bars; 4 – contact pads, w – electrode digit width, s – separation
between the digits and w + s – depth of the electric current penetration. Reprinted from [12] with
permission
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ZCPE ¼ 1

jωð ÞαT , ð1Þ

where j ¼ √(�1) (imaginary unit); ω is angular frequency (rad s�1); T is a constant

in F cm�2 � s α �1 [16] and α is an empirical constant representing the behaviour of

the CPE. When the exponent α is equal to 1, the CPE behaves similarly to a

capacitor; however, due to dispersion in local capacitance values at metal/solution

interface, the interfacial capacitance is expressed as CPE with typical α values for

metal electrodes falling between 0.98 and 0.7. For these α values close to unity, the

“average” double-layer capacitance may be estimated from the value of T [16].

Impedance data treatment and equivalent circuit fitting using EIS software package,

like the Z-Plot/Z-View (Scribner Associates, Southern Pines, NC, USA), permit to

calculate the average interfacial capacitance from the CPE impedance values.

Figure 3 shows the impedance spectra simulation based on the EC presented in

Fig. 2b measured at different conductivity values of a sample solution. On the Nyquist

plot at high frequencies (104–106 Hz), we see a semicircle associated with a parallel

combination of CG and RS, the diameter of which is dependent on the solution

resistance. At low frequencies (<104 Hz), the impedance is dominated by the CPE

representing the EDL capacitance. On the right side of Fig. 3, a Bode diagram of

impedance spectra is presented. At low frequencies, the impedance is determined by

the double-layer capacitance. At higher frequencies, the impedance of this capaci-

tance becomes lower than the resistance of the electrolyte solution and the sensor

impedance becomes frequency independent. At high frequencies, the impedance of

the geometrical capacitance CG becomes lower than RS and sensor impedance starts

to decrease with increasing frequency.

The resistance RS of the equivalent circuit is linked to the bulk resistivity ρS of an
electrolyte solution by a geometric factor, the cell constant KCell, according to

Eq. (2):

RS ¼ ρS � KCell ð2Þ

RSRC
(CPE)

RCRS
RC

2

A. B.

CP

CG

CFCDL CF CDL

CDL

CG

Fig. 2 Equivalent electrical circuit of an IDEA (a) and its simplified form (b). The circuit

elements are explained within the text
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This geometric factor takes into account the shape of the conductivity cell and

the distribution of the electric field. Various models were proposed [17–19] to cal-

culate the cell constant of interdigitated electrodes, though for IDEA-based con-

ductivity sensors the most used is of Olthuis et al. [19].

Equation (2) implies that RS is linearly dependent on ρS at all the solution elec-

trolyte concentrations till deionized water (18 MΩ�cm). However, even in early pa-

pers of the Twente University group [19, 20] we may note that at solution resistivities

higher than 7–8 kΩ�cm the sensor response declines from linearity. In their later

paper [21], it is shown that experimental RS values measured in demineralized pure

water are much lower than expected from the model calculations. This was explained

by contamination of water from glassware and tubing and by CO2 contamination.

Decline of RS determined for IDEA sensors from impedance measurements in

poorly conducting solutions was experimentally confirmed for conventional flat

IDEA sensors [15], attributing this effect to the surface conductivity within the in-

terdigital spacing. At neutral pH, the surface of SiO2 (or glass) forming the IDEA

substrate is negatively charged due to the presence of ionized surface OH groups.

From the requirement of electroneutrality, this negative surface charge has to be

compensated by cations from the bulk of the solution. As a result, positively charged

counterions accumulate within the EDL. When a tangential electric field is applied at

the solid/solution interface, due to a higher concentration within the diffuse part of the

EDL of counterions compensating the surface charge, the local electric current can be

higher than that typical of the bulk electrolyte solution. Moreover, modern EDL

models of the solid/liquid interface [22, 23] assume that under electric potential

gradient part of ions which can migrate under the electric field is located in a stagnant

layer of EDL and ion mobilities within the immobile compact part of the EDLmay be

quite high.

Thus, the resistance RS of an IDEA device determined from impedance spectra

should be presented as a parallel combination of the bulk resistance, RBulk, of the

electrolyte solution and the surface resistance of the space between electrode digits,

RSurf:

RS ¼ RBulk � RSurf

RBulk þ RSurf

ð3Þ

This means that the sensor response measured in solutions with low electrolyte

conductivity permits to control changes in the surface charge due to surface re-

action with charged species, e.g. biomolecules. This approach was used for IDEA

sensors with interdigital space modified with DNA molecules for hybridization

monitoring [24–27]. However, obtained results are contradictory, as in [24, 25] the

determined RS values decrease upon hybridization, while in [26, 27] the increase is

presented.

As it was mentioned earlier, 90% of the current flowing between the electrodes is

located in a layer with a thickness equal to the separation between electrode centres

(see Fig. 1). Reduction of electrode digits width and spacing will reduce the effect

of the bulk solution resistance enhancing the sensor sensitivity to surface charge
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variation. This approach, though without taking into consideration the surface con-

ductivity, was proposed by Van Germen and Laureyn [28, 29] who presented nano-

scale IDEA devices. Their work received much scientific attention, however, very

little practical implementation. We may attribute it to the fact that once out of the

clean room the sensors are exposed to outdoor ambient. Adsorption of carbon micro-/

nanoparticles present in the air on the surface will alter the sensor electrical param-

eters affecting their reproducibility and stability. We have noticed this effect even on

micron-scale IDEA planar devices with gold or platinum electrodes.

To enhance the effect of the surface conductivity on the impedance of an IDEA

sensor, it was proposed [12, 13] to separate adjacent electrode digits by insulating

SiO2 barriers, as presented in Fig. 4. In this case, penetration of the electric current

into the solution bulk remains the same as for a flat device with the same electrodes

geometry, but the path of the current along the surface of the barrier becomes much

longer permitting to enhance the sensitivity to surface charge variations. Analysis

of the 3D-IDEA sensor geometry on its response was presented in [15, 31].

3 Three-Dimensional Sensor Design, Fabrication

and Characterization

IDEA sensors are formed by a pair of comb-like metal electrodes deposited on an

insulating substrate, which may be a polymer, glass or silicon covered with a thick

oxide layer. In this particular case, we used a silicon wafer oxidized thermally by

“wet” oxidation at 950�C to give a good quality silicon dioxide layer of 2,500 nm.

In the next step, a 230 nm thick layer of tantalum silicide, which is a highly con-

ductive material, is deposited by magnetron sputtering. The reason of using TaSi2
instead of traditional noble metals, like gold or platinum, is that these metals are

E

SiO2

TaSi2

Electrolyte solution

IBulk

I B
ul

k

I S
ur

f

I S
ur

f

I S
ur

f

Fig. 4 Three-dimensional

interdigitated electrode

array (3D-IDEA) with

insulating (SiO2) barriers

separating electrode digits

of TaSi2. IBulk – electric

current through the bulk

solution phase, and ISurf –
current close to the surface

of the barrier. Reprinted
from [30] with permission
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regarded as contaminating and are not allowed to be used in standard microelec-

tronics processes within the clean room facilities.

The first photolithographic step defines collector bars and digits of two electrodes.

The patterning is done by a reactive ion etching technique. The electrodes width and

separation depend on the design requirements, but most of our work was performed

using a symmetrical IDEA with 216 digits of 3 μm width separated by a 3 μm gap

between the adjacent electrodes. The electrode digits are 1.5 mm long and the ap-

erture (overlapping) between the electrodes digits is 1.4 mm. To form the contact

pads, 1 μm of aluminium is deposited and patterned using standard photolithographic

and etching steps leaving metal only at extremes of the two collector bars.

The final step is the formation of insulating barriers between the electrode digits.

To do this, the wafer with formed IDEA devices is covered with a 4 μm thick silicon

oxide deposited by the low-pressure chemical vapour deposition (LPCVD). This

layer defines the barrier height. Photolithography is used to define the openings in

the oxide layer over the electrodes digits and contact pads. These zones are opened

by deep reactive ion etching (DRIE), which permits to obtain barriers with nearly

vertical walls. The sensor design is presented schematically in Fig. 5 along with

1

23

4 6

6
5

3 μm

4
μ

m

A. B.

C.

4
3

Fig. 5 (a) Design of the studied device with microcapillaries on its surface (1 – insulating

substrate, 2 – electrode collector bar, 3 – electrodes digits, 4 – microcapillaries opened over elec-

trode digits, 5 – silicon dioxide cover layer and 6 – contact pads). (b) Electronic microscopy image

of the sensor surface. (c) Sensor electrical connection scheme (electrical field lines passing over

the barrier separating two electrode digits are shown). Reprinted from [30] with permission
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optical and electronic microscopy images of the sensor surface and obtained barrier

profile. After being cut from the wafer, the sensors are glued to a printed circuit

board substrate and are wire bonded for electrical connections. Contact pads and

wires were encapsulated using epoxy resin.

Characterization of sensors was performed by impedance measurements in a

100 Hz–1 MHz frequency range with a 25–100 mV (amplitude) voltage excitation

using a PARSTAT 2263 Advanced Electrochemical System or Quadtech precision

LCR analyzer. Z-Plot/Z-View software package (Scribner Associates, Southern Pines,

NC, USA) was used for impedance data treatment and an equivalent circuit fitting.

The equivalent circuit presented in Fig. 2b was used for spectra fitting. The

goodness of the fit may be assessed using the chi-squared and the weighted sum of

squares parameters. The first parameter is the square of the standard deviation bet-

ween the original data and the calculated spectrum and the second is proportional to

the average percentage error between the original data points and the calculated

values. For all spectra measured in this work, the chi-square parameter was typ-

ically smaller than 0.0025 and the weighted sum of squares was in the 0.18–0.30

range. The relative error of the RS values obtained by fitting is typically below

0.8%.

4 Direct Label-Free Analyte Detection

Large biomolecules are electrically charged and their interaction with a solid surface

affects the density and distribution of the surface charge which gives a possibility of

direct label-free detection. Taking an advantage that most of bioaffinity reactions are

irreversible, it is possible to perform the reaction under required optimal conditions

and then make impedance measurements in a low conducting electrolyte solution,

usually 10�5 M KCl with controlled conductivity of�2.50 μS/cm. Differences in RS

values determined before and after biorecognition reaction are the measure of the

sensor sensitivity.

For better understanding of how surface charge changes affect 3D-IDEA sensor

parameters, a model system based on charged polyelectrolyte molecules may be used.

Experiments with deposition of polyethyleneimine (PEI) [15] followed by poly(so-

dium 4-styrenesulfonate) (PSS) layer formation on the sensor surface [30, 32] showed

the effectiveness of the barrier structure of 3D-IDEA devices resulting in their high

sensitivity to surface charge changes.

The layer-by-layer (LbL) self-assembly of oppositely charged polyelectrolytes is

one of the simplest ways to construct multilayer structures [33] and, as many of

biomolecules are charged, may be used for their immobilization on the sensor surface

as biorecognition elements. Protamine is a lowmolecular weight protein, rich in basic

arginine residues, and has 20 positive charges at physiological pH. The polycationic

structure of protamine allows the tight electrostatic binding of polyanionic heparin to

form a stable complex. Modification of the negatively charged silicon dioxide sensor

surface with protamine permits to register protamine–heparin complex formation
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[34] as changes in the surface conductivity determined from the sensor impedance

measured in an electrolyte solution. Figure 6 shows the effect of the successive de-

position of protamine and heparin layers on RS values of the sensors.

As follows, adsorption of protamine on a silicon dioxide sensor surface causes

increase of RS values. The SiO2 surface at neutral pH is negatively charged. Mobile

cations from solution arrive to compensate this charge increasing the surface con-

ductivity. The protamine layer is positively charged and anions at the surface are

less mobile than cations which provokes the increase in resistance. Heparin behaves

as a polyanion and its deposition over the protamine layer compensates its electrical

charges and results in considerable decrease of the resistance as the negatively charged

surface attracts more mobile cations.

Obtained results [34] show that the limit of detection of a protamine modified

3D-IDEA sensor is really low and changes in measured spectra and consecutive RS

values were registered at 0.01 U/ml.

A bacterial endotoxin biosensor [35] based on Concanavalin A (Con A) biorecog-

nition element immobilized on the sensor surface via its interactions with PEI and

glycogen (Gly) (Fig. 7) is another example of the LbL method application. Endo-

toxins, also known as lipopolysaccharides (LPS), being the major structural compo-

nent of external membrane of gram-negative bacteria are their ubiquitous markers.
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Con A is a lectin-type carbohydrate-binding protein with well-characterized structure

that recognizes specifically α-D-glucose and α-D-mannose groups and possesses cer-

tain affinity for some bacteria and for their endotoxins [36].

The sensor response presented in Fig. 8 follows the Langmuir isotherm for ir-

reversible adsorption which, being presented in a semi-logarithmic scale, shows a

linear response in the 1–50 μg/mL LPS concentration range. The detection limit is

around 1 μg/mL.

The LbL method of biomolecule immobilization [33] may be regarded as a uni-

versal one, though certain precautions should be taken to prevent non-specific inter-

actions with the underlying charged polyelectrolyte layer. For this, various blocking

reagents (e.g. bovine serum albumin, BSA) may be used [1, 35] to enhance the se-

lectivity in the sensor response.

Traditional methods employ covalent attachment of biorecognition molecules for

their immobilization onto a sensor surface. For silicon oxide surfaces, a large variety

of organo-functional silanes may be used [37]. Epoxysilane (3-(glycidoxypropyl)

trimethoxysilane, GPTS) readily reacts with the amine group of biomolecules and is

often used for their immobilization. In this way, immobilization of the sulfonamide

antigen SA2-OVA on the 3D-IDEA sensor surface modified with GPTS was per-

formed [13]. Specific antibody binding was assessed by placing the sensor in sol-

utions containing a mixture of the specific antiserum and different concentrations of

sulfapyridine. After washing the sensor, the impedimetric spectra were recorded for

1 min. In parallel, the standard Enzyme-Linked Immuno-Sorbent Assay (ELISA)

method was employed using the same immunoreagents.

Figure 9 shows the response of the immunosensors to the changes in the sul-

fapyridine concentration in standard solutions. For comparison, results of a standard

3D-IDEA

1. PEI

2. ConA

3. ConA Gly-

4. Endotoxin (LPS)

A

B C

Fig. 7 Scheme of the layer-by-layer (LbL) assembling of PEI-(ConA-Gly)2-ConA multilayer on

the sensor surface and its interaction with lipopolysaccharides (LPS). (a) IDE sensor with barriers,

(b) sensor modified with PEI and concanavalin A (Con A) and (c) sensor modified with PEI-

(ConA-Gly)2-ConA after interaction with LPS
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ELISA performed with the same immunoreagents are presented. In both methods,

detectability, estimated with the help of the IC50 (the concentration of a drug that is

required for 50% inhibition) parameter, the sensitivity and the accuracy are the same.

However, the analysis with sensors is much faster and the procedure is easier to

perform than a traditional ELISA.

As follows from Fig. 9b, immunochemical reaction on a sensor surface in case of

the standard planar IDEA immunosensor produces only minor changes in the im-

pedance spectra. In comparison to this, response of the three-dimensional sensor

shows considerable improvement in sensitivity.

The same immobilization strategy was used to attach DNA molecule to the

sensor surface [13]. An oligonucleotide sequence 50-aminohexyl-CGA GTC ATT

GAG TCA TCG AG-30 with amino group in 50 position was covalently attached to

sensors surface that was previously modified with GPTS by immersing sensors into

a solution of oligonucleotide in carbonate buffer for 24 h.

Immobilization of the oligonucleotide on the sensor surface using the procedure

mentioned above resulted in a decrease of the measured resistance, RS, as it is shown

in Fig. 10. Hybridization with the complementary oligonucleotide produced a further

decrease of 8.8 kΩ in the resistance [13]. It should be noted that experiments were

performed on three sensors and the relative error of the determined RS values was less

than 0.8%. Hybridization of the oligonucleotides was also confirmed by fluorescence

0

5000

10000

15000

20000

R
S

(O
hm

)

CLPS
g/mL)

101
0

2000
4000
6000
8000

10000
12000
14000
16000
18000
20000
22000

Log CLPS (μg/mL)

R
S

(O
hm

)

0 10 20 30 40 50

Fig. 8 PEI-(ConA-Gly)2-ConA sensor response to Escherichia coli LPS. In the inset, the response
is presented in a semi-logarithmic scale

Label-Free Impedimetric Biosensing Using 3D Interdigitated Electrodes 191



microscopy visualizing the presence of fluorescein on the surface of sensors subjected

to the reaction.

Another important field of biosensors application is bacteria detection. As many

bacteria bear negative charge, it is possible to register their interaction with speci-

fically modified impedimetric sensor surfaces [38].

An interesting class of the effective biological recognition elements for bacteria

selective detection is presented by antimicrobial peptides (AMPs). A synthesized potent

AMP derived from human lactoferrin was covalently immobilized on a 3D-IDEA

sensor and showed very high sensitivity to the presence of Streptococcus sanguinis
[39], an important early colonizer of peri-implantitis, an inflammation gum disease

involving the destruction of tissues caused by biofilm formation which constitutes a

major cause of implant failure in dentistry.

The peptide hlf1-11 through the amino group present at its N-terminus was

covalently attached to the IDEA surface modified as previously with epoxysilane.

As follows from the Nyquist plots (Fig. 11), interaction of the sensor modified

with AMP with bacteria adhesion provokes changes in RS. It should be noted that due

to the formation of an additional layer over the electrodes an increase in CDL and
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decrease in the CPE α parameter occur. However, ΔRs was chosen as a principle

sensor parameter due to its large-scale variation and higher reproducibility.

To evaluate the sensitivity of the developed biosensor in bacterial detection, EIS

analysis was performed after incubation of sensors in KCl solutions of S. sanguinis
at different concentrations. KCl solutions with low conductivity were used to re-

duce the effect of the bulk solution electrolyte on the impedance response during

bacterial incubation. As illustrated in Fig. 12a, a linear correlation betweenΔRs and
the logarithm of the cell concentration was observed in the range of 101–105 cfu/mL

(cfu – colony forming units) with sensitivity of the system 3.5� 0.5 kΩ per bacteria
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concentration decade. The determined limit of detection was found to be as low as

35 cfu/mL [37].

As the bacterial detection should be performed in saliva, the assay was also done

using artificial saliva for sensor incubation. The saliva medium matrix effect re-

sulted in slightly higher detection limit (8.6 102 cfu/mL) without affecting the sen-

sitivity (see Fig. 12b).

Aptamers form another interesting class of biorecognition elements that may be

successfully used for selective bacteria detection [40, 41]. Aptamers are short

oligonucleotides that bind targets with high specificity and affinity, including

whole bacterial cells. Their small size, the lack of immunogenicity, the lower

cost and higher reproducibility of production compared to antibodies make them

very attractive for impedance-based biosensors.

To immobilize the aptamer on the 3D-IDEA, the surface was initially modified

with mercaptosilane. After that, a 50 disulphide-modified DNA aptamer was attached

to the surface using a thiol/disulphide exchange reaction. Thus prepared aptasensors

were incubated in solutions containing Escherichia coli in a concentration range from
101 to 106 cfu/mL for 30min, and gently rinsedwithwater and their impedance spectra

were measured. The impedance response, expressed as ΔRs, increased proportionally
with the logarithmic value of bacterial concentration (see Fig. 13a), allowing to

achieve a linear calibration regression with R2 ¼ 0.98 and a limit of detection of

2.9 102 cfu/mL. Much smaller response was obtained when the aptasensor was

incubated with other bacterial strains, confirming the selectivity of suggested

method (Fig. 13b).

This work shows that the proposed approach allows to obtain an aptasensor for

detection and identification of pathogenic E. coli O157:H7 with a low limit of

detection, logarithmic linear response, selectivity and short detection time.
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5 Conclusions

A three-dimensional impedimetric transducer based on an IDEA is presented. Due

to the presence of insulating barriers that separate the adjacent digits of the elec-

trodes, the main portion of the probing electrical current goes close to the surface of

the barrier. Chemical modification of the barrier surface with biomolecules (anti-

gens, DNA, enzymes, etc.) permits to realize direct label-free detection of subse-

quent analytes in solution. The functional mechanism of the device is based on

registration of changes in conductivity at the surface of the barrier provoked by

biochemical reactions of immobilized biomolecules. To obtain higher sensitivity in

control of electrical charge changes at the surface produced by irreversible surface

reactions, measurements of the device impedance should be performed in poorly

conducting electrolyte solutions. Presented examples show that the 3D-IDEA is a

highly sensitive transducer that can be used to develop biosensors of various types

for direct label-free measurements.

It may be mentioned that the 3D-IDEA can also be used for reversible surface

chemical reactions monitoring [4]. In this case, experiments may be performed in

electrolyte solutions with rather high conductivity [4, 30, 34, 42] by registering im-

pedance changes at a fixed frequency. This gives in real time the information about

surface charging permitting to perform kinetic studies [30, 34]. Experimentally, the

use of the device is quite simple and this method may be used as complementary to

laborious traditional electrokinetic techniques used in colloid chemistry. This means

that the transducer application is not limited to (bio)chemical sensors development

but may be used as a sensitive tool in different fields where monitoring of surface

charging is required.
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Fig. 13 (a) Calibration curve of the sensor. In the inset: impedance spectra of the sensor modified

with aptamer (1) and after interaction with E. coli (2); (b) Selectivity of the sensor showing the

response in the presence of other bacteria, 1 – PBS without bacteria, 2 – E. coli O157:H7, 3 –

E. coli K12, 4 – Salmonella typhimurium and 5 – Staphylococus aureus
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References

1. Bronder TS, Poghossian A, Scheja S, Wu C, Keusgen M, Mewes D, Schoening MJ (2015)

DNA immobilization and hybridization detection by the intrinsic molecular charge using

capacitive field-effect sensors modified with a charged weak polyelectrolyte layer ACS Appl

Mater Interfaces 7(36):20068–20075. doi:10.1021/acsami.5b05146

2. Poghossian A, Sch€oning MJ (2014) Label-free sensing of biomolecules with field-effect devices

for clinical applications Electroanalysis 26(6):1197–1213. doi:10.1002/elan.201400073

3. Poghossian A, Weil M, Cherstvy AG, Schoening MJ (2013) Electrical monitoring of poly-

electrolyte multilayer formation by means of capacitive field-effect devices Anal Bioanal Chem

405(20):6425–6436. doi:10.1007/s00216-013-6951-9

4. Bratov A, Abramova N, Pilar Marco M, Sanchez-Baeza F (2012) Three-dimensional interdig-

itated electrode array as a tool for surface reactions registration Electroanalysis 24(1):69–75.

doi:10.1002/elan.201100392

5. Daniels JS, Pourmand N (2007) Label-free impedance biosensors: opportunities and chal-

lenges Electroanalysis 19(12):1239–1257. doi:10.1002/elan.200603855

6. Katz E, Willner I (2003) Probing biomolecular interactions at conductive and semiconductive

surfaces by impedance spectroscopy: routes to impedimetric immunosensors, DNA-sensors,

and enzyme biosensors Electroanalysis 15(11):913–947. doi:10.1002/elan.200390114

7. Lillie G, Payne P, Vadgama P (2001) Electrochemical impedance spectroscopy as a platform

for reagentless bioaffinity sensing Sens Actuator B Chem 78(1–3):249–256. doi:10.1016/S0925-

4005(01)00821-8

8. Bratov A, Abramova N (2010) Chemical sensors and biosensors based on impedimetric

interdigitated electrode array transducers. In: Harrison RV (ed) Chemical sensors: properties,

performance and applications. Nova Science Publishers, New York, NY, pp 93–115. ISBN:

978-160741897-9

9. Lisdat F, Schafer D (2008) The use of electrochemical impedance spectroscopy for biosensing

Anal Bioanal Chem 391(5):1555–1567. doi:10.1007/s00216-008-1970-7

10. Berggren C, Bjarnason B, Johansson G (2001) Capacitive biosensors Electroanalysis 13

(3):173–180

11. Suzuki H (2000) Advances in the microfabrication of electrochemical sensors and systems

Electroanalysis 12(9):703–715. doi:10.1002/1521-4109(200005)12:9<703::aid-elan703>3.0.

co;2-7

12. Bratov A, Abramova N, Ramon-Azcon J, Merlos A, Sanchez-Baeza F, Marco MP, Dominguez

C (2008) Characterisation of the interdigitated electrode array with tantalum silicide electrodes

separated by insulating barriers Electrochem Commun 10(10):1621–1624. doi:10.1016/j.

elecom.2008.07.037

13. Bratov A, Ramon-Azcon J, Abramova N, Merlos A, Adrian J, Sanchez-Baeza F, Marco MP,

Dominguez C (2008) Three-dimensional interdigitated electrode array as a transducer for

label-free biosensors Biosens Bioelectron 24(4):729–735. doi:10.1016/j.bios.2008.06.057

14. Varshney M, Li Y, Srinivasan B, Tung S (2007) A label-free, microfluidics and interdigitated

array microelectrode-based impedance biosensor in combination with nanoparticles immuno-

separation for detection of Escherichia coli O157 : H7 in food samples Sens Actuator B Chem

128(1):99–107. doi:10.1016/j.snb.2007.03.045

196 A. Bratov et al.

https://doi.org/10.1021/acsami.5b05146
https://doi.org/10.1002/elan.201400073
https://doi.org/10.1007/s00216-013-6951-9
https://doi.org/10.1002/elan.201100392
https://doi.org/10.1002/elan.200603855
https://doi.org/10.1002/elan.200390114
https://doi.org/10.1016/S0925-4005(01)00821-8
https://doi.org/10.1016/S0925-4005(01)00821-8
https://doi.org/10.1007/s00216-008-1970-7
https://doi.org/10.1002/1521-4109(200005)12:93.0.co;2-7
https://doi.org/10.1002/1521-4109(200005)12:93.0.co;2-7
https://doi.org/10.1002/1521-4109(200005)12:93.0.co;2-7
https://doi.org/10.1002/1521-4109(200005)12:93.0.co;2-7
https://doi.org/10.1016/j.elecom.2008.07.037
https://doi.org/10.1016/j.elecom.2008.07.037
https://doi.org/10.1016/j.bios.2008.06.057
https://doi.org/10.1016/j.snb.2007.03.045


15. Baecker M, Kramer F, Huck C, Poghossian A, Bratov A, Abramova N, Sch€oning MJ (2014)

Planar and 3D interdigitated electrodes for biosensing applications: the impact of a dielectric

barrier on the sensor properties Phys Status Solidi A 211(6):1357–1363. doi:10.1002/pssa.

201330416

16. Lasia A (1999) Electrochemical impedance spectroscopy and its applications Mod Aspect

Electroc 32(32):143–248

17. Aoki A, Matsue T, Uchida I (1990) Electrochemical response at microarray electrodes in

flowing streams and determination of catecholamines Anal Chem 62:2206–2210

18. Belmont C, Girault HH (1994) Coplanar interdigitated band electrodes for electrosynthesis.

2. Methoxylation of furan J Appl Electrochem 24:719–724

19. Olthuis W, Streekstra W, Bergveld P (1995) Theoretical and experimental-determination of

cell constants of planar-interdigitated electrolyte conductivity sensors Sens Actuator B Chem

24:252–256

20. Olthuis W, Volancschi A, Bomer JG, Bergveld P (1993) A new probe for measuring electro-

lytic conductance Sens Actuator B Chem 13–14:230–233

21. Timmer B, SparreboomW, Olthuis W, Bergveld P, van den Berg A (2002) Optimization of an

electrolyte conductivity detector for measuring low ion concentrations Lab Chip 2

(2):121–124. doi:10.1039/b201225a

22. Dukhin S, Shilov VN (1974) Dielectric phenomena and the double layer in disperse systems

and polyelectrolytes. Wiley, New York, NY

23. Shilov VN, Delgado AV, Gonzalez-Caballero F, Grosse C (2001) Thin double layer theory of

the wide-frequency range dielectric dispersion of suspensions of non-conducting spherical par-

ticles including surface conductivity of the stagnant layer Colloids Surf A Physicochem Eng

Asp 192(1–3):253–265

24. Berdat D, Marin A, Herrera F, Gijs MAM (2006) DNA biosensor using fluorescence micros-

copy and impedance spectroscopy Sens Actuator B Chem 118(1–2):53–59. doi:10.1016/j.snb.

2006.04.064

25. Berdat D, Rodriguez ACM, Herrera F, Gijs MAM (2008) Label-free detection of DNA with

interdigitated micro-electrodes in a fluidic cell Lab Chip 8(2):302–308. doi:10.1039/b712609c

26. Gheorghe M, Guiseppi-Elie A (2003) Electrical frequency dependent characterization of DNA

hybridization Biosens Bioelectron 19(2):95–102. doi:10.1016/s0956-5663(03)00179-9

27. Guiseppi-Elie A, Lingerfelt L (2005) Impedimetric detection of DNA hybridization: towards

near-patient DNA diagnostics. In: Immobilisation of DNA on chips I. Topics in current

chemistry, vol 260. pp 161–186. doi:10.1007/128_006

28. Laureyn W, Nelis D, Van Gerwen P, Baert K, Hermans L, Magnee R, Pireaux JJ, Maes G

(2000) Nanoscaled interdigitated titanium electrodes for impedimetric biosensing Sens Actu-

ator B Chem 68(1–3):360–370. doi:10.1016/s0925-4005(00)00489-5

29. Van Gerwen P, Laureyn W, Laureys W, Huyberechts G, De Beeck MO, Baert K, Suls J,

Sansen W, Jacobs P, Hermans L, Mertens R (1998) Nanoscaled interdigitated electrode arrays

for biochemical sensors Sens Actuator B Chem 49(1–2):73–80. doi:10.1016/s0925-4005(98)

00128-2

30. Bratov A, Abramova N (2013) Response of a microcapillary impedimetric transducer to

changes in surface conductance at liquid/solid interface J Colloid Interface Sci 403:151–156.

doi:10.1016/j.jcis.2013.04.030

31. Guimera A, Gabriel G, Prats-Alfonso E, Abramova N, Bratov A, Villa R (2015) Effect of

surface conductivity on the sensitivity of interdigitated impedimetric sensors and their design

considerations Sens Actuator B Chem 207:1010–1018. doi:10.1016/j.snb.2014.10.134

32. Bratov A, Abramova N (2012) A new microcapillary device for controlling surface conductivity

changes at solid-liquid interface Chem Lett 41(10):1244–1246. doi:10.1246/cl.2012.1244

33. Ai H, Jones SA, Lvov YM (2003) Biomedical applications of electrostatic layer-by-layer

nano-assembly of polymers, enzymes, and nanoparticles Cell Biochem Biophys 39(1):23–43.

doi:10.1385/cbb:39:1:23

Label-Free Impedimetric Biosensing Using 3D Interdigitated Electrodes 197

https://doi.org/10.1002/pssa.201330416
https://doi.org/10.1002/pssa.201330416
https://doi.org/10.1039/b201225a
https://doi.org/10.1016/j.snb.2006.04.064
https://doi.org/10.1016/j.snb.2006.04.064
https://doi.org/10.1039/b712609c
https://doi.org/10.1016/s0956-5663(03)00179-9
https://doi.org/10.1007/128_006
https://doi.org/10.1016/s0925-4005(00)00489-5
https://doi.org/10.1016/s0925-4005(98)00128-2
https://doi.org/10.1016/s0925-4005(98)00128-2
https://doi.org/10.1016/j.jcis.2013.04.030
https://doi.org/10.1016/j.snb.2014.10.134
https://doi.org/10.1246/cl.2012.1244
https://doi.org/10.1385/cbb:39:1:23


34. Abramova N, Bratov A (2015) Monitoring protamine-heparin interactions using microcapillary

impedimetric sensor Electroanalysis 27(3):663–669. doi:10.1002/elan.201400581

35. Brosel-Oliu S, Galyamin D, Abramova N, Mu~noz-Pascual F, Bratov A (2017) Impedimetric

label-free sensor for specific bacteria endotoxin detection by surface charge registration Elec-

trochim Acta 243:142–151. doi:10.1016/j.electacta.2017.05.060

36. Miao P (2013) Electrochemical sensing strategies for the detection of endotoxin: a review RSC

Adv 3(25):9606–9617. doi:10.1039/c3ra00047h

37. Cass T, Ligler FS (1998) Immobilized biomolecules in analysis: a practical approach. In: A

practical approach series, vol 198. Oxford University Press, Oxford

38. Brosel-Oliu S, Uria N, Abramova N, Bratov A (2015) Impedimetric sensors for bacteria de-

tection. In: Rinken T (ed) Biosensors – micro and nanoscale applications. InTech, Rijeka.

doi:10.5772/60741. ISBN: 978-953-51-4250-8

39. Hoyos-Nogues M, Brosel-Oliu S, Abramova N, Munoz F-X, Bratov A, Mas-Moruno C, Gil F-J

(2016) Impedimetric antimicrobial peptide-based sensor for the early detection of periodon-

topathogenic bacteria Biosens Bioelectron 86:377–385. doi:10.1016/j.bios.2016.06.066

40. Luo C, Lei Y, Yan L, Yu T, Li Q, Zhang D, Ding S, Ju H (2012) A rapid and sensitive aptamer-

based electrochemical biosensor for direct detection of Escherichia Coli O111 Electroanalysis
24(5):1186–1191. doi:10.1002/elan.201100700

41. Queiros RB, de-los-santos-Alvarez N, Noronha JP, SalesMGF (2013) A label-free DNA aptamer-

based impedance biosensor for the detection of E. coli outer membrane proteins Sens Actuator B

Chem 181:766–772. doi:10.1016/j.snb.2013.01.062

42. Bratov A, Abramova N, Ipatov A, Merlos A (2013) An impedimetric chemical sensor for

determination of detergents residues Talanta 106:286–292. doi:10.1016/j.talanta.2012.10.083

198 A. Bratov et al.

https://doi.org/10.1002/elan.201400581
https://doi.org/10.1016/j.electacta.2017.05.060
https://doi.org/10.1039/c3ra00047h
https://doi.org/10.5772/60741
https://doi.org/10.1016/j.bios.2016.06.066
https://doi.org/10.1002/elan.201100700
https://doi.org/10.1016/j.snb.2013.01.062
https://doi.org/10.1016/j.talanta.2012.10.083


Electrochemical Nanocavity Devices

Philipp Rinklin, Dirk Mayer, and Bernhard Wolfrum

Abstract Nanocavity sensors comprise one or several sensing elements within a

highly confined channel or gap, typically produced by microfabrication technology.

Depending on the specific design and implementation, such devices can offer several

benefits for the detection of molecules or cellular signals. This chapter describes

fundamental aspects of nanocavity sensors as well as state-of-the-art fabrication and

research applications. In the first part of the chapter, we introduce single-electrode

nanocavity devices and highlight their application for the capacitive sensing of

extracellular voltage signals. Next, we discuss several implementations of multi-

electrode nanocavity devices, which are used for electrochemical detection of mol-

ecules. These devices exhibit very high sensitivities due to the amplification of

signals by redox cycling within the confined space of the nanocavity. We highlight

recent approaches for using multi-electrode cavity sensors and sensor arrays for

biosensing applications. Finally, we present novel fabrication approaches that allow

cost-effective rapid prototyping of nanocavity devices.
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1 Introduction

The detection of signals from biological systems is of major interest for analytical

applications and understanding fundamental biological processes. While analytical

applications usually target the detection of specific biomolecules including pep-

tides, proteins, or nucleic acid sequences, fundamental investigations on cell–cell

communication also require the spatiotemporal detection of electrophysiological

signals such as action potentials.

Over the last decades a variety of physical and chemical sensor techniques have

been developed to gather information from biological systems. In particular, efforts

have been made to employ already existing silicon microfabrication technologies

for the development of chip-based biosensor concepts. A particularly interesting

feature of electrical chip-based devices is the transduction of specific biological and

chemical molecular cues into quantitative electrical signals. This can be realized,

for example, via electrochemical, capacitive, or impedimetric sensing concepts.

Electrical readout systems for biosensor applications have therefore emerged as a

powerful quantitative method for assessing molecular and cellular signals.

Here, we will describe in detail a particular class of electrical and electrochemical

sensors termed nanocavity or nanogap sensors. As the name already suggests, this type

of sensor relies on a nanometer-sized cavity with integrated electrodes that can be

addressed via external circuitry. We will discuss different implementations as well as

applications of these sensor types and describe the corresponding fabrication processes

and operation principles, which can be divided into capacitive and electrochemical

approaches. Capacitive methods of nanocavity operation find applications in the sens-

ing (or stimulation) of electrical signals from cells such as extracellular action poten-

tials. In contrast, electrochemical implementations of nanocavity sensors are employed

for molecular sensing and typically require a more complex architecture due to the

integration of several independently addressable electrodes within the nanocavity.

The beauty of electrochemical techniques for molecular sensing lies in the

simple concept of generating an electrical signal that is associated with a redox
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reaction of a specific molecule. This concept makes it easy to read out and process

signals by purely electrical circuitry. Furthermore, electrochemical detectors can be

readily integrated into chip-based systems with many sensors operating in parallel.

For the detection of small amounts of molecules, an amplification strategy is

required that can deliver adequate signals for further processing. To achieve this

goal, nanocavity devices make use of a signal amplification strategy called redox

cycling, where a redox active molecule is repetitively oxidized and reduced at two

independently biased electrodes (see Fig. 1). This well-known electrochemical

concept has been implemented in a variety of applications for several decades.

Already during the mid-1960s, Anderson and Reilly conducted first redox

cycling experiments using the quinone/hydroquinone redox couple in a thin-layer

electrochemical cell [1]. In their experiment, the distance between the electrodes

was set via a micrometer screw gauge [2] and electrode separations down to

approximately 10 μm were achieved to amplify electrochemical currents [3].

Later, redox cycling amplification provided the basis for electrochemical scanning

microscopy, which was developed in the 1980s [4, 5] and is used for the topo-

graphical and material-specific investigation of surfaces.

The first chip-based devices relying on redox cycling for signal amplification

were developed by Sanderson and Anderson [6]. They made use of microfabricated

interdigitated gold electrodes, which had a spacing of 100 μm. A more thorough

description of these devices is given by Niwa et al. [7]. With the rise of

nanofabrication technology, much smaller redox cycling devices have emerged as

a powerful class of sensors for amplifying the signals of low quantities of mole-

cules. Ultimately, even single molecules can be resolved by this technology using

appropriate electrical readout circuitry [8–12]. A variety of investigations

discussing both, the implementation strategies and applications of nanoscaled

redox cycling devices with planar (i.e., interdigitated arrays) and vertical

(nanocavity) arrangements are currently published in literature.

The aim of this chapter is to provide an overview of the implementation and use

of nanocavity devices for sensing applications. In the first part, we will introduce

single-electrode nanocavity devices for capacitive sensing of extracellular

Fig. 1 Schematic of the redox cycling process for electrochemical signal amplification. A

molecule entering the nanocavity (1) is reduced at an appropriately biased electrode. A second

electrode biased at a different potential oxidizes the molecule. If both electrodes are in close

proximity, efficient diffusive transport between the electrodes (2) can lead to a manifold increase

in the signal obtained from the molecule
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electrical signals originating from cells. In the second part, we will address multi-

electrode nanocavity devices for electrochemical sensing approaches and discuss

the major implementation strategies and applications for sensing of biomolecules.

We will then briefly take a look at the possibility of using alternative low-cost

fabrication methods based on inkjet printing that might have the potential of

implementing disposable nanocavity devices for a broad range of applications.

2 Single-Electrode Nanocavity Devices

The most basic types of nanocavity sensors rely on a single electrode that is

integrated within a nanocavity. These devices are typically integrated in sensor

arrays and find applications for the extracellular detection of action potentials in

cell networks in vitro. In general, such investigations are carried out on cardiac or

neuronal cell types. These cells are able to produce action potentials and can readily

be grown on planar substrates that include functionality for either recording from or

stimulating cells within a network. Figure 2 shows the implementation of such a

nanocavity array that was developed for the detection of action potentials in a

cardiac cell culture [13].

A prominent application for single-electrode nanocavity devices is the investi-

gation of on-chip cellular communication, which is of interest in a variety of

research fields. Examples include pharmacological applications, where the sensors

can be used to test the response of cell networks to specific drugs or the

Fig. 2 Nanocavity sensor array for cell recordings and schematic of a nanocavity electrode. (a)

Nanocavity chip bonded to a printed circuit board and encapsulated for use in cell culture (scale

bar corresponds to 1 cm). (b) Microscopic image of the chip showing the layout of the nanocavity

electrodes. 5 � 6 sensors are arranged with a pitch of 350 μm in the vertical and 400 μm in the

horizontal direction (scale bar corresponds to 500 μm). (c) Schematic drawing of a cross section

through a single nanocavity sensor ([13], adapted by permission of The Royal Society of

Chemistry)
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development of cell-based biosensors for detecting the presence of molecules,

which modulate the electrical activity of the cells. In the latter case, the cell acts

as a biological transducer, which reacts to the presence of the target molecules with

a change in activity that can be monitored using external electrodes. Since the early

work of Thomas et al. [14], these types of applications are usually carried out by

so-called microelectrode arrays or MEAs, which locally pick up a voltage signal at

the cell–sensor interface [15].

In the last decades a lot of effort has been directed at improving devices for

extracellular recording in terms of signal quality, price, sensor density, long-term

recordings, and high-throughput capabilities [15–21]. Typically, the recording of

action potentials from confluent cell cultures, slices, and even 3D tissue can be

readily performed using simple planer microelectrode arrays. However, interfacing

individual cells or subcellular compartments in low-density networks remains

challenging. The reason for this lies in the poor signal-to-noise ratio, which is

usually obtained when recording signals with conventional planar metal microelec-

trodes of very small (<10 μm) dimensions. In general, the signal quality in such

a recording is largely determined by the so-called junction resistance, which

describes the coupling of the cell to the electrode. Furthermore, the interfacial

impedance of the sensor itself plays an important role for electrodes with subcel-

lular resolution. As the impedance scales inversely with the electrode–electrolyte

interface area, small electrodes exhibit a high impedance causing an increase in the

noise level of the recording.

There are several approaches to overcome this problem. Historically, electrode

surfaces have been modified to increase the electrode–electrolyte interface and

thereby reduce the impedance. For example, this can be done by depositing

platinum black [14], nanoflakes [22], nanopillars [23, 24], or nanotubes [25–29]

as well as introducing porous structures [30, 31]. However, these methods often

generate irreproducible or unstable results and sometimes have unfavorable effects

on the junction resistance of the cell–electrode interface. CMOS technology

enables on-chip amplification of signals using a high sensor density [32–37] but

requires more sophisticated and expensive fabrication procedures.

Nanocavity sensors provide a relatively simple alternative for improving the

cell–electrode interface without modifying the bulk properties of the interfacing

electrode material. The concept is similar to the planar patch clamp method, where

a small aperture connects the cell to a channel structure within the substrate [38–

40]. However, unlike planar patch clamp implementations, nanocavity sensors do

not provide externally addressable channel structures. The apertures, which define

the lateral resolution of the cell–sensor contact, are located within the passivation

layer of a microelectrode array and therefore allow the integration of a high sensor

density. The additional area of the electrode–electrolyte interface within the

nanocavity reduces the impedance of the sensor without compromising the lateral

resolution of an individual sensor [13, 41]. An example of the cross-section of a

cell–electrode contact used for stimulation of an individual cell in a cell network is
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shown in Fig. 3a [42]. Typically, these interfaces yield relatively stable extracellu-

lar recordings with high signal-to-noise ratio. An example of such a signal is shown

in Fig. 3b.

2.1 Fabrication

The production of nanocavity sensor arrays only requires minor adaptations to the

standard lithographical fabrication process of microelectrode arrays. A schematic

of such a fabrication process is shown in Fig. 4. Typically, nanocavity sensors are

fabricated on insulated silicon or glass wafers. In a first step, feedlines, bond pads,

and electrode structures are generated using metal deposition in combination with

either lift-off or reactive ion etching for patterning. A second lithography is used to

structure a sacrificial chromium layer on top of each electrode, which determines

the lateral and vertical extension of the later nanocavity. The whole surface is

subsequently insulated using a passivation layer of silicon dioxide, silicon nitride,

or polyimide. Microapertures are subsequently patterned on top of each sensor

within the passivation layer using a third lithography step in combination with

either reactive ion etching or development of a photocurable passivation layer.

Finally, the chromium sacrificial layer is removed using a wet-etching process,

which releases the nanocavities above the microelectrodes. Overall, compared to

the standard fabrication process for microelectrode arrays, one additional lithogra-

phy, as well as an additional wet-etching step, is required to define the nanocavity.

In principle, the additional lithography step can even be avoided if a chromium

layer is deposited on top of the noble metal (typically gold or platinum). In many

processes this is usually done to facilitate adhesion between the metal feedlines and

0.5 mV

100 ms

Fig. 3 Properties of the cell–nanocavity interface. (a) Scanning electron micrograph of a focused

ion beam (FIB) cross-section of an HL-1 cell on a nanocavity sensor. In-between passivation and

electrode, cellular protrusion into the cavity can be observed. The cleft between cell and electrode

is small, allowing for a tight sensor–cell sealing and therefore a good signal transduction (adapted

from [42], published by The Royal Society of Chemistry). (b) Extracellular recording of an HL-1

action potential demonstrating the high signal-to-noise ratio achievable with nanocavity devices

([13], reproduced by permission of The Royal Society of Chemistry)
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microelectrodes with a ceramic passivation layer. In this case, the cavity is gener-

ated by simply back-etching the adhesion layer [43]. While this process avoids

additional patterning by lithography, care has to be taken to stop the wet-etching

process at the desired length of the cavity (see Fig. 5). Furthermore, after etching

Fig. 4 Fabrication scheme of the nanocavity sensors. Left and right columns show the top and side

view of the sensor, respectively. In a first step, the electrodes and feedlines are patterned (1) followed

by the deposition of a sacrificial chromium layer (2). The device is then insulated with a silicon

nitride/silicon oxide layer deposited via plasma-enhanced chemical vapor deposition (PECVD).

Finally, an aperture is etched by reactive ion etching (3) and the chromium layer is removed using

wet chemical etching ([13], reproduced by permission of The Royal Society of Chemistry)

Fig. 5 Microscopic image of four nanocavity sensors created by back-etching of a sacrificial

chromium adhesion layer. The back-etched nanocavities (marked in light blue) are visible as rectan-
gular bright areas at the end of the feedlines; the circular structures show the microelectrode apertures

(scale bar (white): 100 μm; [42], reproduced by permission of The Royal Society of Chemistry)
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the cavity is bounded at the end by a thin layer of chromium, which might be

detrimental to cells during long-term cultivation. Apart from that, back-etching of a

sacrificial adhesion layer provides a straightforward approach for fabricating

single-electrode nanocavity sensors that can be easily implemented in standard

fabrication procedures.

3 Multi-Electrode Devices (Electrochemical Sensors)

3.1 Nanocavity Redox Cycling Sensors

In the previous section, we have introduced the fabrication process and application

of nanocavity sensors exhibiting a single aperture and a single electrode. Now, we

will highlight the fabrication and applications of nanocavity sensors with multiple

electrodes. While the fabrication approaches for multi- and single-electrode

nanocavity sensors are similar, they are typically employed for very different

applications. As opposed to applications of single-electrode nanocavity devices

for the recording or stimulation of voltage signals, multi-electrode devices typically

find application in the electrochemical sensing of redox-active molecules via redox

cycling amplification as outlined above. The group of Lemay has implemented

sacrificial-layer etching techniques to fabricate fluidic channels with integrated

electrodes for this purpose [44]. The first devices that were produced in this way

relied on reactive ion etching of a sacrificial layer of amorphous silicon, which had

been previously deposited between two platinum electrodes during the fabrication

process [44, 45]. Although, using this approach, it was difficult to generate devices

with defined geometrical spacing and the electrode spacing was still relatively large

(approximately 300 nm), they could demonstrate a strong redox cycling amplifica-

tion effect and analyze the fluctuations of less than 100 molecules within the fluidic

channel. A goal of this work was to boost the sensitivity of microfabricated devices

to ultimately reach single-molecule resolution via electrochemical detection, a

concept that had so far only been demonstrated using probe-based techniques by

the group of Bard [8, 46, 47] and later by Sun and Mirkin [9]. In their next

generation of multi-electrode devices, the silicon sacrificial layer was replaced by

a chromium sacrificial layer, which could be removed via a simple wet etching

process as described above in the case of single-electrode devices. This process

facilitated the fabrication of multi-electrode systems with an electrode spacing

below 60 nm [45]. The fabrication of such devices is shown in Fig. 6a–h. It follows

a similar procedure as the production of single-electrode cavity devices, described

previously. However, the integration of electrodes within the top of the fluidic

channel requires additional lithography steps after the deposition of the sacrificial

layer. A typical fabricated sensor with top and bottom electrodes is shown in Fig. 6i.

Due to the elongated channel structure and small electrode spacing these devices

exhibited a very strong amplification (approximately 3 orders of magnitude) of the
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electrochemical current, when operated in redox cycling mode as opposed to using

only a single electrode within the channel. As this amplification is selective towards

species that can participate in redox cycling, this opens the possibility for rejecting

the interference of unwanted molecules.

A prominent target for electrochemical detection are catechols or catechol-

amines, which play an important role in neurochemistry [48–50]. The nanofluidic

redox cycling devices delivered an area-specific sensitivity of approximately

106 A M�1 m�2 for the detection of catechol in buffer solution corresponding to

a current of about 33 fA per molecule. It could be demonstrated that the interference

of ascorbic acid could be virtually eliminated during the detection of catechol due

to its inability to participate in prolonged redox cycling (see Fig. 6j). Selectivity in

such devices can further be enhanced by tuning the electrode potentials for specific

targets. This method has recently been demonstrated by the group of Rassaei who

Fig. 6 Multi-electrode nanocavity devices for electrochemical measurements. (a–h) Sketch of the

fabrication process of a nanofluidic redox cycling device. First the bottom electrode is patterned

(a) followed by deposition of a sacrificial chromium layer (b). SiO2 is sputtered to passivate the

bottom layer (c). Access patterns are then etched (d) allowing the deposition of the top electrodes

(e). The whole structure is insulated by sputtered SiO2 (f) before access holes are etched (g) and the

sacrificial chromium layer is removed (h). (i) Microscopic top-view image of a typical device just

before the removal of the sacrificial chromium layer. Feedlines connect to the bottom electrode

and three top electrodes. Access holes are visible at the end of the channels. (j) Redox-cycling

currents obtained from a 45 μM catechol solution in the presence of 0, 100, and 500 μM interfering

ascorbic acid concentration (red, green, and blue curves, respectively; scan rate 50 mV s�1). The

black curve was recorded in background electrolyte (100 mM phosphate buffer, pH 7.2). Adapted

with permission from [45]. Copyright 2008 American Chemical Society
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used potential step and sweeping protocols to distinguish between three different

redox-active tracers in a nanofluidic redox cycling device [51].

Using careful refinement in the fabrication process of nanofluidic redox cycling

devices, the group of Lemay was able to push the limit for electrochemical

detection and discern the fluctuation of individual molecules diffusing into or out

of the nanocavity [10, 52]. Resolving single molecules by electrochemical means is

highly interesting as it describes a transition in the detection scheme from

amplitude-based ensemble average measurements, where the signal amplitude is

proportional to the concentration of molecules, to a stochastic detection where the

frequency of events is proportional to the concentration [11, 12]. In principle, this

allows the exchange of time versus sensitivity as the experimentalist simply has to

wait longer for a sufficient number of detection events to occur [53]. It should be

mentioned, however, that in realistic scenarios at very low concentrations, this time

can be very long and beyond reasonable applicability. Furthermore, dynamic

adsorption effects of molecules at the walls of the nanocavity or the electrodes

further complicate highly sensitive measurements [11, 54–57]. An elegant way to

speed up the response time of cavity-based redox cycling sensors is the introduction

of a flow within the nanofluidic channel [58].

3.2 Applications in Electrochemical Biosensing

So how can these sensitive devices be used as a biosensor? An impressive applica-

tion of nanofluidic redox cycling sensors was demonstrated by Rassei et al. [59]. In

their work, they immobilized the enzyme tyrosinase, which is commonly used for

the detection of phenolic compounds, within the femtoliter-scale volume of their

nanocavity (see Fig. 7).

The use of tyrosinase in combination with the nanofluidic redox cycling sensor

allowed the detection of phenol, which was catalyzed to catechol/quinone via the

monophenolase activity of tyrosinase. The phenol substrate itself without conver-

sion could not be detected by electrochemical means due to the inapplicable redox

potential. The authors demonstrated the detection of only approximately 70,000

product molecules of the quinone/catechol redox couple within the nanochannel. In

particular, due to the confined scale and large amplification factor, this method did

not rely on long incubation times that are typically necessary for low enzymatic

turnover rates. Thus, the presented sensor concept allowed the detection of very few

enzymatically generated product molecules in real time, which could be used in the

future to study small-volume systems given by individual cells.

The implementation of nanocavity devices ranges from the previously presented

channel structures to arrays with multiple detection sites for spatiotemporal studies

of concentration fluctuations [60–62]. In particular, Matsue, Ino, and coworkers

designed an elegant strategy for the spatiotemporal investigation of embryoid

bodies using a nanocavity redox cycling chip [62]. In their work, they exploited
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the possibility of a redox cycling crossbar architecture (see Fig. 8). This way, they

were able to integrate a number of sensors on a single chip that scaled according to

Nsensor ¼ Nfeedlines
2=2, ð1Þ

where Nsensor and Nfeedlines are the number of sensor sites and feedlines, respec-

tively. They demonstrated the applicability of their system for bioassays by elec-

trochemically imaging the alkaline phosphatase activity of embryoid bodies from

embryonic stem cells in a high-throughput approach.

Very recently, the group of Estrella introduced two alternative methods for

fabricating large-area horizontal and vertical nanogap sensors and demonstrated

the possibility of detecting PNA-DNA binding events based on dielectric spectros-

copy [63]. Apart from pure sensing applications, nanocavity devices have also been

used for fundamental studies on e.g., charge transfer and transport effects [64–

66]. These detailed mechanistic studies are made possible due to the fast diffusive

mass transport that is encountered in highly confined cavity devices.

Fig. 7 Nanofluidic bioelectrochemical detection. (a) Optical micrograph (top view) of a nanogap

device. The active detection region is defined by the 10 � 3 μm2 area in which the two electrodes

overlap. (b) Schematic principle of operation of the electrochemical bionanofluidic device:

Immobilized tyrosinase enzymatically transforms inactive monophenolic substrate molecules

into electrochemically active o-quinones. These molecules subsequently undergo redox cycling,

yielding a highly amplified electrical current, thus enabling sensitive detection and direct signal

transduction (channel height z ¼ 200 nm; reprinted with permission from [59])
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3.3 Next-Generation Fabrication Approaches

In general, sacrificial-layer etching in combination with either electron-beam or

optical lithography presents opportunities for producing defined nanocavity devices

with excellent control of the geometric features [67–70]. Additionally, integration

schemes of such devices with CMOS technology have been proposed, which

promise scalability for future biosensor systems [71]. However, applications aiming

at disposable low-cost systems call for other preparation methods that do not

require advanced clean-room technology. The group of Marken, for instance, has

developed an innovative method for the low-cost fabrication of microgap systems

based on chemical etching of a thin epoxy layer between two electrodes [72–

76]. With this approach they were able to demonstrate the detection of various

redox couples as well as suppression of oxygen and ascorbate interference. Never-

theless, the production process is not suited for high-throughput fabrication.

An interesting alternative to conventional clean-room technology are additive

fabrication approaches. While typically being limited in the lateral resolution to

feature sizes on the order of a few micrometers, they can take full advantage of the

nanocavity design in a vertical layout. A corresponding inkjet-printed system is

depicted in Fig. 9 [53, 77].

Fig. 8 Schematic illustration of the device fabrication process. (a) Ti/Pt is sputtered onto a glass

substrate to fabricate the column electrodes that contain the bottom ring electrodes. (b) A

sacrificial Cr layer is sputtered on the bottom ring electrodes. (c) Cr/Pt is then sputtered to fabricate

the row electrodes that contain the top ring electrodes. (d) A SU-8 layer is fabricated on the device

to form 4 � 4 microwells (diameter: 150 μm, depth: 50 μm, gap: 300 μm). (e) The Cr sacrificial

layer is etched to prepare nanocavities between the top and bottom ring electrodes ([62] –

published by The Royal Society of Chemistry)
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In this example, the bottom electrode of the sensor system is printed first. Then, a

porous dielectric layer and a conductive but porous layer are printed on top of the

stack. Finally, a non-porous dielectric layer is printed to insulate the sensor versus

the electrolyte (compare Fig. 9a). Molecules can now enter the “cavity” via the

porous top electrode and redox cycling between the top and bottom electrode can be

observed (see Fig. 9b–d). Although this structure rather resembles the layout of a

nanoporous redox cycling device [78–83], principles for nanocavity layouts can be

readily adopted. Overall, advances in state-of-the-art printing technologies provide

the potential means for developing low-cost disposable nanocavity devices for

biosensing applications.

4 Summary and Outlook

Nanocavity devices offer various benefits compared to standard planar single- and

multi-electrode configurations for sensing applications. In the context of single-

electrode devices for the capacitive sensing of extracellular voltage signals, they

can increase the resolution of the sensing spot while at the same time offering an

improved signal-to-noise ratio by increasing the junction resistance and lowering

the interfacial impedance of the electrode. Multi-electrode nanocavity devices, on

the other hand, find various applications in the field of redox cycling-based ampli-

fication and discrimination of electrochemical signals of different sources (see

Table 1 for a comparison of different sensor architectures and their respective

Fig. 9 Printed redox cycling sensor array. Schematic overview of the printing process (a) and a

sensor cross-section (b). (c) SEM image of a FIB cut of the printed sensor layers (scale bar:

200 nm) (d) Exemplary cyclic voltammetry traces recorded with a printed redox cycling sensor

(500 μM Fc(MeOH)2 at 20 mV s�1). Reprinted with permission from [53]. Copyright 2016

American Chemical Society
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performances). The enhanced sensitivity offered by these devices allows the detec-

tion of electrochemical currents originating from minute quantities of molecules,

ultimately down to the single-molecule level. In addition, the detection scheme

facilitates selectivity towards target analytes by discriminating molecules that

cannot participate in repeated redox reactions. Finely tuned electrode potentials

can be used to differentiate signals from different redox-active compounds.

Biosensing detection strategies of analytes in these devices can include

impedance-based methods, the blocking of a redox-active tracer, enzymatic con-

version between non redox-active and redox-active compounds and interactions

of the analyte with a flexible linker molecule containing a redox-active moiety

[84]. Finally, low-cost fabrication techniques, such as inkjet printing, are compat-

ible with vertical nanocavity architectures. We believe that in the future this could

open up the possibility of producing highly sensitive disposable biosensing plat-

forms for point-of-care applications.
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Computational Modeling of Biomolecule
Sensing with a Solid-State Membrane

Craig C. Wells, Dmitriy V. Melnikov, and Maria E. Gracheva

Abstract In this work, we theoretically study the interaction between a solid-state

membrane equipped with a nanopore and a tethered, negatively charged polymer

chain subjected to a time-dependent applied electrolyte bias. In order to describe the

movement of the chain in the biomolecule-membrane system immersed in an

electrolyte solution, Brownian dynamics is used. We show that we can control

the polymer’s equilibrium position with various applied electrolyte biases: for a

sufficiently positive bias, the chain extends inside the pore, and the removal of the

bias causes the polymer to leave the pore. Corresponding to a driven process, we

find that the time it takes for a biomolecular chain to enter and extend into a

nanopore in a positive bias almost increases linearly with chain length while the

time it takes for a polymer chain to escape the nanopore is mainly governed by

diffusion. In addition to attaching the polymer chain to the mouth of the nanopore,

the chain is attached to a molecule with a radius larger than that of the nanopore’s,
acting as a molecular stop. This allows the polymer to thread the nanopore but not

translocate it. In this new system, the chain’s variation of movement was compared

to that of the freely translocating polymer chain. The results show the free polymer

having greater variation in the radial direction, indicating the restrictions imposed

by the molecular stop and bias aid in controlling the position and movement of the

polymer chain in the nanopore.
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1 Introduction

Nanopores in membranes have the possibility of being used as sensors for biomo-

lecular identification and characterization [1]. For this purpose, a molecule can be

forced through a nanopore by fluid flow, electric bias applied across the membrane,

or both. By measuring the ionic current blockage created by the translocating

biomolecule using the resistive pulse technique, the size and composition can be

correlated to a specific molecule [2–4].

A nanopore with tethered polymer chain surface modifications has an advantage

in that the molecules along the inner surface create a means for selective transport.

Tailored nanopores with these functionalizations can allow only specific biomole-

cules to enter and translocate them, making the biomolecule the only species to be

detected by the pore [5]. A nanopore’s surface functionalized in such a way

provides a simplified alternative to analyzing complex resistive pulse patterns.

Surface functionalizations have been a growing field of study since the early

2000s, when they were being applied to biological nanopores. These modifications

included tethering polymer chains and oligonucleotides to the surface of staphy-

lococal α-hemolysin (αHL) pores to characterize the pore [6, 7].

Nanopores in solid-state membranes have recently emerged to provide a more

practical means of studying traits of various biomolecules since the size and

functionality of these nanopores can be tuned to a specific task. For an artificial

nanopore, the ability to control the geometry, as well as an electrical environment of

the structure is a tradeoff from losing the compatibility biological nanopores

have with certain biomolecules. Thus, applications of functionalized solid-state

nanopores, fabricated by either ion or electron beam sculpting [8–10], are poten-

tially more versatile. For example, molecular dynamics (MD) simulations have

shown the effect of alternating electric field on a DNA trapped in a nanopore [11].

Solid-state nanopores have been functionalized with polymers in the attempt to

create more selective nanopores. By attaching polymer chains to a pore, a gating

effect can be created, rendering the pore open or closed to specific ions or molecules

(an “on state,” or open state, corresponds to a high ionic current within the pore
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while the “off state,” or closed state, results in a zero or low ionic current). The state

of the pore can depend on how the tethered polymer chain interacts with it and on

the environment it is in. Nanopores modified with polymer brushes in polyethylene

terephthalate (PET) films have been shown to display gating effects dependent on

temperature and pH [12, 13].

Single-stranded DNA (ssDNA) and hairpin loop DNA [14–16] molecules have

been used for surface functionalizations. Since DNA carries a negative charge, a

chain subject to an electric field will align with it. Molecular dynamics simulations

have shown how surface tethered ssDNA changes the effective pore diameter when

a voltage applied along the pore [17]. Coarse grained molecular dynamics (CGMD)

and experiments have studied ssDNA translocating through such a surface modified

nanopore [15, 18]. A blockage of ionic current has also been found when a

complementary DNA translocates a pore with its tethered counterpart due to the

hybridization interactions taking place [18].

Other polymers have been used in surface functionalization of nanopores as

well. Peptide nucleic acid (PNA) has been used to mimic the structure and bases of

DNA and have been bonded with polymide membranes via a track etching tech-

nique [5, 19]. Biological and synthetic molecules have also been tethered to

nanopores, achieving similar results in nanopore characterization [15, 20, 21].

A negatively charged polymer chain of various lengths tethered to the surface of

a SiO2 membrane at the nanopore opening when a time-dependent electrolyte bias

is applied across it is studied. Here, the Brownian dynamics is used to study how the

tethered polymer enters and exits the nanopore under the time-dependent switching

bias [22].

Modifications can also be made to a polymer chain. For example, attaching a

chain to a much larger biomolecule, such that the chain can be threaded through a

nanopore but the molecule it is attached to cannot, is a modification that might

provide spatial control of the chain could result in a better resolution of ionic

current. Experiments where a polymer chain’s free end is attached to a molecular

stop, a molecule too large to enter a given nanopore, have been conducted using

biological nanopores and the protein streptavidin or NeutrAvidin with a strand of

ssDNA attached [23–25].

In this chapter, Sect. 2 describes the system schematic and computational model

for the surface modified nanopore and modified polymer chain. Section 3 describes

the results of the polymer-nanopore simulations. In Sect. 4, the findings are briefly

summarized.

2 Model and Methods

2.1 Nanopore-Membrane System

Our modeled SiO2 membrane equipped with a cylindrical nanopore is shown in

Fig. 1. The membrane has a thickness of L¼ 260 Å and the pore radius is
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Rpore¼ 10 Å. There is a 4 Å thick negatively charged surface layer on the mem-

brane with a volume charge density of ρSiO2
¼ 4� 1020 e/cm3 (which corresponds

to a surface charge density of 1.6� 1013 e/cm2), where e is the positive elementary

charge. The 252 Å thick layer of SiO2 underneath the charged surface layer is

uncharged. A polymer chain is attached to the opening of the nanopore and is

represented with beads. The membrane is submerged in an aqueous KCl electrolyte

solution of bulk concentration CKCl ¼ 0.2M and an electrolyte bias, Ve, is applied

across the pore.

2.2 Computational Model of Surface Modified Nanopore

Using Brownian dynamics (BD) approach, the movement of the tethered polymer is

calculated utilizing the parameters to describe an anchored ssDNA. Every bead in

the polymer chain carries a charge of qi¼ � 1e which models the phosphate

backbone of the ssDNA. The first bead of the chain, i¼ 0, is fixed at the top of

the nanopore at position z¼ 260 Å, x¼ 0 Å, y¼Rpore, while the remaining i-th
beads are free to move. The remaining bead’s position at time t is determined by the

Langevin equation [26]:

ri tð Þ ¼ ri t� δtð Þ �∇iU ri t� δtð Þ½ �δt
ξ
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6δtkbT

ξ

s
ni, i ¼ 2, . . . ,Nb ð1Þ

where Nb is the number of beads in the chain, the time step δt¼ 5 ps, and

ri¼ (t� δt) is the i-th’s bead position at the previous time step. The second term

in Eq. (1) accounts for all the forces each freely moving bead experiences, and the

Fig. 1 Schematics of simulated system at different applied electrolyte biases Ve. Attached to the

nanopore is a strand of beads representing a polymer chain in (a) Ve¼ 0 and (b) Ve> 0 electrolyte

bias environment. The membrane consists of an uncharged bulk and a negatively charged surface

layer. The x, y, and z axes originate at the bottom center of the cylindrical pore
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last term accounts for a stochastic force. The three-dimensional unit vector ni has
randomly chosen values for its x, y, and z-components in the range [�1, 1] and is

responsible for the direction of the force that causes random bead movement. The

net potential energy has the following form:

U rið Þ ¼ Uel þ Ub þ Um þ UC þ qiϕ rið Þ, ð2Þ

where the elastic bond energy is

Uel ¼ kel
X
j¼i�1

rij � r0
� �2

, ð3Þ

with kel¼ 171 kcal/(mol Å) being the elastic constant, r0¼ 3.4 Å being the equi-

librium bond length, and rij¼ |ri� rj|, j¼ i� 1, being the bond length between

neighboring i-th and j-th beads [22, 26].

The short-range Lennard–Jones (LJ) interaction energy among all beads defines

the excluded volume effects and is expressed by

Ub ¼ Eb
X
j, j6¼i

σb
rij

� �12

� 2
σb
rij

� �6
" #

ð4Þ

Here, σb¼ 6.5 Å is the LJ bead-bead radius and Eb¼ 0.1 kcal/mol is the interaction

strength. The LJ interaction between the beads that make up the polymer and the

membrane is also considered. This potential energy, Um, is similar to Eq. (4) where

σb is replaced with σb¼ 2.5 Å, Eb¼ Em, and rij is replaced with the distance between
the i-th bead and the membrane surface. Note that σm< σb because beads have the
ability to be closer to the membrane than they do each other.

As was already mentioned, each bead has a negative qi charge. The charge is

screened by the ionic solution and the resulting interaction potential energy is

represented by

Uc ¼ 1

4πε0εKClr

X
j, j 6¼i

qiqj
rij

exp
�rij
LD

� �
ð5Þ

where εKClr ¼ 78 is the relative permittivity of the KCl electrolyte solution, and LD
is the Debye screening length,

LD ¼ ε0ε
KCl
r kBT= 2e2CKCl

� �	 
1=2
, ð6Þ

which is �0.68 nm for our bulk KCl concentration at temperature T¼ 100 K. Since

this LD is smaller than the radius of the nanopore, the continuum Poisson–Nernst–

Planck (PNP) approach to find the electric potential energy qiϕ is used.
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In order to define the electric potential, in this approach the Poisson equation

∇∙ ε rð Þ∇ϕ rð Þ½ � ¼ �ρ rð Þ, ð7Þ

is solved self-consistently with the steady-state Nernst–Planck equations

∇∙ μiCi∇ϕþ ziDi∇Ci½ � ¼ 0, i ¼ Kþ, Cl�, ð8Þ

to determine local ionic concentrations of CKþ rð Þ and CCl� rð Þ. In Eq. (8), μi is the
mobility, zi¼ � 1 based on the charge of the ion, and Di¼ μikBT/e, the diffusion

coefficient, is DKþ ¼ 1:95� 10�5 cm2/s and DCl� ¼ 2:03� 10�5 cm2/s.

The total charge density, ρ(r), in Eq. (7) is composed of the charge in the

electrolyte, ρe(r), and on the membrane, ρm(r). These charge densities are

described by

ρe rð Þ ¼ e CKþ rð Þ � CCl� rð Þf g, ð9Þ

and

ρm rð Þ ¼ �eNSiO2
rð Þ, ð10Þ

respectively.

When solving for ϕ(r), the electrostatic potential difference is set to the applied

Ve on the top and bottom boundaries (in z-direction) of the simulation domain,

while normal derivatives of the potentials are set to zero on other boundaries,

similar to our previous publications [26–28]. The resultant ϕ(r) is shown in

Figs. 2 and 3.

Note that using the Einstein–Smoluchowski equation [29], we estimate the ionic

relaxation time, the time it takes for the flow of ions to reach a steady state, to be

τi � L2D= Dið Þ � 0:1 ns. Additionally, we find the dielectric relaxation time, τd,
given by τd � ε0εKClr =σ, is �0.3 ns where σ¼ 0.025 (Ω cm)�1 is the conductivity

of our solution. Although the applied electrolyte bias changes over the course of the

simulation, the steady-state Nernst–Planck equations are still viable because the

relaxation times are smaller compared to other times characterizing the motion of

the polymer.

2.3 Computational Model of a Polymer Chain Attached
to a Molecular Stop

We will continue using the Brownian dynamics approach to our model, as

described in Eqs. (1) and (2), for a polymer chain attached to the surface of a

molecular stop instead of the mouth of the nanopore, shown in Fig. 4. The

molecular stop is modeled as a sphere with the parameters of NeutrAvidin, which
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Fig. 2 Contour plots of the electrostatic potential distribution at electrolyte bias (a) Ve¼ 0 and

(b) Ve¼ 0.8 V

Fig. 3 Electrostatic potential ϕ(r) for electrolyte bias Ve¼ 0, 0.4, 0.6, and 0.8 V along the z axis

through the center of the nanopore (at x¼ y¼ 0 Å). The nanopore entrance and exit are indicated

by the vertical lines at 260 and 0 Å respectively. (Inset) Electrostatic potential along the x axis

through the center of the nanopore (at z¼ 130 Å). The nanopore boundaries are indicated by the

vertical lines at �10 and 10 Å
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has approximate mass of M¼ 52.8 kDa and radius of r¼ 0.066M1/3� 25 Å
[30]. The stop, with index i¼ 0, is represented as an uncharged hard sphere of

radius Rstop¼ 25 Å, where Rstop>Rpore. Each bead of the polymer chain attached to

the stop continues to have the same properties previously described.

Equation (1) is modified to include the larger molecule as well as the bead

attached to it, making the translational BD model

ri tð Þ ¼ ri t� δtð Þ �∇iU ri t� δtð Þ½ �δt
ξi
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6δtkbT

ξi

s
ni, i ¼ 0, 1, 2, . . . ,Nb, ð11Þ

where Nb is the number of beads in the polymer chain, which excludes the

molecular stop. The potential energy in Eq. (11) is Eq. (2) and to maintain

computational scheme stability with the introduction of a new drag coefficient,

the time step is changed to δt¼ 0.1 ps.

In the nanopore, the beads will experience a drag coefficient of ξi¼ 7.5� 10�9

Ns/m for i¼ 1 , 2 , . . . ,Nb. For the molecular stop, i¼ 0, the drag coefficient is

approximated by using the bulk diffusion coefficients given by the generalized

diffusion tensor [31],

D ¼ DTT DTR

DRT DRR

� �
: ð12Þ

Fig. 4 A schematic of a

polymer chain extended

inside a nanopore attached

to a molecular stop
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In Eq. (12), R and T stand for the rotational and translational motion, respec-

tively. Since the molecular stop is modeled as a sphere, the elements in the diffusion

tensor are DTR¼DRT¼ 0, DTT ¼ kbT
ξ S

Tð Þ
I, and DRR ¼ kbT

ξ S
Rð Þ
I, where kb is the Boltzmann

constant, T¼ 300 K, I is the identity matrix, and ξSTð Þ, Rð Þ is the drag coefficient for

translational and rotational motion, respectively [32]. The translational drag coef-

ficient is calculated using ξ0 ¼ ξSTð Þ ¼ 6πηRstop and the rotational drag coefficient is

ξSRð Þ ¼ 8πηRstop
3 [32, 33].

For beads i¼ 1 , . . . , Nb, Eqs. (3)–(8) are used to describe each bead’s potential
energy. Since the first bead in the polymer chain is attached to the molecular stop at

the surface, Uel is calculated using Eq. (3) between the center of the smaller bead

and the surface point of the molecular stop it is attached to. For the bead-bead and

bead-membrane LJ interaction energy for i¼ 0, the hard sphere of radius Rstop is

accounted for by replacing r0j with r0j�Rstop in Eq. (4), giving

Ub ¼ Eb
XNb

j¼1

σb
r0j � Rstop

� �12

� 2
σb

r0j � Rstop

� �6
" #

: ð13Þ

The Coulomb interaction energy described in Eq. (5) now includes bead i¼ 0,

and will be zero for the molecular stop since the stop has a zero net charge.

The rotational motion of the large bead must also be considered, so a body fixed

axes (BFA) reference frame is introduced with an origin at the center of the

molecular stop. Since the stop is a sphere, only the rotation about an instantaneous

axis directed along the vector of the net torque acting on it is considered [32]. Addi-

tionally, only one component of the angular velocity needs to be used along the

previously described axis such that ω¼ΔΩ/δt, with ΔΩ as the rotated angle during

timespan δt. The rotational Langevin equation for the molecule is therefore

ξSRð Þω ¼ �ρ�∇U rsurfacestop t� δtð Þ
h i

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6kbTξ

S
Rð Þ

δt

s
n, ð14Þ

where rsurfacestop is the position vector of the location where the molecular stop and the

polymer chain are bound on the surface of the molecule, and ρ ¼ rsurfacestop � r0 is the

position vector of the bonding site in the BFA. Equation (14) uses the torque due to

the external forces and due to the random forces as expressed by the first term and

second term, respectively. In order to calculate the resultant position of the binding

site, for every time step the z-axis of the BFA is aligned with the instantaneous axis
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of rotation where the position vectors in this new frame is ρ0 and is calculated by

ρ0(t� δt)¼Zθϕρ(t� δt) with

Zθϕ ¼
cos θ cosϕ cos θ sinϕ � sin θ
� sinϕ cosϕ 0

sin θ cosϕ � sin θ sinϕ cos θ

0
@

1
A: ð15Þ

Here θ is the angle made between the z-axis of the BFA and the instantaneous

axis of rotation and ϕ is the angle made between the x-axis of the BFA and the xy-
projection of the instantaneous axis of rotation. Afterwards, the molecule is rotated

about the instantaneous axis by angle ΔΩ so that the surface binding position is

updated as ρ0(t)¼ZΔΩρ(t� δt) with

ZΔΩ ¼
cosΔΩ sinΔΩ 0

� sinΔΩ cosΔΩ 0

0 0 1

0
@

1
A: ð16Þ

The position vector ρ0(t) is then transformed back to the BFA system by ρ(t)¼
(Zθϕ)

Tρ0(t) [32].

3 Results

3.1 Surface Modified Nanopore

For the surface modified nanopore, we study how the varying applied electrolyte

bias, Ve, and length of polymer chain, Nb, affect the interaction between a tethered

polymer and a nanopore in a SiO2 membrane. Approximately 103 simulations were

executed for each combination of Ve and Nb, each beginning by calculating the

electric potential of the system via the PNP model described in Eqs. (7)–(10). The

attached polymer chain is initially relaxed for 107 time steps (50 μs) without an
electrolyte bias being applied. The Rg of the freely floating tethered polymer

saturates over the course of the relaxation period, indicating it has reached an

equilibrium configuration.

The data collection BD simulations last between 120 and 700 million time steps

(0.6–3.5 ms) for Nb¼ 10, 15, 20, 30, 40, 50, 60. During these simulations, Ve¼ 0.4,

0.6, or 0.8 V is applied initially, just after the relaxation period. After a time

interval, long enough for a polymer chain of length Nb to find, enter, and extend

into the pore when subject to Ve, the applied electrolyte bias is switched to Ve¼ 0.

After the electrolyte bias is switched off, the polymer chain escapes the nanopore

confinement due to its random motion and is found floating outside the pore again.
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Several characteristic times described later are recorded during the course of

the simulation. The radius of gyration, Rg ¼ 2N2
b

� ��1P
ijr

2
ij

h i1=2
, and Zcm, the z-

coordinate of the center of mass position, of the entire chain are also calculated.

We first define the characteristic times associated with the polymer chain-

nanopore interactions and describe how they depend on Ve and Nb. Over the course

of a simulation, given a sufficient amount of time steps allocated to Ve> 0 for a

strong enough Ve, there will be two equilibrium configurations the tethered mole-

cule can exhibit: one inside the nanopore and one outside. After being relaxed, a

polymer chain remains above the membrane until enough beads find the pore

entrance (through random motion) and become captured by the electric field

produced by the applied bias, pulling the polymer inside. The chain then enters

the pore and extends inside where it remains due to the positive electrolyte bias.

While the electric field pulls on the polymer inside the pore, the movement of the

tethered biomolecule in the z-direction is restricted. When the applied bias is

switched off in the simulation, the polymer always exits the pore and floats freely

above it, allowing for a larger variation in the probability of the center of mass z-
coordinate’s P(Zcm).The maximum P(Zcm) values, achieved at Zin

cm and Zout
cm

positions inside and outside the pore, respectively, are calculated and used in

determining the duration of time it takes for a tethered molecule to enter and exit

the pore. As seen in Fig. 5, two maxima in P(Zcm) exist for each Ve, one inside the

pore and one outside. The probability distribution when the polymer is above the

membrane, P(Zcm> 260) Å, is wider but with a smaller maximum probability than

the distribution found inside the pore, showing that variation in the tethered chain’s

Fig. 5 (a) The probability of the chain’s center of mass in the z-coordinate, P(Zcm), for all Ve and

Nb¼ 20. The two peaks correspond to the most likely z-coordinate position inside and outside the

nanopore, when the applied bias is on and off respectively. (Inset) The peak positions, when P

(Zcm) is maximum, inside the pore (Zin
cm), Zcm< 260Å, and outside the pore (Zout

cm), Zcm> 260Å, for
various Nb. The dashed line shows the location of the nanopore entrance. (b) The center of mass z-
coordinate, Zcm, over a course of a single simulation for Nb¼ 20 and Ve¼ 0.4 V. At 400 μs
(vertical, solid line), the applied bias is switched off and Ve¼ 0. The pore entrance is located at

260 Å (horizontal, dashed line) and the most likely positions inside and outside the pore for Zcm:

Zin
cm and Zout

cm, respectively, are calculated from the data collected from each simulation
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motion in the z-coordinate is reduced due to the applied bias and nanopore

constriction. As a result, Zin
cm � N1

b for P(Zcm< 260) Å, as shown in the inset of

Fig. 5. The inset also shows how Zout
cm of the polymer chain outside the nanopore

increases as Nb does. Once the applied bias is switched off (Ve¼ 0), the polymer

eventually is found freely floating outside of the pore in which case Rg � N ν
b where

ν¼ 0.57 is comparable to the Flory exponent in three dimensions. [34]

The positions Zin
cm and Zout

cm are recorded to define access, enter, and exit time

periods, as shown in Fig. 5. At the beginning of the simulation, after the polymer

has been relaxed and the electrolyte bias is applied across the membrane, the

polymer starts accessing the pore. The duration of time a polymer takes to access

a pore is denoted as τaccess. We define the end of this process once the chain’s Zcm
departs from its most likely position outside the nanopore without returning to it

before fully entering and reaching its most likely position inside. The time it takes

the biomolecule to enter the pore, τenter, is the time the chain takes to travel from its

most probable Zcm position outside to its most probable position inside the pore

without returning outside. Similarly, a polymer chain exiting the nanopore is

defined by its Zcm reaching its most probable location outside the pore after the

applied bias is removed from the system. For short chains, with the lengths

comparable to the pore opening, it is possible, however unlikely, for the polymer

to leave the pore prior to the bias switching off. In these cases, the period of time

when the chain exits, τ0, is only computed for simulations where the polymer is

located inside the nanopore when the applied bias is turned off.

The results for average enter times,〈τenter〉, calculated in this way can be seen

in Fig. 6. Histograms of〈τenter〉 for each Ve and Nb are similar to the one shown in

the inset of Fig. 6, where the probability distribution of τenter reaches a maximum

that is close to the average enter time. We found the average enter time is dependent

on the chain length and applied voltage as τenterh i � N α
b where α � 1 but different

for each bias: α¼ 1.08, 1.16, and 1.47 for Ve¼ 0.8, 0.6, and 0.4 V, respectively.

Fig. 6 The average time it

takes for a chain to enter the

nanopore, 〈τenter〉, for all

studied biases and chain

lengths. Longer polymer

chains exposed to smaller

biases take longer to extend

into the nanopore. The

curves are best fits to data.

(Inset) The probability
histogram of τenter for
Ve¼ 0.8 V, Nb¼ 20
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According to a standard equilibrium analysis [34–37], a driven translocation

through an entropic barrier, such as a polymer chain entering a pore, results in

τener�Nb while an unbiased translocation, such as a biomolecule exiting the

nanopore, follows the scaling law of τexit � N2
b. Our results agree with this, as the

largest applied bias yields τenterh i � N1:08
b .

The average exit times 〈τexit〉 were also studied for each electrolyte bias Ve

and number of beads Nb. The calculated values for〈τexit〉 are displayed in Fig. 7.

Similar to 〈τenter〉, for all simulations of a given bias and chain length, histo-

grams were made to compare the value of τexit where its probability is maximum

to 〈τexit〉 to ensure they correspond. Despite the previously applied Ve, all of the

exit times are approximately the same for a set polymer chain length, that is, once

the applied bias is switched off (Ve¼ 0), the escape duration scales the same way

with respect to chain length regardless of the bias that was originally used to force

the chain inside. We find that 〈τexit〉 scales with number of beads as N1:88
b . This

value closely resembles the results seen from free diffusion (� N2
b), but since the

pore restricts the movement of the polymer, τexith i � N α
b where α< 2.

As one can see from comparison of Figs. 6 and 7, τenter< τexit for the same Nb

and Ve, that is, a polymer subject to a bias will enter a nanopore faster than a

polymer leaving once the bias has been removed. This behavior appears in situa-

tions where the polymer length is sufficiently larger as compared to the diameter of

the pore (Nb> 20). Since τenter is mostly driven by the potential created by the

electrolyte bias, the duration of the polymer chain entering is shorter than of it

exiting, which is primarily a thermally driven process.

For all chain lengths, a larger applied bias yields a shorter 〈τaccess〉 due to the

ease of polymer capture for a stronger bias. As random movement dominates the

polymer chain’s motion outside the pore, beads will come near and breach the

entrance of the nanopore. Once enough of the chain is subjected to the applied bias,

the biomolecule is captured, overcoming the entropic barrier that had been keeping

Fig. 7 The average time it

takes for a chain to exit the

nanopore, 〈τexit〉, for all

biases and chain lengths.

(Inset) The probability
histogram of τexit for
Ve¼ 0.8 V, Nb¼ 20
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the polymer from extending into the pore. In our simulations, Ve¼ 0.8 and 0.6 V

behave similarly in respect to being captured by the pore, however, both biases will

yield small τaccess compared to Ve¼ 0.4 V. Figure 8 shows that the access time

histograms exhibit an exponential probability distribution. A small bias such as

Ve¼ 0.4 V yields τaccess histogram that decays more slowly than larger biases,

resulting in larger〈τaccess〉. This is because a polymer chain in a weak bias needs

to be oriented in a specific way to begin entering the pore, otherwise the bias will

not be strong enough to perturb the chain and capture the polymer. For any strong

bias, such as Ve¼ 0.8 and 0.6 V, it does not matter how the chain is oriented, as long

as enough beads start entering the pore, all of it will be pulled in. This is not the case

for weaker biases, like Ve¼ 0.4 V, since the random motion of the biomolecule can

overcome the attractive potential created by the electrolyte bias.

By looking at how the polymer chain successfully enters the nanopore through

comparing Zcm positions against corresponding Rg values during this period, the

proper capture conditions can be determined. Figure 9 shows this relation for a

polymer chain length of Nb¼ 40 exposed to an electrolyte bias of Ve¼ 0.8 (data

Fig. 8 Access time histograms for Nb¼ 20 at different applied electrolyte bias Ve: (a) Ve¼ 0.4 V;

(b) Ve¼ 0.6 V; (c) Ve¼ 0.8 V. An exponential distribution functionAe�Aτaccess (solid line) was fitted
for each Nb and Ve in order to determine 〈τaccess〉 where 〈τaccess〉¼ 1/A

Fig. 9 Contour plots of Zcm positions of a tethered polymer chain Nb¼ 40 long and its

corresponding Rg for all simulations with electrolyte bias (a) Ve¼ 0.8 V and (b) Ve¼ 0.4 V

while the polymer is entering the pore
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from �1,000 data collection runs) and 0.4 V (data from �800 data collection runs).

Since the time it takes for a chain of Nb¼ 40 to enter the nanopore for Ve¼ 0.8 V is

short compared to Ve¼ 0.4 V (�37 and �119 μs, respectively), and there being a

lower probability of finding the chain above the nanopore for Ve¼ 0.8 V while it is

entering, we observe that once the chain is captured, it will quickly enter. This is not

the case for the weaker bias of Ve¼ 0.4 V as Fig. 9 shows the probability of finding

the polymer above the pore during the entering process to be higher than for larger

biases. This, in addition to τenter being over three times larger when Ve¼ 0.4 V

compared to Ve¼ 0.8 V, indicates an increased time devoted to the chain orienting

itself in a favorable way to begin extending into the pore.

The differences in how a polymer chain enters the nanopore when exposed to a

weak bias (Ve¼ 0.4 V) and a strong bias (Ve¼ 0.8 V) are further seen by looking at

how Rg changes as the polymer extends inside the pore. For a large bias, there is

little preference on Rg of the chain prior to the Zcm passing through the pore

opening. As the polymer’s Zcm decreases towards the location of the pore’s
mouth, Rg� 20 Å and starts to decrease as Zcm decreases. This is due to how the

chain will extend into the pore by the beads that are initially captured, resulting in a

brief period of Rg increase followed by a decrease as more of the chain is forced into

the compact space of the nanopore. Eventually, the entire polymer will be pulled

into the nanopore and extend, effectively increasing it’s Rg, as seen in Fig. 9.

For the weaker bias, most of the time the chain spends above and at the pore

entrance while Rg< 20 Å, showing the chain typically having a smaller radius of

gyration prior to successfully being captured by the nanopore. Chains that are more

unraveled will not be able to enter the pore when exposed to a weaker bias since

random motion upon entering/neighboring beads can easily pull it back outside. By

reducing Rg of the chain, the effect of the chain’s random motion is diminished and

the polymer has a greater chance at entering. This can be seen in Figs. 10 and 11

(data from �32 data collection runs used to create scatter plots). Both figures show

a single simulation of a chain of length Nb¼ 40 in a Ve¼ 0.4 V applied electrolyte

bias. The Zcm and Rg of the entering chains are traced on top of a scatter plot

showing the results of all corresponding simulations during the enter period.

Figure 10 shows an example of the chain’smost probable path of successfully entering

the nanopore which is in a hairpin formation. As described previously, the chain is

initially hovering above the nanopore with a small Rg. The chain breaches the mouth of

the pore by the middle of the chain, reducing its Rg further. Once the rest of the chain is
pulled inside of the pore, its Rg begins increasing as the chain is less self-obstructing.

Figure 11 accounts for another way the polymer chain can enter the pore, free end

first. The entering process starts similarly, with a small Rg; however, the traced path

is different once Zcm is lower than the pore entrance. When the polymer enters free

end first, its Rg does not decrease as Zcm is just below the pore entrance. Instead,

chain’s Rg steadily increases as Zcm decreases for the duration of the entering period,

a result of the chain not self-obstructing. We observe that this possible way of

entering the pore is less successful for both weak and strong biases, as seen in Fig. 9.

In Fig. 12, the capture probability during the first 300 μs summarizes the results

of the above discussion. For a strong bias, such as Ve¼ 0.8 V, the probability of

having a short τaccess is close to 1. For the weaker bias of Ve¼ 0.6 V, the probability
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of the polymer being captured by the pore also remains �1, even for longer chain

lengths. Once the gyration radius of the freely floating polymer chain exceeds the

radius of the nanopore (between Nb¼ 20 and 40), the capture rate has a noticeable

decline for strong biases, as seen in Fig. 12.

For a weak bias, the capture probability quickly declines for short allowances of

τaccess as Nb increases. This decline in capture probability between Ve¼ 0.6 V and

Fig. 10 A single

simulation trace on top of a

scatter of Zcm positions and

Rg lengths of a Nb¼ 40

chain entering the nanopore

subject to Ve¼ 0.4 V (top).
The points (a)–(d) indicated
on the trace have their

configurations displayed,

showing the process of how

the chain enters the

nanopore. In this particular

case, the chain is captured

by the pore in a hairpin

formation
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Ve¼ 0.4 V shown in Fig. 12 indicates the existence of a free energy barrier that a

polymer chain in weaker biases are not able to overcome [38]. For small Nb, a chain

in a bias that is not strong enough to overcome the free energy barrier created by the

pore easily will need to be configured in such a way that perturbation is possible,

leading to the polymer being captured and extending into the pore.

Fig. 11 A single

simulation trace on top of a

scatter of Zcm positions and

Rg lengths of a Nb¼ 40

chain entering the nanopore

subject to Ve¼ 0.4 V (top).
The points (a)–(d) indicated
on the trace have their

configurations displayed,

showing the process of how

the chain enters the

nanopore. In this situation,

the chain is captured by the

pore by threading through

via the free end
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3.2 Molecular Stop

For the modified polymer chain, the BD simulation for the molecular stop-nanopore

system uses applied electrolyte biases of Ve¼ 0.4, 0.6, or 0.8 V over the length of

the pore, and the attached polymer chain is of length Nb¼ 20. Initially, the polymer

chain is relaxed for 108 time steps (10 μs) inside the nanopore at the Ve that will be

applied during the proceeding simulation. Afterwards, the data collection BD

simulation lasts 109 time steps, during which time the polymer chain spends the

entirety of the simulation extended inside the nanopore, hanging from the molec-

ular stop. The variation of each bead in the x, y, r, and z-directions over the course of
the simulation are calculated as the polymer chain exhibits various conformations

in its equilibrium state. These variations are also compared to the variation of

position for the freely translocating polymer chain.

The results for the position and variation in movement for each bead of the

polymer chain in the z-direction are seen in Fig. 13a. As shown in the mean

position, a larger bias will pull the polymer chain more, forcing each bead to extend

deeper into the nanopore. This stronger bias also holds the polymer chain taut,

restricting its movement in the z-direction. As a result, the standard deviation from

the mean, σz, for chains in a larger applied bias is smaller for each bead. Figure 13b

also shows how the polymer chain’s variation in movement increases as it

approaches the free end, ending in a much greater σz for the final bead in the

chain compared to the first bead, which is attached to the molecular stop. To ensure

a sufficient amount of data points have been taken, histograms are made, as seen in

Fig. 15. The position of each bead in the polymer chain should be approximately a

Gaussian distribution, where the mean and standard deviation for each bead corre-

spond to those shown in Fig. 13. This distribution was calculated for the middle

bead and superimposed onto the histogram. Discrepancies in the data and the
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Fig. 12 Capture

probability of a polymer

within 300 μs as a function
of Nb for different Ve. The

capture probability within

300 μs is equivalent to P
(τaccess< 300 μs) as the
polymer chain is captured

by the nanopore after τaccess
is over. The curves are fitted

by P(τaccess< 300 μs)¼
B exp(�CNb(1�DNb)),

where B, C, and D are

positive fitting

parameters [38]
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distribution are expected, as the movement of the bead in the z-direction should be

more restrictive in the direction it is being pulled in. As a result, the histogram

should deviate more on the side facing the molecular stop than on the side facing the

free end, which it does in Fig. 15.

The standard deviation for each bead in the polymer chain is also calculated in

the x- and r-direction for the molecular stop-polymer chain system, which is then

compared to the variation in position for the freely translocating polymer chain. The

standard deviation of these positions, σx,r, shown in Fig. 14, is overall lower for the
molecular stop-polymer chain system than it is for the freely translocating system,

which is to be expected since the chain attached to the molecular stop is held taut,

reducing movement in each direction. For the freely translocating polymer chain,

the standard deviation is symmetric about the center of the chain where the ends

have the most variation in the x- and r-direction since they are only bound to a

single bead and the beads in the center have approximately the same σx,r. A freely

translocating chain experiences nearly the same standard deviation regardless of

applied bias, whereas the chain attached to the molecular stop will have smaller

variations for larger applied biases. The free end of the molecular stop-polymer

chain system will still have the largest σx,r in the chain since its movement is not as

restricted as other beads in the chain, but the bead attached to the molecular stop

also has a larger σx,r compared to the minimum σx,r of the chain. This is due to this

bead being bound to the molecular stop, which is still diffusing randomly at the

entrance of the nanopore, dragging the smaller bead with it in the xy-plane. As a
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nanopore is located at z¼ 260 Å and the first small bead attached to the molecular stop. Stronger

applied biases pull the polymer chain deeper into the nanopore and reduce the movement of the

molecular stop outside the pore. (b) Average z-coordinate standard deviation, σz, for each bead in

the molecular stop-polymer chain system for each applied bias. Stronger biases reduce the

variation of movement for every bead. Regardless of applied bias, the end of the polymer chain

attached to the molecular stop varies little in the z-direction due to the rest of the chain pulling on it
from below and the molecular stop keeping it in place, while the other end varies much more

because it is only anchored by the preceding bead
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result, the σx,r in the polymer chain will decrease for beads further away from the

molecular stop before increasing again for beads close to the free end, as seen in

Fig. 14. Histograms of the data are also made and compared to their expected

distributions, where each bead’s position should exhibit a Gaussian distribution in

the x- and y-direction and a Rayleigh distribution in the r-direction. Figure 15 shows
that the histograms are a good fit for these distributions with only slight discrepan-

cies due to the physical restrictions of our system, such as the walls of the nanopore.

4 Conclusion

In this work, we examined the interaction between a solid-state nanopore and a

negatively charged polymer chain attached to the mouth of the pore. The movement

of the polymer is characterized using a Brownian dynamics model along with the

self-consistent PNP model to describe the electric potential produced by the

membrane-nanopore system and electrolyte bias [26]. We apply a time-dependent

electrolyte bias for tethered chains of various length in order to see how and under

what conditions the biomolecule will be captured by the nanopore, enter it, and

leave it.

We find that the time it takes to accomplish each of these tasks depends on the

strength of the applied bias and the length of the biomolecule. While the polymer

is entering the pore, the relation between the time it takes to enter and extend
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chain system is slightly effected by the strength of the applied bias, with stronger biases having

smaller standard deviations. Compared to the freely translocating polymer chain, the molecular

stop-polymer chain system has less variation in its movement in the x and r-directions. While the

molecular stop-polymer chain system’s standard deviation is effected by differences in the applied
bias, the freely translocating polymer chain only changes negligibly when Ve does. The results in

the y-direction are similar to those in the x-direction
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inside is� N α
b where α� 1.0. This indicates the polymer approaching the behavior

of a driven motion as stronger biases are applied.

Once the polymer is located inside the pore exhibiting an extended configuration

for Ve> 0, switching the bias to Ve¼ 0 makes the biomolecule diffuse out of the

pore in the same way regardless the strength of the previously applied bias. The

relation between the time it takes for the chain to exit the pore and the length of the

chain is � N1:88
b , corresponding to the result given by diffusion altered by the

presence of the pore restricting the chain’s movement.

In order for the polymer to enter the pore, it must overcome a free energy barrier

while accessing it. This is easily done for chains that are subject to a strong

electrolyte bias such as Ve¼ 0.8 and 0.6 V in our model. In these cases, when the
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Fig. 15 The probability of the center of mass of 10th bead in the chain in (a) the z-coordinate,
P(z10), (b) the x-coordinate, P(x10), and (c) the r-coordinate, P(r10), for Ve¼ 0.8 V. (a) The

probability for this histogram corresponds to a Gaussian distribution, which is graphed with the

histogram. The mean and standard deviation of the Gaussian displayed were taken from Fig. 13.

(b) The probability for this histogram also corresponds to a Gaussian distribution, which is

graphed with the histogram. The standard deviation of the Gaussian displayed was taken

from Fig. 14. (c) The probability for this histogram corresponds to a Rayleigh distribution,
r

σxσy
e�r2= 2σxσyð Þ, which is graphed with the histogram. The standard deviations used in the

Rayleigh distribution displayed are taken from Fig. 14 and the y-direction counterpart
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chain length is small and its radius of gyration is less than the radius of the pore, the

biomolecule will successfully access the pore nearly always within 300 μs. Even for
longer chains, the bias is strong enough to perturb it easily, resulting in predictably

small access times. For weaker biases, the polymer chain is much harder to unravel

and must be configured favorably before extending into the nanopore.

Giving consideration to the possible influences of the electro-osmotic flow, we

would expect an increase in the time it takes for the polymer chain to be captured by

the nanopore. This is due to how the negatively charged nanopore surface in a positive

applied electrolyte bias will cause an outwardly directed electro-osmotic flow

resulting in a tethered polymer to be pushed out and away from the nanopore [28, 39].

A charged polymer chain attached to a molecular stop exposed to an applied

electrolyte bias encouraging the strand to extend into a cylindrical nanopore will

cause the polymer to be pulled taut, reducing σz with increasing Ve. A bead’s

standard deviation in the z-direction is larger the further that bead is from the

molecular stop, with the last bead having the largest σz since it is only bound by a

single bead making it less restricted in its movement. The variation in movement

for beads in the x , y-plane are also reduced for increasing Ve. Largest σx,y,r values
are exhibited in the free end, similar to the z-direction; however the part of the chain
attached to the molecular stop also experiences an increase in σx,y,r. This is due to
how the molecular stop randomly diffuses outside the nanopore, pulling the chain

along with it. Compared to the freely translocating chain, the molecular stop-

polymer chain system has a smaller standard deviation due to the restrictions

imposed by the bias, neighboring chain segments, and the molecular stop.

In this chapter, we studied the behavior of a polymer chain attached to a

nanopore’s surface or a molecular stop while it is pulled into the pore. We find

that a chain attached to a molecular stop offers greater control over the chain

dynamics while it samples the nanopore electrostatic landscape.
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Amperometric Sensors Based on Carbon

Nanotubes in Layer-by-Layer Films

Danilo A. Oliveira, Osvaldo N. Oliveira, Jr., and José R. Siqueira, Jr.

Abstract Electrochemical sensors have been among the main applications of

carbon nanotubes (CNTs) over the last decade, as biocompatibility and possible

conjugation with biomolecules afforded by nanotubes were exploited. Amperomet-

ric sensors are among the several electrochemical (bio)sensing systems with CNTs

incorporated onto electrodes to detect substances of biological and clinical interest.

The layer-by-layer (LbL) technique, in particular, has been used to arrange CNTs

with many materials in nanostructured films, leading to sensors and biosensors with

enhanced properties to be employed in the biomedical field. This chapter brings an

overview of the use of CNTs-based LbL films as amperometric sensors and their

advantages as sensing platform.

Keywords Biological detection, Carbon nanotubes, Clinical diagnosis,

Electrochemical sensors, Layer-by-layer technique

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

2 Carbon Nanotubes as Materials for Electrochemical Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

3 Layer-by-Layer Technique for Incorporation of CNTs in Sensors . . . . . . . . . . . . . . . . . . . . . . . . 242

4 Carbon Nanotubes in Layer-by-Layer Films for Sensing Applications . . . . . . . . . . . . . . . . . . . 244

4.1 Sensors for Clinical Diagnostics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

4.2 DNA Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

D. A. Oliveira and J. R. Siqueira, Jr. (*)

Institute of Exact Science, Natural and Education, Federal University of Triângulo Mineiro,
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1 Introduction

Carbon nanotubes were first reported in the early 1990s [1, 2] and have since that

time brought new perspectives to nanotechnology, with novel devices for various

areas, including in biomedical fields [3–7]. The use of CNTs in sensors and bio-

sensors, in particular, has been widespread for substances of biological and clinical

interest. The physical and chemical properties, in addition to their biocompatibility,

allowed CNTs to be employed with different biological materials in electrochem-

ical sensors to detect many substances [3–7]. Optimization in performance for

specific detection systems can be achieved with novel functional structures where

nanometric control is based on CNTs [8, 9], which requires infrastructure and

knowledge for manipulating nanomaterials in the form of nanostructured films

[8, 9]. Of special importance is the ability to control materials incorporated in the

sensor device at the molecular level, and this can be done with the layer-by-layer

(LbL) technique that allows for producing nanostructured, organized films with a

variety of materials [8–12]. Indeed, the LbL method affords control of the film

architecture and thickness, and may provide synergy between properties of distinct

materials at the nanoscale. The film formation methodology is based on electro-

static interactions of layers with opposite charges of both organic and inorganic

substances, such as carbon nanotubes, nanoparticles, and biomolecules [8–12].

This chapter gives an overview of the use of CNTs in LbL films applied

in electrochemical biosensors of biomedical interest and clinical diagnosis. The

advantages of using carbon nanotubes in electrochemical sensors are discussed

alongside a review of the layer-by-layer technique and the reasons why it is

attractive to apply nanostructures in biosensors. Emphasis will be placed on elec-

trochemical sensors reported in the last 10 years with CNTs in LbL films. Perspec-

tives and trends of this well-known nanomaterial in the field of sensing research

will also be highlighted.

2 Carbon Nanotubes as Materials for Electrochemical

Sensors

Electrochemical sensors are analytical devices based on charge transfer reactions,

i.e. Faradaic or non-Faradaic processes, whose principle of detection may be

potentiometric, conductometric, amperometric, or voltammetric [13]. Biosensors

are chemical sensors containing a biologically active material (e.g., enzymes,

antigens, antibodies, DNA, organelles, among others) incorporated to a transducer,

which must be able to convert the generated biochemical signal into a measurable
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signal (electric current, temperature variation, light absorption, etc.) [13]. Figure 1

presents a schematic block diagram of a biosensor.

CNTs are promising materials for sensor applications due to their physico-

chemistry properties. The main interest in using carbon nanotubes in chemical

and biochemical detection arises from their remarkable electronic properties,

which distinguish them from other nanometric structures [3–6, 14]. In particular,

CNTs exhibit an sp2 hybridization, the 2s and two 2p orbitals hybridize to form

three sp2 orbitals, permitting three σ bonds, separated by an angle of 120�, and
a fourth electron being in the pz orbital in a perpendicular plane, that does

not participate in the sp2 hybridization. This fourth electron is used to form a

π-delocated bond. The ability of the π electron to move freely between carbon

atoms gives rise to a high electrical conductivity [15]. In addition, CNTs present a

high one-dimensional surface area, which may permit excellent ability to mediate

rapid electron transfer kinetics for a wide range of electroactive species. Also,

CNTs have catalytic activities for many electrochemical reactions in that electron

transport excludes the need for redox mediators. Moreover, CNTs can be func-

tionalized with many different radicals, increasing the range of chemical species

that can be immobilized over their surface, as well as facilitating their incorporation

onto diverse electrodes surface [3–6, 14].

There are two main types of CNTs, the single-walled carbon nanotubes

(SWCNTs) and the multiwalled carbon nanotubes (MWCNTs) [5, 6, 14]. In addi-

tion, CNTs behave as a metal or semiconductor according to the arrangement of the

carbon atoms that make up the cylindrical shape of the nanotube [5, 6, 14]. Elec-

trodes modified with CNTs have higher conductivity than graphite and show

superior performance compared to electrodes such as Au, Pt, and other carbon

Fig. 1 Schematic representation of a biosensor block diagram. Modified with permission from

Oliveira et al. [8]. Copyright 2014 American Chemical Society
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electrodes. CNTs have a hollow core, which is suitable for incorporating host

molecules. For instance, proteins and enzymes can be immobilized onto the nano-

tube surface without losing biological activity [3–7]. Figure 2 shows different

types of sensors based on CNTs combined with various materials, such as DNA,

enzymes, and nanoparticles [16]. Significantly, in addition to the intrinsic advan-

tages of CNTs, synergy can be obtained by combining them with other substances.

CNT-based electrochemical biosensors, for example, may be small with large

surface area, and exhibit high sensitivity, fast response time, improved charge

transfer, and high biocompatibility with different types of biomolecules [3–7].

Furthermore, CNTs possess electrochemical properties similar to other carbon

electrodes widely used in electrochemical applications. Unlike other carbon-

based nanomaterials, such as fullerenes, CNTs have varied electrochemical prop-

erties which yield electrochemical sensors with improved sensor characteristics.

Moreover, CNTs display high chemical stability, mechanical strength and may

mediate electron transfer reactions with electroactive species in solution [3–7, 16–18].

3 Layer-by-Layer Technique for Incorporation of CNTs

in Sensors

CNTs can be immobilized with good control of their properties using various

techniques of film preparation [8, 9]. For sensors and biosensors, one of the most

effective ways of manipulating nanotubes is in the form of ultrathin films [8, 9],

which require the CNTs to be functionalized. Attachment of carboxyl and other

functional groups is one of the most popular ways for functionalization, and such

CNTs can be purchased commercially [19, 20]. Chemical modification and solubi-

lization of CNTs promotes new features from functionalization, which can be

exploited in the formation of polymer nanocomposites and conjugation with bio-

logical species [17–20].

CNTs-modified electrodes have been prepared with various methods, including

the LbL technique that allows for films with controlled architecture to be produced

Fig. 2 Schematics of various types of materials combined with CNTs in electrochemical

biosensors
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[8, 9]. The LbL technique is advantageous owing to the simplicity of the experi-

mental apparatus to fabricate the films, which can coat surfaces of any shape or size.

It may be considered as an extension of the self-assembly methods based on

chemical interactions (usually covalent bonds) between deposited layers [21].

Instead of chemical adsorption between layers, the technique described by Decher

[22–24] is based on physical (electrostatic) interactions of oppositely charged

layers. A typical procedure to produce LbL films from polyelectrolytes is described

in Fig. 3. A solid substrate charged, for example, negatively, is immersed into a

cationic solution, so that a polycation layer adsorbs on the substrate. Then, the

substrate is immersed into an anionic solution, promoting the adsorption of the

polyanion in the previously adsorbed layer of polycation. A bilayer is obtained, and

the repetition of the process leads to a multilayer LbL film.

The potential of the LbL method can be inferred from the variety of types of

materials used, ranging from polyelectrolytes and polymers with dyes to ceramic,

metallic, and semiconducting materials, in addition to biological materials [8–

12]. With the richness in properties that can be achieved, LbL films have been

used in many areas, including in fuel cells, solar cells, supercapacitors, and sensors

[8–12]. For electrochemical sensing [8, 9, 12], nanomaterials and biological mate-

rials have been integrated to exploit the compatibility in size when components of

electronic circuits having dimensions comparable to biomolecules. The electro-

static interactions and charge transfer can be detected by amperometrical methods,

being advantageous for detection of biological species. In addition, the high

reactivity and effective area of these nanomaterials provide a natural combination

for biological molecules [8, 9, 12].

In amperometric sensors based on LbL films, CNTs can be incorporated with

various biomolecules to produce modified electrodes or probes. For example, an

enzyme may be immobilized as a recognition element on the device’s surface [3–7,
16–18].

Fig. 3 Schematic representation of the fabrication process of LbL films. Modified with permis-

sion from Siqueira et al. [9]. Copyright 2010 Elsevier
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4 Carbon Nanotubes in Layer-by-Layer Films for Sensing

Applications

4.1 Sensors for Clinical Diagnostics

Two important compounds in clinical analysis and diagnosis are nitrite (NO2) and

hydrogen peroxide (H2O2). When in excess in the body, nitrite can lead to esoph-

agus cancer, malformation of fetuses and other diseases, while hydrogen peroxide

is cytotoxic and may be a signaling molecule for several biological processes

[25]. Zhang and coworkers described an electrode based on cationic 2,9,16,23-

tetra[4-(N-methyl)pyridinyloxy-phthalocyaninecobalt (II) ([TMPyPcCo]4+) and

acid-treated multiwalled carbon nanotubes (aCNTs) that were alternately self-

assembled on a glassy carbon electrode (GCE), as shown in Fig. 4. In the

[TMPyPcCo/aCNTs]n films, [TMPyPcCo]4+ is anchored on the surface of a CNT

without any inert polymeric binders, which helps to expose the most active sites for

electrocatalysis. The amperometric responses to NO2 and H2O2 varied linearly with

concentration between 5 μM and 30 mM and from 10 μM to 9 mM, respectively. In

addition, the stability, reproducibility, and selectivity of the measurements make

Fig. 4 Schematic representation of the LbL [TMPyPcCo/aCNTs]n film developed by Zhang and

coworkers, yielding an electrochemical bifunctional sensor for detection of nitrite and hydrogen

peroxide. Modified with permission from Zhang et al. [25]. Copyright 2016 Royal Chemistry

Society
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the [TMPyPcCo/aCNTs] films suitable for detecting nitrite oxidation and peroxide

reduction in real blood samples [25].

Other (bio)sensors to detect H2O2 with LbL films containing CNTs included

the use of polyoxometalate clusters K6P2W18O62 (P2W18) [26], Prussian blue and

poly(diallyldimethylammonium chloride) [27], horseradish peroxidase [28], iron

oxide magnetic nanocrystals to mimic peroxidase [29], and redox-active iron

(II) phthalocyanine nanoparticles [30]. As for detection of nitrite, an equally wide

variety of materials have been conjugated with CNTs in electrochemical sensors

made with the LbL technique. By way of illustration, a note can be made of

H7P2Mo17V1O62 and Pt-chitosan nanoparticles [31], positively charged gold nano-

particles and hemoglobin [32], vanodotungstophosphate α2-K7P2VW17O62�18H2O

[33], and multihemic nitrite reductase [34].

Detection of another important compound, the reduced form of nicotinamide

adenine dinucleotide, has been made with LbL films containing MWCNTs, gold

nanoparticles (AuNPs) and red polyneutral red film [35], MWCNTs LbL films [36]

and with polymerized phenothiazine [37].

Important biomarkers in biological fluids, such as ascorbic acid (AA), uric acid

(UA), and dopamine (DA), have been extensively investigated using amperometric

sensors made with LbL films containing CNTs. These modified electrodes can

improve the electrocatalytic activity by oxidation of such substances. Examples

include detection of AA with films comprising p-aminobenzene sulfonic acid [38],

simultaneous detection of DA, AA, and UA with a multilayer film of chitosan, tin

disulfide nanoparticles, and SWCNTs [39], detection of AA, UA, and epinephrine

using poly(malachite green) [40], and use of electropolymerized β-cyclodextrin to

detect UA [41]. With multiple-component film architecture, made with chitosan,

AuNPs, Nano-SnO2 and MWCNTs, Pan and coworkers studied the electrocatalytic

activity of UA. The most significant feature was the separation of the oxidation

peaks for AA and UA, which allowed for the simultaneous detection of these two

analytes [42].

Enzymatic biosensors should be highlighted in this context since the LbL

technique has been shown to be excellent in the preservation of protein activity.

For instance, Zhang and coworkers reported a carbon nanotube-acetylcholinester-

ase/biopolymer LbL film, with renewable properties, as shown in Fig. 5 [43]. This

study involved two LbL films in the same electrode, an internal consisting of layers

with positively charged CNT-polyethylenimine (PEI) and negatively charged

CNT-deoxyribonucleic acid, and an external made of alternating layers of posi-

tively CNT-PEI and negatively charged CNT-acetylcholinesterase (AChE) as out-

ermost bilayer. The signal current associating to the CNT-AChE layer was inhibited

after exposure to pesticides, causing desorption of this layer from the electrode, but

allowing the internal layers to be kept intact. The same electrode was regenerated

by self-assembling of new CNT-PEI/CNT-AChE bilayers atop the internal film,

and was reused again for detection tests. The modified electrode was regenerated

multiples times, observing the current recovered completely to the initial levels as

indicated by the chronoamperometric curves in Fig. 5.
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In another study, SWCNTs were used as matrix for acetylcholinesterase to

determine the concentration of acetylcholine with a resolution of 10 μM [44]. For

detection of cholesterol carbon nanotubes were used in the matrix for immobiliza-

tion of enzymes such as HRP and cholesterol oxidase [45, 46]. Chitosan derivatives

served for immobilization of glucose oxidase, l-amino acid oxidase or polyphenol

oxidase as biorecognition elements. This system combined with the CNTs

presented an efficient self-assembly and enhanced sensitivity [47].

Various LbL-based electrochemical sensors have been fabricated to detect drugs

in pharmaceutical formulations or in biological samples. For instance, LbL films

adsorbed on a carbon glass electrode and containing functionalized MWCNTs and

a molecularly imprinted polymer were used to detect tramadol. This is an important

synthetic analgesic that can accumulate in the body to cause side effects such as

nausea, vomiting, tachycardia, seizure, cardiopulmonary arrest, and even death.

The printing process basically involved copolymerization of a multi-functional

monomer with a reactant in the presence of a template molecule, also called a

print molecule. When this model molecule was removed, a site was formed in

the polymer matrix to bind to the tramadol. The principle of sensor operation

was square wave voltammetry in the presence of [Fe(CN)6]
3�/4� as probe. The

corresponding peak current decreased as the tramadol concentration in solution

increased. This may occur due to some cavities of the sensor be filled with tramadol

molecules, hampering electron transfer of the redox probe onto the sensor surface.

The calibration curve exhibited two linear concentration ranges from 0.2 to 2.0 nM

and 2.0 to 20.0 nM, with a limit of detection of 0.03 nM [48].

MWCNTs were combined with polyaniline (PANI) in LbL films to detect

various substances, as in the case of nifedipine that is used for treating angina

pectoris, high blood pressure, and cardiovascular diseases. Detection of nifedipine

is relevant because it can be toxic to the body when found in excess, causing

dizziness, changes in heartbeat, nausea, and vomiting. The sensor produced by

Fig. 5 Schematic representation of an acetylcholinesterase biosensor by amperometric measure-

ments. Modified with permission from Zhang et al. [43]. Copyright 2015 American Chemical

Society
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Wang et al. showed a synergistic effect for electrochemical oxidation of nifedipine,

with a more intense anodic peak and a detection limit of 1 μM [49]. Another PANI-

MWCNTs-based sensor was investigated to detect 2-chlorophenol, a highly toxic

substance. Its maximum concentration permitted amounts 100 mg L�1, which

indicates the importance of a sensor capable of fast and reliable monitoring. With

this sensor, the current peaks of PANI decreased with increasing chlorophenol

concentration because the analyte adsorbed on the film, thus blocking the active

sites of PANI. The lowest concentration detected was 1 ppm (1 mg L�1) [50]. Cho-

line, an essential nutrient for the human body, was also detected with an ampero-

metric biosensor, which exhibited a linear response from 1 μM to 2 mM and a

detection limit of 3 μM [51].

Paracetamol is an antipyretic and analgesic drug used worldwide. In general, it

is safe and has no toxic effects in normal doses. However, in excess it can cause

skin rashes, liver disorders, nephrotoxicity, and inflammation of the pancreas.

Sensors for detecting paracetamol were made by combining MWCNTs with poly

(amidoamine) dendrimers and ethylenediamine. When dendrimers were used, the

anodic peak current increased linearly between 3.0 � 10�7 and 2.0 � 10�4 M, with

detection limit of 1.0 � 10�7 M [52], while for ethylenediamine the linear range

was 1–200 μM and detection limit 0.092 μM [53].

Chitosan was used with MWCNTs for detecting 17α-ethinylestradiol, a syn-

thetic estrogen female hormone used in contraceptives, which is able to affect the

endocrine system even at such low concentrations as ng L�1. Detection with square

wave voltammetry was possible with detection limit of 0.09 μM and linear range

from 0.05 to 20 μM [54]. Graphene/MWCNTs films were employed to determine

the concentration of the fat-loss drug clenbuterol using differential pulse

voltammetry, where the linear range was between 0.01 and 0.5 μM with detection

limit of 4.6 nM [55]. Copper tetrasulfonated phthalocyanine onto MWCNTs was

tested as amperometric sensor to detect the antioxidant 2-mercaptoethanol in a

linear range of 30 μM–6 mM and detection limit of 25 μM [56]. A sensor to detect

sumatriptan, a substance used for treating migraine and headache, was developed

with an LbL film comprising electropolymerized polypyrrole and MWCNTs.

Oxidation of sumatriptan was detected using linear sweep voltammetry in the linear

range 0.02–10.0 μM with detection limit of 6 nM [57]. A thin imprinted sol-gel

combined with MWCNTs was used to detect clindamycin in human urine samples.

This substance is an antibiotic whose side effects may include diarrhea and even

infections when in excess. The anodic peak current in cyclic voltammograms varied

with clindamycin concentration within a linear range from 0.5 to 80 μM and

detection limit of ca. 24 nM [58].

Compounds used in the food industry have also been detected with LbL films

containing MWCNTs. An example is quinolone yellow, a colorant used in beverage

industry, which can cause asthma, rashes, and hyperactivity. Detection with cyclic

voltammetry and amperometry was possible owing to oxidation of quinolone

yellow, whose results could be analyzed with concentration dependence in a linear

range between 0.02 and 10 μM, with a detection limit of 0.004 μM [59]. Glutamate

is used to add flavor in food, and is a typical neurotransmitter in the mammalian
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central nervous system and in the brain, related to neurological disorders such as

schizophrenia, Parkinson’s disease, epilepsy, and stroke. An amperometric sensor

based on the oxidation of glutamate was developed by Tang and coworkers, which

exhibited a wide determination range (0.2–250 μM) and high sensitivity of

433 μA mM�1 cm2 [60].

Much has been discussed about the possible advantages of using aptamers in

biosensors, and this has been exploited to detect the proteins thrombin and lysozyme.

LbL films of ferrocene-appended poly(ethyleneimine) (Fc-PEI) and CNTs, with

aptamers on the outermost layer could catch the target on the electrode interface. A

barrier was thus created for electrons, with inhibition of electron transfer and decrease

in the differential pulse voltammetry signal of Fc-PEI. This strategy proved to be

highly successful, with a wide detection range (0.3–165 ng mL�1) for the model

targets thrombin and lysozyme (0.2 ng mL�1–1.66 μg mL�1) [61].

With regard to straightforward diagnosis of diseases, mention can be made of a

biosensor to detect the swine influenza virus (SIV) H1N1, where the conductance of

underlying SWCNTs in LbL films was altered by antibody–virus complexes. The

resistance of the immunochips tended to increase upon adsorption of macromole-

cules such as poly-l-lysine, anti-SIV antibodies, and SIVs. Therefore, these devices

are promising for point-of-care diagnosis and lab-on-a-chip systems [62].

In another work depicted in Fig. 6, detection of cancer cells was made with

surface-confined ferrocene in LbL films with SWCNTs and a 3-mercaptopropionic

acid (MPA)-modified gold substrate. Positively charged poly(ethyleneimine)

functionalized with ferrocene (Fc-PEI) was used as current signal indicator and

negatively charged SWCNTs were alternately assembled. Folic acid (FA) was

covalently bonded onto the SWCNTs surface to recognize cancer cells according

to the high affinity of FA for folate receptor (FR) on the cell surface, while bovine

serum albumin (BSA) was employed as a blocker to minimize the non-specific

adsorption of cells on the sensor interface. The sensor signal was based on the

charge exchange between cancer cells and the electrolyte solution, where a

decrease of the current signal was observed, as illustrated in Fig. 6. Once cells

were captured onto the sensor interface, they isolated the interface from the

electrolyte solution (resistance of 102–105 Ω), which inhibited the solvated anion

transfer between the electrolyte solution and the ferrocene used as a probe, resulting

in a decreased current response. The sensor was highly sensitive and selective,

exhibiting a range from 101 to 106 cells/mL with detection limit of 10 cells/mL for

human cervical carcinoma (HeLa) [63].

The incorporation of CNTs in LbL films was exploited in two types of sensors, one

to amperometrically detect the neurotransmitter dopamine (DA) and a capacitive

sensor to detect pH changes and penicillin G. In the first, LbL films of alternating

layers of MWCNTs dispersed in polyaminoamide (PAMAM) dendrimers and nickel

phthalocyanine (NiTsPc) were used in amperometric detection of DA. The electro-

chemical properties evaluated with cyclic voltammetry indicated that incorporation

of MWCNTs in the film led to a threefold increase in peak current, in addition to a

decrease of 50 mV in the oxidation potential of DA (0.75 V). The use of MWCNTs

also enhanced the activity of NiTsPc in the two-oxidation processes of DA to

248 D. A. Oliveira et al.



F
ig
.
6

D
ia
g
ra
m

o
f
th
e
el
ec
tr
o
ch
em

ic
al

cy
to
se
n
so
r
w
it
h
su
rf
ac
e-
co
n
fi
n
ed

p
ro
b
e
fo
r
d
et
ec
ti
o
n
o
f
H
eL

a
ce
ll
s.

M
o
d
ifi
ed

w
it
h
p
er
m
is
si
o
n
fr
o
m

L
iu

et
al
.

[6
3
].
C
o
p
y
ri
g
h
t
2
0
1
3
E
ls
ev
ie
r

Amperometric Sensors Based on Carbon Nanotubes in Layer-by-Layer Films 249



dopaminequinone, where the anodic peak shifted from 0.80 to 0.75 V (see Fig. 7).

The detection limit was of the order of 10�7 M. The latter allowed detection of DA

even in the presence of AA, a typical interferent for DA. Another LbL film was

obtained with layers of PAMAM and SWCNTs employed in field-effect-devices

using a capacitive electrolyte-insulator-semiconductor structure. The adsorption of

the film components was monitored by measuring the flat-band voltage shift in

capacitance-voltage (C-V) curves, caused by the charges from the components.

From constant capacitance measurements it was inferred that the EIS-PAMAM/

SWCNT film displayed a high pH sensitivity (ca. 54.5 mV/pH), being capable of

detecting penicillin G between 10�4 and 10�2 M, when a layer of enzyme penicil-

linase was adsorbed atop the PAMAM/SWNT film [64–66].

4.2 DNA Sensors

The ability of CNTs to help preserve activity of immobilized biomolecules for

sensing and biosensing was also exploited in DNA-containing sensors, which are

Fig. 7 Dopamine sensor based on PAMAM-MWCNTs/NiTsPc LbL films. Modified with per-

mission from Siqueira et al. [64]. Copyright 2009 John Wiley & Sons, Inc.
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normally advantageous owing to their high selectivity. For example, ultrasensitive

detection of 3,30,5,50 tetramethylbenzidine (TMB) was achieved with LbL films

made with a bioconjugate of DNAzyme-functionalized Pt nanoparticles/CNTs.

Because TMB is oxidized by the DNAzyme, the electrochemical signal varied

with TMB concentration to reach a detection limit of only 0.6 fM, with excellent

selectivity against even a single mismatch [67].

In another example, an efficient sensor with poly-l-lysine (pLys) and Au-carbon

nanotube (Au-CNTs) multilayers was developed to detect DNA, where the DNA

probe was linked to an outer layer of positively charged pLys. The detection was via

hybridization and accomplished by using methylene blue as the indicator, which

possesses different affinities to double-stranded DNA (dsDNA) and single-stranded

DNA (ssDNA) [68].

Detection of DNA damage is crucial for obvious biological implications and a

suitable way for such detection is to use DNA-based sensors. Considerable DNA

damage caused by reactive oxygen species formed in situ and the possible antiox-

idant effects of rutin and tea extracts were evaluated with an LbL film of MWCNTs,

double-stranded calf thymus or herring sperm DNA deposited on a screen-printed

carbon electrode. In this device, detection was made by measuring the changes in

charge transfer resistance and voltammetric current of a negatively charged redox

probe such as [Fe(CN6)]
3� [69]. Also relevant in this context was the assessment of

oxidative DNA damage induced by cadmium ions (Cd2+) with a sensor comprising

carboxylic group-functionalized carbon nanotubes, pLys and dsDNA, in which

differential pulse voltammetry was the principle of detection with methylene violet

as the intercalating redox probe [70].

Sensors made with DNA-containing LbL films can also be used to detect

chemical compounds of relevance, as it is the case of 2,4,6-trinitrotoluene (TNT),

a well-known explosive material, sometimes used to generate charge transfer salts.

A fast response, within 15 s, toward TNT was possible with a sensor fabricated on a

glassy carbon modified with DNA-functionalized, SWCNTs hybrids, and poly

(diallyldimethylammonium chloride) (PDDA). The limit of detection, obtained

through the reduction peak of TNT, was 0.5 μg L�1 with a linear range at least

up to 800 μg L�1 [71].

The combination of DNA and CNTs has been explored in immunosensors,

which could serve as platform for determination of antigens and/or tumor markers.

The concept was illustrated with the determination of alpha-fetoprotein with an

amperometric immunosensor comprising LbL multilayers of thionine/DNA carbon

nanotubes modified glass carbon electrodes. In this sensor, DNA served as cross-

linker for thionine immobilization, which allowed for reaching a relatively low

detection limit of 0.02 ng mL�1. This performance was made possible because

alpha-fetoprotein decreased the peak currents of thionine, a redox probe [72].
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4.3 Glucose Sensors

Glucose sensors are perhaps the most investigated in history for at least two

reasons: the immense market already in place and the availability of so much

data, which serve as reference for the development of innovative approaches and

devices. It is therefore not surprising that much has been done with LbL films

containing CNTs for glucose sensing, and this will be illustrated here with a few

examples.

Amperometric glucose sensors were obtained with LbL films of Cu/MnO2/

MWCNTs nanocomposites deposited on a glassy carbon electrode [73] and

bamboo-like MWCNTs noncovalently functionalized with calf-thymus double-

stranded DNA coated with glucose oxidase [74], to measure the concentration of

glucose through its oxidation. In various examples, the matrix made with CNTs to

immobilize glucose oxidase also contained polymers and/or metal nanoparticles to

enhance sensitivity in electrochemical detection. For instance, a glucose sensor was

obtained with LbL films of polyallylamine, poly(vinylsulfate), PDDA, and glucose

oxidase adsorbed on perpendicularly aligned few-walled carbon nanotubes/

thionine/Au [75]. In a similar work, graphene functionalized with capped AuNPs

and MWCNTs comprised the matrix to adsorb the enzyme glucose oxidase, with

which a relatively high sensitivity (29.72 mA M�1 cm�2) and low detection limit

(4.8 μM) were reached in detecting glucose [76]. Polymers with multifunctions can

also be combined with CNTs, as in the glucose biosensor built with LbL films of

MWCNTs dispersed in polyhistidine and glucose oxidase, which also contained

one layer of Nafion as anti-interferent barrier. This biosensor was especially

interesting because no previous treatment was required to generate functional

groups or covalent attachment of bioactive groups. The linear range for detection

was between 0.25 and 5.00 mM, with a detection limit of 2.2 μM [77].

The use of modified Pt electrodes with LbL films for amperometric glucose sensors

has been reported by various authors, e.g., in Wang et al. [78], and Shirsat et al.

[79]. SWCNTs dispersed in PDDAwere deposited in LbL films alternated with glucose

oxidase on Pt electrodes where the best performance was achieved with a 7-bilayer

film, whose sensitivity toward glucose was 63.84 μA mM�1 cm2 [78]. In another

example, an amperometric glucose biosensor was made with LbL films of glucose

oxidase on SWNTs and polypyrrole deposited on a platinum-coated polyvinylidene

fluoride membrane. The biosensor exhibited a linear response range from 1 to 50 mM

of glucose concentration with excellent sensitivity of 7.06 μA mM�1 [79].

A special film architecture designed to optimize the performance of electro-

chemical glucose sensors is depicted in Fig. 8 [80]. Pt nanoparticles were mixed

with CNTs and cast on a GCE using chitosan (CS) as a binder (Pt nano-CNTs-CS)

which served as matrix to adsorb an LbL film of concanavalin A (Con A) via

electrostatic attraction with the positively charged chitosan. The biosensor was

completed with adsorption of LbL alternating layers of Con A and glucose oxidase

(GOD), whose optimized performance yielded a detection limit of 4.0 � 10�7 M

and a linear range from 1.2 μM to 2.0 mM [78].
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The trend toward flexible biosensors has also had an impact on glucose sensors

built with LbL films. By way of illustration, transparent and flexible glucose bio-

sensors were prepared using the LbL method where a polymer substrate was

functionalized with MWNTs and glucose oxidase (see Fig. 9). Thin Ti and Au

Fig. 8 Illustration of the biosensor prepared by Li et al. Adapted with permission fromWang et al.

[78]. Copyright 2011 Elsevier

Fig. 9 Flexibility (a) and transparency (b) of the biosensor by Yan et al. Modified with permission

from Yan et al. [81]. Copyright 2007 Elsevier
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layers were first deposited on the polymer substrate through plasma immersion ion

implantation and sputtering, respectively. An organic monolayer was then formed

on the gold surface using thiol chemistry. Subsequently, LbL films of negatively

charged MWCNTs and glucose oxidase were assembled on the modified Au surface

to yield a biosensor with a low detection limit of 10 μM [81].

Still with regard to the incorporation of metal nanoparticles in the LbL film to

enhance sensitivity, gold nanoparticles, MWCNTs and glucose oxidase were com-

bined with the positively charged poly(dimethyldiallylammonium chloride). The

synergistic effect of the gold nanoparticles and MWCNTs led to a higher

electrocatalytic activity in comparison to the films containing these components

in separate. Indeed, amperometric glucose biosensing was possible at a relatively

low potential (�0.2 V), with a detection limit of 128 μM [82]. Pt nanoparticles

encapsulated in dendrimers were used with glucose oxidase layers deposited on the

surface of carbon nanotubes to produce a biosensor capable of detecting glucose

down to 2.5 μM [83].

5 Conclusions

In this chapter, we provided an overview highlighting the importance and advan-

tages of the use of CNTs in LbL films with emphasis on their application in

amperometric biosensors. Attention was mainly given to (bio)sensing systems for

a variety of clinical diagnosis, as well as for glucose and DNA sensors. The

advantages of CNTs manipulated by the LbL method were illustrated by describing

a number of applications reported in the literature. In common in such applications

one identifies the synergy in the arrangement of nanotubes with biomolecules

and/or other compounds in nanostructured films deposited on electrodes.

The examples discussed in this chapter were chosen just by way of illustration,

since we did not intend to provide a comprehensive survey of the literature in view

of the thousands of papers published on electrochemical biosensors containing

carbon nanotubes. We hope that such examples may serve to inspire the design of

novel amperometric biosensors as different types of carbon nanotubes can be

combined with a variety of nanomaterials and biomolecules.
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Graphene-Based Biosensors and Their

Applications in Biomedical

and Environmental Monitoring

Rinky Sha, Sushmee Badhulika, and Ashok Mulchandani

Abstract Graphene, one atom thick sheet of sp2 bonded carbon atoms, is being

envisioned as the next generation carbon material for highly diversified sensing

applications and nanoelectronics. Graphene and its derivative, graphene oxide

have opened up new era in the development of next generation biosensors due to

their exceptional electrical, chemical, mechanical, optical properties and bio-

compatibility which include large surface to volume ration, excellent electrical

conductivity, high thermal conductivity etc. This chapter covers the properties,

functionalization of graphene and graphene oxide and their applications in bio-

sensors. In specific, we discuss recent advancements of graphene/graphene oxide-

based biosensors in significant applications of biomedical and environmental

monitoring, emphasizing the sensing performances which include sensitivity,

specificity, stability, reproducibility, limit of detection, and their applicability

in real samples. Underlying sensing mechanisms have been systematically

discussed in order to get better insight into how graphene and graphene oxide

contribute to the performance of each biosensor. Wherever applicable, limitations

of existing methodologies and future perspective have also been outlined and

discussed.
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1 Introduction

Biosensing has prime importance in improving the quality of human life in terms of

disease diagnosis and therapy, environmental safety, and security [1–4]. This has

led researchers to focus on developing simple, cost-effective biosensors with high

sensitivity, selectivity, lower detection limit, and long-term stability. A biosensor is

an analytical device that quantitatively or semi-quantitatively converts the infor-

mation about the presence of a chemical species (analyte) to a measurable signal. It

consists of two major components: (a) receptor and (b) transducer. The receptor is a

biomolecule, which recognizes the analyte, and the transducer converts this

biorecognition event into an analytically useful signal such as current, potential,

and impedance. Most common biorecognition elements used in biosensing include

enzyme, antibody, or oligonucleotide [4, 5]. In literature, various materials such as

metal and metal oxide semiconductors [6, 7] have been reported as a transducer

element to meet the increasing demand of biosensors in numerous fields such as

biomedical, environmental, clinical, and military.

Recent advancements in nanotechnology have attracted significant attention in

the development of point-of-care diagnostic devices for healthcare and environ-

mental monitoring. Carbon nanomaterials such as graphene or graphene oxide

(GO) have gained wide attention as next generation electrode materials for

biosensing applications due to their excellent properties [8, 9]. Graphene was

isolated from high-density graphite for the first time using simple scotch-tape

method in 2004 by Geim and Novoselov at the University of Manchester

[10]. So far, several methods have been developed for the synthesis of graphene.

Synthesis methods can be classified into two approaches: (a) top-down approach

(from graphite) and (b) bottom-up approach (from carbon precursors). Top-down

approaches include synthesis of graphene using mechanical and chemical exfoli-

ation techniques whilst bottom-up approaches comprise of chemical vapor depo-

sition (CVD) and epitaxial growth techniques [11, 12]. Most common technique
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used for the synthesis of GO is Hummers method wherein graphite is oxidized to

graphite oxide in the presence of oxidizing reagents, potassium permanganate

(KMnO4), sodium nitrate (NaNO3), and concentrated sulfuric acid (H2SO4)

[13, 14]. This oxidation process introduces oxygen containing functional groups

(hydroxyl, epoxy, carbonyl, and carboxyl groups) on the basal planes and at the

edges of graphite layers, which make graphite oxide hydrophilic. Since inter layer

distance is increased, GO would be easily chemically exfoliated from graphite

oxide in polar solvents, mainly in water under mild sonication [15].

Graphene, a single-atom thick two-dimensional sheet of sp2 bonded carbon

atoms arranged in a perfect hexagonal lattice, is a basic building block of other

carbon allotropes in different dimensions such as 0-D Fullerene (wrapped-up

graphene), 1-D carbon nanotube (rolled up graphene), and 3-D Graphite (stack of

graphene sheets) [16]. Graphene has a large specific surface area (theoretically,

2,630 m2 g�1), excellent carrier mobility (200,000 cm2 V�1 s�1), low intrinsic

noise, high thermal conductivity (5,000 Wm�1 K�1), high Young’s modulus

(~1.1 TPa), and transmittance of nearly 97% [17, 18]. In the unit cell of graphene,

the bonding–antibonding gap closes at the corners of the Brillouin zone or K-points,

which results in linear π-band dispersion around the K-points. Due to linear

dispersion of π-bands, electrons in graphene behave like massless charge carriers

with higher Fermi velocity (only 300 times smaller than speed of light), which results

in excellent conductivity (~108 S/m > copper (59.6 � 106 S/m) in graphene [19]).

Graphene is an ideal sensing material for the detection of biomolecules (such

as nucleic acid) which have higher redox potential as it has wide electrochemical

potential window (2.5 V in 0.1 mM phosphate buffered saline) [20]. One of the

basic requirements for a typical electrochemical biosensor is good electrocatalytic

ability of the electrode. This property basically improves the redox reaction. In

this regard, heterogeneous electron transfer and superior electrocatalytic proper-

ties of graphene make it a promising candidate for electrochemical biosensors. For

the above-mentioned properties, graphene is considered to be most promising

material for electrochemical sensors [21]. Moreover, graphene is a zero band

gap semiconductor and its band structure can be changed in three ways, which

include (a) constraining large-area graphene in one dimension to form graphene

nanoribbons, (b) biasing bilayer graphene, and (c) applying strain to graphene

[22]. Graphene shows ambipolar electric field-effect behavior, which makes it

sensitive to both electron-donating and electron-withdrawing molecules [4]. All

above-mentioned physicochemical and electronic properties make graphene a

promising candidate for the fabrication of highly sensitive biosensors for detection

of wide variety of analytes.

However, graphene is a zero band gap semiconductor and hydrophobic in nature

which limits its scope in real-time biosensing applications. In order to improve its

properties and expand the scope of applications, a graphene derivative, graphene

oxide (GO), has been utilized widely. GO is a graphene sheet decorated with

oxygen containing functional groups (e.g., hydroxyl, epoxy, carbonyl, and carboxyl

groups) on the both sides of basal plane and edges and obtained by oxidation of

graphite using well-known Hummers method. The presence of these hydroxyl and
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epoxy groups offers facile surface functionalization with desired biomolecules and

excellent aqueous dispersibility [23]. Unlike graphene, in GO, band gap can be

introduced owing to quantum-confinement and chemically, thermally, or electro-

chemically tuned by controlling size, composition, and relative fraction of sp3

hybridized domains of GO [20]. Moreover, various other properties such as high

surface area, low production cost, good colloidal stability, and biocompatibility

[24] provide GO a powerful platform for biosensing applications.

This chapter covers the properties, functionalization of graphene and GO, and

their applications in biosensors for healthcare and environmental monitoring.

Underlying sensing mechanisms are systematically discussed to provide better

insight into how graphene and GO attributed in each biosensor. Additionally,

summary on recent advancement of graphene and GO in the field of biosensors is

made, emphasizing the sensing performances which include sensitivity, specificity,

stability, reproducibility, limit of detection, and their applications in real samples.

Finally, wherever applicable, limitations of existing methodologies and future

perspective have also been outlined.

2 Functionalization of Graphene and GO

The hydrophobic nature of pristine graphene limits its scope and applications in the

field of sensors. In order to enhance its solubility and expand its scope as a sensing

material in developing highly sensitive biosensors with better specificity, it is

essential to functionalize graphene. Band gap can also be engineered into graphene

by tuning, doping, intercalation, etc., making it suitable for fabrication of nano

field-effect transistor (FET)-based biosensors [25]. Different strategies have been

reported for graphene functionalization that can be classified into two main cate-

gories: (1) covalent functionalization and (2) non-covalent functionalization [26].

2.1 Covalent Functionalization

Covalent functionalization is the most common technique used for functional-

ization of graphene which includes two methods: (a) formation of covalent bonds

between free radicals or dienophiles and C¼C bonds of pristine graphene and

(b) the formation of covalent bonds between organic functional groups and the

oxygen containing functional groups of GO. In the work done by Sinitskii et al.,

diazonium salt was used to produce free radicals, which react with sp2 hybridized

carbon atoms of graphene, therefore forming covalent bonds [27].

The ratio between carbon atoms with sp2 and sp3 hybridization in the graphitic

lattice is an indication of the degree of oxidation or covalent functionalization

reaction. This ratio is calculated by using the formula, ID/IG; where ID ¼ the

intensity of defect peak appeared around �1,350 cm�1 in Raman spectrum which
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corresponds to carbon atoms with sp3 hybridization and IG ¼ the intensity of

graphitic peak occurred around �1,580 cm�1 in Raman spectrum which corre-

sponds to carbon atoms with sp2 hybridization. Graphene is a two-dimensional

sheet of sp2 hybridized carbon atoms; as such, the coexistence of sp3 carbon atoms

is termed as lattice defects. As shown in Fig. 1, the ID/IG ratio increases with

addition of free radicals to graphene sheet.

In addition to free radicals, dienophiles are also used to functionalize graphene

by covalent method. In the work done by Georgakilas et al., graphene sheets were

functionalized with dihydroxyl phenyl groups by pyrrolidine rings. The presence of

hydroxyl group increases its dispersibility in organic solvents such as ethanol and

N,N dimethylformamide (DMF). The increased value of the ID/IG ratio confirms the

increase in the sp3 carbon atoms [29]. He and Gao established a simple method for

graphene functionalization with various functional groups and polymeric chains via

nitrene cyclo-addition. The method is advantageous because the resultant

functionalized graphene sheets are electrically conductive and show excellent

dispersibility in solvents [30].

As discussed earlier, GO is a graphene sheet decorated with oxygen containing

functional groups (e.g., hydroxyl, epoxy, carbonyl, and carboxyl groups) on both

sides of basal plane and edges. GO can also be functionalized with functional

groups by forming covalent bonds with oxygen atoms of GO. GO forms unstable

Fig. 1 Schematic illustration of free radicals addition to graphene; (a) Raman spectrum of

graphene before and after covalent functionalization, (b) optical image of functionalized graphene,

(c) intensity map of the D band for the boxed area shown in (b). The black curve shows the position
of the graphene flake. Reprinted with permission from [28]
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dispersion in water and organic solvents, like DMF/ethylene glycol, as exfoliated

GO tend to aggregate and form larger particles of graphite oxide. For the stabili-

zation of GO, various stabilizing groups such as large aromatic molecules [31],

didodecyldimethyl-ammonium bromide [32], polystyrene [33], and elastomeric

silicon foams [34] are added in the solution. However, the use of these stabilizing

groups limits the use of graphene in technological applications [25]. Chromophores

such as polythiophenes and oligothiophenes are also used to functionalize GO. In

the work done by Liu et al., GO was functionalized with amine-terminated

oligothiophenes through covalent amide bonds [35].

2.2 Non-covalent Functionalization

Although covalent functionalization methods have several advantages in terms of

controllability over the degree of functionalization, better stability of the hybrid

material, and reproducibility, they change the intrinsic electronic structure and

physical properties of graphene by converting sp2 carbon atoms to sp3 carbon

atoms, thus causing decrease in carrier mobility. In this regard, non-covalent

functionalization by π interactions offers a simple and economic approach,

which functionalizes graphene without disturbing its native electronic structure

[20]. π-interactions are significant in context of nanomaterial synthesis and

nanosensor fabrication as subtle changes in the electronic properties of π systems

can lead to dramatic effects in structure and properties of the nano-system. Over

the past two decades, extensive research has already been conducted to understand

the nature of π-complexes, which include the nonpolar gas�π interaction, H–π
interaction, π–π interaction, cation–π interaction, and anion–π interaction

[36, 37]. Theoretical explanations based on “ab initio” calculations have been

useful in proper understanding of the nature of π-interactions. The combined effect

of attractive forces (e.g., electrostatic, van der Waals, dispersive, and inductive

interactions) and repulsive forces (exchange repulsion) determines the strength of

the π-interactions.
Non-covalent linkage between functional groups and graphene can be achieved

through bi-functional linker molecules, e.g., in 1-pyrenebutanoic acid succinimidyl

ester (PBASE). π-electron-rich pyrene group binds to graphene surface by strong π–
π interaction whilst the succinimidyl ester group reacts with amine groups on

biomolecule [26]. Since graphene is regarded as a larger aromatic molecule it can

easily interact with any molecules with aromatic ring(s) on the surface. Therefore,

various molecules can physically adsorb on the surface of graphene without the

need of any coupling reagents. The negatively charged graphene derivative GO can

easily be functionalized with positively charged molecules by electrostatic interac-

tion. Metal nanoparticles (e.g., Au, Ag, Pt) are also used to functionalize graphene-

based materials, like GO or reduced graphene oxide (rGO) by non-covalent method

using various techniques such as in situ reduction and electrochemical deposition

[20]. Figure 2 summarizes two important methods used for the functionalization of
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graphene and the effect of functionalization on the intrinsic electrical and physical

properties of graphene.

3 Applications of Graphene and Graphene Oxide-Based

Biosensors

3.1 Biomedical Applications

Biomolecules like proteins, DNA, cholesterol, etc. play a vital role in various

disease developments; for example, high level of cholesterol in the bloodstream

causes the risk of various diseases such as coronary heart disease, while DNA

damage has been associated with Alzheimer’s and cancer [39–41]. Therefore, early
detection of biomolecules is of prime importance in disease diagnosis as well as

therapy. Due to exceptional physicochemical properties such as larger specific

surface area, faster electron transfer rate, and excellent carrier mobility,

graphene-based materials have been used extensively as a sensing material in the

fabrication of various biosensors [20].

3.1.1 Detection of Glucose

Continuous monitoring of glucose levels in blood is important for diagnosis and

management of diabetes mellitus [42]. Detection of glucose can be realized by

using glucose oxidase (GOx) enzyme as a recognition element. Unnikrishnan et al.

Fig. 2 Schematic diagram representing the effect of functionalization on the electrical properties

such as charge density, doping, scattering, electron-hole puddle density, because of alteration in

graphene’s hybridization state (sp2 to sp3), graphene’s quantum capacitance, dipole–dipole inter-

action, lattice defects, and charge transfer. Reprinted with permission from [38]
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demonstrated an rGO-based biosensor for electrochemical detection of glucose.

The electrode was prepared by first immobilizing GOx to GO by a single step

followed by electrochemical reduction of GO to rGO as shown in Fig. 3 [43]. The

GO-GOx modified glassy carbon electrode (GCE) exhibited good stability, repro-

ducibility, and selectivity with sensitivity of 1.85 μA mM�1 cm�2 in the concen-

tration range of 0.1–27 mM. Liang et al. developed the electrochemically reduced

carboxyl graphene (ERCGr) modified glucose biosensor where GOx was immo-

bilized on the ERCGr modified electrode through self-assembly technique [44]. The

sensor showed sensitivity of 7 μA mM�1 cm�2 in the concentration range of

2–18 mM and limit of detection of 0.02 mM with good selectivity and stability.

In both cases, the electrochemical detection of glucose was achieved by observing

the decrease of cathodic current of GOx flavin adenine dinucleotide (FAD) reduc-

tion to FADH2 (hydroquinone form of FAD) resulting from oxidation of glucose at

the surface of the biosensor. Although these biosensors showed higher sensitivity,

sensors were not used to detect glucose in blood samples to confirm their applica-

bility in practical applications.

Qian et al. reported a three-dimensional porous graphene–chitosan composite-

based biosensor for glucose detection using ferrocenecarboxylic acid (FMCA) as a

mediator [45]. Glucose was detected through its oxidation in the presence of FMCA

at the biosensor surface. Figure 4 shows the calibration curve of the GOx–

graphene–chitosan modified biosensor at 0.40 V in nitrogen-saturated 0.1M PBS

(phosphate buffered solution; pH 7.0) containing 5 mM FMCA under stirred

condition, where the inset exhibits the amperometric response of biosensor towards

successive addition of glucose. This glucose biosensor exhibited linear relationship

in the concentration range from 0.14 to 7.0 mM (R2 ¼ 0.995) with sensitivity of

11.2 μA mM�1 cm�2 and lower limit of detection of 17.5 μM.

Liu et al. fabricated biocompatible GO-based glucose biosensors [46]. GOx was

immobilized on the surface of a GO modified electrode via covalent interaction.

Glucose was detected by measuring the current resulting from the oxidation of

Fig. 3 Schematic illustration of immobilization of GOx to GO by single step followed by

electrochemical reduction of GO to rGO. Reprinted with permission from [43]
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hydrogen peroxide (generated from the oxidation of glucose during the enzyme

reaction). The glucose biosensor exhibited high sensitivity of 8 mAM�1 cm�2 with

good stability and reproducibility. In order to use the developed biosensor for real-

time applications, biocompatibility of the as-synthesized GO with human cells was

also studied.

3.1.2 Detection of Hydrogen Peroxide (H2O2)

Detection of H2O2 is of great significance as it acts as an essential mediator in food,

medicine, industry, and environmental control. It is the most valuable marker for

oxidative stress. The overproduction of H2O2 causes the progression of diseases

such as Alzheimer’s, alcoholic liver disease, and cancer [47]. Detections of H2O2

have been well demonstrated using the enzyme horseradish peroxidase (HRP) as a

recognition element. Lu et al. demonstrated a single-layer graphene nanoplatelet

(SLGnP)-aromatic molecule, tetrasodium 1,3,6,8-pyrenetetrasulfonic acid (TPA)–

HRP composite film for the detection of H2O2 wherein nafion was used as a binder

[48]. The electrochemical detection of H2O2 was achieved by directly measuring

current arising from the reduction of H2O2 at the surface of the SLGnP-TPA-HRP

composite modified electrode. The composite not only enhanced the direct electron

transfer between the enzyme and the electrode surface but also exhibited faster

Fig. 4 Calibration curve of GOx–graphene–chitosan modified biosensor at 0.40 V in nitrogen-

saturated 0.1M PBS (pH 7.0) containing 5 mM FMCA under stirred condition; inset: amperometric

response of biosensor towards successive addition of glucose. Reprinted with permission from [45]
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response time (<1 s), good stability, and lower limit of detection of 0.1 μM. Zhou

et al. fabricated an Au-graphene–HRP–chitosan biocomposite-based biosensor for

the detection of H2O2, wherein graphene was functionalized with sulfonate groups

(–SO3
�) to eliminate the restacking of graphene sheets to graphite [49]. The

biopolymer chitosan (CS) was used for HRP immobilization while Au nano-

particles were electrodeposited on the surface of HRP immobilized sulfonated

graphene (GS)/CS composite-based electrode to enhance the electrocatalytic prop-

erties of the biosensor towards H2O2. The linear range for the fabricated H2O2

sensor was found to be 5–5.3 mM with limit of detection of 1.7 μM. Figure 5a

depicts the amperometric response of Au/GS/HRP/CS/GCE at potential �0.3 V

towards successive addition of H2O2 in 0.1M PBS and inset of Fig. 5a shows

amplification of part A, whilst Fig. 5b shows corresponding calibration plot.
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3.1.3 Detection of Cholesterol

Cholesterol is a type of lipid molecule and an important precursor of biological

materials, such as bile acid, steroid hormones, and vitamin D. High levels of

cholesterol in the bloodstream causes the risk of several diseases such as “coronary

heart disease,” diabetes mellitus, hypertension, and cerebral thrombosis. Thus,

accurate and sensitive detection of cholesterol is of utmost importance in biomed-

ical diagnostics [39, 40]. The detection of cholesterol can be achieved using the

enzyme cholesterol oxidase (ChOx) immobilized onto graphene-based electrodes.

Nandini et al. fabricated a one-dimensional gold nanostructure (AuNs)-thiol

functionalized GO (GO-SH) composite-based biosensor for cholesterol sensing

[50]. The enhanced electrochemical performance of GO-SH/AuNs composite-

based cholesterol sensor in comparison to the pristine GO-SH-based sensor indi-

cated the synergistic effect of both GO-SH and AuNs. Figure 6a shows a schematic

presentation of the fabrication steps of the cholesterol biosensor. Figure 6b exhibits

amperometric response of the Gr (graphite electrode)/GO-SH/AuNs/ChOx at

potential �0.45 V towards successive addition of cholesterol in 0.1M PBS and

inset of Fig. 6b displays the corresponding calibration plot. Detection of cholesterol

was achieved by measuring current arising from the reduction of cholesterol to

cholesteone at the surface of biosensor. The sensor exhibited lower limit of detec-

tion of 0.2 nM, sensitivity of 273 mA mM�1 cm�2 in the concentration range of

0.05–11.45 mM with superior repeatability, reproducibility, and stability. Choles-

terol sensor was also used in serum sample to detect cholesterol and satisfactory

results suggested its utility in practical applications. Dey et al. developed a

graphene/platinum nanoparticles hybrid-based biosensor for cholesterol detection

[51]. The biosensor showed limit of detection of 0.2 μM with sensitivity of

2.07 � 0.1 μA μM�1 cm�2.

3.1.4 Detection of Urea

Urea is a common organic compound and one of the final products of protein

metabolism. Urea determination is important in biomedical field as its early detec-

tion helps to prevent various kidney and liver diseases [52]. Detection of urea can

be realized by using urease enzyme as a biorecognition element. Srivastava et al.

reported a multilayer graphene (MLG)-based biosensor for urea detection where

MLG was synthesized by unzipping of multi-walled carbon nanotubes [53]. Urease

and glutamate dehydrogenase (GLDH) were covalently attached with functional-

ized MLG. Detection of urea was achieved by measuring the peak current arising

from the oxidation of ammonium ions (generated form hydrolysis of urea by urease

in buffer solution) in the presence of nicotinamide adenine dinucleotide (NADH)

by GLDH. Figure 7a exhibits cyclic voltammograms of the functionalized

MLG-based biosensor towards successive addition of urea in the presence of

30 μL of NADH in PBS, whilst Fig. 7b presents the corresponding calibration
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Fig. 6 (a) Schematic presentation of the fabrication steps of the cholesterol biosensor; (b)

amperometric response of Gr/GO-SH/AuNs/ChOx at potential �0.45 V towards successive

addition of cholesterol in 0.1M PBS; inset: corresponding calibration plot. Reprinted with per-

mission from [50]
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curve. The biosensor exhibited a sensitivity of 5.43 μA mg�1 dL cm�2, lower

detection limit of 3.9 mg/dL, and response time of 10 s in the concentration range

of 10–100 mg/dL. Kumar et al. demonstrated a GnPs biosensor for the determina-

tion of urea wherein urease was covalently attached with edge functionalized GnP

to enhance the overall sensitivity [54]. Urea was detected directly by measuring

current at the potential 0 V resulting from ammonium ions adhered on the surface of

Fig. 7 (a) Cyclic voltammograms of functionalized MLG-based biosensor towards successive

addition of urea in the presence of 30 μL of NADH in PBS; (b) corresponding calibration curve.

Reprinted with permission from [53]
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the GnPs s modified electrode. Linear range of detection was found to be in

the range of 0.1–0.8 mg/mL with response time of 15 s and higher sensitivity of

33 μA (mg/mL)�1.

3.1.5 Detection of DNA

Detection of DNA has attracted significant attention in the field of biomedicine

and genetics. Determination of single stranded DNA (ss-DNA) is important for

sequence-specific recognition and mutation [55], whilst detection of double

stranded DNA (ds-DNA) is significant for visualization of the genomic information

in living cells [56]. Zhou et al. demonstrated a chemically rGO (c-rGO)-based

biosensor for the detection of four bases of DNA (guanine (G), adenine (A),

thymine (T), and cytosine (C)), ss-DNA, and ds-DNA using differential-pulse-

voltammetry (DVP) at physiological pH without a pre-hydrolysis step [57]. The

enhanced electrocatalytic activity of the c-rGO-based biosensor towards the oxida-

tion of A,T,C,G compared to the graphite-based biosensor (Fig. 8) could be

ascribed to high density of edge-plane-like defective sites on c-rGO. These defec-

tive sites provide many active sites and thus, facilitating rapid electron transfer

between the biosensor and target analytes.

Determination of sex in forensic science or genotyping is performed by moni-

toring the amelogenin gene (AMEL), one of the major matrix protein secreted by

tooth enamel. AMEL genes are located in the X- and Y-chromosomes in humans

and thus females have two identical AMEL genes (XX) while males having two

non-identical (XY) genes. Benvidi et al. reported a label-free biosensor for the

sensitive and selective detection of AMEL gene using an rGO modified glassy

carbon electrode to monitor hybridization of target and probe DNA by electro-

chemical impedance spectroscopy. The biosensor was able to detect as low as

3.2 � 10�21 M with a linear range from 1 � 10�20 to 1 � 10�14 M [58].

3.1.6 Detection of Protein Biomarkers for Disease Diagnosis

and Therapy

Immunosensors, an important class of biosensors, have been widely used to detect

protein biomarkers, like alpha fetoprotein (AFP), prostate specific antigen (PSA),

heat shock protein 70 (HSP70), etc., based on antigen–antibody interaction

with high sensitivity and especially excellent specificity [59–61]. Conventional

immunosensors use complex label processing steps which are expensive, require

time-consuming separations, thereby being unable to meet ever-increasing clinical

demands for the rapid detection of biomarkers. To overcome this issue, several

novel label-free detection techniques have been reported in literature. For example,

Li et al. fabricated an N-doped graphene-based immunosensor for label-free detec-

tion of the breast cancer biomarker CA 15-3, wherein the amino group of Anti-CA

15-3 antibody was covalently attached with the carboxylic groups of graphene
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surface [62]. The biosensor showed lower limit of detection of 0.012 U/mL in the

concentration range of 0.1–20 U/mL with good selectivity, reproducibility, and

stability. To check the applicability of biosensor in real samples, it was also used

to detect CA 15-3 in serum samples. Singal et al. presented a graphene-Pt
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nanoparticles (Pt NP) composite-based impedimetric immunosensor for label-free

detection of human cardiac troponin I, cTnI [63]. Monolayer graphene, synthesized

using chemical vapor deposition, was decorated with Pt NP through –SH groups of

mercaptopropionic acid (MPA) that was covalently attached to the amine groups of

interlinker 1-pyrenemethylamine attached to graphene through π–π bonds between

graphene and pyrene. Monoclonal antibodies against cTnI were immobilized on Pt

NPs through amide bond between the –NH2 groups of anti-cTnI and –COOH

groups of MPA. The immunosensor exhibited a linear response to cTnI over the

concentration range of 0.01–10 ng/mL with a sensitivity of 80 Ω cm2 per decade

and a limit of detection of 4.2 pg/mL of cTnI. Özcan et al. demonstrated a GO-based

immunosensor for label-free determination of tumor marker HSP70 using electro-

chemical impedance spectroscopy wherein AntiHSP70 was immobilized onto GO

surface using covalent bond [64]. Detection was achieved by measuring the charge

transfer resistance (Rct) of the electrode where with the increased concentrations of

HSP70, Rct increased linearly in the concentration range of 12–144 fg/mL. The

biosensor exhibited a limit of detection of 0.765 fg/mL. Furthermore, the developed

biosensor was applied to detect HSP70 in human serum sample and these results were

compared with the concentrations obtained from the commercial enzyme-linked

immunosorbent assay (ELISA) techniques. The insignificant variation in the concen-

tration obtained from those two methods ensured the reliability of the biosensor in

practical applications. Liu et al. reported a ferrocene functionalized GO-AuNPs

composite-based immunosensor for label-free detection of cTnI using square wave

voltammetry (SWV) as shown in Fig. 9 [65]. In Fig. 9b, the relative current corre-

sponds to the changes in current with the concentration of cTnI. The biosensor

showed excellent stability, selectivity, reproducibility, and lower detection limit of

0.05 ng/mL in the concentration range of cTnI from 0.05 to 3 ng/mL.

Graphene and GO-based biosensors have been used extensively for the detection

of other important biomolecules like dopamine, ascorbic acid, uric acid, other

saccharides (e.g., fructose, sucrose, and maltose), hemoproteins, cyclin A2, etc.

[66]. Describing each of them is beyond the scope of this chapter.

Fig. 9 (a) Square wave voltammograms of ferrocene functionalized GO-AuNPs composite-based

biosensor towards successive addition of cTnI; (b) corresponding calibration curve of immuno-

sensor. Reprinted with permission from [65]
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3.2 Environmental Monitoring Applications

With the rapid industrialization and globalization, environmental pollutions are

becoming increasingly serious. Large quantities of chemicals used in industry,

agriculture, and daily life are discharged into the environment. A large number of

these chemicals are toxic, carcinogenic, and long-existed in the environment and

easily entered into the food chain, which have threatened heavily the environment

and human health. In order to protect the ecological environment and human health,

it is important to develop simple, highly sensitive, cost-effective sensors for

constant monitoring and determination of the environmental pollutants. Most

common techniques used for detection of pollutants include liquid and gas chro-

matography, capillary electrophoresis, flow injection analysis, etc. In spite of their

high sensitivity and selectivity, these techniques are expensive, require sophisti-

cated instrumentation and time-consuming sample pretreatments, thereby being

unsuitable for in situ and continuous measurements [67]. As a result, biosensors,

a class of chemical sensors, have attracted wide attention for detection of pollutants

owing to their high sensitivity, low cost, portability, faster response, and ability to

detect in in situ condition [4]. The properties of larger specific surface area, faster

charge transfer, superior biocompatibility, and bio-stability pave the way for the

easy fabrication and testing of graphene and its derivatives, like GO and rGO-based

biosensors for constant monitoring and detection of environmental pollutants [68].

3.2.1 Detection of Heavy Metal Ions

Elements with atomic mass greater than 63.5 and specific gravity higher than 5 g cm�3

are categorized as heavy metals (e.g., lead (Pb), cadmium (Cd), and mercury (Hg))

[69]. Heavy metals are introduced into the environment from anthropogenic activities

such as wastes of metallurgical industries (e.g., mining, automotive, battery, and

electric cable manufacturing industries) [4, 9]. Accurate detection and quantification

of these heavy metals are of prime importance due to their toxicity, environmental

persistence, and carcinogenic effects in the skin, bones, lungs, liver, kidney, central

nervous system, etc. [69].

Wen et al. demonstrated a graphene-based biosensor for detection of lead (Pb2+)

ions with high sensitivity, lower limit of detection limit �0.02 nM and high

selectivity, using a Pb2+ dependent DNAzyme as the recognition element

[70]. This Pb2+-dependent DNAzyme is a double stranded DNA comprising of an

enzymatic strand and a thiolated substrate strand. Graphene was functionalized

with gold nanoparticles to immobilize DNAzyme molecules by forming covalent

bonds. Upon Pb2+ ions exposure, Pb2+ ions facilitated cleavage of the DNAzyme.

As a result, the enzymatic strand and the un-thiolated portion of the substrate strand

diffused away, leaving the thiolated fragment of the substrate strand on the AuNP.

The detection of lead ions was achieved directly from the shifting of Dirac point to

positive voltages at higher concentrations of Pb2+ ions as shown in Fig. 10.
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Sudibya et al. reported micro-patterned rGO film-based biosensor for the detec-

tion of heavy metal ions, like Hg2+ and Cd2+ ions, wherein metallothionein type II

protein (MT-II) was functionalized on the surface of rGO films via the pyrene linker

to bind metal ions with high affinity [71]. Upon metal ions exposure, a significant

conformational change of MT altered the interaction between the MT and rGO

channel, which resulted in the conductance change in rGO-FET (field-effect

transistor)-based biosensors. Figure 11a exhibits the real-time current response of

the rGO-FET-based biosensor towards successive addition of Hg2+ ions where

Fig. 11b, c shows the calibration curves with the normalized change in drain current

(ΔI/I ) for varying concentrations of (B) Hg2+ and (C) Cd2+ ions at a drain voltage,

Vds ¼ 0.4 V, and at different gate voltages, respectively. The biosensor showed a

limit of detection for Hg2+ ions of �1 nM and for Cd2+ ions of 1 nM with good

stability. The MT-II modified rGO-based biosensor was regenerated by washing

with acidic buffer (100 mM glycine, pH 2.3) to remove the bound metal ions from

MT-II. The biosensor was also subjected to detect metal ions in the lake water

collected from Nanyang Lake.

Tan et al. described a chemiresistive aptasensor based on an electrochemically

reduced graphene oxide channel functionalized with a mercuric ion selective

ss-DNA aptamer for the detection of Hg2+ ions in water [72]. The biosensor was

demonstrated to detect as low as 0.5 nM Hg2+ ions selectively in the presence of

other metal ions without any effect of different matrices.

3.2.2 Detection of Pesticides

Pesticides are used widely in agricultural field to increase the crop production by

combating pests and to control vector-borne diseases [73]. However, pesticides

such as phenolic compounds (e.g., phenol, chlorinated phenols, and nonylphenol)

and organophosphates (OPs) (e.g., carbaryl, carbofuran, and malathion) are con-

sidered as one of the most hazardous pollutants in the field of environmental

Fig. 10 Transfer

characteristics of graphene-

based biosensor reacted at

different concentrations of

Pb2+ ions (0, 0.1, 1, 10, and

100 nM). Reprinted with

permission from [70]
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research due to its toxicity, bioaccumulation, highly carcinogenic effects in aquatic

organisms, and humans causing damage to lungs, kidney, central nervous system,

and human tissues [67, 74, 75]. Therefore, the availability of highly sensitive

biosensor for constant monitoring and on-site detection of pesticides in air, soil,

and water is of utmost importance.

Zhang et al. developed a partially reduced GO-based biosensor for the determi-

nation of phenolic compounds (phenol and p-chlorophenol) using DPV [76]. HRP

heme-containing protein was immobilized on the surface of the partially rGO

modified electrode which oxidized phenolin presence of hydrogen peroxide

(0.02 mM). Figure 12 shows DPV curves of the HRP/partially rGO-based biosensor

in phosphate buffer recorded during successive addition of phenol. Two peak

currents at �0.25 and at 0.27 V were observed in Fig. 12. The presence of peak

at �0.25 V indicated the oxidation of phenol whilst another peak at 0.27 V was

indexed as the reduction of o-quinone, the oxidation product of phenol by HRP.

Both peaks were used for the detection of phenol as both peaks increased linearly

with all concentrations of phenol. In terms of performance the biosensor exhibited a

lower limit of detection (4.4 μM) and high sensitivity (61 μA mM�1) in the phenol

concentration range of 0.05–0.1 mM. Similarly, p-chlorophenol was detected at the
surface of the HRP/partially reduced GO-based biosensor through its oxidation.

The biosensor showed a linear response to p-chlorophenol at �0.2 V in the

concentration range of 1 μM to 0.8 mM. Although the biosensor showed good

reusability and stability, selectivity study and detection of phenolic compounds in

Fig. 11 (a) Real-time recording of drain current with the addition of Hg2+ ions; (b, c) calibration

curves with the normalized change in drain current (ΔI/I ) for varying concentrations of (b) Hg2+

and (c) Cd2+ ions at a drain voltage, Vds¼ 0.4 V, and at different gate voltages (0.6, 0 and�0.6 V).

Reprinted with permission from [71]
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real samples were not performed to ensure its authenticity and reliability in prac-

tical applications.

Zeng et al. reported a graphene-DNA modified biosensor for the detection of

nonylphenol (NP) using DPV [77]. The DNA molecule, an array of stacked π
electrons, provides faster charge transport to analyte (here, nonylphenol) because

of intercalative and electrostatic binding. To achieve enhanced sensitivity and

lower limit of detection by combining the synergistic effect of both graphene and

DNA, the composite graphene-DNA composite was synthesized and subsequently

used for sensing of NP through its oxidation at the surface of this biosensor. The

biosensor showed a linear response in the range of concentration from 5 � 10�8 to

4 � 10�6 mol/L with a high sensitivity of 21.99 μA μM�1 cm�2, good selectivity

and limit of detection of 10 nM. The developed biosensor was also applied to detect

NP in water.

Acetylcholinesterase (AChE) is an important enzyme, which catalyzes the

breakdown of neurotransmitters such as acetylcholine (ACh) and some other

choline esters. The toxicity of OPs is based on inhibition of catalytic activity of

AChE [75]. Sensing mechanism for the detection of OPs is based on the inhibition

to AChE at the surface of the biosensor. Li et al. developed a porous-reduced GO

(prGO)-based amperometric biosensor for the detection of OPs pesticides, wherein

AChE was immobilized on prGO [78]. The hydrolysis of acetylthiocholine (ATCl)

in PBS yielded thiocholine, which was oxidized by AChE at the surface of the prGO

modified GCE. Therefore, the inhibition to AChE was observed by measuring the

oxidation current of thiocholine. The sensing performance was optimized by

varying the pH of the electrolytic solution and the amount of AChE. pH 7.4 and

5 μL AChE were chosen as the optimal pH value and enzyme amount. With the

Fig. 12 DPV curves of HRP/partially reduced GO-based biosensor in phosphate buffer recorded

during successive addition of phenol. Reprinted with permission from [76]
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increasing concentration of ATCl, the amperometric response increased linearly in

the range of 0.72–1.76 mM. The estimated lower value of Michaelis–Menten

constant (KM) of 0.73 mM confirmed excellent enzymatic activity and affinity of

immobilized AChE towards ATCl. Furthermore, carbaryl, one type of OPs, was

detected based on its inhibition on the immobilized AChE. As shown in Fig. 13, the

% of inhibition of carbaryl increased linearly with the increasing concentration of

carbaryl in the range from 0.001 to 0.05 μg/mL with good stability, high sensitivity

of 1,181.2 ng�1 mL, and lower limit of detection of 0.5 ng/mL.

Wang et al. demonstrated self-assembling of AChE on an AuNPs-chemically

reduced graphene oxide nanosheets (cr-Gs) hybrid for the detection of the OP

paraoxon [79]. As shown in Fig. 14, cr-Gs and AuNPs were formed in situ from

GO and chloroauric acid, respectively, in the presence of a water-soluble cationic

polyelectrolyte (polydiallyldimethylammonium chloride) (PDDA). The AChE/

AuNP/crGs-based biosensor showed excellent stability in the presence of PDDA

linker with lower limit of detection of 0.1 pM.

3.2.3 Detection of Other Organic Molecules

Over the past two decades, the environmental pollutions caused by toxic, organic

molecules such as explosives and pharmaceuticals have attracted wide attention in

the scientific research community due to their adverse effects in humans. These

organic molecules are detected by oxidation or reduction at the surface of the

electrode.

Fig. 13 Calibration plots with the change in inhibition in % for varying concentrations of

carbaryl. Reprinted with permission from [78]
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Ethanol is a common toxic, flammable, volatile organic compound. Long-time

exposure to ethanol can cause several diseases such as central nervous system

disorders, allergies, acidosis, pneumonectasis, and even cancer [80, 81]. Therefore,

on-site monitoring and detection of liquid ethanol are of great importance. Shan et al.

reported on an ionic liquid (IL)-functionalized graphene-chitosan composite as a

sensing platform for the detection of ethanol [82]. Graphene was functionalized with

IL through an epoxide ring-opening reaction between GO and 1-(3-aminopropyl)-3-

methylimidazolium bromide (IL-NH2) and then, IL-graphenewasmixed with chitosan

aqueous solution to form an IL-functionalized graphene-chitosan composite. The

ethanol detection scheme is presented in Fig. 15a, wherein the enzyme alcohol

dehydrogenase (ADH) encapsulated into the IL-functionalized graphene-chitosan

Fig. 14 Schematic illustration of AuNP/cr-Gs hybrid synthesis and AChE/AuNP/cr-Gsnano-

assembly generation by using PDDA. Reprinted with permission from [79]

Fig. 15 (a) Schematic illustration of ethanol detection using an IL-graphene/chitosan/ADH-based

biosensor; (b) amperometric response of IL-graphene/chitosan/ADH-based biosensor in 5 mg/mL

NAD+ PBS (0.05M, pH 7.4) towards successive addition of ethanol at a potential of 0.45 V; inset:
corresponding calibration curve. Reprinted with permission from [82]
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composite film enhanced the electrocatalytic oxidation of ethanol in the presence of

NAD. As shown in Fig. 15b, ethanol was detected by measuring the current resulting

from oxidation of ethanol at the surface of the biosensor to acetaldehyde with good

stability, high sensitivity of 6.91 nA μM�1 cm�2, and limit of detection of 5 μM in the

range of concentration of 25–200 μM. The biosensor was also subjected to detect

ethanol in beer and wine to ensure its applicability for real-time applications.

Trinitrotoluene (TNT) is one of the most commonly used explosives. Owing to

its detrimental effects on the environment and human, on-site monitoring and

accurate detection of TNT are of prime importance. Guo et al. reported an IL-

graphene-based biosensor for the determination of TNT using adsorptive stripping

voltammetry (ASV) [83]. The detection was achieved through the reduction of

TNT at the surface of the IL-graphene-based biosensor. The IL-graphene sensor

exhibited high sensitivity of 351.1 μA mg�1 L with a limit of detection of 4 ppb.

The biosensor showed satisfactory results while it was also applied in ground water,

tap water, and lake water samples to detect TNT. Table 1 summarizes graphene/

graphene oxide-based biosensors in the applications of biomedical and environ-

mental monitoring emphasizing their sensing performances such as sensitivity,

linear range of detection, and limit of detection (LoD). Biosensors based on

graphene and its derivative have been used extensively to detect other environmen-

tal pollutants (such as hydroquinone [84], catechol [85], and methyl jasmonate

[86]). Describing each of them is, however, beyond the scope of this chapter.

4 Conclusion and Outlook

Graphene shows outstanding electronic, mechanical, thermal, chemical, and optical

properties, which pave the way for extensive applications in the field of biomedical

and environmental safety and security. To meet the ever growing demands of

graphene as a sensing material, its derivative GO is also becoming a promising

and alternative sensing platform with its attractive properties, like larger surface

area, biocompatibility, ease of chemical modification, water dispersibility, etc.

Here, we have discussed different recognition schemes of graphene/GO-based

biosensors for the detection of different biomolecules, like protein biomarkers,

cholesterol, glucose, urea, etc. and environmental pollutants such as pesticides

and heavy metal ions. Although all these biosensors exhibit excellent performances

in terms of sensitivity, specificity, stability, reproducibility, and limit of detection,

most of these advances are proof-of-concept demonstrations only and limited

within lab-based research activities. A lot of critical issues and challenges still

need to be addressed. Firstly, the overall performances of graphene/GO-based

biosensors depend on the degree of oxidation, surface morphology, defects and

number of layers of graphene-based materials. For example, as compared to

multilayered graphene, single layer graphene exhibits higher specific surface

area, which offers more active sites for surface functionalization or enzyme immo-

bilization, thereby ensuring repeatability in the performance of biosensors.
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Secondly, nitrogen doping is also an efficient strategy to improve the surface and

electronic properties of pristine graphene. Nitrogen doping in single layered

graphene induces a shift in Fermi level, thus lowering the density of states near

the Fermi level. One of the reasons why realization of graphene-based devices has

been challenging is because of its lack of a band gap. But suppression of the density

of states opens up the band gap between conduction and valence band in nitrogen

doped graphene, thereby improving the performances of graphene-based sensing

devices. Nonetheless, the mass production of CVD grown single layered graphene

still remains a major challenge because of its high costs. Hence, a dedicated

research efforts need to be developed for the mass production of single layered

graphene. Thirdly, more attention should be paid to assess biocompatibility and

long-term toxicity of graphene-based nanomaterials. Fourthly, considerable work

needs to be done to the use of graphene hybrids (graphene-based materials-metal

NPs/metal oxides/polymers) in biosensors, which helps to achieve higher sensing

performance combining the synergistic effects of both materials. Finally, to make

graphene/GO-based biosensors commercialized, integration of this biosensing plat-

form into device level is required which is still in infancy. Ongoing research to

tackle these challenges to enable mass fabrication of graphene/GO-based biosen-

sors with low costs wherein sample pretreatment and incubation steps can be

performed on the same platform where the detection of analyte takes place shows

enormous potential. It is only a matter of time before these issues are successfully

addressed/resolved and reproducible, facile, and scalable preparation of graphene/

GO-based sensors can be easily realized.
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Label-Free MIP Sensors for Protein

Biomarkers

Katharina J. Jetzschmann, Xiaorong Zhang, Aysu Yarman,

Ulla Wollenberger, and Frieder W. Scheller

Abstract Molecularly imprinted polymers (MIPs) have been prepared mostly for

low-molecular-weight biomarkers and drugs but also for a spectrum of proteins. As

compared with antibodies, MIPs have higher chemical and thermal stability, and

they can be regenerated for repeated measurements. Electrochemical methods

dominate the read-out of MIP sensors. Many protein MIPs have been tested in

artificial urine or spiked semi-synthetic plasma, and point-of-care detection of

marker proteins e.g. for cardiac, cancer, Alzheimer’s disease or virus infections is
the prospective aim.

In the following chapter, the preparation and analytical performance of a broad

spectrum of MIP sensors for protein biomarker are presented. The examples are

grouped according to the respective diseases. For the majority of biomarkers,

different approaches of sensor preparation and signal read-out can be compared.

Keywords Biomimetic sensors, Electropolymerization, Molecularly imprinted

polymers, Protein biomarkers, Protein imprinting

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

1.1 MIPs for Proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

K. J. Jetzschmann (*), X. Zhang, U. Wollenberger, and F. W. Scheller (*)

Institute for Biochemistry and Biology, University of Potsdam, Karl-Liebknecht-Strasse 25-26,

Potsdam 14476, Germany

e-mail: jetzschm@uni-potsdam.de; fschell@uni-potsdam.de

A. Yarman

Institute for Biochemistry and Biology, University of Potsdam, Karl-Liebknecht-Strasse 25-26,

Potsdam 14476, Germany

Faculty of Science, Molecular Biotechnology, Turkish-German University, Sahinkaya Cad.

No. 86, Beykoz, Istanbul 34820, Turkey
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1 Introduction

According to the National Institute of Health, a biological marker or biomarker is

“a characteristic that is objectively measured and evaluated as an indicator of

normal biological processes, pathogenic processes, or pharmacologic responses to

a therapeutic intervention” [1]. They can be found in body fluids or tissues and

come in various forms, ranging from mutated deoxyribonucleic acid (DNA) and

ribonucleic acid (RNA), metabolites, hormones or lipids to whole cells, organs or

even physiological states.

This chapter focuses on proteins, one of the most common types of biomarkers.

In contrast to nucleic acid-based biomarkers, they hold higher information value

due to post-translational modifications, post-transcriptional alteration in conse-

quence of physiological changes and – in case of enzymes – physiological effects

on activity levels. They are of particular interest for early-stage disease detection to

allow the most effective therapeutic outcome (e.g. cancer, cardiovascular or neu-

rodegenerative disorders), but their detection can be particularly difficult as they are

usually found in very low concentration and in complex media. Protein biomarker

analysis has therefore to fulfil certain requirements: (1) high sensitivity to detect

trace levels in presence of large excess of interfering proteins; (2) high selectivity to

outbalance consequences of diagnostic errors, like unnecessary surgery or psycho-

logical impact; (3) reasonable sample size and accessibility with least invasivity

necessary (e.g. based on blood or urine); and (4) convenient handling and afford-

ability of measurement equipment for application in clinical daily routine [2–5].

Among protein detection assays established in disease diagnosis and monitoring,

the enzyme-linked immunosorbent assay (ELISA) remains the most commonly

applied technology [6–8]. In ELISA, an immobilized antibody specifically captures

the target protein which is then sandwiched by a second antibody carrying a

catalytically active, signal-generating unit. This powerful methodology allows

detection and differentiation of many protein biomarkers, but development with

regard to improved selectively, sensitivity and multiplexing is still ongoing to

realize its full potential [9–11].

Biomimetic recognition elements – inspired from biology but usually superior

with regard to stability, reusability and cost-effectivity – represent an alternative to

antibody-based detection of proteinous biomarkers. Selective receptors in the form

of fully synthetic polymers – so-called molecularly imprinted polymers – have

traditionally been developed for low-molecular-weight substances according to the

292 K. J. Jetzschmann et al.



early concepts of Wulff, Shea and Mosbach [12–14]. In order to gain an imprinted

material with cavities complementary to the analyte (the template) in size and

arrangement of functionalities, one or more functional monomers are polymerized

in presence of the template that subsequently has to be removed from the polymeric

matrix (see Fig. 1) [15–17].

Interaction of the template with the functional monomers in the pre-

polymerization mixture can be of non-covalent (self-assembly approach) or cova-

lent (pre-organized approach) nature effecting the heterogeneity of the resulting

binding sites, specificity and binding affinity [12, 14, 18–20].

Because of their great potential in medical diagnostics, MIPs for proteins are

nowadays stepping into focus. It is, however, important to note that the imprinting

of proteins is considerably more challenging than of low-molecular-weight com-

pounds due to their large size and complex structure. In addition, it was concluded

that selectivity of protein target binding is more related to the shape of the cavity

than to the interaction of their functional groups with the target [22, 23]. Since their

first presentation in 1985, extensive research on MIPs for proteins started about

20 years ago, but publications on the topic make up only ca. 10% of all literature on

molecularly imprinted polymers [19, 24–34].

1.1 MIPs for Proteins

As indicated above, classical bulk imprinting methods that fit for low-molecular-

weight compounds are usually not appropriate for structurally complex macro-

molecular templates due to the high probability of entrapment and restricted

accessibility of the imprinted pocket. Early examples include hydrogels based

on acrylamide or agarose with low density of cross-linking and large pores that

have been taken over from chromatography to develop specific sorbents for

proteins as precursors of MIPs [35–41].

Another approach that maintains the high degree of cross-linking overcomes the

problems of restricted template removal and slow mass transfer. The MIP structure

is formed either by generating the binding sites on the surface of micro- or

nanoparticles which are deposited onto the sensor in the next step or in thin polymer

Fig. 1 General scheme of the molecular imprinting technique. 1: Functional monomers, 2: cross-

linker, 3: template; a: pre-polymerization complex formation, b: polymerization, c: template

removal. (Reprinted with permission [21])
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films directly on the transducer (surface imprinting). In the latter approach, the

thickness of the MIP layer should be comparable with the hydrodynamic radius of

the protein for partial embedding of the template in the polymer. This will allow

effective removal and rebinding of the target analyte. However, in this approach the

number of binding sites is limited by the available surface area of the polymer.

The following methods have been developed for surface imprinting of proteins:

Particle-Based MIPs

1. Micro- or nano-MIPs were synthesized by emulsion or precipitation polymeri-

zation of acrylamide-based monomers in mixture with the template for high

surface/volume ratio, creating binding sites mainly on the surface of the particle

(see Fig. 2) [42–45].

2. Various supporting materials were employed for the preparation of surface-

imprinted core-shell nanoparticles with additional features, like fluorescence

or magnetism. Here, emulsion or precipitation polymerization, grafting or the

self-polymerization of dopamine have been applied (see Fig. 3) [46–57].

3. When the target is immobilized with a uniform orientation before the deposition of

the MIP film, increased homogeneity of binding sites with enhanced specificity of

rebinding can be achieved. Solid-phase synthesis uses functionalized beads

(e.g. from glass) for binding of the pre-oriented template. Thermoresponsive

MIP nanoparticles are further synthesized allowing a temperature-dependent
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Fig. 2 Schematic representation for the preparation of molecularly imprinted nanospheres by

mini-emulsion polymerization. (Reprinted with permission [44])
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affinity separation from the support (see Fig. 4). The resulting nanoparticles

possess dissociation constants in the nanomolar range and enhanced homogeneity

of binding sites [58–61]. Alternative strategies employ covalent attachment of the

template on the MIP-supporting beads [62–64].

MIP Thin Films Deposited Directly on the Transducer

1. Radicalic polymerization of a template-monomer mixture or of the monomer

after template adsorption triggered by a chemical initiator, electrochemical

oxidation of the monomer or the self-polymerization by ambient oxygen is the

simplest method for the creation of ultrathin MIP layers on top of planar or

nanostructured transducers (see Fig. 5) [65–79]. Utilization of monomers that

are known to strongly interact with defined sites of the protein molecule,

e.g. boronic acid derivatives for glycoproteins, increases both the specificity

and affinity of the MIP [80–84].

2. Adsorption/immobilization of the protein on a sacrificial or removable support

followed by the synthesis of a soft polymer layer creates stamp-like surface

patterns after removal of the support (micro-contact imprinting, see Fig. 6)

[66, 85–93].

3. Covalent or non-covalent oriented template immobilization by (specific) anchors

on the transducer prior to the formation of ultrathin polymer layers was first

demonstrated using metal ion coordination between the monomer and surface-

exposed histidine residues (see Fig. 7) [34, 94]. Later on, boronic acids were

Fig. 3 Schematic protocol for the preparation of surface-imprinted core-shell nanoparticles by

self-polymerization of dopamine. (Reprinted with permission [48])
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applied for the capture of glycoproteins, specific inhibitors or substrates for the

recognition of enzymes and specific aptamers, e.g. for the detection of a bio-

marker [95–104].

4. MIP nanosphere lithography was introduced as a variant of the micro-contact

method for site-directed imprinting. Here, the template is orientedly fixed to

nanobeads; thus, highly uniform cavities are generated [105].

5. The epitope or fragment approach typically uses an exposed protein fragment as

the template for the preparation of MIPs capable of recognizing the entire

protein (see Fig. 8). This is usually a short, linear peptide, e.g. originating

from the protein termini, but can also be a larger fragment such as the Fab

fragment for a MIP towards human immunoglobulin G [106–111].

Fig. 4 Schematic illustration of the solid-phase synthesis of thermoresponsive MIP nanoparticles.

(Reprinted with permission [59])

Fig. 5 Surface imprinting technique for the synthesis of MIP films by polymerization of a

template-monomer mixture. (Adapted with permission from [34])
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1.2 MIP-Sensor Configurations

Effective signal transfer of analyte recognition by the MIP to the transducer

requires close proximity of both sensor components. Concordantly, MIP sensors

for proteins mostly apply surface-imprinted layers which were deposited directly on

Fig. 6 Schematic representation of the micro-contact imprinting method. (Adapted with permis-

sion [89])

Fig. 7 Surface imprinting technique for the synthesis of MIP films by oriented immobilization of

the protein onto a preassembled anchor layer prior to polymerization. (Adapted with permission

from [34])
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the transducer surface. For label-free signal generation, the following sensor for-

mats have been adapted from DNA chips and immunosensors: (1) Changes in mass,

refractive index, thickness or fluorescence of the recognition layer upon binding of

the protein to the MIP can be assessed by quartz crystal microbalance (QCM),

surface acoustic wave (SAW) or surface plasmon resonance (SPR) measurements

[55, 57, 66, 72, 92, 101, 103, 105, 111, 112]. (2) Surface techniques, like Raman

and Fourier transform infrared spectroscopy (FTIR), transmission electron micro-

scopy (TEM) or atomic force microscopy (AFM), allow direct indication of the

bound protein template in the MIP film [56, 67, 75, 113–115]. (3) Electroactive

(e.g. enzymes) or intrinsically fluorescent proteins can be addressed by measure-

ments of direct electron transfer (DET) or enzymatic activity upon MIP binding,

e.g. by amperometry or differential pulse voltammetry (DPV) or by fluorescence

spectroscopy [69, 77, 78, 96, 102, 116]. (4) Electrochemical characterization of

redox marker permeability can give indirect evidence of protein binding to the MIP

layer. It is assumed that the release of the template from the MIP leads to an

increase of redox marker accessibility towards the underlying electrode, whilst

binding of the target protein to the empty cavities results in a concentration-

dependent signal suppression. Usually cyclic voltammetry (CV), square wave

voltammetry (SWV) or electrochemical impedance spectroscopy (EIS) are applied

in combination with redox markers like ferrocyanide or ferrocene carboxylic acid

[67, 70, 71, 73–76, 79, 98, 99, 104, 117, 118].

Fig. 8 Schematic representation of the epitope-imprinting approach for a C-terminal-derived

nonapeptide. (Reprinted with permission [110])
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2 MIPs for Biomarkers

In the following chapter, the preparation and analytical performance of a broad

spectrum of MIP sensors for protein biomarkers are presented. The examples are

grouped according to the respective diseases. For the majority of biomarkers,

different approaches of sensor preparation and signal read-out can be compared.

Application of electrochemical methods for the read-out of protein MIPs is

dominating [119].

2.1 Cancer Markers

2.1.1 Prostate Cancer Markers

Prostate-specific antigen (PSA) is a 30–33 kDa serine protease which is secreted by

the prostate gland. As elevated levels in men point to prostate cancer, PSA is still

the most commonly used biomarker for screening and monitoring the effectiveness

of treatment [120–122].

For the preparation of a PSA-MIP, the target was bound to a thiolated DNA

aptamer which was chemisorbed on the surface of a clean gold electrode [104].

Subsequently, polydopamine was deposited by electropolymerization around the

preformed aptamer-PSA complex using cyclic voltammetry. The template was

removed by washing the apta-MIP with a solution containing 5% acetic acid and

5% sodium dodecyl sulphate (SDS). Rebinding of the target was indicated by

electrochemical impedance spectroscopy (EIS) in 10 mM ferri-/ferrocyanide-

containing 10 mM phosphate-buffered saline (PBS) solution. The apta-MIP sensor

showed in the semi-logarithmic concentration dependence a linear measuring range

from 100 pg mL�1 to 100 ng mL�1 of PSA with a limit of detection of 1 pg mL�1.

This value is threefold lower than for the aptamer alone, suggesting that the MIP

layer contributed to the PSA binding by partially entrapping the protein in the

imprinted cavities. Furthermore, the apta-MIP sensor showed low cross-reactivity

with the homologous protein human kallikrein 2 and low response to human serum

albumin (HSA).

A solid-contact PSA-selective electrode was prepared by dispersing chemically

modified graphene oxide in a polyvinyl chloride (PVC)-containing tetrahydrofuran

solution [115]. In the first step, PSAwas bound to graphene oxide which was activated

with N-hydroxysuccinimide (NHS) and N-ethyl-N-(3-dimethylaminopropyl)

carbodiimide hydrochloride (EDAC). The MIP formation around the covalently

bound PSA was performed by radicalic polymerization of the functional monomer

acrylamide in the presence of the cross-linker N,N-methylenebis(acrylamide)

(NMAA). The template PSA was removed from the resulting MIP particles by the

action of trypsin. The solid-contact MIP sensor was prepared by casting the PVC-MIP

mixture on the surface of the electrode which was made up of a graphite-epoxy resin
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body. The potentiometric response showed a linear dependence on the PSA concen-

tration between 2.0 and 89.0 ngmL�1 (5.8 pM–2.6 nM)with a lower limit of detection

of 58 pM. The authors claim that 5� 107 ng mL�1 of bovine serum albumin (BSA) or

1.5 � 107 ng mL�1 Hb was tolerated by the device.

Annexin A3 (ANXA3) is another biomarker for prostate cancer. Rebelo et al.

developed a sensor for ANXA3 by electrochemical bulk polymerization of caffeic

acid on a carbon screen-printed electrode (SPE) [73]. Binding of the target was

indicated by evaluating the SWV signal of the redox marker ferricyanide. The

authors report successful application in ANXA3-spiked urine samples and a limit of

detection (LOD) of 0.09 ng mL�1.

The same group developed a similar MIP sensor for microseminoprotein-beta

which is a 94 amino acid peptide (10.7 kDa) [74]. Its concentration is decreased in

men with prostate cancer. The MIP is deposited on the surface of a carbon SPE of

caffeic acid after the interaction of the target with dopamine. Rebinding of the

target gave a semi-logarithmic dependency of the ferricyanide signal in the range of

0.5–100 ng mL�1.

2.1.2 Ovarian and Breast Cancer Antigens

The epithelial ovarian cancer antigen (CA 125) is the standard tumour marker for

monitoring ovarian cancer with a normal level in blood below 35 U mL�1. This

glycoprotein has a molecular weight of ca. 200 kDa, a diameter of 10 nm and is

found on the surface of ovarian cancer cells [123–125].

For preparing MIPs for CA 125, the target protein was adsorbed at three-

dimensional gold nanoelectrodes followed by the polymerization of phenol by

cyclic voltammetry and removal of the template by development in a solution

containing 1% acetic acid and 3% sodium dodecyl sulphate [70]. Removal and

rebinding of the template were evaluated by differential pulse voltammetry and

electrochemical impedance spectroscopy in ferrocyanide-containing PBS. The

percentage of the peak current depended sigmoidal on the logarithm of CA 125 con-

centration in the range of 1–400 U mL�1 with a linear section between 10 and

100 U mL�1. The authors claim absence of significant interferences in the CA

125 determination in serum in spite of pronounced effect of relevant HSA

concentrations.

The cancer marker CA 15-3 (>400 kDa) is routinely used for monitoring the

treatment of patients with advanced breast cancer [126, 127]. A voltammetric

MIP sensor for CA 15-3 was developed based on the electropolymerization of

2-aminophenol around the template adsorbed at the surface of a screen-printed gold

electrode [79]. The imprinted protein was removed by incubation in 0.5 M oxalic

acid, and the rebinding was characterized by CV measurements using the redox

probe ferri-/ferrocyanide. The authors conclude that this sensor could be applied in

point-of-care analysis.
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2.1.3 Human Papillomavirus-Derived E7 Protein

The human papillomavirus-derived E7 protein has been identified as one of the

major viral oncoproteins of human papillomavirus (HPV)-initiated cervical carci-

noma [128–130].

The polyphenol-based ultrasensitive label-free MIP nanosensor presented for

ferritin (see Sect. 2.3.4) was adapted for the human papillomavirus-derived E7

protein. The ferricyanide signal of the MIP was evaluated by electrochemical

impedance spectroscopy and allowed the indication of the E7 protein in

subpicogram-per-litre levels. Importantly, the similar E6 protein did not generate

a comparable signal [67].

2.1.4 Cancerogenic Embryonic Antigen

Cancerogenic embryonic antigen (CEA) is an established biomarker which is

currently applied to follow the progression of colorectal cancer. It is an immuno-

globulin which binds via a glycosyl phosphatidylinositol to the cell membrane

[131, 132].

A CEA-MIP was prepared on the surface of a silver SPE by electropolymerizing

phenol in the presence of the protein target [75]. The presence of the protein after

electropolymerization was confirmed by FTIR studies and Raman spectroscopy.

The template was enzymatically digested by treatment of the MIP with proteinase

K. All steps of MIP preparation and of rebinding were characterized by CV and EIS

in a solution containing hexaammineruthenium(III) chloride as a redox probe. The

current response depended linearly on the logarithm of CEA concentration between

0.05 and 1.25 pg mL�1.

2.2 Markers for Myocardial Infarction

2.2.1 Cardiac Troponin T

Cardiac troponins are released from injured muscle cells into the blood within 2–4 h

after cardiac ischemia without overlap with skeletal troponins. Troponin T, a

variant of troponin with a molecular weight of 37 kDa, is the commonly accepted

biomarker for cardiac infarction [133, 134].

Tiwari et al. developed an ultrasensitive MIP sensor for human cardiac troponin

T that is based on the electropolymerization of o-phenylenediamine (o-PD) in

presence of the target protein on a gold electrode [71]. The target was removed

by washing the electrode with alkaline ethanol at elevated temperature. The

decrease in peak currents of the redox probe ferri-/ferrocyanide after rebinding

showed two linear sections in a logarithmic concentration scale. The authors
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conclude from these findings that the sensor has a linear concentration dependence

over the range 0.009–0.8 ng mL�1 and a high affinity to the target.

Recently, another ultrasensitive MIP sensor for troponin T has been developed

based on a nano-molecularly imprinted polymer which is assembled on a reduced

graphene oxide SPE [76]. The MIP layer was prepared by electropolymerizing a

mixture of pyrrole and carboxylated pyrrole in the presence of the protein by CV and

subsequent template removal with oxalic acid. The relative decrease of the peaks in

differential pulse voltammetry for ferricyanide after rebinding of troponin depends

linearly on the protein concentration in the region from 0.001 to 0.1 ng mL�1. From

the concentration dependence, an imprinting factor of approximately 3 and a KD of

0.73 pM can be derived. The authors claim that the new MIP sensor can discriminate

between sera of non-myocardial and infarcted subjects.

2.2.2 Myoglobin

Myoglobin (Mb) is a globular heme protein with a molecular weight of 17 kDa

which is the oxygen carrier in the skeletal muscles and in the heart. After myocar-

dial infarction it is released into the blood; thus, its concentration rises from the

normal level of 100–200 ng mL�1 to 500–2,000 ng mL�1. The blood concentration

of Mb allows the diagnosis after 1–5 h after infarction.

Sales and co-workers published two papers on MIPs for Mb: The target was

covalently bound at the surface of a gold screen-printed electrode via a cysteamine-

glutaraldehyde spacer [98]. The MIP was formed by persulphate-initiated polymer-

ization of acrylamide and N,N0-methylenebisacrylamide on top of the SPE. The

template was removed by incubation of the MIP in oxalic acid, and the rebinding

was visualized by EIS and SWV measurements in ferri-/ferrocyanide-containing

solutions. The charge transfer resistance (Rct) depended linearly on the Mb con-

centration between 9 and 36 μg mL�1, whilst the decrease of the SWV peaks

exhibited a linear dependence on the target concentration from 9 to 36 μg mL�1.

The authors report that the MIP sensor was successfully applied to determine Mb in

spiked urine samples.

In a modification of the Mb-MIP, the target was bound to a thiomalic acid SAM

on the gold SPE followed by the binding of charged labels to the immobilized

protein [99]. In order to modulate the electrostatic interactions in the MIP cavities, a

polymer layer around the protein was formed from charged monomers followed by

the polymerization of neutral acrylamides. In the next step, the template was

removed by enzymatic cleavage of the protein by proteinase K. Evaluation of the

current decrease of the ferricyanide signal according to a Langmuir isotherm gave a

Kd value of 3 μM. This MIP sensor was tested in Mb-spiked diluted serum. The

authors found a recovery within 94 and 97% in the concentration range from 0.6 to

19 μg mL�1 and a standard deviation of 5.8%.

The MIP for Mb developed by Shumyanseva et al. is based on the

electropolymerization of a solution containing the target protein and o-PD on

QCM chips or graphite SPEs [77, 78]. Contrary to the indirect measurement of
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rebinding by low-molecular redox probes (as used for the Mb-MIP above), the

electrocatalytic reduction of oxygen was indicated by SWV or CV measurements.

This process is based on the direct electron transfer between the redox-active group

of the protein and the underlying electrode and visualizes the MIP-bound target

molecules. MIPs based on the DET of the protein target have been previously

described for haemoglobin and cytochrome c [69, 96]. The MIP sensor shows a

linear measuring range between 1 and 10 nM with a detection limit of 0.5 nM

(9 ng mL�1). The imprinting factor is 2–4. The sensor discriminated the plasma

samples of healthy donors and of patients with acute myocardial infarction (AMI)

(see Fig. 9).

2.2.3 Trypsin

Trypsin (E.C.3.4.21.4) is produced in the pancreas and catalyses the digestion of

proteins by cleaving the peptide chain on the C-terminal side of arginine and lysine.

Its activity can be measured in the diagnosis of pancreatitis and pancreatic cancer

[135–137].

A MIP sensor for trypsin was prepared using micro-contact imprinting: The

target was covalently bound to a glass cover slip, and this protein stamp was pressed

on a gold electrode which was covered with a layer of polytyramine [93]. The MIP

layer was formed around the trypsin molecules by radicalic polymerization of a

mixture of acrylamide derivatives. Finally, in order to form an insulating cover on

the electrode, pinholes were closed by incubation in 1-dodecanol. Glycine-HCl of

pH 2.5 was used to remove the template and rebinding was characterized by

capacitance measurements using the current pulse method. The rebinding of the

protein resulted in a decrease of the capacitance (probably by the displacement of

the counter ions). The measuring signal depended linearly on the logarithm of

trypsin concentration between 0.1 pM and 0.1 μM with a limit of detection of

0.3 pM. The sensor showed excellent selectivity vs. chymotrypsin but interference to

Fig. 9 MIP-assisted

discrimination of cardiac

Mb in plasma samples of

healthy donors and patients

with AMI. The MIP sensor

shows increasing response

with increasing cardiac Mb

concentration as can be

found in patients with AMI.

(Reprinted with permission

[78])
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cytochrome c. Interestingly, the enzyme bound to the imprinted polymer retained

its activity as indicated by the digestion of a coloured peptide.

2.3 Further MIPs for Biomarkers

2.3.1 Glycated Haemoglobin: A Long-Term Diabetes Marker

At elevated blood sugar concentrations, the glucose reacts in the red blood cells

with the amino group of N-terminal valine of the haemoglobin ß-chains to

glycated haemoglobin (HbA1c). As the life span of the red blood cells is approx-

imately 120 days, the quantification of HbA1c serves as an important index of

diabetes control. The clinically relevant measuring range extends from 100 to

500 μM [138–140].

MIPs for the determination of glycated haemoglobin are based on two different

approaches: (1) The N-terminal fructosyl valine which is formed by proteolysis of

the glycated ß-chain by proteinase K is used as the target for bulk imprinting. Sode

et al. applied methylvaline as the target analogue, polyvinylimidazole as functional

monomer and phenazine methosulphate as the mediator in an amperometric sensor

[141]. Our group developed a MIP thermistor with a column containing a bulk

polymer which was imprinted by the fructosyl valine-boronic acid ester [142].

Chuang et al. described a potentiometric sensor for fructosyl valine which combines

the analyte recognition by a poly-aminophenylboronic acid layer and the signal

generation by an indium-doped tin oxide (ITO) electrode [143]. (2) Piletsky’s group
grafted microtiter plate wells with MIPs for both non-glycated Hb (Hbo) and HbA1c

by persulphate-initiated polymerization of aminophenylboronic acid in the pres-

ence of the respective protein [80]. The pseudo-peroxidatic activity was used for

characterizing the rebinding of the proteins. The HbA1c-MIP showed almost three

times stronger affinity for its target as compared with that for Hbo.

2.3.2 C-Reactive Protein: A Marker for Infections

C-reactive protein (CRP) is a homopentamer of five identical non-covalently bound

subunits, each bearing a binding site for phosphocholine (PC). For healthy persons

the CRP level in blood is normally below 1 mg L�1. It increases upon inflammation

to values as high as 100 mg L�1. For patients with bacterial infections, autoimmune

diseases and cancer, it is even higher. For cardiovascular risk the CRP level is

between 1 and 5 mg L�1. CRP has been used as a general marker for health

[144, 145]. Current methods for CRP determination use mostly immunological

techniques.

Artificial CRP receptors have been developed which use the high affinity

between CRP and PC. For this reason PC-conjugated surface-active polymerizable

molecules have been prepared and integrated into supported lipid monolayers
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[146]. By using 3(4)-vinylbenzyl-12-phosphorylcholine dodecanoate, a MIP for

CRP was prepared at the oil-water interface by photopolymerization. The rebinding

was measured by applying a HRP-conjugated CRP antibody. The bound CRP was

displaced by addition of free PC into the solution. An imprinting factor of 6.9 was

obtained, and the MIP showed good selectivity to the template CRP as compared

with other serum proteins. However, the low mechanical stability and the need of a

detection antibody are marked disadvantages.

A MIP for CRP has been prepared by micro-contact imprinting using O-(-4-
nitrophenylphosphoryl)choline – an analogue of PC – as the template. The imprint-

ing factor for CRP was almost three and the binding of the target four times stronger

than for human serum albumin [86].

2.3.3 Acetylcholine Esterase: A Potential Biomarker in Alzheimer’s
Disease

The causes of Alzheimer’s disease (AD), the most common form of dementia, are

still not fully uncovered, and no cure exists. It has been reported that the progression

of AD is accompanied by an alteration in acetylcholinesterase (AChE) activity and

a change in the glycosylation pattern [147, 148].

A hybrid MIP was presented as a first step towards a sensor system that could

effectively detect and discriminate different AChE species and simultaneously

determine the enzymatic activity [102]. As a model template for human AChE

which mostly exists as a tetramer in the brain, the tetrameric enzyme from Elec-
trophorus electricus (280 kDa) was chosen in this study, sharing 88.5% sequence

similarity.

The enzyme was orientedly immobilized on top of a self-assembled monolayer

terminated by the reversible ligand propidium (Prop-SAM) that was reported to

bind via the peripheral anionic site (PAS) [149]. After electrosynthesis of a nega-

tively charged ultrathin imprinted cover layer consisting of a carboxylate-modified

derivative of 3,4-propylenedioxythiophene, the resulting MIP enabled detection of

AChE via its retained enzymatic activity. Competitive analyses with ligands of the

PAS side (propidium and amyloid-β peptide 42) indicated that AChE binding to

the Prop-SAM/MIP hybrid is dominated by the interaction of the PAS with the

propidium moiety, resulting in comparable affinity constants on the surface and in

solution. On the other hand, the imprinted polymer layer acts as a shape-specific

filter by permitting full access to the propidium layer and effectively suppressing

the binding of other negatively charged proteins (BSA and urease) which strongly

bound to the solely Prop-SAM. This synergism of the hybrid system with signal

generation exclusively by the AChE provides the prerequisite to enable application

in complex protein-containing samples, like cerebrospinal fluid (see Fig. 10).
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Fig. 10 Rebinding capacity of MIP and NIP sensors for AChE. Left and middle: Time-current

curve of a representative electrode, modified once with a MIP (left) and once with a NIP (middle)

306 K. J. Jetzschmann et al.



2.3.4 Ferritin: A Marker for Iron Storage and Inflammation

The major function of the 450 kDa multimeric ferritin is the intracellular storage of

iron, and thus its level is a marker of iron deficiency or overload [150]. In serum

(normal cut-off 12–15 μg L�1), ferritin serves mainly as a marker for cell damage

and is also altered in acute phase reactions and therefore used as an inflammatory

biomarker [151, 152]. Britt et al. were the first to prepare a two-dimensional imprint

against the biomarker ferritin [153, 154]. The protein was adsorbed in a

multicomponent self-assembled ternary lipid film at the air/water interface.

Protein-specific binding sides were introduced to the monolayer as local charge

patterns by reorganization of the lipid monolayer according to the surface charge of

ferritin. Due to transfer of the mixed films prepared in presence and absence of

ferritin to hydrophobically modified QCM substrates, the reorientation was

stopped, and increased rebinding of the target to the imprinted films could be

detected. These cavities were further visualized by AFM and could not be detected

in the blank films. For investigation of selectivity, ferritin-imprinted films were

incubated with bovine serum albumin, showing only low binding.

Cai et al. created an ultrasensitive label-free nanosensor for ferritin composed of

carbon nanotube arrays that were exclusively imprinted on their tips with a

non-conducting polyphenol nanocoating [67]. The thickness of the polyphenol

film (13 nm) was determined by transmission electron microscopy to be compara-

ble to the dimensions of the template. Based on electrochemical impedance spec-

troscopy, the sensor detected ferritin with subpicogram-per-litre sensitivity and

good selectivity towards BSA.

In 2013, Bosserdt et al. introduced microelectrospotting for the design of

microarray-based sensor platforms for multiplexed protein detection using ferritin

as proof-of-principle candidate [72]. Non-conductive nanolayers of scopoletin were

deposited from a monomer-template mixture on top of gold surface plasmon

resonance chips and allowed label-free imaging of removal and rebinding kinetics

in real time. This sensor setup might be, besides medical application, very useful for

future protein MIP design allowing high throughput synthesis and testing of the

established materials.

Recently, Patra et al. prepared a surface-imprinted MIP for ferritin based on

silver/cadmium sulphide core-shell nanoparticles for dual optical and electrochem-

ical read-out [55]. After capping with a vinyl derivative of cysteine, polymerization

was enabled by mixing of the nanoparticles with the template and monomer

ethylene glycol dimethylacrylate (EGDMA) before the addition of the initiator

(CuCl2 and bipyridyl). This mixture was drop-coated onto vinyl silane modified

⁄�

Fig. 10 (continued) layer after electropolymerization (EP), template removal (TR) and incubation

with AChE to detect rebinding. (Right) Comparison of the average oxidation currents for

acetylthiocholine of MIP and NIP sensors. The dotted line indicates the value of spontaneous

unspecific hydrolysis of the substrate. (Adapted from [174])
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pencil graphite electrodes, and the obtained sensors allowed detection of ferritin in

the microgram-per-litre range indicated by electrochemical (CV, EIS, DPV,

chronocoulometry) and spectroscopic (fluorescence) means. Testing of this ferritin

sensor with real samples using blood serum of five women and men led to satisfying

recoveries.

2.3.5 Transferrin: A Marker for Alcohol Abuse

Transferrin is an iron-transport glycoprotein with a molecular weight of 74 kDa

consisting of two homologous domains, each bearing one single iron-binding site

[155]. It exists in several isoforms according to its number of terminal sialic acid

residues. Isoforms lacking one or two of these residues are collectively referred to

as carbohydrate-deficient transferrin (CDT) and have clinical relevance as alcohol-

ism biomarkers for screening and disease monitoring, as their plasma level usually

increases due to chronic heavy alcohol abuse [156]. The physiological concentra-

tion in human plasma is around 2,500 mg L�1 [157].

As one of the first MIPs for a protein, Glad et al. introduced in 1985 a transferrin-

imprinted polymer on porous silica support that addressed surface-exposed glycans

[19]. A mixture of silanes including a boronate-based monomer led to a poly-

siloxane MIP showing affinity for transferrin.

Following this route, the group of Liu introduced UV-initiated photolithographic

molecular imprinting based on boronate affinity as a general approach for the

imprinting of glycoproteins [84]. The complete imprinting process was carried

out within 3 h using 4-vinylphenylboronic acid as the only functional monomer

and polyethylene glycol diacrylate as cross-linker. After mixing with the template

at basic pH to favour its affinity binding to the boronate, the obtained pre-polymer

solution was transferred onto the surface of a masked solid substrate to create

macroporous molecularly imprinted arrays. Due to exposure to UV light, thin

polymer layers were deposited in extremely short time which is assumed to prevent

conformational changes of the template. Removal of the mask and the template

resulted in sensors that were able to detect transferrin with exceptional selectivity as

analysed by matrix-assisted laser desorption ionization time-of-flight mass spec-

trometry (MALDI-TOF MS). The approach was further developed as Wang et al.

proposed in 2014 to use the boronic acid moiety as an affinity anchor for oriented

covalent immobilization of the template prior surface imprinting [100]. Thin hydro-

philic layers of dopamine and m-aminophenylboronic acid were prepared by

in-water self-copolymerization. Inclusion of dopamine into the polymer network

significantly reduced the number of unreacted boronic acid groups and thereby the

unspecific binding. The template could be removed by incubation in acidic solution

and sodium dodecyl sulphate. The obtained sensor could specifically detect trans-

ferrin in a complex real sample of human serum containing interfering proteins, like

human serum albumin and immunoglobulin G, but also smaller competitive sub-

stances such as sugars.
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An approach for hierarchical imprinting of transferrin was developed by Li et al.

[51]. Before imprinting inside porous silica beads employing a mixture of 1,4-bis

(acryloyl)piperazine, methacrylamide, methacrylic acid, ammonium sulphate

and polyoxyethylenesorbitan monolaurate, the template was immobilized by

non-covalent absorption. Polymerization was executed, and subsequent etching of

the silica matrix resulted in surface-exposed imprinted cavities. The polymer beads

recognized transferrin within 10 min and possessed a binding capacity of 6.3 mg of

protein per gram of imprinted material. Good selectivity was detected towards

interfering proteins (ribonuclease B, cytochrome c and β-lactoglobulin).
Recently, a plasmonic MIP nanosensor for transferrin has been prepared by self-

polymerizing dopamine around the protein which was attached on the surface

of gold nanorods [56]. The template was removed using 10% SDS solution, and

rebinding was quantified by surface-enhanced Raman scattering. The authors

determined a limit of detection of 10 nM, and the imprinting factor was almost

4. The cross-reactivity towards HSA and lysozyme was about 25%.

2.3.6 HIV-1-Related Glycoprotein 41

The human immunodeficiency virus type 1 (HIV-1)-related protein (glycoprotein

41, gp41) is a parameter for characterizing the progression of HIV-1 disease. It

consists of 613 amino acids and is involved in the fusion of the virus with the

infected cell [158–161].

Lu et al. developed a QCM-based sensor by using the epitope approach [111]. A

mixture of dopamine and the C-terminal peptide of gP41 consisting of 35 residues

(579–613) was deposited by self-polymerization on the surface of the QCM elec-

trode. In contrast to the original concept of epitope imprinting which applied the

target immobilized on a surface, this procedure generates cavities with random

images of the target. Nevertheless, the holoprotein gp41 was recognized by the

epitope-imprinted MIP layer which resulted in a linear dependence of the frequency

shift between 5 and 200 ng mL�1 with a lower limit of detection of 2 ng mL�1. The

Kd value for gp41 was calculated to be 3.17 nM. The authors found a recovery for

gp41 in spiked urine samples in the range of 87–94% and claim the applicability in

real samples.

2.3.7 Procalcitonin: A Sepsis Marker

Procalcitonin is a protein with a molecular weight of 13 kDa which has a typical

concentration of 0.1 ng mL�1 in the blood of healthy persons. Its concentration can

rise over 100 ng mL�1 for bacterial sepsis. Therefore, it is a promising biomarker

for the identification of the origin and severity of sepsis [162–164].

The target procalcitonin was first bound onto a (3-aminopropyl)triethoxysilane-

activated glass slide, which was later on contacted with the gold electrode of a SPR

chip. The MIP was formed by polymerizing 2-hydroxyethyl methacrylate (HEMA)
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as the functional monomer and EGDMA as the cross-linker around the template

molecules [92]. After the polymerization the glass slide was removed, and the

micro-contact imprinted polymer film on the SPR chip was washed with 1M NaOH

solution. The resonance signal of the SPR sensor depended linearly on the target

concentration in the region between 20 and 1,000 ng mL�1. Based on a low cross-

reactivity, the MIP sensor showed a good correlation to a standard ELISA in

simulated blood plasma.

2.3.8 Immunoglobulin G: Indicator of the Immune Status

Immunoglobulin G (IgG) is a y-shaped tetrameric glycoprotein with a molecular

weight of 150 kDa consisting of two identical subunits made up from four peptide

chains (two identical heavy and light chains, respectively). The arms of the IgG

molecule containing the antigen binding sites are called Fab. It is found in blood

and other body fluids, and it recognizes and neutralizes foreign molecules and

particles by forming immuno-complexes. The immune system of vertebrates has

a variability of 1012 different species in four heavy chain subclasses [165, 166].

Denizli pioneered the development of MIPs for the recognition of IgG. They

applied the Fab fragment of IgG as the target of a SPR-based MIP sensor

[109]. HEMA and EGDMA were used as functional monomer and cross-linker,

respectively, to synthesize the imprinted nanofilm. This Fab-imprinted polymer

layer was able to bind both the template and the IgG molecule. The concentration

dependence for IgG has two linear sections in the semi-logarithmic plot between

0 and 1 mg mL�1 and between 0.1 and 1 mg mL�1, which are interpreted by the

authors on the basis of different modes of IgG binding. The low cross-reactivity of

the MIP allowed for IgG measurements in 20,000 times diluted human serum

samples (see Fig. 11).

IgG was imprinted as the holoprotein by Öpik’s group [97, 103]. IgG was

covalently immobilized by a linker of 4-thio aminophenol and (3,30-dithiobis
(sulfosuccinimidyl propionate)) via a cleavable disulphide bond to the surface of

a gold electrode of a QCM chip. The polymer film was formed by electrodeposition

of an almost 17 nm thin film of polydopamine around the template. This MIP sensor

had an imprinting factor of (only) 1.66 and a binding constant of 296 nM.

Recently, quantum-dots-encoded microbeads were covered with a poly-

dopamine layer by self-polymerization in the presence of IgG [57]. Binding of

the target to these core-shell particles covered with the MIP layer generated a

fluorescence signal which was almost twice as high as for HSA.
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3 Conclusions

As compared with antibodies, MIPs have been prepared only for a restricted

spectrum of proteins. Almost half of the papers still use haemoglobin, serum

albumins and avidin as model templates. Point-of-care detection of marker proteins

for cardiac, cancer, Alzheimer’s disease or virus infections is the prospective aim.
Many protein MIPs have been tested in artificial urine or spiked semi-synthetic

plasma. In spite of several reports claiming close to routine applicability, MIPs need

still substantial improvements of the operational parameters.

The most important parameters characterizing the performance of all affinity

sensors are the affinity and selectivity of the recognition element towards the target

analyte which determine the dynamic concentration range including the limit of

detection and the cross-reactivity. Low-molecular-weight targets are usually

completely embedded in the MIP matrix (bulk imprinting); thus, strong interactions

with the surrounding polymer ensure target binding with high affinities. The film

thickness of surface-imprinted protein MIPs is typically smaller than the diameter

of the target molecule; thus, interaction with the polymer is restricted to a fraction

of the macromolecular target and affinity constants for non-covalent MIPs could

hardly reach the sub-nanomolar region. Furthermore, physicochemical investiga-

tions of the pre-polymerization mixture and target binding as well as quantum

Fig. 11 Detection of IgG by a Fab-imprinted SPR chip from diluted human plasma. With

increasing dilution ratio, the response of the sensor decreased. The lowest applied concentration

of IgG that could be detected by the MIP sensor was approximately 0.64 g/mL (in 20,000 times

diluted human plasma). (Reprinted with permission [109])
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chemical modelling showed that selectivity is more related to the shape than to the

interaction of functional groups in the cavities and on the target [22, 23].

Non-specific binding of the protein target to the non-imprinted part of the MIP

layer can falsify the measured results. For SPR and QCM, the signal reflects overall

changes of mass or refractive index of the recognition layer, which can be induced

not only by the target but also by non-specific adsorption or changes of the polymer

layer, i.e. swelling or shrinking. Changes in the ionic strength of the measuring

medium can influence the electrostatic interactions; therefore, its control is essential

[72]. Inclusion of antifouling groups during polymerization or after template

removal has been proven to suppress the non-specific interactions [167].

The evaluation of changes in permeability of the nano- and microporous

ultrathin MIP layer seems to cause specific problems. As listed in this chapter,

application of redox markers for the read-out of protein MIPs is dominating and has

been used for a large spectrum of MIP sensors. In these studies the permeation of a

redox probe, e.g. mostly ferri-/ferrocyanide, through the MIP film is monitored by

cyclic voltammetry, differential pulse voltammetry or impedance spectroscopy. It

is plausible that formation of cavities by removal of the template and refilling of

these binding sites can change the electrochemical signals of the redox probe.

Obviously, this method is very helpful to characterize the different steps of MIP

preparation. However, several problems arise in the quantitative evaluation of the

analyte concentration using this method: A disadvantage is that at low target

concentrations, minute decreases in the current are to be detected in a large base

current. Crucial problems are caused by the spontaneous adsorption of the protein

target at the electrode surface and changes of the polymer structure by the rebinding

[168]. Both processes will overlay the effect of the target binding to the MIP. Using

this method, lower limits of detection in the picomolar range or even lower and

measuring ranges over more than four decades of target concentration (for both

low- and high-molecular-weight targets) have been reported. An explanation for

these results may be that the detection scheme resembles to that of ion channel

sensors with semi-logarithmic concentration dependence and dynamic range over

several orders of magnitude [169].

The measurement of direct effects caused by target binding to the MIP sensor,

like FTIR and Raman spectroscopy, direct electron transfer of electro-active target

proteins or the activity of biocatalysts seems more straightforward than the appli-

cation of redox markers [96, 170].

As compared with antibodies, MIPs have higher chemical and thermal stability,

and they can be regenerated for repeated measurements. Further advantages are the

simultaneous recognition of different targets in multi-target MIPs [171]. Monomo-

lecular nanoparticle MIPs offer an effective alternative to ultrathin MIP films

[172]. Further progress is expected by the spatial combination of an aptamer with

a MIP for summing up the affinity and specificity of both components [104]. In

addition, integration of nanoparticles and of graphene structures has been demon-

strated to boost the analytical performance [173]. Following this route, MIPs will

become useful compliments for antibodies and enzymes in bioanalysis.
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Biomimetic Recognition for Acoustic

Sensing in Liquids

Christoph Jungmann and Peter A. Lieberzeit

Abstract Biomimetic strategies aim at mimicking properties of natural materials or

compounds within synthetic matrices. Among those, receptors synthesized for the

highly selective recognition of analytes have attracted special interest, because man-

made structures have several advantages over natural ones: they are usually more cost-

effective, rugged, and stable on the long-term scale. So far, three different approaches

have proven most useful for chemical sensors: aptamers, molecularly imprinted poly-

mers (MIPs), and self-assembled monolayers (SAMs). This chapter reviews some of

themost recent strategies to combine biomimetic receptorswithmass-sensitive sensors.

Keywords Aptamers, Bioanalyte detection, Biomimetic recognition, Mass-sensitive

sensors, Molecularly imprinted polymers, Self-assembled monolayers
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1 Introduction

Relying on biologically active materials for the detection of analytes, biosensors have

enjoyed great success in the past decades, both in the advancement of analytical

sensing as well as in the commercial sector. The first and arguably most prominent

example of a biosensor took shape and form in the amperometric glucose sensor

developed by Clark and Lyons [1]. While a large portion of available biosensors still

makes use of biological receptors [2], efforts are being made to develop artificial

systems capable ofmimicking the action of their biological counterparts [3, 4]. Further-

more, biomimetic structures promise to be more cost-efficient and chemically robust

thus enhancing their overall applicability. Combining themwith label-free transducers

such as acoustic resonators opens up vast possibilities which are yet to be exploited to

their fullest. Herein, we show an overview on what has been achieved in the past years

as well as provide an indication of the potential of biomimetic sensor design.

1.1 Biomimetics

Biomimetics, biomimicry, and bionics are all terms first coined in the middle of the

twentieth century denoting the practice of exploiting phenomena found in nature for

the use in man-made technology and machinery. By definition, they directly imply

what has been a longstanding practice: Drawing inspiration and experience from

analyzing, understanding as well as improving upon established biological struc-

tures. In fact, it may be argued that from the very beginning human technological

advances have been directly influenced by nature itself. As such, biomimetics lie at

the interface between biology and technology [5].

Since the blossom of the field of biomimetic research in the 1970s, it has tran-

scended the boundaries of biology and crossed over into other fields such as en-

gineering and chemistry leading to inventions including dye-sensitized solar cells

[6], synthetic muscles [7], and materials with self-cleaning properties [8]. A well-

known case of biomimetics making their way into everyday life, the development

of Velcro was directly inspired by the adhesive properties of burrs. Since its in-

troduction, Velcro has become a widespread feature among clothing and shoes.

Another modern example of biomimicry and biomimetic design in science is the

use of virus particles for the fabrication of large tubular or fiber-like structures. Due

to the resilient nature of these creations, they might see use in a wider range of

applications including the role of drug carriers [9].

Biomimetic structures and materials have also come to make a large impact on

sensor technology leading to developments including electronic tongues and noses

as well as a plethora of other systems making use of recognition materials inspired

by nature such as dolphin-based sonar devices, artificial electrolocation devices as

well as artificial ommatidia arrays [10].
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1.2 Biosensors and Biomimetic Sensors

By and large, a biosensor can be understood as a device comprised of a biological

recognition site, often times also referred to as a biological receptor, as well as a

transducing element transforming the change of one of the receptor’s properties

into an electric signal. As such, biosensors are targeted towards biological species

including antibodies, proteins and enzymes, nucleic acids, cells as well as unicel-

lular organisms. Depending on the field of application, sensors are expected to ful-

fill a plethora of requirements including but not limited to high sensitivity and

specificity, ease of use as well as being robust, mobile, and affordable [11].

Generally speaking, biosensors can be classified into two very distinctive cate-

gories: Labeled sensors which take their name from the so-called labels which are

used to differentiate an analyte from the surrounding background as well as label-

free sensors. Some of the most popular established labeled techniques include, among

others, fluorescence, chemiluminescence, and radiolabeling.

While these methods in general feature high sensitivity and a highly stable mea-

suring signal, they are not without their flaws: Among the commonly associated dis-

advantages of labeled techniques is the need for sample preparation which in turn may

result in sample loss. The labels used to mark analytes may also be sensitive to chemical

conditions and/or exposure to light (fluorescence-labeling) and cause issues in regard to

storage, handling, and disposal (radiolabeling). Other techniques are based on irrevers-

ible reactions that only allow for one-off measurement (chemiluminescence).

In stark contrast to their labeled competitors, label-free techniques do not ne-

cessitate chemical modification of the sample and may offer detection of a wider

range of analytes with relatively little need for adaptation. Label-free biosensors

can be separated into two basic categories based on the mode of signal transduction

employed. Nonoptical label-free sensors, for example, include systems working off

of acoustic wave, electrochemical, or microcalorimetric setups. Optics-based label-

free biosensors, on the other hand, are dominated by refraction-based setups in gen-

eral and surface plasmon resonance (SPR) as well as waveguides in particular. Other

optical transducers which are gaining popularity include interferometers, porous ma-

terials as well as photonic crystals.

Biomimetic chemosensors extend the scope of biosensors by replacing the

biological recognition element in the latter by a synthetic matrix that mimics the

binding properties of a biomolecule or biospecies. One can expect that using such

synthetic, engineered receptor layers increases ruggedness of the systems as well as

makes the resulting sensors more compatible with (industrial) production pro-

cesses. The main focus of this chapter will be put on acoustic devices coated with

such biomimetic materials, and their adaptation and use as platforms in a wide

range of sensor applications for the label-free detection of biological species as well

as the biomimetic strategies employed in the creation of the bio-receptor sensing

layers used.
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2 Acoustic Signal Transduction

Acoustic sensors, also known as mass-sensitive devices, belong to a family of trans-

ducers exploiting the piezoelectric effect, first discovered in the nineteenth century.

By now, oscillators have become a mainstay of modern electronics due to their high

frequency stability finding use as clock generators in electronic devices including

clocks as well as microprocessors. Their working principle was initially observed

and studied on tourmaline crystals. Several other piezoelectric materials are known

including, but not limited to, gallium orthophosphate, lead zirconate titanate as well

as α-quartz. The piezoelectric effect itself can be explained as follows: Piezoelec-

tricity in crystalline systems only occurs when certain conditions are met including

the presence of an anisotropic axis as well as the absence of an inversion center. The

ends of an anisotropic axis are not interchangeable: Rotation around an axis

positioned perpendicularly to it results in a different configuration than the original

one. Directed deformation of the crystal structure along or perpendicular to the

anisotropic axis translates into the buildup of dipole moments which, summarized

over the entirety of the structure, form a potential. Being a fully reversible process,

this in turn means that the opposite case is equally true: Applying voltage leads to

mechanical deformation of the crystal. In the case of alternating voltage, this results

in a periodic oscillation of the material. This phenomenon is also known as the

inverse piezoelectric effect (Fig. 1).

In most cases, sensor responses of acoustic devices are based on recording the

frequency shifts resulting from mass deposition on the respective electrode surfaces.

Another less often used mode comprises of monitoring energy dissipation through

viscous damping which lends itself well for the study of binding kinetics. The in-

terplay between mass loading and resonance frequency was first described in 1959 by

Günter Sauerbrey via the equation of the same name [13]:

Δf ¼ � 2f 20
ffiffiffiffiffiffiffiffiffi

ρqμq
p Δm

A

Here, Δf denotes the frequency shift, f0 the fundamental frequency of the device,

ρq and μq the density and the shear modulus of (AT-cut) quartz, respectively, Δm
the mass change, and A the electrode area. Although strictly speaking only valid for

gas-phase measurements, certain modifications can be made to the Sauerbrey equa-

tion extending its applicability to the liquid medium. The most commonly used ad-

aptation for measurements in a Newtonian liquid was published by Kanazawa and

Gordon in 1985 [14]:

Δf ¼ �f
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In addition to the factors known from the Sauerbrey equation, here η and ρ (de-

noting viscosity and density of the liquid, respectively) also play a role. As a result,

mass-sensitive devices have become versatile tools for the measurement of trace

amounts of analyte in both liquid and gas phase, typically achieving detection limits

reaching down into the low picogram range [15]. Popular acoustic-based systems

include the quartz crystal microbalance (QCM), surface acoustic wave (SAW) de-

vices as well as (micro-)cantilevers which will be the main focus of this book

chapter.

2.1 Quartz Crystal Microbalance

QCMs consist of flat quartz disks fitted with electrode structures on both sides

which serve the dual purpose of conducting the voltage necessary to excite the re-

sonator as well as that of electrical readout of the resonance frequency (Fig. 2).

Although QCM in principle can be run in different oscillation modes, for practical

reasons thickness shear mode is usually the preferred choice: It is relatively in-

sensitive towards density and temperature effects and usually exhibits the lowest

damping. Hence, it can host a range of different recognition materials, such as thin

films/coatings, or particles. The wave seen in Fig. 2 symbolizes oscillation within

the liquid above the device surface.

As laid out by the Sauerbrey equation, the resonance frequency of a QCM is

inversely proportional to its thickness with higher frequencies generally leading to

larger sensor effects and thus increased sensitivity. It has to be kept in mind, howev-

er, that sensitivity increases proportionally to the square of the resonance frequency.

There are also practical limitations in regard to the frequencies attainable with QCMs

before the substrates become too thin and thus too mechanically fragile to handle.

Quartz crystal resonators are most commonly operated at resonance frequencies span-

ning from 5 to 20 MHz which, based on the Sauerbrey equation, translates into a well

Fig. 1 Illustration of the inverse piezoelectric effect and the resulting mechanical deformation

induced by application of a voltage (image adapted from Vatansever et al. [12]). (a) denotes the

polarized medium; (b) applied voltage has the opposite polarity, as material: elongation; (c) ap-

plied voltage polarized in the same way as material: compression
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manageable substrate thickness of 334 and 84 μm, respectively. While the odd paper

exists that reports the use of 30 MHz (56 μm) [17] or even 40 MHz (42 μm) [18]

resonators, these usually require either special treatment of the quartz substrates or

specialized equipment as well as careful handling making them impractical in their

use. A viable strategy for increasing resonator frequency while retaining sufficient

mechanical stability is to change the material of the transducer. Gallium arsenide,

among others, has been used to replace quartz due to its higher fracture strength and

better machinability [19]. Depending on the requirements of their application, quartz

crystal resonators can be fitted with multiple electrodes on one substrate [20, 21].

Each electrode may then be coated with a different chemical layer allowing for si-

multaneous monitoring of different analytes or for the introduction of an internal re-

ference to the measurement setup [22].

2.2 Surface Acoustic Wave Devices

Based on the sheer number of relevant publications, SAWs are the most popular

acoustic transducers. In the 5-year period spanning from 2012 to 2016, around 1,700

publications on SAW sensors have been reported (search keyword: surface acoustic

wave sensor) while for QCM and cantilevers the numbers drop to just around 1,000 and

400, respectively (search keywords: quartz crystal microbalance sensor; dynamic can-

tilever sensor) (data from Scopus: February 2017). Similarly to QCMs, they are manu-

factured from piezoelectric material, but usually manufactured into rectangular rather

than cylindrical shape. Typically, a SAW substrate features a set of two electrodes of

interdigitated structure at opposite ends for excitation and readout which are com-

monly referred to as input and output transducers. Figure 3 sketches such a device. As

it is symmetrical, the operating circuit defines which of the two interdigital structures

(marked in blue/red) acts as input and output, respectively.

The oscillations, which are generated by applying a voltage, are confined to with-

in just one wavelength of the surface of the resonator, hence the name, and can

Fig. 2 Schematic representation of a quartz crystal microbalance (QCM) fitted with electrodes on

both sides as well as a thin sensing layer on its upper surface (image adapted from Konradi et al.

[16]). The gray line on the left-hand side denotes a thin layer, and the two circles deposited

particles
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reach frequencies in the high MHz to low GHz region. This in part makes for the

exceptional sensitivity of this particular type of transducer. SAW devices can be

distinguished by the kind of surface wave generated, including shear wave (SH-

SAW), Love wave, and Rayleigh wave (RSAW)-type sensors. Of these, only shear

wave and the so-called shear transverse wave (STW) resonators can be operated in

liquid phase due to the inhibitory damping taking place on other types of SAW

resonators. For the use as a bioanalytical tool, the electrodes are coated with the

respective receptor material. Interactions of the latter and the analyte are then mea-

sured by monitoring the shift in resonance frequency encountered. Due to their ver-

satile nature, SAWs have found use in many sensor applications [23, 24].

2.3 Cantilevers

More prominently associated with topological measurement techniques, such as atom-

ic force microscopy (AFM), cantilevers have made their appearance in biosensor

applications. The two modes of action most relevant for their use as transducers in-

clude static and dynamic measurement (Fig. 4).

In case of static measuring, cantilevers are usually employed in arrays consisting

of several tips of which only some are coated with the receptor material while the

remainder is used for referencing [26, 27]. Molecular recognition of the analyte on

the part of the receptor results in stress-induced static bending of the cantilever which

ultimately can be readout via optical beam deflection, interferometry, or capacitance

measurement. In dynamic mode, the cantilever is brought to its resonance frequency

through external excitation. Similarly to QCM and SAW, adsorption of analyte on the

receptor layer causes a shift in resonance frequency which in turn allows the calcu-

lation of the adsorbed mass via the Sauerbrey equation. Of these two operating modes

only dynamic measuring is of acoustic nature [28]. The most commonly used

materials for cantilevers include silicon and silicon nitride. For the use as acoustic

transducers, however, they are usually enhanced with thin layers of piezoelectric

material in order to allow the cantilevers to resonate.

Reflection
Gratings

Artificial
Receptor

Piezoelectric Substrate

SAW

Fig. 3 Graphical depiction of a surface acoustic wave (SAW) resonator (image adapted from

Afzal et al. [23])
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3 Biomimetic Receptors

As already previously mentioned, the field of sensing biological species faces a con-

stant challenge of designing new, innovative ways of detecting analytes of interest.

Besides straightforward copies of biological systems, vast efforts have been made in

the past decades to devise and improve artificial structures that mimic their biological

counterparts. Ideally, they provide similar binding characteristics and selectivity pro-

files as natural systems, while eliminating or improving upon some of the major issues

linked to biological systems, such as low chemical stability and high costs. One

strategy in the pursuit of achieving these goals is referred to as supramolecular

chemistry. A hot topic in chemistry, it is focused on assemblies of molecules and

the synthesis of molecular networks of defined size, shape, surface, and hierarchy

[29]. As such, the concepts of self-assembly as well as host–guest chemistry play a

seminal role in creating materials with purpose-built structures and properties. In the

scope of this book chapter, three different approaches to creating biomimetic sensing

layers will be presented in detail. These include aptamers, molecularly imprinted

polymers (MIPs) as well as self-assembled monolayers (SAMs) and their respective

use in modern sensor designs.

Fig. 4 Cantilevers in dynamic (a) and static (b) measurement mode (image adapted from Battiston

et al. [25] with permission. Copyright: Elsevier BV). The black square in (a) represents mass loading

on the receptor of the cantilever. Part (b) shows analyte species deposited on the entire cantilever

surface
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3.1 Aptamers

The term aptamer is used to describe both short, single-strained oligonucleotides as

well as peptides capable of binding to a specific molecule. Analytical targets for

aptamers include small molecules [30], proteins [31], amino acids [32], virus par-

ticles [33], whole cells [34], as well as unicellular organisms [35]. Their dissocia-

tion constants typically lie in the pico- to nanomolar range generally making them

comparable to antibodies. This particularly high specificity and binding strength is a

result of the 3D structure of the aptamer which is able to wrap itself around its

binding partner in what is known as “adaptive binding.” Besides the steric fit elec-

trostatic attraction, hydrogen bonds and base stacking are the most important con-

tributors to aptamer–target interaction [36].

Aptamers are artificially crafted in a process commonly known as in vitro sel-

ection or alternatively SELEX (i.e., systematic evolution of ligands by exponential

enrichment) (Fig. 5). During that process, the respective target compounds are first

exposed to a large random oligonucleotide library. Bound nucleotides are then iso-

lated, amplified, and subjected to the next selection process. In the course of several

rounds, hence aptamers exhibiting high affinity towards the target are selected while

the rest is eliminated ending up with a mixture consisting of just a handful of highly

selective oligonucleotides/peptides. Aptamers possess several key advantages over

competing antibodies by offering higher stability as well as lower immunogenicity.

Random nucleic acid library
1015~1016

Target
molecules

Unbound
molecules

Enriched library

Bound molecules Eluted nucleic acids

Incubation

Next cycle Aptamer

Amplification

Elution

Selection

Fig. 5 Schematic representation of the systematic evolution of ligands by exponential enrichment

(SELEX) aptamer crafting process (image adapted with permission from Song et al. [37], copyright:

Elsevier BV)
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Being manufactured through chemical synthesis rather than biological expression also

translates to lower costs and allows for the detection of a wider range of biological

targets, since aptamers can quickly be custom-tailored for a specific task [38].

3.1.1 Sensor Applications

Despite their relative novelty as biomimetic receptors in biosensor applications, ap-

tamers to date have been combined with a wide selection of transducers including

electrochemical, optical, and acoustic readouts resulting in a plethora of analytical

sensor systems. One of the first combinations of aptamers and acoustic-based trans-

ducers materialized as early as 2002: A sensor system detecting IgE [39], an

antibody vital to the defense against parasites which also plays a significant role

in the acquirement of certain hypersensitivities. The ability of the synthesized

aptamers to selectively bind the analyte was directly compared to anti-IgE anti-

bodies. In conclusion, it was noted that both receptors exhibited a limit of detection

(LOD) of 0.5 nmol/L. The linear concentration range in case of the aptamer-based

sensor was found to span up to roughly 10 mg/mL. Combined with the ability of

regenerating the bio-sensitive layer and the generally higher stability, this puts ap-

tamers well ahead of their competition. Another early application includes the mass-

sensitive detection of thrombin, a coagulation factor found in vertebrates, via QCM

[40]. Concentrations of thrombin are an indicator for the presence of a blood clot.

Thus, its real-time monitoring could help prevent strokes in clinical patients. Throm-

bin has also been identified as a supporting factor for the progression of atheroscle-

rosis. The LOD of the sensor system was found to be in the 1 nmol/L range while the

dynamic range reached up to 140 nmol/L and spanned a frequency shift of 200 Hz

[37, 41].

A more recent example of aptamer-based acoustic sensors includes a system spe-

cially designed for the detection of cytochrome c, a heme protein found in mito-

chondria and deeply involved with the electron transport chain [42]. It also plays a

role in the initiation of apoptosis. In case the permeability of the mitochondrial

membrane is compromised, cytochrome c is released into the cytosol where it pro-

motes cell death as part of a signal cascade. In the course of the study, three

different aptamers were tested and immobilized on top of a gold-plated QCM.

These included 40-length (apt 40), 61-length (apt 61), and 76-length (apt 76)

sequence aptamers. Of these, only apt 76 was found to specifically bind towards

the target in the chosen concentration range. The LOD of the aptamer-modified

thickness shear resonators was noted to be around 0.5 nmol/L. Furthermore,

recovery of cytochrome c in spiked samples of human plasma was found to be as

much as 92% at a concentration of just 1 nmol/L. Yet another study showcased the

use of aptamers in conjunction with QCMs for the detection of adenosine-5-
0-triphosphate (ATP) via both frequency and dissipative monitoring [43]. Its ana-

lytical relevance is based on its involvement in a number of biological processes

including, but not limited to, signal transduction, energy transfer, and muscle

contraction. The system allows for real-time determination of ATP concentration
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and shows limited cross-selectivity towards the similar nucleotide guanosine-5-
0-triphosphate (GTP) which makes it a viable alternative to existing techniques in

medical and hygiene monitoring focusing on ATP.

SAW resonators have also found their way into aptamer-based sensor systems

[44]. One of the first applications of its kind featured an array consisting of five

sensing elements on a single substrate allowing selective real-time, quantitative de-

termination of both thrombin and HIV-1 Rev, a protein associated with HIV-1 viral

expression. As such, it has significant diagnostic value as it serves the purpose of

indicating disease progression [45]. The LOD for both analytes was found to be in

the region of 75 pg/cm2 and thus significantly lower than comparable early QCM-

based aptamer sensors. As it is the case with similar applications, adapting the aptamer

sensing layer may enable detection of various other biologically relevant analytes.

Among the more recent examples is a system for the detection of human breast

cancer cells making use of a 2 � 3 array [46]. The MCF-7 cells used as target are a

type of circulating tumor cells (CTC) which act as indicators for tumor metastasis.

The detection of CTCs in blood samples can help monitor a patient’s health status

as well as allow for more individual modification of the respective cancer therapy.

The sensor itself was found to exhibit appreciable sensitivity towards the target with

an LOD of 32 cells/mL and a linear range spreading from 102 up to 107 cells/mL. It

is hoped to expand the applicability of the sensor to a wider range of CTCs

by adjusting the aptamers according to the specific requirements. In a different

case, aptamers were combined with a love-wave sensor, the latter being a special-

ized type of SAW resonator [47]. The measurement principle is based on horizon-

tally polarized waves which travel along the surface of the substrate and are

disturbed by the immobilized bio-receptor interacting with the analyte. In the

application outlined, the system was designed to detect prostate specific antigen

(PSA) which is a clinically relevant biomarker in the diagnosis and monitoring of

prostate cancer. The sensor was shown to exhibit an LOD of 10 ng/mL, which the

authors hope to further improve upon by the introduction of signal amplification.

Combinations of micro-cantilevers with aptamer-based bio-receptors are rela-

tively rare and split between resonance and stress-bending modes in favor of the

latter. One true acoustic cantilever application featuring custom-tailored aptamers

is targeted towards the hepatitis C virus (HCV) helicase, a popular protein model

used to study the working mechanisms of helicases. By achieving sensor effects at

concentrations as low as 100 pg/mL, the system demonstrates the viability of label-

free, low-cost cantilever sensors for the detection of small-scale proteins in real-life

samples [48].

3.2 Molecularly Imprinted Polymers

Molecular imprinting is a strategy for creating cavities of the same size and shape as

that of a so-called template inside a highly cross-linked polymer system. In the course of

imprinting, the polymer arranges around the template in a process of self-organization
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both sterically as well as in regard to the orientation of its functional groups. After

polymerization, the template is then extracted leaving behind adapted cavities which

can selectively reincorporate the respective analyte (Fig. 6). In principle, the inter-

action of the template and imprinted polymer can be compared to the lock and key

model used to explain the action between enzymes and the corresponding substrates.

The use of this technique leads to fully synthetic affinity-based receptors which can

stand in as low-cost alternatives for their more sensitive biological counterparts.

First commercial use of the practice included the fabrication of silica-based filter

materials for use in industrial extraction processes. Since then, molecular imprint-

ing has expanded into the field of polymer chemistry [50] thus allowing for more

sophisticated applications such as that of chiral selectors in chromatography [51], as

synthetic enzymes in reaction catalysis [52], as well as artificial receptors for use in

sensor systems [53]. Even though the concept of molecular imprinting dates back

to the 1930s [54], it was not until the groups of Klaus Mosbach and Günter Wulff

independently published papers in the early to mid-1990s proposing the use of MIPs

as artificial recognition structures [55, 56] that specific interest in the field rose dra-

matically. Since then, MIPs have been used to create sensor applications for a wide

range of analytically relevant targets including small molecules [57, 58], peptides

[59, 60], viruses [61, 62], cells, and bacteria [63, 64]. While a highly interesting sub-

ject, MIPs are still facing issues hindering their use in commercial applications. Among

Cross-linker

Functional
monomers

Template Covalent or non-
covalent binding

Prepolymerisation
complex

Polymerisation

Template removal
Molecularly
imprinted
polymer

Rebinding

Fig. 6 Workflow schematic for the molecular imprinting of a polymer (image adapted fromMenger

et al. [49])
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the prime concerns are batch-to-batch reproducibility as well as the time-consuming

nature of the imprinting step in production as compared to comparable lithographic

processes.

Generally speaking, two major types of imprints can be distinguished. Bulk im-

printing denotes the practice of directly mixing the template with the prepolymer

solution containing the monomers, cross-linking agent, and initiator. Due to the sta-

tistic distribution of the template in solution, the cavities are generated within the

three-dimensional bulk of the fully polymerized material. This particular approach

is preferred when aiming to imprint small molecules: Having recognition sites all

over the bulk leads to strongly increased sensitivity of the respective sensors, be-

cause binding is not limited to a monolayer on the outer polymer surface. However,

this type of MIP faces the challenge of limited accessibility of the majority of bind-

ing sites in the polymer bulk thus leading to diffusion-controlled binding processes

and limited accessibility of binding sites located deep within the matrix.

Alternatively, surface imprinting can be used to create imprint sites located at or

close to the surface of the polymer layer. This is ensured by keeping the polymer

layer’s thickness in the order of the hydrodynamic radius of the analyte. Surface

imprinting is often employed for larger analytes including proteins, viruses, cells,

and bacteria where diffusion of the analyte into the polymer bulk would prove to be

a severely limiting factor. A drawback of surface imprinting is the much smaller

number of binding sites created in the process resulting from the restriction to a near

two-dimensional area as opposed to the entire bulk. On the other hand, surface

imprinting allows maximum control in terms of localization and special density of

the binding sites. Another imprint type worth mentioning is microcontact imprinting,

also referred to as stamp imprinting. In this particular case, the template is

immobilized on the surface of a suitable substrate, such as glass or silicon. After de-

position of the prepolymer onto the desired target, the stamp is then brought into

direct contact with it. After the polymer has hardened, the stamp is then carefully

removed ideally leaving behind a large number of binding sites on the surface of the

polymer layer. Bringing the stamp and prepolymer into sufficiently close contact can

be an issue with this type of imprint as well as the removal of the stamp after polymer

hardening due to adhesive forces [65, 66].

3.2.1 Sensor Applications

Acoustic devices as transducers make up just a small share in the field of MIP-based

label-free biosensor research, the vast majority relying on optical or electrochem-

ical readouts instead. The first particular mention of a piezoelectric MIP sensor in

the literature in 1996 [67] described a SAW device for measuring in the gas phase

capable of detecting trace amounts of halogenated as well as aromatic hydrocarbons.

Since then, the amount of publications released on the topic per year has steadily been

increasing demonstrating a substantial rise in interest. Another example for MIP de-

tection of volatile organic compounds (VOCs) in gas phase via acoustic signal

transduction is provided by Matsuguchi and Uno [68]. They observed that preparing

Biomimetic Recognition for Acoustic Sensing in Liquids 335



copolymers from methyl methacrylate and divinyl benzene in one of the two solvents,

toluene or p-xylene, resulted in hardened polymers which showed an increased uptake

capacity of the respective solvent used during their synthesis. The sensor effects en-

countered during gas-phase measurements were generally found to be reversible but

the time it took for the sensor to reach saturation was noted to reach up into the 1 h

range which limits its usefulness severely. More recently, a similar sensor system

capable of detecting VOCs but based on a love-wave transducer has also been reported

[69]. The template of interest used for imprinting of the acrylamide-based polymer was

adenosine monophosphate (AMP). However, it was noticed that the sensor showed

marked sensitivity towards the two VOCs toluene and ethanol. Gas-phase measure-

ments of the system revealed the MIP generally showing appreciable response for both

components with sensor effects on average being 3–4 times higher than the non-

imprinted polymer (NIP). Using the AMP-imprinted sensor, it was also possible to

discern the two organic solvents via their sorption kinetics, ethanol reaching a steady

state faster than toluene.

A large number of acoustic sensors using MIP imprints of small molecules have

been reported in the past [70]. Caffeine, a xanthine derivative and arguably the most

widely consumed psychoactive substance in the world, is the target of choice for a

number of publications in MIP research [71, 72]. One of the first reported sensors

using a combination of imprinted polymer and acoustic transducer can be found

dating back to 1999 [73]. The system was found to exhibit high sensitivity with a

detection limit of 5*10�9 M and a dynamic range spanning from 5*10�9 M to 1*10�4

M. Sensor effects of the imprinted polymers were compared to reference sensors

featuring non-imprinted versions of the same polymer further confirming the suc-

cessful imprint of caffeine. Selectivity was also investigated by testing against the

functional derivative theophylline showing significantly higher response for caffeine.

In a much more recent study, a caffeine-selective MIP was electrochemically syn-

thesized from polypyrrole and directly deposited on QCMs [72]. The use of a custom-

built flow-through cell allowed for continuous measurements and the determination

of the kinetics of the relevant association/dissociation processes. As a result, it was

possible to also evaluate the difference in binding equilibrium of caffeine, theophyl-

line, and the MIP.

Other possible uses of MIP-coated acoustic sensor devices include the monitor-

ing of water resources. Besides more obvious contaminants, antibiotics have gar-

nered great analytical interest due to their extensive use in aquatic cultures and the

pharmaceutical industry [74]. One particular study reports a SAW-based sensor sys-

tem for the sensitive detection of flumequine (FLU) which is among the most heavily

used antibiotics in fish farming [75]. The transducer itself was coated with imprinted

polypyrrole via electropolymerization within a 10�2M solution of FLU.Measurements

were carried out recording the phase shift between input and output in degrees rather

than the oscillation frequency. A decrease in phase shift can be interpreted as a result of

FLU adsorption on the sensor layer and vice versa. The detection limit of the sensor

was determined to be 1 μM with a phase sensitivity of 9.4�/mM. Selectivity of the

system was tested by measuring against levofloxacin, an antibiotic belonging to the

same group of fluoroquinolones, such as FLU. It was noted that injection of
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levofloxacin resulted in no significant sensor response thereby proving the high

selectivity towards the FLU template. In a different study, a microcantilever-based

device was used to detect ciprofloxacin (CPX), another synthetic antibiotic and

pharmaceutical contaminant, in aqueous solution. Mass-sensitive measurements of

the target were carried out by means of a dip-and-dry methodology and revealed a

detection limit of 0.8 μM as well as a sensitivity of 2.6 Hz/pg. Other analytes relevant

in regard to safeguarding of quality and safety of water supplies include endocrine

disruptors [76], hormones [77] as well as bacteria [78].

While initially MIPs were almost exclusively targeted towards small molecules,

their applicability has since then been expanded towards larger analytes including,

among others, proteins [79]. In the course of the last decade, specifically the interest

in MIPs capable of selectively binding proteins has increased dramatically. Currently

around one tenth of all publications coveringMIP are protein related (roughly 330 out

of 3,400 reported publications in the time frame of 2012–2016; data taken from

Scopus: February 2017). A general limitation in regard to protein MIP is the

restriction to aqueous polymerization conditions due to the limited chemical stability

of the target. This presents the added challenge of achieving sufficient interaction

between MIP and protein target as hydrogen bonds in aqueous solution alone are

insufficient and electrostatic attraction is best avoided in order to ensure that

nonspecific interactions with charged particles in solution are excluded [49].

Aside from its vital function as oxygen-transporting protein in the respiratory

circuit of vertebrates, hemoglobin takes up a special role in protein MIP research

due to its overall abundance in the literature. One of the first publications reporting

the successful imprinting of polymers using proteins including hemoglobin, albeit

not bearing relation to acoustic sensors, was presented in 2001 by Bossi et al. [80].

The study in question served as proof of viability for the imprinting of proteins as

well as highlighted the advantages of using MIP for protein recognition including

the relative ease of preparing MIP, and their chemical stability and capability of

recognizing and differentiating between small and large proteins. While a large por-

tion of the reported hemoglobin MIP sensors make use of electrochemical signal

transduction, some can also be found to be based on acoustic transducers. One such

study investigated the capabilities of three different acrylamide polymers in regard

to being imprinting with and selectively binding to different proteins including bo-

vine hemoglobin (BHb), bovine serum albumin (BSA), myoglobin (Mb) as well

as lysozyme (Lyz) and trypsin (Tryp) [81]. It could be shown that selectivity of

the imprinted polymers is closely related to their relative hydrophilicity. Of the

polymers tested, the one based on N-hydroxymethylacrylamide (NHMA) in partic-

ular showed the highest MIP-to-NIP sensor response ratio across the board and was

found to be the best fit for the imprinting of BHb. Selectivity of the respective

BHb-MIP thin film on QCM was tested by measuring against BSA due to the latter’s
comparable mass (64.5 vs 66 kDa) and size with sensor effects being in favor of BHb

by a factor of roughly 3–4.

Another interesting, related study covers the development of a QCM sensor with

MIP thin film imprinted with bilirubin, a by-product of the metabolization of hemo-

globin in the liver [82]. Pathologic changes in the breakdown of bilirubin may lead
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to discoloration of tissue including the skin. Hence, bilirubin takes up the role of a

clinical indicator for liver disorders. The 4-vinylpyridine based MIP was tested in a

concentration range spanning from 0.45 to 11 mg/dL exhibiting linear dependency

of its sensor signals on analyte concentration. In order to determine selectivity, the

bilirubin-imprinted QCM sensor was measured against biliverdin, a close structural

analog of near identical molecular mass and structure. It was noted that even at the

highest concentration tested (13 mg/dL) biliverdin caused a sensor response of less

than 50 Hz as opposed to little over 250 Hz in case of bilirubin at a comparable

concentration (11 mg/dL). Furthermore, the MIP sensor was coupled with a flow-

injection analysis (FIA) system allowing for fully automated sample analysis in-

cluding sample loading, unloading, and regeneration steps.

Further developments of acousticMIP sensors targeted on clinically relevant analytes

include a receptor–ligand binding assay featuring the dopamine D1 receptor (D1R)

[83]. A member of the family of catecholamines, dopamine serves the function of a

neurotransmitter as well as chemical messenger and is thus linked to a number of

neurological disorders including Parkinson’s disease. The study in question showed

that MIPs can be used to estimate the strength of receptor–ligand binding as well as

differentiate between free receptor sites, receptors having bound dopamine as well as

receptors having bound the antagonist. As such, it presents an innovative approach in

the field of ligand-binding assays. Low-density lipoprotein (LDL) constitutes another

clinically relevant analyte as increased concentrations have been proven to be in-

dicative of coronary heart diseases. LDL-imprinted polymer layers on QCM have

been shown to exhibit high sensitivity towards the template protein at concentrations

down to the single digit mg/dL region [84]. Furthermore, the sensors displayed ex-

cellent selectivity towards LDL in the presence of other lipoproteins such as high-

density lipoprotein (HDL) as well as very-low-density lipoprotein (VLDL) with sel-

ectivity factors of 20 and higher in favor of LDL (Fig. 7).

Living organisms have also been the subject of MIP-related sensor studies. Among

others, successful imprints of yeast cells have been reported on QCM allowing to dif-

ferentiate between different growth stages including single and duplex cells depending

on the template used during imprinting [85]. Experiments performed on a multichan-

nel sensor systemwithin the same study proved that monitoring of yeast development

is indeed viable. Another well-studied microorganism, Escherichia coli, has been im-

printed on polymer coated QCMs resulting in sensors capable of selective and re-

versible detection in liquid phase [86]. The reported devices even made it possible to

discriminate between different serotypes of the same bacteria while displaying high

robustness as well as being easily regenerable.

Other analyte targets prominently featured in the MIP-related literature include

histamine [87, 88], immunoglobulins [89, 90], albumins [91], a group of globular

proteins typical for the blood of vertebrates, erythrocytes [92], as well as avidin

[93], a glycoprotein found in avian eggs.
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3.3 Self-Assembled Monolayers

Self-assembled monolayers, or SAMs for short, are generally understood as molecular

assemblies that form on the surface of a suitable substrate through a self-organized

adsorption process. The basis of SAMs typically consists of amphiphilic, surface-

active compounds featuring a terminally functionalized alkyl group as hydrophobic

tail as well as a hydrophilic, polar head (Fig. 8). The formation of SAMs may take

anywhere from a few minutes to several hours and is primarily driven by molecular

interactions including covalent bonding between reactive groups found on the sub-

strate and the SAM molecules as well as non-covalent interaction between the hyd-

rophobic tails of the latter.

The exact composition of a SAM is chosen based on the planned application as

well as the nature of the substrate target used for SAM deposition. Depending on the

choice of the head group, which acts as the molecular anchor, different types of

SAMs can be differentiated including fatty acids, organosilicon as well as orga-

nosulfur compounds. Examples of self-assembly in nature are abundant. Ranging

from protein folding over to the double stranded helical structure of desoxy ri-

bonucleic acid – DNA, the lipid bilayer of cell membranes as well as viruses

assembling into fibrils and particles, the role of self-assembly is vital to many of

the biological processes and structures that make life possible in the first place [95].

The commercial application of SAMs currently is primarily revolving around sur-

face coatings of components in order to purposefully modify their properties ac-

cording to demand. SAMs see widespread use in the field of solid-state technology

among others being used for the functionalization of nanostructures.

Fig. 7 Selectivity of the low-density lipoprotein (LDL)-MIP towards different lipoproteins (image

adapted with permission from Chunta et al. [84], Copyright (2016) American Chemical Society)
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3.3.1 Sensor Applications

One of the first publications regarding the use of a SAM as recognition material on a

chemical sensor reported the selective detection of diisopropyl methylphosphonate

(DIMP), a by-product in the synthesis of sarin gas [96], via a composite layer. In

detail, a SAM based on 11-mercaptoundecanoic acid (MUA) was deposited on the

gold electrodes of a SAW transducer exploiting the high affinity between gold and

thiol groups. The terminally positioned carboxyl groups of MUA serve as electro-

static anchors for copper(II) ions which themselves act as binding sites for orga-

nophosphonates such as DIMP. Acoustic sensor measurements were carried out by

subjecting the SAW device to nitrogen vapor saturated with different amounts of

analyte. In conclusion, the system was noted for its high sensitivity allowing de-

tection of organophosphonates in the ppb range, the reversibility of sensor effects,

and general durability.

In a different study, a piezoelectric cantilever was used to investigate the dif-

ference in adsorption of human serum albumin (HSA) onto SAMs featuring differ-

ent terminal functional groups [97]. Three different SAMs were tested all based on

a C11-thiol but sporting terminally positioned methyl (CH3), carboxyl (COOH), and

hydroxyl (OH) groups, respectively. The cantilever setup was specifically chosen

over other acoustic transducers for its high sensitivity and the fact that research re-

garding protein detection had already been carried out earlier using a similar setup by

the same group. As was expected based on publications researching the same field,

albeit using different signal transduction methods, it was found that the methyl-

substituted SAM showed the highest amount of adsorption followed by the carboxyl

SAM. The least amount of adsorption was observed in case of the hydroxyl SAM.

Besides investigation of the HSA adsorption, the setup allowed for continuous mon-

itoring of the SAM deposition on the gold-coated cantilever.

Another publication highlighted the suitability of using N-acetyl glucosamine

(GlcNAc)-based SAMs as recognition elements for the detection of wheat germ

agglutinin (WGA), a lectin protein performing a protective function in wheat. The

same system was successfully used in parallel to detect different influenza virus

Fig. 8 Schematic representation of the structure of a self-assembled monolayer (SAM) (image

adapted with permission from Love et al. [94] Copyright (2005) American Chemical Society)
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strains due to the fact that GlcNAc is part of the virus target during the infection

step [98]. Immobilization of GlcNAc on QCM gold electrodes was accomplished

by letting it react in a two-step synthesis with p-nitrophenol and cysteine. The com-

posite was then able to bind to the gold surface via the S–H bonds introduced by

cysteine. GlcNAc monolayers prepared this way have displayed appreciable sensor

responses in mass-sensitive measurements when subjected to WGA. Furthermore,

it was possible to prove their viability as receptors for the detection of viruses.

SAMs have also been successfully used to detect large biological species in-

cluding E. coli bacteria [99]. Due to the strong affinity exhibited by type 1 fimbria

appendages found on E. coli towards mannose, a representative of the aldohexose

group of carbohydrates, the latter was used as the basis of a covalently linked self-

assembled recognition layer on QCM. Direct bacterial detection was found to not

be without its limitations, however, as the binding between E. coli and mannose

lacks rigidity and allows for water to slip in between the bacteria and the transducer

surface which may negatively affect transducer oscillation during measurements. In

order to improve contacting between the bacteria and the mannose layer concanav-

alin A (Con A), a lectin protein capable of binding to carbohydrates found on both

the bacteria as well as the SAM was added. Compared to the pure mannose SAM,

the lectin-modified sensor was found to have a much wider linear range reaching

from 102 to 107 cells/mL. It therefore compares favorably with similar sensors mak-

ing use of immobilized antibodies for the purpose of microorganism detection.

In many other sensor applications, SAMs play a secondary role serving the dual-

purpose of acting as a covalent linker between the actual receptor, most often a

biological species, and the transducer surface as well as providing a protective an-

tifouling layer for the latter.

4 Conclusion

Mimicking biological structures has opened up a vast number of possibilities to de-

sign novel sensors, prominently including acoustic transducers. Biomimetic receptors

are already rivaling their biological counterparts in terms of both sensitivity and LOD

while clearly surpassing them in several other areas including reversibility of the sen-

sor effects as well as their robustness, reusability, and associated long-term costs.

Despite all of these merits, the use of artificial sensing materials has thus far been

focusing on the academic sector. A successful breakthrough on the commercial market

is still to be awaited.
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Enzyme Logic Systems: Biomedical
and Forensic Biosensor Applications

Evgeny Katz, Joseph Wang, Jan Halámek, and Lenka Halámková

Abstract We offer an overview of recent advances in biosensors based on the

biocomputing concept. Novel biosensors digitally process multiple biochemical

signals through Boolean logic networks of coupled biomolecular reactions and

produce output in the form of YES/NO response. Compared to traditional single-

analyte sensing devices, the biocomputing approach enables high-fidelity multi-

analyte biosensing, particularly beneficial for biomedical applications. Multi-signal

digital biosensors thus promise advances in rapid diagnosis and treatment of dis-

eases by processing complex patterns of physiological biomarkers. Specifically,

they can provide timely detection and alert to medical emergencies, along with an

immediate therapeutic intervention. Application of the biocomputing concept has

been successfully demonstrated for systems performing logic analysis of biomarkers

corresponding to different injuries, particularly exemplified for liver injury. Wide-

ranging applications of multi-analyte digital biosensors in medicine, environmental

monitoring, forensic analysis, and homeland security are anticipated.
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1 Introduction: Bioanalytical Applications of Enzyme
Logic Systems

Biosensors, from the very first prototype pioneered by Clark [1] in 1962 to

sophisticated modern devices [2], are all based on the same general concept – a

biomolecular reaction with analyte species followed by transduction of a chemical

signal to an electronic one. Suitable biomolecular reactions can be based on

enzyme-catalyzed processes [3] or biorecognition/bioaffinity events [4] using

immune-specific [5], DNA (deoxyribonucleic acid)-specific [6], or bioreceptor-

specific [7] interactions. The major advantage of all these processes is the high

specificity in the biorecognition of a single selected analyte. The results of the

biochemical reactions are usually transduced to electronic signals by electrochem-

ical [8], optical [9], or other [10] physical means. The entire biosensor assembly

includes a biosensing interface integrated with an electronic transduction instru-

ment, a power supply, and an electronic (usually computerized) signal-processing

unit, Fig. 1A. Usually, the output signal is linearly proportional to the analyte

concentration and can be characterized by its dynamic concentration range, where

the linear dependence on the analyte concentration is preserved, and selectivity

(being independent on various interfering species). Typically, a biosensor provides

quantitative information on the concentration of a single analyte, e.g., glucose

[11]. Many different bioanalytical assays, e.g., enzyme-linked immunosorbent

assay (ELISA) [12], while relying on different recognition events, function in a

similar manner. Sometimes the differences between biosensors and bioanalytical

assays are merely technical, e.g., when the biomolecular reaction is not fully

integrated with the transduction interface of the instrument converting the chemical

signal to electronic one.

Simultaneous analysis of several different species is carried out by biosensor or

bioassay arrays. Such arrays generate signals from multiple analytical channels

working in parallel, each channel providing quantitative information on one spe-

cific analyte [13]. The resulting signals can then be processed by a computer,

Fig. 1B. In “field” situations when extensive use of computers or human involve-

ment is not practical, drawing quantitative conclusions from the results obtained by
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multi-channel analysis can be challenging, because the concentrations of different

analytes typically span wide ranges of values, and their direct inspection not be

definitive. Presently, very few applications generate a bioanalytical result with a

qualitative YES/NO conclusion. This format can be useful when there is no need for

precise, quantitative measurements, e.g., in a pregnancy test [14], or for detection of

chemical weapons on a battlefield [15], when a rapid answer is important. Novel

approaches to qualitative analysis providing the final result in the YES/NO form

would be beneficial for various end-users and point-of-care applications [16] in

medicine, homeland security, or military applications, requiring rapid simultaneous

analysis of multiple analyte species.

A successful approach has recently been advanced based on unconventional

chemical computing [17], specifically, using recently pioneered biomolecular com-

puting systems [18]. Such biocomputing systems based on proteins/enzymes [19],

DNA [20], RNA (ribonucleic acid) [21], DNAzymes [22], and whole cells [23] can

perform logic operations processing multiple biochemical input signals. Based on

biomolecular systems various Boolean logic operations such as AND, OR, XOR,

NOR, NAND, INHIB, XNOR, etc., were realized [18]. Sophisticated networks

composed of several concatenated biomolecular logic gates performing complex

Fig. 1 Different

approaches to biosensing:

(A) a single-analyte
biosensor; (B) an array of

parallel biosensors for

multi-analyte analysis with

computer-processed multi-

channel signals; (C) multi-

analyte analysis carried out

by a biomolecular logic

system with the input

signals chemically

processed and the final

output generated in the

binary YES/NO form. (The

figure was adopted from

[67] with permission.)
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logic operations were designed for unconventional computing applications

[18]. Particularly rapid progress was recently achieved in the area of enzyme-

based biocomputing systems allowing their assembling in the form of concatenated

logic networks composed of many gates performing various Boolean logic opera-

tions and including non-Boolean elements, such as enzyme-based multiplexer and

demultiplexer, amplifier, filter, etc. mimicking their electronic counterparts

[19]. Although chemical information processing systems were originally consid-

ered exclusively for computational applications [24], it has recently been realized

that they have features suitable for analytical/bioanalytical use [25]. These systems

can analyze several biochemical signals according to a predesigned “program” and

generate a binary “YES/NO” answer without using a computer. Such chemical

testing, analogous to a pregnancy test, might be convenient for certain end-user and

point-of-care applications, Fig. 1C. Networks with computational steps that involve

only biochemical processes [18, 19] are being investigated for new technological

capabilities that include multi-input biosensors with new functionalities [25]. New

approaches are being explored, allowing to reduce the use of batteries, inorganic

leads, and electrical power supply for those stages of information processing that

occur during biomedical testing, in implantable devices, and towards fast-decision

making steps (e.g., therapeutic intervention). The following sections of the chapter

describe how the biomedical analysis can benefit from the use of biomolecular

information processing (biocomputing) systems and then illustrate logic systems

processing biomarkers signaling for liver injury.

2 Biocomputing Approach to the Analysis of Injury
Biomarkers

When a biomedical analysis aimed at recognizing a pathophysiological dysfunction

is performed with a biosensor, each specific biomarker should be analyzed sepa-

rately according to a traditional approach. The search for biomarkers signaling

various medical problems has become a very important area of medical research

[26]. However, diagnostic conclusions can rarely be based on the analysis of just a

single highly specific biomarker. Moreover, biomarkers may appear at low con-

centrations in a complex mixture with many other biomolecular species of similar

structure and properties. For example, neuron-specific enolase is considered as a

specific biomarker for traumatic brain injury (TBI) [27]. However, its concentration

in physiological fluids is much lower than that of generic enolases with similar

biocatalytic properties. Furthermore, elevated levels of the enolase activity might

result from some other dysfunctions which are not directly related to TBI

[28]. Therefore, even the species which is considered as a biomarker might not be

specific enough to draw a reliable biomedical conclusion based on a single-species

analysis. A standard solution of the specificity problem has been to analyze a set of

less specific biomarkers present simultaneously with overlapping specificity, Fig. 2,
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and in the biocomputing approach such analysis is realized via a cascade of

biocatalytic reactions.

A biocomputing approach can reduce technical problems in the analysis of

highly specific biomarkers by analyzing species appearing at much higher concen-

trations. For example, glutamate and lactate dehydrogenase analyzed together for

their pathophysiologically elevated concentrations could provide an attractive

alternative for the challenging analysis of neuron-specific enolase to diagnose

TBI [29]. Analysis of several biomarkers, each with limited selectivity, requires a

proper design of a logic network for processing of the analyte signals. For example,

analysis of two biomarkers for their simultaneous presence requires a biochemical

reaction mimicking the Boolean AND logic operation [30]. In case of multiple

biomarkers, more sophisticated logic networks composed of several logic gates

performing various logic operations might be needed [31]. For example, a multi-

enzyme/multi-input logic network composed of many concatenated AND/OR gates

Fig. 2 Simultaneous presence of biomarkers with limited specificity indicates a definitive YES

conclusion, schematically represented by the overlapping region in the diagram. In the biochem-

ical computing approach, this conclusion is realized as the output YES (or 1) of a multi-input AND

logic gate, obtained only when all the three inputs are in the ranges corresponding to 1. The output
NO (or 0) is obtained for all the other combinations of inputs. The “truth table” for such a three-

input gate and its logic diagram are also shown. (The figure was adopted from [67] with

permission.)
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equipped with different biomolecular switches controlling the pathways involved in

the input processing was designed for the analysis of different injury biomarkers

[31]. These logic operations can be performed as a sequence of biochemical

reactions without the use of electronic computers [18, 19]. Both optical and

electrochemical transduction modes can be used for detecting the products of

such logic operations. Biomedical use of logic gates and sophisticated logic net-

works is a rather new and undeveloped research area, being advanced in parallel

with similar developments, such as logic operations realized with synthetic organic

molecules aiming at computational applications [17, 32].

Biomolecular information processing systems have already been successfully

applied to analyze protein libraries associated with multiple sclerosis [33]. Biosen-

sor systems for detection of genetic modifications in avian influenza were devel-

oped based on the DNA computing principles, involving various oligonucleotide

signals being processed by a DNA logic network [34]. Coupling enzyme logic

systems with controlled self-assembly of nanoparticles allowed AND/OR logic

responses to matrix-metalloproteinases MMP2 and MMP7 [35]. In this study, the

enzymes used as the input signals were important cancer biomarkers. MMP2 is

over-expressed in many cancers, including breast cancers, and is an indicator of

cancer invasiveness, metastasis, and angiogenesis, while MMP7, a protease with

broader substrate specificity, is thought to facilitate early stages of mammary

carcinoma progression.

The use of input signals with obvious biomedical relevance has represented a

significant first step in the development of enzyme logic systems. However, the

following important issues have required additional attention: (1) In model studies,

the logic 0 values of the input signals were frequently taken as the complete absence

of the biomaterial, whereas for practical applications they should be defined as

normal physiological concentrations. (2) The logic 1 values of the input signals did
not always correspond to the concentrations expected in vivo. Instead they were

selected as convenient concentrations which sometimes significantly exceeded

pathophysiological levels. (3) Processing of the input signals according to different

logic schemes did not always correspond to their diagnostic uses. For example, the

proteases MMP2 and MMP7 were applied to activate the AND as well as OR logic

gates without justification of the logic operation needed for the appropriate bio-

medical conclusion [35]. Some of these issues, which are particularly important for

practical biomedical applications, were addressed in our recent research. Logic

systems for the analysis of biomarkers characteristic of various battlefield injuries,

which are important for immediate field-based decision making and therapeutic

action (in the absence of hospital facilities), have been developed [31, 36, 37], and

then theoretically modeled and optimized [38].

Let us illustrate how logic gates can be optimized for practical biomedical

analytical applications and integrated with electronic transducing interfaces ampli-

fying the chemical signal. For this discussion, in order to keep it simple, we will

consider only one example system performing a single AND logic operation. The

selected example will allow following the development of the system from its

biosensoric use to bioactuation and from analysis of model solutions artificially
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spiked with biomarkers to the assay of real biological samples containing naturally

produced biomarkers. It should be noted, however, that much more sophisticated

logic networks composed of many concatenated logic gates and processing more

than two input signals were designed for computational and biosensoric applica-

tions (the readers can find their examples in the recent reviews [18, 19]).

We consider the system [37] activated by two biomarkers mimicking an AND

logic gate and signaling liver injury when the concentrations of both are elevated

from the normal to pathophysiological levels. The two inputs are the enzymes

alanine transaminase (ALT, E.C. 2.6.1.2) and lactate dehydrogenase (LDH,

E.C. 1.1.1.27), which are biomarkers characteristic of liver injury (LI) [39]. It

should be noted that each of them alone is not specific enough to indicate LI,

however their simultaneous increase in concentration, from normal to pathophys-

iological levels, provides an unambiguous evidence of LI [40]. Logic 0 and 1 levels
of ALT (0.02 and 2 U mL�1) and LDH (0.15 and 1 U mL�1) input signals were

selected in order to mimic meaningful circulating levels of these biomarkers under

normal and pathophysiological conditions, respectively [39–42]. Based on the

sequence of the biochemical reactions, Fig. 3A, the final result, oxidation of

NADH (nicotinamide adenine dinucleotide, reduced form) which causes the

Fig. 3 (A) Biocatalytic cascade for analysis of LI, activated by enzymes ALT and LDH as inputs

for the AND logic gate. (B) Optical absorbance changes corresponding to the decreasing concen-

tration of NADH upon application of different combinations of input signals. The inset shows the

normalized output signals measured at 600 s from the reaction initiation. (C, D) The biocatalytic
cascade and absorbance changes for a similar system operating with the added biochemical “filter”

partially resetting the output signal, back to nearly its zero level, as long as the filter-activating

substrate is not consumed. The inset in (D) shows the normalized output signals measured at 600 s

with the improved separation between the logic outputs 0 and 1. The filter enzyme is glucose-6-

phosphate dehydrogenase (E.C. 1.1.1.49); the substrate and product in the filter step are D-glucose-

6 phosphate and 6-phospho-gluconic acid, respectively. The following abbreviations for products

and intermediates are used: Pyr pyruvate, Lac lactate, Glu glutamate, Ala L-alanine, α-KTG
α-ketoglutaric acid. (The figure was adopted from [67] with permission.)
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decrease in the optical absorbance, Fig. 3B, should be obtained only upon concerted

work of the two enzyme biomarker inputs. However, it should be remembered that

logic 0 values in their present definition are not the absence of the enzymes, but

rather their presence at normal physiological levels. Therefore, the decrease in

absorbance is observed not only for the 1,1 input combination, but also to some

extent for inputs 0,0, 0,1 and 1,0, Fig. 3B. When the readout time interval is limited

to 50–200 s, the absorbance decrease is measurably larger for the 1,1 input

combination, defining output 1. The other three input combinations yield smaller

absorbance changes, defining output 0, Fig. 3B. However, for reaction times

exceeding 200 s, which are relevant for recently investigated actuation applications

[43], the absorbance decrease for the 1,0 input combination becomes comparable

with one for 1,1 inputs, Fig. 3B. At sufficiently long reaction times, the results for

the 1,0 and 1,1 input combinations will become indistinguishable, and the AND

gate will no longer be realized, Fig. 3B, inset.

In order to increase the gap separating output signals 0 and 1, a “filter” process
[44] was added consuming the chemical product NAD+ (nicotinamide adenine

dinucleotide, oxidized form), converting it back to NADH for small input concen-

trations, Fig. 3C. This has allowed us to achieve high-quality signal separation for

times as large as 600 s and beyond, Fig. 3D. It is likely that such “filter” processes

can potentially be implemented with any so-called NAD+-dependent dehydroge-

nase [45], e.g., glucose dehydrogenase activated by physiological amounts of

glucose. However, aiming at the eventual application of our system in a physio-

logical environment, we selected glucose-6-phosphate dehydrogenase (G6PDH,

E.C. 1.1.1.49) as the filter-enzyme. It is activated by D-glucose-6 phosphate

(Glc6P) which does not interfere with glucose naturally existing in blood, thus

allowing tuning the Glc6P concentration independently on the physiological glu-

cose concentration. The filter system works in the following way: In the presence of

G6PDH and Glc6P, the biocatalytically produced NAD+ is converted back to

NADH. Thus, absorbance changes are prevented until Glc6P is totally consumed.

Only then the depletion of NADH can fully set in, resulting in the absorbance

decrease. The delay in the biocatalytic oxidation of NADH is controlled by the

amount of the added Glc6P and can be optimized. Comprehensive approach to the

filter performance optimization could include detailed analysis of the reactions

kinetics [44]. However, a simple experimental optimization might suffice. Addition

of the G6PDH-Glc6P filter to the biocatalytic cascade activated by ALT-LDH

biomarker inputs, Fig. 3C, has allowed a much better separation of the output

signals generated by the system for the 1,1 vs. all the other combinations of the

inputs, Fig. 3D. However, while improving the binary signal separation, such

filtering can decrease the overall signal strength which could be an added source

of relative noise [46]. Thus, filtering is useful at sufficiently large times, when the

decrease in the absorbance reaches its saturation being relevant for actuation

applications [43]. When the output signals were measured at 600 s, the desired

system operation corresponding to the high-tolerance AND-logic realization was

obtained in the presence of the filter, Fig. 3D, inset. Good-quality separation of the

0 and 1 output signals was found to persist at much larger times as well, up to 3 h.
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The robustness of this analytical system has allowed its use in human serum

solutions [37].

A system similar to that described in Fig. 3C, but with glucose dehydrogenase

(GDH, E.C. 1.1.1.47) as the filter-enzyme, was used for electrochemical transduc-

tion/amplification of the signals generated by the AND logic gate activated by ALT

and LDH biomarkers [43], Fig. 4. The reaction biocatalyzed by the filter-enzyme

Fig. 4 Electrochemical transduction of the signals generated by the AND logic gate for analysis

of LI activated by ALT and LDH input signals: (A) pH changes generated in situ by the

biocatalytic cascade activated with various combinations of the ALT/LDH signals: (a) 0,0;
(b) 0,1; (c) 1,0 and (d) 1,1. The dotted line corresponds to the pKa value of the P4VP-brush

immobilized on the electrode surface. (B, D) Cyclic voltammograms, 10 mM K4[Fe(CN)6],

100 mV s�1, obtained at the electrode in the OFF and ON states, respectively. (C, E) Impedance

spectra in the form of Nyquist plots (Zre and Zim are real and imaginary parts of the impedance),

10 mM K4[Fe(CN)6], bias potential of 0.17 V, obtained at the electrode in the OFF and ON states,

respectively. The biocatalytic cascade is the same as in Fig. 3C, but here the filter enzyme is

glucose dehydrogenase (GDH, E.C. 1.1.1.47), the substrate and product operating with it are

glucose and gluconic acid, respectively. (The figure was adopted from [67] with permission.)
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provided improved resolution between the output 0 and 1 signals as described

above. In addition, glucose was oxidized in the “filter” biocatalytic step resulting

in the formation of gluconic acid and lowering the pH value. A pH-switchable

electrode modified with poly(4-vinyl pyridine) (P4VP) was activated for electro-

chemical reactions only when the solution pH value reached the pKa of the P4VP

polymer brush. In the pH range below pKa, protonation of the polymer brush

produced a swollen state permeable for anionic redox species, Fig. 4A. The pH

changes resulting in the electrode activation were achieved only when both bio-

marker inputs, ALT and LDH, were applied at their 1,1 logic values corresponding
to the conditions of LI injury. Any other combinations of the input signals (0,0, 0,1
and 1,0) did not produce pH changes reaching the polymer pKa value and thus did

not result in the electrode activation, Fig. 4A. The inactive state of the

pH-switchable electrode was characterized by cyclic voltammetry and Faradaic

impedance spectroscopy, which demonstrated no peaks and a large electron transfer

resistance, respectively, Fig. 4B, C. This is consistent with the properties of the

P4VP polymer brush in the neutral (non-protonated) state which is hydrophobic and

non-permeable to ionic redox species. The active state of the electrode was obtained

only upon application of the 1,1 combination of the input signals and showed peaks

in the cyclic voltammogram typical for the reversible electrochemical reaction of

[Fe(CN)6]
3– redox probe, Fig. 4D, while the impedance spectrum showed the

corresponding decrease in the electron transfer resistance, Fig. 4E (note the differ-

ence in the impedance scales of the C and E panels). Utilization of a pH-sensitive

electrode allowed not only electrochemical transduction of the biochemical output

signal generated by the biocatalytic cascade, but also its significant amplification.

Small change in the concentration of NAD+, which is required for glucose oxida-

tion, sufficed for the electrode activation for the redox probe used at a large

concentration.

It should be noted that the filter-reaction increasing the separation between the

output signal 0 and 1 logic values is critically important for achieving the results

described above. In the described systems, ALT and LDH were systematically

added to the analyte solutions in four different combinations: 0,0; 0,1; 1,0 and 1,1,
where 0 and 1 input values corresponded to the normal and pathophysiological

concentrations of the biomarkers. The input combinations 0,0 and 1,1 correspond to
the normal physiological and liver-injury conditions, respectively, while the com-

binations 0,1 and 1,0 have medical meanings unrelated to the liver injury. In order

to analyze performance of the system under real physiological conditions, the

samples containing biomarkers should be obtained from biological sources rather

than prepared in a laboratory. A well-established previously described [47] model

for porcine injury was utilized to obtain samples mimicking physiological condi-

tions of human liver injury. Assuming that porcine samples contain the biomarker

concentrations similar to the human physiology [48], they were analyzed for the

simultaneous presence of ALT and LDH. Since the biomarkers were not artificially

added to the samples, but rather naturally appeared under varying the animal

physiological conditions [48], only two major categories of the samples were

expected, with 0,0 and 1,1 logic levels of ALT and LDH for the control and
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liver-injured groups of animals, respectively. Within these two groups, the porcine

samples still had fluctuations in the concentrations of the enzyme biomarkers

[48]. This is illustrated in Fig. 5, which shows the time-dependent decrease of

NADH absorbance during the reaction of the analytical system with the porcine

serum samples. The bottom section of the absorbance decay corresponds to the

porcine samples originating from the liver-injured animals (elevated concentrations

of the biomarker-enzymes), while the top part was obtained for control animals

without the liver injury (with the biomarker-enzymes present at the normal phys-

iological concentrations). These responses are statistically different from each

other. The established difference between normal physiological and pathophysio-

logical levels of the biomarkers thus allows distinguishing liver-injured animals

from the control group.

3 Biocomputing Applications in Forensic Science

Forensic chemical/biochemical analysis is an essential tool in the criminal justice

system, particularly when examining physical evidence to support criminal inves-

tigations and subsequent prosecutions [49]. Forensic evidence that is carefully

gathered and analyzed can provide important information and potentially lead to

the arrest and conviction of a suspect. A biochemistry/molecular biology–based

Fig. 5 Absorbance changes corresponding to the consumption of NADH upon operation of the

analytical system activated by porcine samples naturally containing ALT and LDH biomarkers.

The bottom (red) traces correspond to the application of porcine samples from the liver-injured

animals, while the top (blue) traces correspond to the control group of animals without liver injury.

The individual lines represent statistic distribution of the biomarker concentrations. Bold solid
curves show the average responses for both groups. (The figure was adopted from [67] with

permission.)
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subarea of forensic analysis, forensic serology, deals with the complex task of

gathering information on type of sample, age, origin or gender from biological

fluids (blood, saliva, etc.) found at a crime scene [50–54]. If blood or other fluids not

belonging to a victim are found at a crime scene, they can be analyzed to provide

important information for the investigation. Such data can significantly improve the

information pool about possible suspects. Modern forensic serology [55–57] relies

on two major methods: immunoassays [57] and DNA [58] /RNA [59] analysis.

Compared to the very traditional, rather primitive immunoprecipitation techniques

[60] that have been used for dozens of years for blood type determination (“blood

typing”) [55, 56], DNA analysis is a sophisticated approach that utilizes polymerase

chain reaction (PCR), electrophoresis, and blotting techniques, and provides excel-

lent, valuable, and complex results in the field of forensic analysis [58]. Nowadays,

DNA-based techniques need to be employed for gathering complex sets of infor-

mation, like gender, age, or ethnicity from body fluid samples exclusively

[61]. “DNA profiling” is used to obtain a DNA “fingerprint” from a biological

sample and compares it to profiles obtained from DNA at a crime scene, from an

individual, or from profiles stored in a database [62]. Recent developments in this

area have allowed for faster apprehension of suspects through comparing newly

obtained crime scene samples to those already stored in the database, thus providing

links between specific criminals and the crime scene in question. A second appli-

cation of DNA analysis, “DNA matching” can often be used to either prosecute or

release a person, as the blood and other bodily fluids can create a direct link

between a violent crime scene and an assailant. However, most of these analyses

require sophisticated techniques and complex instrumentation [55]. Thus, current

on-site analysis in forensic serology is based entirely on identification of possible

samples (e.g., bloodstains) [63] and sample collection, followed by transportation

of these samples to specialized laboratories. This introduces time-delay in the

investigation procedure and increases the complexity of the investigation itself.

Despite the modern trend of designing portable equipment for on-site forensic

biochemical analysis [55, 64], including microfluidic [65] and lab-on-a-chip [66]

systems, there is an obvious lack of on-site sample detection/characterization

technologies, analogous to point-of-care diagnostic approaches, which have

become common in medical areas (e.g., diabetes management, pregnancy tests,

etc.).

Recent advances in chemical [17] and biochemical [18] unconventional com-

puting, particularly based on enzyme-catalyzed reactions [19], have allowed for

formulation of biocatalytic cascades activated by biomarkers characteristic of

various pathophysiological conditions (e.g., different injuries) [30, 31, 36]. In

general, this approach has resulted in novel bioanalytical methods where combina-

tions of biomolecular inputs result in simple diagnostic conclusions in the binary

YES/NO format [25, 67]. Application of this biomedical analysis to forensic

investigations can result in novel methods of obtaining information about a crime

scene via the analysis of various combinations of biomarkers found in biological

samples at a crime scene [68].
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3.1 Biocatalytic Logic Analysis of Biomarkers for Forensic
Identification of Ethnicity Between Caucasian
and African American

Biochemical analysis of several biomolecular substances with the approach

borrowed from unconventional computing was applied to the analysis of bio-

markers characteristic of different ethnic groups [69]. It should be noted that

many different biomolecular markers (particularly proteins/enzymes) vary in

biofluids depending on ethnic origin [70, 71]. However, the analysis of most of

them requires sophisticated proteomic methods and complex instrumentation (e.g.,

mass-spectroscopy) [72]. Still, some of the enzymes can be analyzed using rela-

tively simple assay procedures. In order to amplify the difference in their analytical

discrimination the assay should include two or more analyzed biocatalytic species

in the same multi-step biocatalytic cascade. Therefore, the biomarker selection

should be based on two criteria: (1) significant difference in the concentrations

depending on the sample origin (in the present case depending on the ethnic origin)

and (2) inclusion of several (at least two) biomarkers in a single biocatalytic

cascade to amplify their effect on the final analytical output signal.

A recently developed biocatalytic assay analyzing simultaneous presence of

creatine kinase (CK; E.C. 2.7.3.2) and lactate dehydrogenase (LDH;

E.C. 1.1.1.27) was aimed at the recognition of biofluids of different ethnic origins

for forensic applications. Knowing the difference in the concentrations of CK and

LDH in the blood of healthy adults of two ethnic groups, Caucasian (CA) and

African American (AA) [73, 74], and taking into account the distribution pattern,

we mimicked the samples of different ethnic origin with the appropriate CK/LDH

concentrations. The analysis was performed using a multi-enzyme/multi-step bio-

catalytic cascade in which the concentration differences in both incorporated

enzymes resulted in an amplified difference in the final analytical response. The

statistically established analytical results confirmed excellent probability in

distinguishing samples of different ethnic origin (CA vs. AA). The standard enzy-

matic assay routinely used in hospitals for the analysis of CK, performed for

comparison, was not able to distinguish the difference between mimicked blood

samples of the different ethnic origins. Robustness of the proposed assay was

successfully tested on dried/aged serum samples (up to 24 h) in order to mimic a

realistic forensic scenario. The results obtained from the model solutions were

confirmed by the analysis of real serum samples collected from human subjects

of different ethnic origin.

It is well known that CK [75–77] and LDH [41, 78] serum levels can be used as

diagnostic tools for various injuries [30, 31, 36] and their concentrations signifi-

cantly vary for “healthy” and “unhealthy” samples. However, they were not applied

to the analysis of “healthy” samples with different ethnic origins prior to our study.

One of the reasons for this is because of a relatively small difference in their

concentrations depending on the origin, while the person-to-person variation can

easily screen the original difference. For example, in reference to this particular

study, mean concentrations of CK are 180 U/L and 665 U/L in CA and AA ethnic
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groups [73], respectively (note the large difference of 485 U/L), while mean

concentrations of LDH differ much less: 152 U/L and 167 U/L in CA and AA

groups [74], respectively (the difference of 15 U/L only). In order to solve this

problem, both biomarkers (CK and LDH) were included in a single multi-step

biocatalytic cascade resulting in amplification of the difference. For illustrating the

advantage of this approach, a single CK enzyme-assay [79–81] was applied for

comparison.

Figure 6A, B shows the biocatalytic cascades used in the new two-enzyme

CK/LDH-assay and single-enzyme CK-assay, respectively. The CK/LDH-assay

was experimentally optimized for the best performance, while the CK-assay was

used in the standard version recommended by Sigma-Aldrich [82] and commonly

used in hospitals [83]. For both analytical procedures we used sets of samples

mimicking CK and LDH concentrations in CA and AA groups and then applied

statistical analysis to demonstrate and evaluate the difference between the samples

mimicking different ethnic (CA and AA) origin.

The CK concentration distribution in human plasma has been previously studied

[73] in order to investigate the CK variability in baseline serum and the contribution

of ethnicity, gender, and other factors. The study has reported significant ethnic

differences in CK levels. The reported data were used in the present study to

prepare solutions mimicking CK levels in the blood of different ethnic origins

(CA and AA). In order to determine the appropriate concentration values to use in

Fig. 6 (A) The biocatalytic cascade for the two-enzyme CK/LDH-assay. (B) The biocatalytic

cascade for the one-enzyme CK-assay. The following abbreviations are used in the scheme: CK

creatine kinase, PK pyruvate kinase, LDH lactate dehydrogenase, Crt creatine, Crt-P creatine

phosphate, ATP adenosine 50-triphosphate, ADP adenosine 50-diphosphate, NAD+ β-nicotinamide

adenine dinucleotide, NADH β-nicotinamide adenine dinucleotide reduced, PEP phospho(enol)

pyruvic acid, Pyr pyruvate, Lac lactate, HK hexokinase, G6PDH glucose-6-phosphate dehydro-

genase, NADP+ β-nicotinamide adenine dinucleotide phosphate, NADPH β-nicotinamide adenine

dinucleotide phosphate reduced, Glc glucose, Glc6P glucose-6-phosphate and 6-PGluc 6-phos-

phate gluconic acid. (The figure was adopted from [69] with permission.)
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our study, we started from the statistical analysis of the available data. The values

were not normally distributed, but rather positively skewed and consistent with a

log-normal distribution. The parameters of the log-normal distribution were avail-

able only for overall CK values, while the distribution parameters estimated from

the CA and AA groups came from logarithmic untransformed data. To generate CK

concentrations/values for CA and AA groups that arise from the same distribution

reported in the CK study, we first corrected only the available parameters from

normal distribution to log-normal. Using the standard R-project software [84, 85],

we generated random values according to the recalculated parameters for the

log-normal distribution of CA (Mlog ¼ 4.37 � 1.28 mU/mL) and AA

(Mlog ¼ 5.61 � 1.34 mU/mL) groups based on the CK distribution parameters

reported by Deuster et al. [73]. We employed 25 randomly calculated concentra-

tions for each group. The two sets, with identical CK concentrations mimicking the

CK distribution in CA and AA groups, were then used in the two-biomarker

CK/LDH-assay, Fig. 6A, followed by the single-biomarker CK-assay, Fig. 6B,

for comparison. Hence, the two-biomarker enzymatic assay requires variable

LDH input. Another set of values (LDH concentrations) characteristic for CA

(Mlog ¼ 4.99 � 0.21 mU/mL) and AA (Mlog ¼ 5.09 � 0.24 mU/mL) groups has

been generated to follow a log normal distribution. Since the parameters have been

reported for a normal distribution [74] they have been recalculated first to follow a

log-normal distribution. Since these two biomarkers (CK and LDH) are not asso-

ciated [86, 87], both sets of CK and LDH values have been randomly paired

together by R-project software and these CK-LDH concentration pairings have

been used in the analysis of the samples mimicking the distribution of CA and LDH

concentrations for the CA and AA groups.

Figures 7 and 8 show the experimental results using the two-enzyme

CK/LDH-assay and the single-enzyme CK-assay, respectively, where the CK and

LDH concentrations were selected from the values known for the CA and AA

ethnic groups with distribution parameters calculated according to the procedure

described above. Note that the analytical responses are represented by the decreas-

ing optical absorbance of NADH in the CK/LDH-assay and increasing optical

absorbance of NADPH in the CK-assay, respectively, which is consistent with

the biocatalytic cascades used in the assays, Fig. 6. To examine the distribution

of our output data we prepared histograms, Figs. 9 and 10. Since the input data

exhibits a log-normal distribution, this distribution is projected into the output data

to some extent and extreme values influence the shape of the distributions in all four

plots. Additionally, we superimposed a probability density function (PDF) into our

histograms [88]. Since all the distributions are skewed we favored the

non-parametric approach over choosing an underlying distribution. The kernel

density estimation, which is the most common non-parametric method [89, 90],

has been applied.

The presented histograms with the superimposed PDFs show how the output

signals for CA and AA groups are distributed, i.e. how their separation will enable
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Fig. 7 Absorbance (λ ¼ 340 nm) corresponding to the consumption of NADH upon operation of

the CK/LDH-assay. The bottom (red) and top (blue) traces correspond to the application of

samples with CK and LDH concentrations mimicking AA and CA groups, respectively. Bold
solid curves show the median responses for both groups. Inset: box and whisker plot of Abs in AA

and CA groups. The median value for each group is noted with the horizontal line in a box, the

boxes represent the range of values from the 25th percentile to the 75th percentile, the ends of the

whiskers represent the 5th and 95th percentile of values, and the dots are the mean, maximum, and

minimum values. (The figure was adopted from [69] with permission.)

Fig. 8 Absorbance (λ ¼ 340 nm) corresponding to the production of NADPH upon operation of

the CK-assay. The bottom (blue) and top (red) traces correspond to the application of samples with

CK concentrations mimicking CA and AA groups, respectively. Bold solid curves show the

median responses for both groups. Inset: box and whisker plot of Abs in AA and CA groups.

The median value for each group is noted with the horizontal line in a box, the boxes represent the
range of values from the 25th percentile to the 75th percentile, the ends of the whiskers represent

the 5th and 95th percentile of values, and the dots are the mean, maximum, and minimum values.

(The figure was adopted from [69] with permission.)
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us to distinguish between these two groups. It is apparent from the illustrated

histograms that the two-enzyme (CK/LDH) method performs much better than

the standard single-enzyme (CK) method in terms of the overlap between two

groups. Also, the two-enzyme CK/LDH-assay achieves better results than the
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group using the CK/LDH-
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standard single-enzyme CK-assay in terms of the separation between the distribu-

tions [91, 92]. In other words, the separation of the output optical signals was

significantly increased when two enzymes were analyzed in the biocatalytic cas-

cade. When the output signal distributions have wide separation, the analytical

discrimination between the analyzed CA and AA groups becomes easier. In order to

mathematically define the quantitative degree of separation between the two prob-

able distributions over the full set of values metric dissimilarity/similarity measures

have been calculated. The Hellinger distance (HD) was used to quantify the

dissimilarity between two probability distributions and the Bhattacharyya coeffi-

cient (BC) was applied as a measure of the similarity between two probability

density functions [91]. A higher value of the BC is associated with more similarity

between the histograms. The opposite statement is valid for HD, where a higher

value is associated with more dissimilarity between the histograms. For the new

two-enzyme CK/LDH-assay the BC and HD values were 0.34 and 0.81, respec-

tively, while the standard single-enzyme CK-assay results in BC and HD equal to

0.83 and 0.41, respectively. An improvement in robustness of the new two-enzyme

CK/LDH analytical assay has been demonstrated by its increased ability in

distinguishing the difference between CA and AA analyzed groups.

The experiments described above confirmed the capability of the two-enzyme

CK/LDH-assay for distinguishing the difference between the CA and AA groups.

They were performed in model solutions, however, comprised of an aqueous buffer

spiked with the CK and LDH to the concentrations characteristic of the analyzed

groups. In real conditions of interest for forensic analysis, the biomarkers should be

analyzed in blood stains found at a crime scene. In order to mimic forensic

conditions, we performed the analysis in human serum solutions. In the first set

of measurements we prepared the samples from serum representing mixed solutions

from various donors commercially available from Sigma-Aldrich. Since the sam-

ples were mixtures from a number of different donors with averaged concentrations

of CK and LDH biomarkers, we used the serum samples as they were to mimic the

CA group and dissolved additional amounts of the CK (485 mU/mL) and LDH

(15 mU/mL) biomarkers to mimic the AA group to get the concentration difference

typical for the AA group vs. CA group. It should be noted that in this set of data the

absolute values of the CK and LDH biomarkers might be different from the natural

concentrations, but their difference was similar to that between the CA and AA

groups. After preparing two sets of samples mimicking the CA and AA groups, the

serum samples were dried and preserved at 35�C for different time intervals (up to

24 h), after which the samples were re-dissolved in an aqueous buffer containing the

required enzyme substrates and then analyzed according to the two-enzyme

CK/LDH-assay, Fig. 6A. The results are shown in Fig. 11, where the zero-time

interval corresponds to the analysis of freshly prepared samples without drying and

all other time intervals correspond to different aging of the dry serum stains prior to

their analysis. Absorbance changes measured in the assay (similar to those shown in

Fig. 7 for the model solutions) were normalized to the maximum value
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characteristic for the fresh samples mimicking the AA group. The assay demon-

strated almost unchanged optical responses (meaning the same CK/LDH activity)

in the samples mimicking the CA group over the aging time intervals up to 24 h. On

the other hand, the samples mimicking the AA group demonstrated somewhat

reduced optical changes (attributed to the expected decreasing CK/LDH activity)

in the time intervals up to ca. 10 h. After 10 h, the optical responses reached a limit

and stayed unchanged until the maximum aging time was applied (24 h). Despite

the fact that the gap separating the analyzed CA and AA samples decreased in 10 h

of the sample aging by ca. 50%, the analytical responses from the CA and AA

groups were perfectly distinguishable, thus confirming the applicability of the

proposed analytical method for dry sample stains which are at least 24 h old. In

the present preliminary study we did not attempt aging longer than 24 h for the dry

samples. It should also be noted that in the preliminary step, we analyzed only the

samples with the mean concentration difference without taking into account the

natural variability which can potentially screen the difference between the CA and

AA groups.

In the next phase of the study, we analyzed serum samples obtained from

individual donors with known ethnic origin (CA and AA). The samples were

obtained from ProMedDx Specimen Bank (Norton, MA, USA) and were analyzed

Fig. 11 Absorbance changes (ΔAbs) obtained for the two-enzyme CK/LDH-assay applied to the

re-dissolved serum samples mimicking CA (circles b) and AA (squares a) groups after their drying
and aging for different time intervals. The zero-time interval corresponds to the analysis of the

freshly prepared samples without drying. The data represent mean values of ΔAbs normalized to

the maximum ΔAbs value characteristic of the fresh samples mimicking the AA group; the error

bars represent relative standard errors of ΔAbs measurements from five samples. Note that the

samples were composed of mixed serum from different donors with added CK and LDH to mimic

their concentration difference in the CA and AA groups. (The figure was adopted from [69] with

permission.)
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using the two-enzyme CK/LDH-assay, Fig. 6A. After obtaining the optical

responses (similar to those shown in Fig. 7 for the model solutions), we applied

statistical analysis to evaluate the assay sensitivity and specificity for discriminating

between samples of different ethnic origin. Receiver operating characteristic (ROC)

analysis [93] was used to evaluate the performance of the assay and the possibility

of distinguishing between the CA (14 samples) and AA (14 samples) groups of

human serum. Using ROC analysis, the best threshold (above which the absorbance

changes correspond to the AA group) that yielded the maximum accuracy was

determined. The area under the ROC curve (AUC) is a single measure summarizing

the overall accuracy of the test. It represents the probability that the diagnostic test

will correctly distinguish between the CA and AA samples. The AUC from

empirical and smooth ROC curves [94], which expectedly give consistent results

in this case (and the corresponding 95% confidence intervals; CI), were estimated

for the data obtained with the CK/LDH-assay. The AUC of the empirical ROC

curve was estimated by the trapezoidal method of integration, and the

corresponding 95% CI was estimated with the method described by DeLong et al.

[95]. Smoothed ROC curves were additionally estimated using a non-parametric

method. The kernel density function [96] was used to fit a smooth ROC curve to the

data points because this method is free of parametric assumptions [97]. This

smoothed-curve method outperforms the competing methods when the assumption

of a normal distribution is violated. The bandwidth of the kernel function was fixed

using the robust method developed by Sheather and Jones [98]. The AUCs of

smooth ROC curves were obtained with corresponding 95% CIs computed with

2000 stratified bootstrap replicates as described elsewhere [99]. The AUC was 0.82

(95% CI: 0.64–1.00) from the empirical ROC curve and 0.80 (95% CI: 0.63–0.96)

from the smooth ROC curve, Fig. 12, which means that the diagnostic test has an

82% chance of differentiating between CA and AA human serum samples. An

absorbance change of 0.103 had the best corresponding sensitivity–specificity pair

(the best tradeoff between them), i.e. the most accurate cut-off point for discrim-

ination between CA and AA serum samples (highlighted point in Fig. 12, curve a).

The study performed on the model solutions mimicking CK and LDH biomarker

composition in CA and AA groups demonstrated statistically proven recognition of

samples with different ethnic origins. It should be noted that only the biocatalytic

cascade utilizing both biomarkers CK/LDH allowed for CA and AA differentiation,

while the analysis of CK alone was not able to show a statistically meaningful

difference between the CA and AA groups. The analytical results obtained for the

model solutions were confirmed when real serum samples from donors with known

ethnic origins were applied. The developed method was tested on dried and aged

serum samples allowing for the recognition of their ethnic origin. This method

represents the first attempt to develop an on-field rapid analysis of biological fluids

for forensic applications based on multi-enzyme biocatalytic cascades.
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3.2 Biocatalytic Logic Analysis of Biomarkers for Forensic
Identification of Gender

The present study reported on the novel analysis of enzyme-biomarkers for forensic

identification of gender which can be performed directly at the crime scene

[100]. Two enzymes, creatine kinase (CK; E.C. 2.7.3.2) and alanine transaminase

(ALT; E.C. 2.6.1.2), were selected for the analysis based on their known difference

in concentration levels in blood of healthy adults of male and female groups

[73, 101–103]. Mean concentrations of CK are 234 U/L and 122 U/L in male and

female groups [73], respectively (note a large difference of 122 U/L), while mean

concentrations of ALT differ much less: 32.1 U/L and 22.6 U/L in male and female

groups (adapted from the most comprehensive study) [101], respectively (note a

difference of 9.5 U/L only). It should be noted that very similar ALT levels in male

and female groups were reported in different studies, and were not significantly

affected by ethnic origin of donors [102, 103]. CK [30, 31, 36] and ALT [30, 36, 48]

blood levels analyzed separately have already been used as diagnostic tools for

various injuries because their concentrations significantly vary for physiologically

normal and pathophysiological samples. However, they have not been applied prior

Fig. 12 Receiver operating characteristic (ROC) empirical (a) and smoothed (b) curves for the

two-enzyme CK/LDH-assay. Random choice is denoted by the diagonal line (line c). The

highlighted point on the plot (curve a) corresponds to the best sensitivity–specificity pair (the

best tradeoff between them) giving the most accurate cut-off point for discrimination between CA

and AA serum samples. Note that samples were serum from individual donors with known ethnic

origin. (The figure was adopted from [69] with permission.)
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to our study for the analysis of “healthy” samples originating from donors of

different genders since the difference in the “healthy” samples is much smaller,

making the gender recognition more difficult. In our previous study [69] we aimed

at the determination of the ethnic origin of the samples, we showed that the small

concentration difference of CK cannot be reliably analyzed using the CK-assay in

its standard version recommended by Sigma-Aldrich [82] and commonly used in

hospitals [83]. Therefore, we re-designed and re-optimized the CK-assay in order to

increase the output signal difference, more importantly keeping in mind the ulti-

mate goal of combining the new CK-assay with an ALT-assay in one biocatalytic

cascade. In the new CK-assay performed in a 50 mM glycyl-glycine buffer solution,

pH 7.95, the biocatalytic reaction of CK was coupled with the biocatalytic action of

pyruvate kinase (PK; E.C. 2.7.1.40) to yield pyruvate, followed by NADH oxida-

tion biocatalyzed by lactate dehydrogenase (LDH, E.C. 1.1.1.27), Fig. 6A. The

latter biocatalytic reaction was required to convert the pyruvate generation into

consumption of NADH in order to produce a readable optical output signal of the

CK-assay. The assay solution containing PK (2 U/mL), LDH (1 U/mL), and all

required substrates was spiked with CK concentrations corresponding to the

enzyme levels expected for male or female groups (234 or 122 U/L, respectively)

to activate the biocatalytic process. Figure 13, curves a and b, shows time-

dependent decrease of the optical absorbance corresponding to the consumption

of NADH over the course of the CK-assay when CK concentrations characteristic

of female and male groups were applied. Figure 13, inset b, shows the absorbance

changes achieved in 10 min of the enzymatic reactions corresponding to the

CK-assay. Then, we combined the CK-PK-LDH biocatalytic cascade with the

biocatalytic cascade of ALT-LDH operating in parallel, Fig. 14. Pyruvate produc-

tion biocatalyzed by the ALT reaction was added to the result of the CK-PK

biocatalytic process, thus amplifying the NADH consumption in the terminal step

biocatalyzed by LDH. The assay buffer solution containing PK (2 U/mL), LDH

(1 U/mL), and all required substrates was spiked with both CK and ALT concen-

trations corresponding to the enzyme levels expected for male or female groups

(234 or 122 U/L for CK and 32.1 or 22.6 U/L for ALT) to activate the biocatalytic

process.

Figure 13, curves c and d, shows time-dependent decrease of the optical absor-

bance corresponding to the consumption of NADH when both biocatalytic cas-

cades, activated by CK and ALT, operated together in parallel. Figure 13, inset a,

shows the absorbance changes achieved in 10 min of the enzymatic reactions

corresponding to the CK-ALT joint assay. While the ratio of the output signals

produced in the presence of biomarker concentrations characteristic of female and

male groups was almost the same for the CK-assay and CK-ALT assay, the absolute

value of the signal difference was significantly larger when both biomarkers, CK

and ALT, were applied with varied concentrations. While using a spectrophotom-

eter does not show much advantage for the assay of CK and ALT in a joint

biocatalytic cascade over the single CK-assay (note that the ratio of the “male”

and “female” assay outputs is almost the same), the increased absolute difference is

important for visual analysis (without optical instruments), which is the ultimate
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Fig. 14 (A) The biocatalytic cascade used for the CK-ALT-assay where CK and ALT were

applied jointly as two biomarkers. (B) Extension of the CK-ALT-assay for the color production

visible by a naked eye. The following abbreviations are used in the scheme: CK creatine kinase,

PK pyruvate kinase, LDH lactate dehydrogenase, ALT alanine transaminase, Crt creatine, Crt-P

creatine phosphate, ATP adenosine triphosphate, ADP adenosine diphosphate, NAD+

ß-nicotinamide adenine dinucleotide, NADH ß-nicotinamide adenine dinucleotide reduced, PEP

phospho(enol)pyruvic acid, Pyr pyruvate, Lac lactate, KTG α-ketoglutaric acid, NBT nitroblue

tetrazolium, PMS phenazine methosulfate. (The figure was adopted from [100] with permission.)
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Fig. 13 Time-dependent absorbance changes (λ ¼ 340 nm) obtained upon running the enzyme

assays: (a) CK-assay with the “female” CK concentration, (b) CK-assay with the “male” CK

concentration, (c) CK-ALT-assay with the “female” CK and ALT concentrations, (d) CK-ALT-

assay with the “male” CK and ALT concentrations. Inset: The bar chart showing the absorbance

changing after 10 min of the assay performance: (a) CK-ALT-assay and (b) CK-assay; “M” and

“F” bars correspond to the “male” and “female” enzyme concentrations, respectively. The

enzymatic assays were performed in a 50 mM glycyl-glycine buffer solution, pH 7.95. (The figure

was adopted from [100] with permission.)
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goal for the forensic application. Details of how we modified the assay to incorpo-

rate a visualization-enabling component will be discussed further on.

The experiment described above confirmed the applicability of the two-enzyme

CK/LDH-assay for distinguishing the difference between the male and female

groups. It was performed in model solutions, however, comprised of an aqueous

buffer spiked with the CK and LDH to the concentrations characteristic of the

analyzed groups. In real conditions of interest for forensic analysis, the biomarkers

should be analyzed in blood stains found at a crime scene. In order to mimic

forensic conditions, we performed the same analysis in human serum solutions.

In the next set of experiments, we realized only the two-enzyme, CK and ALT,

assay, Fig. 14A, in human serum solutions. The reacting solution for this assay was

prepared in two steps: first the enzyme-biomarkers were dissolved in serum with

specific concentrations mimicking “male” and “female” samples; then, the serum

was added to the buffer solution containing PK, LDH, and all necessary substrates

(similar to the experiments in buffer described above). It should be noted that the

commercial Sigma-Aldrich serum samples already included some unknown

amounts of CK and ALT; thus, by spiking serum with the CK and ALT concentra-

tions used in the previous set of experiments we only preserved the difference

between the “male” and “female” samples. Therefore, the absolute values of the CK

and ALT concentrations were not exactly the same as expected for the male and

female groups, but, they represented the difference in the mean values of the CK

and ALT concentrations in both groups. First, we performed the CK-ALT-assay in

a freshly prepared serum-based solution obtaining the output signal (corresponding

to the NADH consumption) similar to that of the buffer solution, meaning that

numerous biomolecular components present in serum do not affect the assay

performance, Fig. 15. Then we spiked serum with CK and ALT (“male” and

“female” concentrations), but in the absence of all other components required for

the activation of the biocatalytic cascade. These samples, each 0.5 mL, were dried

on a glass surface at 35�C under reduced air pressure using a vacuum pump and

aged for different time intervals (up to 24 h). After that, the dried samples were

re-dissolved in 50 mM glycyl-glycine buffer, pH 7.95, containing PK (2 U/mL),

LDH (1 U/mL) and all required substrates to initiate the biocatalytic cascade. The

obtained solutions were analyzed according to the CK-ALT-assay procedure

described above. The obtained results, Fig. 16, show a clearly distinguishable

difference for the “male” and “female” samples after 1 h of aging the samples

with decreasing difference after that. Surprisingly, the output signal ratio for the

“male”/“female” samples was even larger after 1 h of aging compared to the

analysis of freshly prepared solutions (without drying/aging). This phenomenon

was reproducible and might originate from different thermal stabilities of the CK

and ALT enzymes.

In the last set of the experiments we aimed at visualization of the CK-ALT-assay

output signal without use of optical instruments. This was achieved by adding one

more reaction step to the biocatalytic cascade, where NADH reduced nitroblue

tetrazolium (NBT) to a colored product, formazan dye, in the reaction mediated by

phenazine methosulfate (PMS) [104, 105], Fig. 14B. The biocatalytic cascade
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Fig. 16 The bar chart showing absorbance changes (λ ¼ 340 nm) obtained upon performing CK-

ALT-assay for 10 min on serum samples spiked with “male” (a) and “female” (b) CK and ALT

concentrations and then after their drying, aging for different time intervals and re-dissolving for

the enzyme assay. Note that “0 h” experiment corresponds to the analysis of freshly prepared

samples without drying/aging. (The figure was adopted from [100] with permission.)

Fig. 15 Time-dependent absorbance changes (λ ¼ 340 nm) obtained upon running the CK-ALT-

assay in human serum (50% v/v) solutions with: (F) the “female” CK and ALT concentrations,

(M) the “male” CK and ALT concentrations. Inset: The bar chart showing the absorbance

changing after 10 min of the assay performance; “M” and “F” bars correspond to the “male”

and “female” enzyme concentrations, respectively. (The figure was adopted from [100] with

permission.)

Enzyme Logic Systems: Biomedical and Forensic Biosensor Applications 369



activated by the CK and ALT inputs resulted in the oxidation of NADH to yield

NAD+. The remaining NADHwas oxidized to NAD+ through the catalytic action of

PMS, converting NBT to formazan and resulting in the increase of its absorbance

detected optically at λ ¼ 580 nm, Fig. 17. Note that NBT and PMS were added to

the assay solutions after completing the biocatalytic reaction, thus the solution

spiked with smaller “female” concentrations of CK and ALT contained higher

concentration of residual NADH, which resulted in larger production of the

formazan dye. Importantly, the difference in the color formation in the presence

of the “male” and “female” samples was easily distinguishable by a naked eye

where clearly visible blue color corresponded to the “female” sample, Fig. 17, inset.

The study performed on the model solutions mimicking CK and ALT biomarker

composition in “male” and “female” groups demonstrated significant difference

upon performing the CK-ALT-assay. The developed method was tested on dried

and aged serum samples allowing for the recognition of the originator’s gender.

Most important for forensic applications is the reaction with a chromogenic reactant

nitroblue tetrazolium which allowed for qualitative discrimination of the “male”

and “female” samples with a naked eye, giving promise for designing analytical kits

or paper strips for the rapid identification of the originator’s gender from a biofluid
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Fig. 17 Time-dependent absorbance changes (λ ¼ 580 nm) obtained upon performing chemical

reaction of NBT and the residual NADH following the CK-ALT-assay performed for 10 min for

the serum (50% v/v) solutions spiked with “male” (M) and “female” (F) concentrations of CK and

ALT. Inset: Photos of cuvettes with colored solutions obtained for the “male” and “female”

samples after CK-ALT-assay extended with the NBT reaction (note that the samples in this

experiment were prepared in buffer solutions). Blue color in the left cuvette corresponds to the

“female” sample. (The figure was adopted from [100] with permission.)
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sample. This method represents the first attempt to develop an on-field rapid

analysis of biological fluids for forensic applications based on multi-enzyme

biocatalytic cascades. The approach, borrowed from unconventional enzyme-

based computing [18, 19] and originally applied to biomedical analysis [25, 67],

demonstrates promising perspectives for novel forensic serology applications.

3.3 Biocatalytic Logic Assay to Determine Age of Blood
Sample

A biocatalytic cascade assay was developed to determine the time elapsed from the

point a blood sample was left at a crime scene to the point of discovery [106]. Two

blood markers, creatine kinase (CK) and alanine transaminase (ALT), were utilized

to determine the age of the blood spot based on their respective denaturation rates.

The analysis with the proposed bioassay was performed in human serum samples,

which underwent the aging process under environmental conditions expected at

crime scenes. The concentration of the markers in the sample was based on

physiological levels present in healthy adults. These two markers were each

inserted into separate biocatalytic cascades that operated in parallel. Both markers

have very distinct denaturation rates which would not allow them to be used in a

single marker setup, while still providing satisfactory results. However, by parallel

tunable monitoring of both markers, it is possible to provide the blood sample age

with low temporal error for a prolonged period of time. To mimic a realistic crime

scene scenario, the proposed assay was then tested on dried/aged serum samples

(up to 5 days old) in environments with different temperatures.

It should be noted that blood is a valuable source of information not only because

of its genetic material, but also because of its unique composition of proteins and

low molecular compounds. The age of a blood sample left at a crime scene can be a

significantly important piece of information for the identification of the donor. For

instance, multiple blood spots could be present at a crime scene and there would be

no guarantee that every sample is relevant to the case. Some spots may be days,

weeks, or even months old; to separately match every sample to an individual

would be costly and time-consuming. Estimating the age of a blood spot is,

therefore, largely important in identifying blood that is relevant to a crime inves-

tigation and ruling out that which is not. Currently, there is a technique available for

distinguishing two individuals from overlapping bloodstains [58, 107], and it has

also been shown that a crime can be re-constructed by analyzing blood splatter

patterns [108, 109] according to their geometry and distribution [110]. However,

with no technique to identify how old the samples are, data from such techniques

may be completely irrelevant. Despite its importance, techniques to determine

blood spot age are crude and underdeveloped.
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Due to the degree of denaturation and other changes, blood samples have the

potential to provide the time that has elapsed since the blood left the originator’s
body. Numerous techniques have been suggested for this purpose over the past

decades, but, due to the lack of practicality, they have never been applied in real

settings [111]. In 1930, the pioneer in this area, Schwarzacher, attempted to find the

relationship between the solubility of blood in water and its age [112]. Spectropho-

tometry analysis was first applied in 1960 by Patterson [113], where he determined

that the changing color of a bloodstain is dependent on environmental conditions by

recording the bloodstain’s reflectance. Later, in 1983, Tsutsumi studied changes in

individual proteins present in bloodstains [114]. More recent methods include

electron paramagnetic resonance (EPR) [115], high performance liquid chromatog-

raphy (HPLC) [116], oxygen electrodes [117], RNA degradation [118], near infra-

red (NIR) spectroscopy [119], and atomic force microscopy (AFM)

[120]. Altogether, the vast majority of these techniques require sample preparation

and need to be performed in a laboratory setting, preventing direct analysis at the

crime scene. In addition to these requirements, these techniques have yet to report

any environmental influences that will play a key factor in the decomposition of the

sample such as humidity, temperature, or exposure to light.

In the present study [106], we have developed a novel tunable parallel assay of

biomarkers for forensic determination of the age of blood samples left at crime

scenes. Two protein biomarkers, the enzymes creatine kinase (CK) and alanine

transaminase (ALT) [73, 101–103], were used separately in parallel assays to

determine the age of bloodstain samples. The mean concentrations of the bio-

markers were based on their physiological levels present in a healthy adult, CK

(100 mU/mL) and ALT (20 mU/mL) [73, 101–103]. We designed and optimized a

biocatalytic cascade where determination of the activity of both biomarkers was

followed in two parallel enzymatic cascades, each following the decay of enzy-

matic activity of a single biomarker. Both biomarker concentrations are tunable by

modulation of their respective performances, the time for which the assay can

accurately determine the sample age with low temporal error and increased repro-

ducibility can be flexibly prolonged or shortened.

Figure 14A represents the entire biocatalytic cascade (CK/ALT), which mea-

sures the enzymatic activities of both blood biomarkers during the aging process. In

the proposed cascade, performed in 50 mM glycyl-glycine buffer solution at pH

7.95, the biocatalytic reaction of the CK biomarker was coupled with the conse-

quent reaction catalyzed by pyruvate kinase (PK) to produce adenosine triphos-

phate (ATP) and pyruvate. In a parallel cascade, the ALT biomarker also produces

pyruvate via the deamination of alanine (Ala) with α-ketoglutaric acid (KTG)

acting as a co-substrate. The last biocatalytic step is the reduction of pyruvate

into lactate by lactate dehydrogenase (LDH), with the simultaneous consumption of

NADH, optically readable at 340 nm.

As shown in Fig. 14A, two parallel reactions biocatalyzed by CK and ALT

represent two pathways which can be analyzed and optimized independently. This

allows for the individual evaluation of the performance of each independent

biomarker. To accomplish this, human serum samples spiked with the appropriate

372 E. Katz et al.



concentrations of biomarkers were placed on a glass surface and underwent an

aging process for variable periods of time (from 0 up to 120 h) while incubated at

40�C. The dried human serum samples were re-suspended with water just before

measurements were taken. The biocatalytic cascade was activated by mixing the

dried samples with the necessary enzymatic cascade substrates, co-substrates, and

auxiliary enzymes that were previously dissolved in 50 mM glycyl-glycine buffer

(pH 7.95). Afterwards, the samples were immediately subjected to a continuous

optical measuring at λ ¼ 340 nm, in order to monitor the consumption of NADH.

The conditions for the subsystems and the entire cascade were identical. In addition,

for each measurement taken, a set of three (n ¼ 3) human serum samples,

containing the biomarkers was analyzed.

As previously indicated, the aging process was followed at a rather high tem-

perature (40�C), which is not expected at most crime scenes, but amplifies the aging

effect on the particular biomarkers. Figure 18 shows the real-time response (oxi-

dation of NADH, as shown in Fig. 14A) following the CK biomarker reaction

(in the absence of ALT). The bar diagram, Fig. 18, inset, illustrates the decay in

time response in which the output signal is plotted as a function of blood sample

age. Figure 18 shows a rather fast decay of CK activity which, after 6 h of aging, is

reduced to approximately 20% of its original level. This shows that the CK branch

of the sensing cascade provides a low error of blood sample age determination, but

its overall performance decreases drastically for samples older than 6 h due to the

lack of marker activity caused by denaturation. To address this problem and

simultaneously improve the tenability of the presented bioanalytical paradigm,

ALT was also evaluated as a biomarker.

Figure 19 shows the real-time response of the samples following only ALT

(in the absence of CK) incubated at 40�C for up to 120 h. Figure 19, inset, shows

that the enzymatic activity of this particular biomarker undergoes a constant decay

Fig. 18 Change in

absorbance (λ ¼ 340 nm)

corresponding to the

consumption of NADH

upon operation of the

CK-biocatalyzed reaction.

The traces correspond to

samples (n ¼ 3) that mimic

bloodstains, incubated at

40�C from 0 to 120 h. Inset:

Bar-chart representing the

change in absorbance at

λ ¼ 340 nm, after 30 min of

assay completion. (The

figure was adopted from

[106] with permission.)
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during the aging process, while more than 50% of the enzymatic activity remains

after 120 h. This would allow the determination of the blood sample age even

beyond the studied time interval. On the other hand, low decay of the signal in

combination with a low signal change overall would result in a high temporal error

of the blood sample age determination, which can be a drawback, especially in

shorter aging times.

Figure 20 shows an example of real-time responses in which both pathways of

the cascade shown in Fig. 14A are simultaneously operating in the presence of CK

and ALT. Figure 20, inset, illustrates the overall signal decay. For shorter times, the

Fig. 19 Change in

absorbance (λ ¼ 340 nm)

corresponding to the

consumption of NADH

upon operation of the

ALT-biocatalyzed reaction.

The traces correspond to

samples (n ¼ 3) that mimic

bloodstains, incubated at

40�C from 0 to 120 h. Inset:

Bar-chart representing the

change in absorbance at

λ ¼ 340 nm, after 30 min of

assay completion. (The

figure was adopted from

[106] with permission.)

Fig. 20 Change in

absorbance (λ ¼ 340 nm)

corresponding to the

consumption of NADH

upon operation of the CK/

ALT-biocatalyzed reactions

operating in parallel. The

traces correspond to

samples (n ¼ 3) that mimic

bloodstains, incubated at

40�C from 0 to 120 h. Inset:

Bar-chart representing the

change in absorbance at

λ ¼ 340 nm, after 30 min of

assay completion. (The

figure was adopted from

[106] with permission.)
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dual cascade system offers a significantly better response than a single ALT

biomarker output, while at longer aging periods, the cascade is able to provide a

more significant output than that of CK alone. Indeed, the CK biomarker provides

the major contribution to the signal decay on the short-time periods of the sample

aging, while the ALT biomarker is responsible for the signal at longer aging

periods. The proposed assay offers parallel analysis of both biomarkers’ activity
during the aging process and balances both biocatalytic branches between low error

and prolonged age determination.

For the proposed CK/ALT-tunable biomarker cascade, the effect of temperature

on the aging process was also examined. Human serum samples spiked with the

biomarkers underwent an aging process to create an initial database of optical

outputs of blood samples subjected to different degradation times and temperatures.

The samples were incubated at 18, 25, and 40�C to mimic realistic scenarios that

can be encountered in a forensic investigation. The samples were also analyzed for

up to 120 h (5 days). Time zero corresponds to the analysis of the freshly prepared

sample. The remaining times represent the time that the sample had been incubated

at that particular temperature. The samples that were incubated at 18�C, the lowest
temperature, predictably show the lowest decomposition decay, while an elevated

temperature, such as 40�C, caused faster denaturation, Fig. 21. The difference in

optical responses among samples incubated at the same temperature, and among

samples that vary in temperature incubation, makes this biocatalytic assay a perfect

fit for the forensic investigation setting. These results show the potential of the

proposed cascade for a wide range of temperatures. Consequently, when an

unknown blood sample is found at a crime scene where the environmental condi-

tions are known, the output signal can be translated to the time the blood sample left

the circulatory system.

Fig. 21 Absorbance change at λ ¼ 340 nm, corresponding to the consumption of NADH after the

analysis of the samples by the CK/ALT biocatalytic assay. Samples (n ¼ 3) were re-suspended

after undergoing the aging process under different temperatures: 40, 25, and 18�C, up to 120 h. The
time zero corresponds to the freshly prepared samples without drying. (The figure was adopted

from [106] with permission.)
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This investigation showed that the combination of multiple enzyme biomarkers,

such as CK and ALT, can be used as a tool to determine blood spot age at a crime

scene. This study also shows the advantage of having two parallel biomarker

sensing cascades, operating simultaneously, over a single biomarker cascade as

the combination of two biomarkers provides improved information about the

sample properties compared to a single biomarker. Due to the differences in the

denaturation rates of various biomarkers present in body fluid, a single biomarker

assay may not allow for a reliable determination of blood sample age. For instance,

biomarkers with high stabilities would continue to provide a signal for long periods

of time, but would also cause a high percentage of error in the analysis. Biomarkers

that rapidly denature, such as CK, cannot be used for a prolonged period of time, but

would provide a lower chance of error. In our parallel assay, we used a combination

of both types of biomarkers to provide a “balanced” response. By using the high

sensitivity of biomarkers with short half-lives, together with the stability of bio-

markers with longer lives, the response was more reliable. This, apart from a

prolonged time horizon, also allowed for the “tuning” of the sensing cascade via

the optimization of both reaction branches for longer/shorter aging intervals. This

approach showed that the multi-biomarker bioanalytic assay paradigm can be

successfully used for reliable determination of the age of a biological sample in

forensic analysis. Because of its simplicity and robustness, this methodology can be

adapted as a component of a forensic field kit, and can potentially be used by trained

nonscientific personnel at crime scenes.

4 Conclusions and Perspectives

Applying novel concepts from the area of unconventional computing [24] (specif-

ically from biomolecular computing [18]) to biosensing and bioanalytical assays

has resulted in the design of biomolecular systems logically processing several

chemical signals and converting them to a single binary output in the format of

YES/NO. Information processing in biomolecular systems does not require elec-

tronic computers and proceeds at the level of chemical reactions. The “program” for

processing chemical inputs can be implemented in the composition of the biomo-

lecular system and can include various logic operations applied in different com-

binations. The systems exemplified above demonstrated the simplest AND logic

applied to two biochemical input signals. However, many other logic operations

integrated in various logic circuitries are possible with the use of different enzymes

[19] and other biomolecules [20–22], to allow high-fidelity detection of diverse

pathophysiological conditions and medical emergencies. The resulting digital bio-

sensors would thus benefit different important fields, ranging from biomedical

analysis [25, 67] as well as environmental monitoring and security screening

[121], by enabling on-demand immediate intervention or corrective action on the

basis of reliable analytical data.
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An important challenge in developing this kind of digital multi-signal biosensor

system is obtaining a significant difference between the logic 1 and 0 output values
(in other words, a well-defined YES/NO answer). One should remember that in case

of biomedical applications the input signals appear at their physiological levels,

where the logic value 0 may not correspond to the physically zero concentration.

Moreover, there might be a relatively small difference in the physical concentra-

tions of the input signals corresponding to the logic 0 and 1. In order to obtain

significant difference in the output signals, the response function should be sigmoid

rather than linear [46]. In other words, the system should demonstrate a

non-linearity with a sharp transition between the 0 and 1 states. The first steps in

this direction have been already done experimentally and analyzed theoretically

[44]. However, extensive research effort aimed at designing chemical “filter”--

systems similar to the electronic counterparts is needed [122]. The thresholds

separating the logic 0 and 1 values could be personally tailored for a given patient

by following circulating biomarkers in the physiological liquids. This will be an

important step towards future personalized medicine.

Analysis of various biomarkers found in biofluids at a crime scene, particularly

based on multi-enzyme biocatalytic reactions, is rapidly progressing toward prac-

tical applications. The approach, borrowed from unconventional enzyme-based

computing [18, 19] and originally applied to biomedical analysis [25, 67], demon-

strates promising perspectives for novel forensic serology applications

[123, 124]. Analytical applications for rapid identification of personal characteris-

tics are feasible as the results of this study. New tools (e.g., analytical kits or paper

strips) for the rapid identification of biofluid origin are expected based on the

present research. Further development in this area will be directed towards incor-

poration of the methods exemplified above and other similar approaches into

portable lateral flow strip-like devices for rapid analysis of biomarkers directly

on-site at the crime scene.

Biochemical computing and logic-gate systems based on biomolecules have the

potential to revolutionize the field of biosensors. Interfacing biocomputing ele-

ments with sensing processes would allow multi-signal analysis followed by bio-

chemical processing of the data, giving a final digital (“YES” or “NO”) analytical

answer. Such “Yes/No” information allows also direct coupling of the signal

processing with signal-responsive materials [43] and chemical actuators

[125, 126] to offer a closed-loop “Sense/Act” operation. Biochemical networks

can offer robust error-free operation upon appropriate optimization of their com-

ponents and interconnections. Chemical stability of the biomolecular components

will be improved upon their immobilization in signal-responsive materials or at

functional interfaces. Further development of this research area requires collabo-

rative efforts of engineers, biochemists, and computer specialists. The ultimate goal

of this work will be the design of a microfluidic lab-on-a-chip performing multi-

enzyme-catalyzed cascades and operating similarly to an electronic chip by being

able to integrate large networks for processing biochemical signals.
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Heat Transfer as a New Sensing Technique

for the Label-Free Detection

of Biomolecules

Kasper Eersels, Bart van Grinsven, Marloes Peeters, Thomas J. Cleij,

and Patrick Wagner

Abstract This chapter focuses on a new thermal sensing technique based on an-

alyzing the heat-transfer resistance of a functionalized solid–liquid interface in

time. This method, the so-called heat-transfer method (HTM), was developed by

the authors in 2012. In order to monitor the thermal resistance of a functional in-

terface in time, the temperature beneath a functionalized chip is controlled, while

the output temperature in the measuring chamber is registered in time. Originally,

the method was used for the detection of single-nucleotide polymorphisms (SNPs)

in deoxyribonucleic acid (DNA). It was found that upon denaturation of double-

stranded DNA, the DNA curled up, leading to an increased surface coverage and

hence thermal resistance. This transition from low to high thermal resistance re-

gimes could be employed to pinpoint the melting temperature of the DNA strain

under study and thereby identify point mutations. In recent years, HTM has been

combined with various synthetic and natural receptors for various applications in-

cluding the detection of whole cells and microorganisms, neurotransmitters and hor-

mones, and proteins using surface imprinted polymers (SIPs), molecularly imprinted
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polymers (MIPs), and aptamers, respectively. This chapter aims at discussing HTM

as a sensing technique and its application in bio-analytics in detail and benchmarking

it by providing an overview of other thermal sensing principles and their inherent

benefits and drawbacks.

Keywords Biosensors, Cell detection, DNA, Heat transfer, Synthetic receptors
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1 Introduction

Traditionally, thermal techniques have been used for diverse biotechnological appli-

cations including deoxyribonucleic acid (DNA) melting curve analysis and DNA

amplification by polymerase chain reaction (PCR) [1, 2]. However, the application of

calorimetric and thermal sensing methods in bio-analytics was considered to be li-

mited due to the requirement of complex and expensive instrumentation, the rela-

tively slow response time, the poor sensitivity, and the interference of nonspecific

heating effects [3, 4]. In the 1970s, simple calorimetric devices were combined with

the specificity of immobilized enzymes for the detection of urea and glucose [5, 6].

These thermal biosensors offer several advantages in comparison to other sensing plat-

forms including insensitivity to varying optical and ionic properties of the sample

under study, simple bulk production, good long-term stability, and reusability of the

biocatalyst [7]. In following years, multiple enzyme-based thermal sensor platforms

have been developed for the detection of several clinical markers including choles-

terol, creatine, and triglycerides [8–10].

Thermal biosensors typically measure the heat that arises from the biochemical

reactions or molar enthalpy changes. Historically, enzyme-based thermal biosen-

sors could be roughly divided into two categories. The first-generation sensors were

based on a thermistor registering the temperature at the outlet of an enzyme-packed

column [6]. Whenever a sample is loaded into the column, the target molecule, if

present, will react specifically with the enzyme generating heat that will change the

resistance of the thermistor that is compared in real time to the resistance of a re-

ference thermistor [11]. The sensitivity of the device can be increased by coupling a

thermistor-based sensor to an automated flow injection analysis unit [12]. Another
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important category of thermal biosensors is based on the so-called Seebeck effect.

The thermoelectric potentials developed between the ends of two metal or alloy wires

are proportional to the temperature difference between both points. Thermocouples

[13] and thermopiles [14, 15] use this effect to translate the temperature in a mea-

surable electrical signal. These types of sensors do not require a reference channel,

making them easier to miniaturize.

Many biotechnological applications require the simultaneous detection of multiple

targets in a single sample. Therefore, multiple technological improvements have been

aimed at developing parallel sensor arrays. This can be achieved by creating an array

of thin-film thermistors [16] or integrating the temperature-sensitive elements onto a

single chip allowing for differential measurements [17, 18]. Due to the advancements

in both thin-film and microchip technology, these improvements facilitate miniatur-

ization of the sensors and improve the reproducibility of the sensors. In order to create

more versatile sensor platforms, hybrid systems have been developed combining ther-

mal sensing with electrochemical readout techniques [19] and bulk acoustic wave

resonators [20].

In addition to enzymatic biosensors, devices have been developed based on other

types of bio(mimetic) receptors. Thermal immunosensors have been developed by

immobilizing antibodies onto a column, connected to a thermal sensing element [21].

In most cases, the recognition of the antigen by the antibody is indirect and antigen–

antibody coupling is usually followed by an enzymatic-labeling step, often coupled to

a secondary antibody. Upon addition of the ligand of the enzyme, heat is created

proportional to the amount of antigen bound to the surface. Therefore, these types of

sensors were named thermometric enzyme-linked immunosorbent assay (TELISA)

due to the resemblance to the well-known ELISA technique [22]. Nucleic acids such

as DNA [23] and aptamers [24] have also been used as receptor layers in thermal

biosensors. Recently, a novel microcalorimetric method was combined with infrared

spectroscopy to create a very sensitive sensor application that enables the user to iden-

tify single-nucleotide polymorphisms (SNPs) [25]. Due to the limited stability of bio-

logical receptors, a lot of research effort has been put into the incorporation of synthetic

receptors such as molecularly imprinted polymers (MIPs) into thermal biosensor plat-

forms, leading to more stable and reproducible devices [26, 27].

In 2012, the authors of this chapter introduced a new type of thermal biosensor

technique that is based on the analysis of heat transfer through a functionalized chip

surface rather than the generation of heat by a biochemical process or change in en-

thalpy. Initially, the technique, coined the heat-transfer method (HTM), was used to

detect SNPs in DNA [28] but the technique was extended towards other biosensing

applications and has actually proven to be a very versatile readout methodology [29].

This chapter will provide an overview of the various HTM-based biosensor applica-

tions that have been developed over the years and will provide an outlook directing

future research.
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2 General Sensing Concept

HTM is based on analyzing the transport of thermal energy over the receptor layer.

The thermal resistance (Rth) at the interface can change due to various effects in-

cluding DNA hybridization/denaturation, binding of bio-particles to the receptor

layer, or phase transitions in lipid vesicle layers. A typical HTM setup is schemat-

ically illustrated in Fig. 1. The functional interface, which can be any type of re-

ceptor layer, is applied onto a solid chip. The chip can be made of virtually any heat

conducting material, ensuring that the heat flux is focused through the functional

interface. The thermal current is provided by a power resistor and passes through a

copper block, serving as a heat provider or heat sink. The temperature of the copper

block, T1, is measured by a thermocouple and actively steered by a proportional-

integral-derivative (PID) controller, controlling the power produced by the resistor.

The functional interface is exposed to the analyte under study by means of a flow

cell that is connected to a tubing system, allowing automated sample administration

and flushing using a syringe-driven or peristaltic flow pump. The temperature of the

liquid inside this flow cell, T2, is measured in time by a second thermocouple. The

values of both T1 and T2 are registered by a thermocouple card; the PID controller

uses the T1 data to adjust the voltage over the resistor, which is also registered by

the software. From these data, the thermal resistance Rth (
�C/W) can be approxi-

mated by the ratio of the temperature difference ΔT ¼ T1 – T2 and the input power

P according to Rth ¼ ΔT/P [28]. Current research is focused on deriving a more

exact calculation of the thermal resistance from the experimental data as the current

approximation neglects the fact that only a small portion of the heating power

P transfers through the functional interface.

Fig. 1 Schematic representation of the HTM sensing concept. The measuring chip, coated with a

functional layer, is connected mechanically to a copper block, heated by a power resistor (P). The
temperature of this heat sink, T1, is registered and actively steered by a temperature-control unit

(TCU). The temperature of the liquid inside the flow cell, T2, is monitored in time by a second

thermocouple. In this way, the thermal resistance of the solid–liquid interface can be derived as

Rth¼ T1� T2/P. Changes occurring at the functional layer can influence the heat transport through
the chip and hence the heat-transfer resistance of the solid–liquid interface. Reproduced, with per-

mission, from van Grinsven et al. [28]. Copyright 2012 American Chemical Society
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3 Detection of Single-Nucleotide Polymorphisms in DNA

The first HTM-based biosensor application was introduced in 2012 in the context of

DNA mutation analysis [28]. Gold standard DNA mutation analysis tools include

sophisticated molecular techniques which are generally quite sensitive but typically

involve fluorescent labeling, DNA isolation, amplification, and expensive instrumen-

tation and are lacking real-time kinetic information [30]. The potential of HTM to

serve as an alternative for these techniques was examined by coating a silicon chip

with a 300 nm nanocrystalline diamond (NCD). The NCD layer was functionalized

by covalently attaching 29-mers double-stranded DNA (ds-DNA) via the 1-Ethyl-3-

(3-dimethylaminopropyl)carbodiimide (EDC) coupling route. The probe strand was

linked to the diamond through stable C–C bonds in a “head-on” configuration, while

the target strand was allowed to hybridize or denature without steric hindrance as can

be seen in Fig. 2a. Since the 29-mer total length of the ds-DNA fragments (10 nm)

is well below the persistence length for ds-DNA (50 nm), they will behave as “stiff

rods.” The surface coverage of these rods was experimentally determined at 35% by

X-ray photoelectron spectroscopy, which allows a large part of the thermal energy to

pass freely through the nonfunctionalized areas of the NCD (Fig. 2b). However, some

of the heat dissipates along the ds-DNA eventually inducing denaturation. The re-

sulting ss-probe DNA fragments have a total length of 12.24 nm which is well above

the persistence length of ss-DNA (1.48 nm), inducing the probe DNA to curl up in an

irregular shape with a Flory radius of 2.46 nm, increasing the surface coverage to

150%, leading to a higher thermal resistance of the functional interface (Fig. 2c).

The effect described above was used for the detection of SNPs in DNA. The results

of these experiments are shown in Fig. 3. The red curve illustrates that the thermal

resistance of a nonfunctionalized diamond chip, exposed to phosphate buffered saline

Fig. 2 (a) Schematic illustration of DNA duplexes with labeled target strands. (b) Heat-transfer

path through a molecular DNA brush. (c) Upon denaturation, the probe DNA curls up in irregular

structures, characterized by the Flory radius, thereby blocking heat transfer at the solid–liquid inter-

face. Adapted, with permission, from van Grinsven et al. [28]. Copyright 2012 American Chemical

Society
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(PBS) solution, remained fairly constant over a wide temperature range (red curve).

Attachment of the fatty-acid cross-linker did not result in a measurable change in Rth

(purple curve). Attachment of ss-DNA results in an increase of the thermal resistance

that slowly decreases at increasing temperatures (blue curve). Hybridizing the ss-probe

DNA to either a complementary strand (black curve) or a strand containing a mismatch

(green and orange curve) results in a signal that is in range with the signal for ds-

stranded DNA. At a certain temperature, the melting temperature, an upward jump in

thermal resistance can clearly be observed as the DNA transits the ds- to the ss-state.

The midpoint of each temperature curve: 63.0 � 0.1�C (black line), 57.6 � 0.1�C
(green line), and 56.8� 0.1�C (orange line) can be used to discriminate between com-

plementary DNA fragments and fragments containing a cytosine–cytosine mismatch

located at different positions. These findings can be explained by the fact that an SNP

in the target fragment leads to a decreased stability of the resulting duplex, leading to

a shift of the melting temperature towards the lower temperature regime.

The possibility of using HTM for DNA mutation analysis was further studied in

2013 demonstrating that the platform can be used to differentiate between sequence

Fig. 3 Heat-transfer resistance Rth as a function of temperature. The unmodified (red curve) and
fatty-acid modified electrode (purple curve) have a widely constant Rth. In the configuration with

attached ss-DNA (blue curve), the heat-transfer resistance has notably increased due to an efficient
thermal insulation by the DNA fragments. The Rth of full-match ds-DNA (green curve) is com-

parable to the non-modified surface at low temperatures and switches to the ss-DNA behavior upon

denaturation with a midpoint. Repeating the experiment DNA duplexes containing a mismatch at

position 7 (green curve) or position 20 (orange curve) results in a clear shift of Tmidpoint to lower

temperatures. Adapted, with permission, from van Grinsven et al. [28]. Copyright 2012 American

Chemical Society
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polymorphisms of the same gene in a simultaneous analysis [31]. These findings

illustrate that HTM might offer a user-friendly alternative to parallel techniques such

as microarrays. An additional study revealed that it is possible to use the technique to

estimate the mutated fraction of a gene under study by simultaneous analysis of full-

match and mismatch sequences [32]. These findings eventually lead to a first clinical

test for the HTM-based DNA mutation analysis tool in 2014 [33]. The technology

was used to detect mutations in phenylketonuria (PKU)-related exons in patient sam-

ples, confirming that HTM has the potential for implementation in various diagnostic

fields. These experiments also reveal that when the ds-DNA fragment exceeds the

persistence length (ca. 150 base pairs), the technique cannot be used anymore. In ad-

dition to this drawback, the high amount of noise on the signal and the price of the

diamond-coated samples could also be a limitation when aiming at a commercial

application.

In this context, the HTM-based DNA analysis principle was studied using low-

cost, electrically insulating sapphire chips [34]. These chips were functionalized with

(3-aminopropyl) triethoxysilane (APTES) and succinic anhydride, allowing to attach

DNA through the EDC route. The thermal conduction and DNA denaturation effect

in these sapphire chips were compared to the results obtained in a similar experiment

on the diamond-coated silicon chips (Fig. 4). The signal-to-noise ratio appears to be

improved by almost a factor of three when using synthetic sapphire. This effect can
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Fig. 4 Temperature-dependent thermal resistance data showing the denaturation of ds-DNA on a

diamond-coated silicon (red curve) and a synthetic sapphire (black curve) chip. For comparison, a

similar experiment was conducted on a sapphire chip coated with ss-DNA (blue curve). The re-

sulting profile illustrates that the noise on the thermal resistance is substantially lower in the experiment

using a sapphire chip, allowing for a more accurate determination of the melting temperature. Adapted,

with permission, from Murib et al. [34]. Copyright 2016 Elsevier
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be explained by the fact that there is no internal interface inside the chip and sapphire

has a higher heat capacity than silicon and diamond. The resulting thermal mass will

therefore be higher, making the sapphire chip less susceptible for temperature fluc-

tuations. In turn, this allows for a more accurate determination of the melting tem-

perature, making the device more sensitive.

4 Detection of Small Organic Molecules with Molecularly

Imprinted Polymers

MIPs are synthetic receptors that are sometimes referred to as “antibody mimics”

[35]. Similar to natural antibodies, they possess a high affinity for their template mol-

ecule but have the advantages of low-cost, superior chemical and thermal stability,

and possibility to tailor theMIP to its target. The potential of HTM for the detection of

small organic molecules with MIP-based sensor platforms was demonstrated for the

first time in 2013.MIP particles were prepared by bulk polymerization and then applied

onto aluminum chips that were pre-coatedwith a polyphenylenevinylene adhesive layer

[36]. After gentle heating of the sample, the particles sink into the adhesive layer where

they remain entrapped after subsequent cooling. These polymer-functionalized elec-

trodes were mounted into the HTM setup and the thermal resistance was measured in

buffer solutions with increasing neurotransmitter concentrations. An increase in the

thermal resistance was observed, which can be qualitatively explained by the “pore-

blocking model” (Fig. 5) [36]. The response in thermal resistance is then used to quan-

tify the amount of neurotransmitter in the sample.

With this approach, detection limits in the order of 50 nM in buffered solutions

were determined for the neurotransmitters serotonin, histamine, and L-nicotine. The

sensor platform was able to discriminate between histamine and histidine, a com-

petitor molecule similar in size and structure, illustrating the specificity of the sensor

(Fig. 6). Additionally, in a referencemeasurement using non-imprinted polymer (NIP)

beads as synthetic receptors, the sensor does not respond to a solution containing

target or analogue. This proves that the observed effect for the MIP is not the result of

a change in the thermal conductivity of the liquid inside the measuring chamber.

Fig. 5 Schematic representation of the MIP-based small molecule detection principle using HTM.

When the template, represented as blue dots, binds to the MIP layer, heat transfer is blocked in a

certain direction and this leads to a measurable increase of the overall thermal resistance. Adapted

with permission from Peeters et al. [36]. Copyright 2013 Springer
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In a follow-up study on this research, the limit-of-detection (LoD) was brought down

by a factor of two by optimizing the settings of the feedback loop of the temperature-

control system [37]. Further improvements were made by introducing a novel method

for selectively functionalizing parts of the electrode, which made it possible to cover the

electrode withMIP particles imprinted with different molecules. In this way, the authors

could measure three different neurotransmitters simultaneously using an MIP-based

parallelized array [38].

The described functionalization method is not commercially viable since it requires

the use of an additional adhesive layer, stamping of MIP microparticles, and a prepa-

ration time of at least 20 min per sample. In order to address this, a new concept was

introduced that is based on Screen-Printed Electrodes (SPEs); these electrodes are cost-

effective, highly reproducible, and can be prepared in bulk quantities [39]. Particles

were mixed with the screen-printing ink and printed onto SPEs, which is a simple and

fast (1 min/sample) preparation method [40]. As a proof-of-concept, MIPs for dopa-

mine were synthesized and integrated into SPEs with a 30% ratio of particles vs. ink.

Measurements performed with HTM improved the LoD with an order of magnitude

compared to traditional cyclic voltammetry (0.35 vs. 4.7 μM) in buffer [40]. In ad-

dition, it was possible to measure spiked concentrations of dopamine in banana fluid

(Fig. 7).

Fig. 6 Dose–response curve for an MIP imprinted with histamine. MIP and NIP are exposed to

increasing concentrations of histamine (target) and histidine (analogue). The specificity of the

platform is proven by the fact that the sensor does not respond to histidine, while the NIP response

illustrates that the observations are not the result of a change in thermal conductivity of the liquid

inside the measuring chamber. Adapted, with permission, from Peeters et al. [36]. Copyright 2013

Springer
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Screen printing of MIP layers onto electrodes is a sensor development technique

that has a high commercial potential for large-scale application in clinical and bio-

analytical settings due to its simplicity, low-cost nature, and portability of the setup.

These types of devices are suitable for routine, on-site screening in diverse areas in-

cluding health and care, environmental analysis, and food and water screening. New

research opportunities include printing the receptor layers on sustainable alternatives

to traditional electrode materials such as paper or organic polymer foils. These ma-

terials are both biocompatible and flexible and can therefore be used in biomedical

devices such as catheters or implants which would allow for in vivo detection of re-

levant molecules.

5 Cell and Pathogen Detection

The possible use of HTM for diagnostic applications based on specific cell detection

was explored in 2013 [41]. Synthetic cell receptors, known as surface imprinted poly-

mers (SIPs), were chosen because of their ability to specifically and selectively recog-

nize their target in addition to their superior stability and low-cost synthesis procedure

[42]. The SIPs were made using the stamping approach. This straightforward, elegant

Fig. 7 Thermal resistance in time for an MIP stabilized in banana fluid (homogenized with a

blender) to which spiked solutions of dopamine in banana fluid were added. In each addition step,

the fluid inside the measuring chamber was replaced entirely by flushing with an excess volume of

banana fluid. In this way, the concentration of dopamine was gradually increased (62.5, 100, 200,

500, 1,000, and 2,000 nM). From 500 nM on, a significant effect was observed. Adapted with

permission from Peeters et al. [40]. Copyright 2016 Multidisciplinary Digital Publishing Institute
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strategy consists of stamping the template cells into a semi-cured polyurethane layer.

Upon cross-linking of the layer, the template cells are removed, leaving a pattern of

micron-sized imprints behind on the surface of the polymer-coated chip. In Fig. 8, a

typical SIP layer is shown. This layer was imprinted with MCF-7 cells, a breast cancer

cell line that typically has a spherical shapewith a diameter of�20 μm. From the optical

image of the SIP (Fig. 8a), it can be concluded that the horizontal dimensions of the

template are transferred into the SIP layer. Both the spherical shape and the size of the

MCF-7 cells are retained. The topographic analysis of an imprint, shown in Fig. 8b,

reveals that the vertical dimensions of the template are not retained in the SIP. The

imprint is only 600 nm deep, which can be considered shallow in comparison to the

dimensions of the cell. However, this is crucial for the selectivity of the SIP: cells that

fit the dimensions of an imprint can fit within the microcavities but can be easily washed

out if the morphological match is not supplemented by a functional match, created

during imprinting.

The detection principle is shown in Fig. 9. The thermal resistance of the interface

is determined by the thickness of the polyurethane layer. Therefore, the microca-

vities should have a lower Rth in comparison to the thicker non-imprinted parts of

the SIP layer and will act as preferential heat channels. However, when a cell binds

to the receptor layer, they will replace the water that was previously inside the ca-

vities. As it was recently shown that the phospholipid bilayers surrounding a cell

have a lower thermal conductivity than water [43], cell rebinding will result in an

increase of the Rth of the interfacial layer, resulting in a drop in T2.
This effect was exploited for the specific detection of cancer cells in phosphate

buffer. It was analyzed whether it was possible to discriminate between breast cancer

cells (MCF-7 cells), immortalized leukemic T-lymphocytes (Jurkat cells), and a mixed

population of healthy blood cells (peripheral blood mononuclear cells or PBMCs). The

results, summarized in Fig. 10, reveal that exposing an MCF-7 SIP to a solution of

target cells will lead to an increase in the thermal resistance of the interface (Fig. 10a,

Fig. 8 (a) Optical analysis of SIP layer imprinted with MCF-7 cells, indicating that the lateral

dimensions, i.e., the size and shape, of the template are preserved, (b) the topographic study of the

layer by atomic force microscopy (AFM) illustrates that the vertical dimensions are not transferred

to the SIP layer given the imprint depth of only �600 nm. Adapted with permission from Eersels

et al. [41]. Copyright 2013 American Chemical Society
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black curve). In addition, a small degree of cross-selectivity is observed when Jurkat

cells bind to the SIP (red curve), while the sensor does not respond to a solution of

PBMCs (blue curve). After applying two consecutive flushing steps, in which the flow

cell is rinsed with buffer at flow rates of 2.5 and 0.25mLmin�1, respectively, the signal

returns to baseline for the competitor but not the target cells. This indicates that the

nonspecifically bound competitor cells can be washed out of the microcavities due to

the shear forces provided by flushing. On the other hand, the target cells adhere tightly

to the SIP layer due to their specific interaction with themicrocavities. As a result, they

cannot be removed from the layer by flushing with buffer. The precise origin of this

selective binding mechanism is the topic of ongoing research.

Similar experiments were performed on SIPs imprinted with Jurkat cells (Fig. 10b)

and PBMCs (Fig. 10c). Moderate degrees of cross-selectivity were observed when:

(1) MCF-7 and PBMCs attached to Jurkat SIPs and (2) a PBMC SIP was exposed to a

solution of Jurkat cells. It was possible to revert the signal to baseline by flushing the

flow cell with buffer, thereby removing the competitor cells from the SIP. In both

cases, the washing steps had no effect on the signal for the experiment with target cells

complementary to the imprints.

These results illustrate the potential of the device for diagnostic cell detection ap-

plications such as the specific detection of circulating tumor cells (CTCs) in blood

samples. The gold standard techniques for CTC detection are usually based on

specialized flow cytometry techniques. Although these methods require expensive

training and both operating and data analysis require some training, they are very

sensitive, allowing to detect cells at concentrations below 10 cells mL�1. HTM could

offer a low-cost, user-friendly, and label-free alternative that can be used on-site but the

LoD (104 cells mL�1) needs to be improved dramatically in terms of CTC detection.

The selectivity and sensitivity limit of the methodology was examined in 2014.

The previous experiments illustrate that it is possible to discriminate between mor-

phologically similar cells. However, the cell types under study differed significantly

in terms of the distribution of functional groups. Therefore, Chinese hamster ovarian

(CHO) cells were induced to express the MUC1 protein, a transmembrane protein

Fig. 9 Schematic representation of the SIP-based cell detection principle using HTM. As the

thermal resistance of the extracted SIP (left) will be mainly determined by the thickness of the

insulating polyurethane layer, the microcavities will form preferential heat channels. When cells

bind into these cavities, they will block the heat flow through the cavities, thereby increasing the

thermal resistance of the solid–liquid interface. The HTM device will keep the temperature of the

copper heat provider, underneath the sample, constant. The temperature in the liquid measuring

chamber, T2, will increase upon binding of the cells to the layer. Adapted, with permission, from

Eersels et al. [41]. Copyright 2013 American Chemical Society
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that is normally absent in these cells [44]. Furthermore, by incubating the MUC1-

expressing cells with a differential amount of carbohydrates, it was possible to tune

the degree of glycosylation on the MUC1 protein of these cells. The platform was

used to discriminate between these morphologically identical cell lines and proved to

be capable of distinguishing between cells based on the presence or absence of sugar

moieties on their transmembrane proteins. However, slight differences in the glyco-

sylation pattern of the MUC1 protein did not induce a different binding behavior and

therefore could not be identified by the sensor, illustrating its limit-of-selectivity. Ad-

ditionally, the LoD of the device was boosted by the development of a gradual en-

richment approach that enables the user to identify target cells in concentrations as

low as 104 cells mL�1 in the presence of a hundredfold excess of competitor cells.

Although these results hold up well to other biosensor platforms, CTC detection still

requires the LoD to be improved by three or four orders of magnitude.

Fig. 10 (a) Time-dependent profile of the heat-transfer resistance for an SIP imprinted with

MCF-7 cells in response to MCF-7 cells (black curve), Jurkat cells (red curve), and PBMCs (blue
curve). (b) Thermal response of a Jurkat-imprinted SIP towards Jurkat, PBMC, and MCF-7 cells.

(c) Thermal resistance profile of a PBMC SIP in response to PBMCs, Jurkat, and MCF-7 cells. The

color codes are identical in all graphs. Mild rinsing of the flow cell with cell-free PBS suppresses

the cross-selective response observed when exposing an SIP to a solution of competitor cells for all

SIPs and cell types under study. Adapted, with permission, from Eersels et al. [41]. Copyright 2013

American Chemical Society
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In this light, other applications that do not require a very high degree of sensitivity

were explored. In 2015, the device was used as a novel assay for monitoring the quality

of cell lines in a cell culture lab [45]. Cross-contamination and spontaneous mutations

arising from over-passaging or improper handling of cell cultures pose a serious threat

for cell biologists as the fidelity of their scientific results depends largely on the in-

tegrity of the cell lines in culture. However, most cell analysis platforms are slow and

require sophisticated machinery. Therefore, cell biologists monitor the quality of their

cell cultures visually. As many negative effects of culturing cells for a prolonged

period of time do not necessarily result in phenotypic changes, cell culture suppliers

simply recommend to limit the number of passages. With the advent of short tandem

repeat (STR) DNA profiling, a lot of progress has been made in this field [46]. This

low-cost technique allows the user to analyze a given number of alleles of the cells

they have in culture. The obtained profile can be compared to that in a database to

assess the quality of the cell culture. However, this technique is typically slow, in-

volves fluorescent labeling, and is confined to a separate, readout platform. Therefore,

the technique is not suitable for routine analysis of cell cultures on a weekly basis. To

determine whether the SIP-based thermal sensor platform could be a fast and user-

friendly alternative in this context, an experiment was designed using the adherently

growing breast cancer cell line, ZR-75-1. These cells were cultured in the presence

of a faster growing, descendant cell line that was created involuntarily by cross-

contamination in a previous experiment. SIPs were imprinted with ZR-75-1 cell lines

and the cells were cultured for 30 passages. At regular time intervals, a sample of the

cell culture was analyzed with the sensor. The results of this experiment are shown in

Fig. 11. At low passage numbers, addition of a sample of the cell culture results in an

irreversible increase of the thermal resistance at the functional interface, indicating

that the ZR-75-1 cells adhere tightly to the SIP layer. Starting from passage 18, a de-

crease in the relative response becomes apparent. This indicates that some of the cells

can be washed out of the layer as they bind less tightly to the SIP layer. The effect

becomes more pronounced as the number of passages increases which implies that a

cross-contamination with the faster growing cell line probably occurred. These find-

ings were confirmed by STR DNA profiling [45].

Another interesting application for the sensor was demonstrated recently in terms

of bacterial identification and viability testing [47]. In a first series of experiments, the

concept of HTM-based bacterial sensing was introduced (Fig. 12) and it illustrates that

it is possible to distinguish between viable and dead Escherichia coli cells (Fig. 12a)
as well as specifically identifying gram-negative (E. coli) and gram-positive (Staph-
ylococcus aureus) bacterial strains (Fig. 12b). Additionally, it was possible to detect

E. coli cells at concentrations down to 104 colony forming units (CFUs) mL�1 in the

presence of a hundredfold excess of S. aureus.
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6 Phase Transition Study on Supported Lipid Vesicle

Layers

In addition to biosensing, HTM was also used for the detection of phase transitions

in lipid membranes [48]. Experimental data on transition effects in lipid vesicles are

mainly focused on dispersed vesicles and often restricted to molecular simulations

[49]. With HTM, it was possible to study the phase transition behavior in these lay-

ers without the need for fluorescent labeling, which would change the transition be-

havior. Lipid vesicle layers were created on silica chips covered by a hydrogenated

NCD coating. The thermal resistance of these functionalized chips at a solid–liquid

interface was analyzed over time. Dipalmitoylphosphatidylcholine (DPPC) was chos-

en as a model lipid because of its rich phase behavior in an experimentally accessible

temperature range. The “main phase transition,” i.e., the transition from the ripple to

the liquid disorder phase, takes place around 41�C [50]. Small unilamellar vesicles

(SUVs) were formed by power sonication of a DPPC vesicle dispersion in 4-(2-

hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) buffer. Phase transitions in

these SUVs can be induced by heating and cooling the chip as shown in Fig. 13, lead-

ing to a change in the order of the lipid vesicle layer, thereby changing the thermal

resistance of the interface.

Fig. 11 Time-dependent thermal resistance data illustrating the potential of the SIP-based thermal

sensing for cell culture quality assay. At low passage numbers, addition of a sample of the cell cul-

ture results in a large sensor response. Upon the introduction of a cross-contamination (passage 17),

the signal drops. This effect gets more pronounced at increasing passage numbers. Adapted with

permission from Eersels et al. [45]. Copyright 2015 American Chemical Society
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Prior to the phase transition study, a control experiment was performed in HEPES

buffer by applying a heating and cooling run, sweeping the temperature from 25�C to

60�C and back at a rate of 0.2�Cmin�1. Next, a suspension of SUVs was injected into

the measuring chamber at 25�C, well below the literature value for the main phase

transition. After an hour of incubation time, the temperature was increased to 60�C at

a rate of 0.2�C min�1, after which the flow cell was flushed with HEPES buffer to

remove any weakly or non-bound vesicles from the chip surface. After a cooling run

at the same rate, an additional cooling and heating cycle was performed at a rate of

0.3�C min�1, followed by a final heating run at 0.2�C min�1. The resulting temper-

ature profile for the liquid inside the flow cell, T2, presented in Fig. 14a, shows an

increase in thermal resistance at a copper temperature of 41�C, which corresponds

well with the value for the main phase transition temperature obtained with other ex-

perimental techniques, such as microcalorimetry, for the study of vesicles in disper-

sion [50]. The hysteresis observed between heating and cooling further confirms the

Fig. 12 (a) Time-

dependent data illustrating

the setup’s potential for
bacterial viability testing.

(b) Bacterial identification

experiment illustrating the

possibility for

discriminating between

gram-negative and gram-

positive bacterial strains.

Adapted, with permission,

from van Grinsven et al.

[47]. Copyright 2016

American Chemical Society
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hypothesis that these Rth jumps can be related to a first-order transition in the lipid

vesicle layer from the ripple to the liquid disordered state.

The loss of order upon heating can be explained by a temperature-induced increase

in the lateral mobility of the alkyl chains and appears to be endothermic as heat is

absorbed by the disordered layer, leading to an increase of the interfacial thermal re-

sistance. On the other hand, the transition from the liquid disordered phase to the ripple

phase upon cooling is accompanied by a decrease in thermal resistance as the oriental

order of the lipid chains enhances thermal conductivity at the interface. However, the

contribution of a calorimetric effect, reflecting a first-order transition that influences the

thermal resistance, cannot be ruled out.

When subtracting the baseline contribution of a blank substrate exposed to buffer,

an effective difference Rth* can be obtained. These data, shown in Fig. 15b, agree with

molecular dynamics simulations, indicating that the heat conduction mainly takes place

across the vesicle layer [49].

These experiments demonstrate that HTM can also be used to study structural

phase transitions in soft condensed matter and, in this case, provides an alternative

to calorimetry for the detection of phase transitions in lipid vesicles. This opens up

possibilities for future research including the study of more complex lipid mixtures

to monitor lipid raft formation or the formation of lipid bilayers and self-assembled

monolayers (SAMs) on chemically modified substrates, which might be interesting

in terms of biosensing.

7 Protein Detection

An interesting HTM-based approach to detect the peanut allergen Ara h1 was intro-

duced in 2015 [51]. This application is highly relevant for the food industry as Ara h1 is

responsible for >90% of anaphylactic shock cases [52]. Previous research has dem-

onstrated that it is possible to detect Ara h1 using aptamers [53]. These receptors were

immobilized on measuring chips using a simple three-step process. First, gold elec-

trodes are functionalized with a thiol SAM onto which amino-terminated aptamers are

coupled. Finally, the electrodes are incubated into a solution containing bovine serum

albumin (BSA) in order to prevent nonspecific binding to the surface. This receptor

Fig. 13 Schematic representation of the lipid vesicle layer. Phase transitions are induced by heat-

ing and cooling of the substrate, and changing the surface coverage and the thermal resistance of

the solid–liquid interface. Adapted with permission from Losada-Pérez et al. [48]. Copyright 2014

Wiley-VCH Verlag GmbH & Co. KGaA
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layer design is compatible with electrochemical, thermal, and gravimetric detection and

is the result of a spontaneous process. However, it has to be noted that the formation of

thiol SAM layers is specific for gold and platinum electrodes and this method is not

directly transferable to other metal or nonmetal electrodes.

This method was used to functionalize gold HTM chips with aptamers for the

peanut allergen Ara h1. Its attachment was confirmed by analysis with the Quartz

Crystal Microbalance (QCM) and AFM images. HTMmeasurements were performed

in buffer solutions (pH 8.4) to force the aptamers into a straight and rigid configuration

prior to binding of the peanut allergen. This fixation of the structure has proven to be

essential for achieving low detection limits with optical measurement techniques in

previous work [53]. After stabilization of the aptamer-functionalized gold electrodes,

a stepwise increase in the thermal resistance was observed at increasing allergen

concentrations (Fig. 15).

Fig. 14 (a) Temperature

profile of the interfacial

thermal resistance in

response to main phase

transitions in a supported

DPCC vesicle layer

adsorbed on an NCD-coated

silicon chip. The arrows
indicate the sequence of the

run: heating (red solid line)
and cooling (blue solid
line). (b) Temperature

profile of the effective

thermal resistance Rth*,

calculated as Rth* ¼ Rth

(DPPC + HEPES

buffer) � Rth (HEPES

buffer). Solid red lines:
plateaus of Rth* values at

temperatures away from the

main phase transition.

Adapted with permission

from Losada-Pérez et al.

[48]. Copyright 2014

Wiley-VCH Verlag GmbH

& Co. KGaA
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Protein capturing by the aptamer resulted in a conformational change that added

an additional degree of freedom at the solid–liquid interface and thereby increased

the overall thermal resistance. This effect on the thermal resistance was not seen on

gold functionalized with solely the BSA overcoating (without presence of the tem-

plate), which demonstrated the specificity of the sensor platform. An LoD was es-

tablished in the low nanomolar regime, which is in line with results previously

obtained using aptamers combined with electrochemical methods. To demonstrate

a first proof-of-application, a peanut butter enriched matrix spiked with Ara h1 was

measured with HTM and QCM. Food samples are challenging and complex, which

is not in the least due to their viscosity, and the results indicate the potential of the

sensing platform to cope with challenging analytes. However, this research has not

been extended to other aptamer–protein couples yet and general applicability of this

biosensor remains to be proven. Although LoD values of sensors based on antibodies

are in the picomolar range and exhibit superior sensitivity [54], it is worth noting that

they do have significant drawbacks and are not able to compete with aptamers in

terms of their price, shelf-life, stability, and reusability.

Fig. 15 The thermal resistance (Rth) in time for a gold chip functionalized with aptamers and a

BSA coating with repellent properties. The Rth gradually increases at increasing concentrations of

peanut allergen Ara h1. Reproduced with permission from Burks et al. [51]. Copyright 2015

American Chemical Society

Heat Transfer as a New Sensing Technique for the Label-Free Detection of. . . 401



8 Thermal Wave Transport Analysis

Although HTM has proven to be a very versatile technique, the major drawback

associated with its use in biosensor applications is the high level of noise on the

power over the heater and therefore the thermal resistance signal. As the sensitivity

of the device is inversely proportional to the noise on the measurement signal, the

LoD of the methodology is adversely influenced by the high noise levels on the

power. In addition, the method requires stabilization of the signal upon each ad-

dition step, resulting in relatively long response times. Therefore, a similar thermal

readout technique was developed based on monitoring the propagation of a thermal

wave through a functional interface. This method, thermal wave transfer analysis

(TWTA), was combined with MIPs deposited on SPEs, synthesized as described in

the section on small molecule detection, for the detection of dopamine in banana

juice [40]. The concept is illustrated in Fig. 16.

In TWTA, a thermal wave rather than a constant thermal current is created by the

TCU and applied onto the heat sink. The thermal wave, with an offset temperature

of 37�C and an amplitude of�0.1�C, propagates through the SPE surface and even-

tually reaches the liquid flow cell where the T2 thermocouple registers the trans-

mitted wave. Whenever the target molecules bind within the MIP immobilized on

the SPE, the resulting increased thermal resistance at the interface will damp the

transmission of the wave, resulting in a delay in the phase (φ 6¼ φ0) and a decrease in
amplitude (α 6¼ α0) of the transmitted thermal wave in comparison to the baseline

signal, measured in buffer solution or the non-spiked analyte under study.

In a dopamine detection experiment, comparing the performance of TWTA and

HTM, it was shown that TWTA appears to be slightly more sensitive but, more

importantly, also allows to reduce the measurement time to less than 5 min. In ad-

dition, the effect size was increased by nearly a factor of two [36]. Therefore, the

sensor setup was used to detect dopamine in banana juice. To assess the potential of

TWTA for dopamine detection in food samples, commercially available bananas

were ground, centrifuged, and filtered to obtain a clear liquid. These samples were

spiked with various concentrations of dopamine and analyzed using TWTA. Mea-

surable effects were observed starting at concentrations of 500 nM as can be seen in

Fig. 17.

9 Conclusions

HTM has proven to be a versatile and promising biosensing tool over the past 5 years.

The combination of a fast, user-friendly, label-free, and low-cost transducer technique

and the specificity of both biological and synthetic receptors has led to numerous ap-

plications includingDNAmutation analysis and the detection of various targets ranging

from low-molecular weight compounds to macromolecular entities such as proteins,

bacteria, and mammalian cells. The platform has even been used for phase transition
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studies in lipid vesicles, illustrating its application in fundamental scientific studies.

Currently, the high amount of noise on the measurement signal limits the sensitivity

of the system and therefore its application in, e.g., CTC detection. However, the

achievable LODs for small molecule, cell, pathogen, and protein detection indicate

that HTM can compete with many classical biosensing readout principles including

non-Faradaic impedance spectroscopy. Given the fact that the technique has only been

introduced 4 years ago, this is a huge success.

Future research opportunities are focused on exploring receptor–target binding

mechanisms, thermal transport effects, and improving the sensitivity of the mea-

surement technique. To this extent, a first improvement was achieved by introducing

TWTA. For comparison reasons, HTM can be considered as the thermal equivalent of

a direct current electrochemical readout principle, whereas TWTA could be compared

to an alternating current method, allowing for faster response times and an improved

sensitivity. On the other hand, HTM offers the benefit of straightforward data process-

ing and interpretation. Both techniques are advantageous over other readout methods as

they require minimal instrumentation, can be combined with electrical insulating chip

material (e.g., sapphire), and are performant in nonconducting liquids such as ethanol.

Finally, both HTM and TWTA have been combined with classical readout techniques

such as impedance spectroscopy or fluorescence spectroscopy to provide additional in-

formation about the analyte under study.

Fig. 16 Schematic representation of the TWTA concept. The temperature-control unit (TCU)

generates a thermal wave (phase φ) that is transmitted through a functional interface, in this con-

taining an MIP-SPE. The transmitted wave and corresponding phase φ0 are recorded in the flow

cell. Adapted, with permission, from Peeters et al. [40]. Copyright 2016 Multidisciplinary Digital

Publishing Institute

Heat Transfer as a New Sensing Technique for the Label-Free Detection of. . . 403



References

1. Ansevin AT, Vizard DL, Brown BW et al (1976) High-resolution thermal denaturation of

DNA. Theoretical and practical considerations for the resolution of thermal subtransitions.

Biopolymers 15:153–174

2. Saiki R, Scharf S, Faloona F et al (1985) Enzymatic amplification of beta-globin genomic

sequences and restriction site analysis for diagnosis of sickle cell anemia. Science 230:1350–1354

Fig. 17 (a) Time-

dependent TWTA analysis

of an MIP-SPE exposed to

banana juice spiked with

increasing concentrations of

dopamine. (b) Frequency-

dependent phase shift

analysis. A concentration-

dependent phase shift is

visible. Adapted, with

permission, from Peeters

et al. [40]. Copyright 2016

Multidisciplinary Digital

Publishing Institute

404 K. Eersels et al.



3. Spink C,Wads SI (1976) Calorimetry as an analytical tool in biochemistry and biology.Methods

Biochem Anal 23:1–159

4. Lammers F, Scheper T (1999) Thermal biosensors in biotechnology. In: Scheper T (ed) Advances

in biochemical engineering/biotechnology, vol 64. Springer-Verlag, Berlin Heidelberg, pp 36–64

5. Bowers LD, Carr PW (1976) Immobilized-enzyme flow-enthalpimetric analyzer: application

to glucose determination by direct phosphorylation catalyzed by hexokinase. Clin Chem

22:1427–1433

6. Danielsson B, Gadd K, Mattiasson B et al (1976) Determination of urea with an enzyme

thermistor using immobilized urease. Anal Lett 9:987–1001

7. Danielsson B, Mosbach K (1988) Enzyme thermistors. Methods Enzymol 137:181

8. Danielsson B, Bülow L, Lowe CR et al (1981) Evaluation of the enzyme thermistor as a

specific detector for chromatographic procedures. Anal Biochem 117:84–93

9. Lammers F, Scheper T (1997) On-line monitoring of enzyme catalyzed biotransformations

with biosensors. Enzyme Microb Technol 20:432–436

10. Satoh I, Danielsson B, Mosbach K (1981) Triglyceride determination with use of an enzyme

thermistor. Anal Chim Acta 131:255–262

11. Xie B, Danielsson B, Norberg P et al (1992) Development of a thermal micro-biosensor

fabricated on a silicon chip. Sens Actuators B Chem 6:127–130

12. Bhand SG, Soundararajan S, Surugiu-Wärnmark I et al (2010) Fructose-selective calorimetric

biosensor in flow injection analysis. Anal Chim Acta 668:13–18

13. Bjarnason B, Johansson P, Johansson G (1998) A novel thermal biosensor: evaluation for

determination of urea in serum. Anal Chim Acta 372:341–348

14. Bataillard P, Steffgen E, Haemmerli S et al (1993) An integrated silicon thermopile as biosensor

for the thermal monitoring of glucose, urea and penicillin. Biosens Bioelectron 8:89–98

15. Xie B, Mecklenburg M, Danielsson B et al (1994) Microbiosensor based on an integrated

thermopile. Anal Chim Acta 299:165–170

16. Urban G, Kamper H, Jachimowicz A et al (1991) The construction of microcalorimetric bio-

sensors by use of high resolution thin-film thermistors. Biosens Bioelectron 6:275–280

17. Maskow T, Lerchner J, Peitzsch M et al (2006) Chip calorimetry for the monitoring of whole

cell biotransformation. J Biotechnol 122:431–442

18. Vermeir S, Nicolaı̈ BM, Verboven P et al (2007) Microplate differential calorimetric biosensor

for ascorbic acid analysis in food and pharmaceuticals. Anal Chem 79:6119–6127

19. Xie B, Tang X, Wollenberger U et al (1997) Hybrid biosensor for simultaneous electrochem-

ical and thermometric detection. Anal Lett 30:2141–2158

20. Lai SVH, Kao P, Tadigadapa S (2011) Thermal biosensors from micromachined bulk acoustic

wave resonators. Procedia Engin 25:1381–1384

21. Brandes W, Maschke HE, Scheper T (1993) Specific flow injection sandwich binding assay for

IgG using protein A and a fusion protein. Anal Chem 65:3368–3371

22. MecklenburgM, Lindbladh C, Hongshan L et al (1993) Enzymatic amplification of a flow-injected

thermometric enzyme-linked immunoassay for human insulin. Anal Biochem 212:388–393

23. Wang L, Sipe DM, Xu Y (2008) A MEMS thermal biosensor for metabolic monitoring ap-

plications. J Microelectromech Syst 17:318–327

24. Paul P, HossainM, Kumar GS (2011) Calorimetric and thermal analysis studies on the binding of

phenothiazinium dye thionine with DNA polynucleotides. J Chem Thermodyn 43:1036–1043

25. Lee D, Hwang KS, Kim S (2014) Rapid discrimination of DNA strands using an opto-

calorimetric microcantilever sensor. Lab Chip 14:4659–4664

26. Lettau K, Waskinke A, Katterle M et al (2006) A bifunctional molecularly imprinted polymer

(MIP): analysis of binding and catalysis by a thermistor. AngewChem Int Ed Engl 45:6986–6990

27. Rajkumar R, Katterle M, Warsinke A et al (2008) Thermometric MIP sensor for fructosyl

valine. Biosens Bioelectron 23:1195–1199

28. van Grinsven B, Vanden Bon N, Strauven H et al (2012) Heat-transfer resistance at solid-liquid

interfaces: a tool for the detection of single-nucleotide polymorphisms in DNA. ACS Nano

6:2712–2721

Heat Transfer as a New Sensing Technique for the Label-Free Detection of. . . 405



29. van Grinsven B, Eersels K, Peeters M et al (2014) The heat-transfer method: a versatile

low-cost, label-free, fast, and user-friendly readout platform for biosensor applications. ACS

Appl Mater Interfaces 6:13309–13318

30. Fodde R, Losekoot M (1994) Mutation detection by denaturing gradient gel electrophoresis

(DGGE). Hum Mutat 3:83–94

31. Bers K, van Grinsven B, Vandenryt T et al (2013) Implementing heat transfer resistivity as a

key element in a nanocrystalline diamond based single nucleotide polymorphism detection

array. Diam Relat Mater 38:45–51

32. Cornelis P, Vandenryt T, Wackers G et al (2014) Heat transfer resistance as a tool to quantify

hybridization efficiency of DNA on a nanocrystalline diamond surface. Diam Relat Mater

48:32–36

33. Vanden Bon N, van Grinsven B, Murib MS et al (2014) Heat-transfer-based detection of SNPs

in the PAH gene of PKU patients. Int J Nanomedicine 9:1629–1640

34. Murib MS, Yeap WS, Eurlings Y et al (2016) Heat-transfer based characterization of DNA on

synthetic sapphire chips. Sens Actuators B Chem 230:260–271

35. Ye L, Haupt K (2004) Molecularly imprinted polymers as antibody and receptor mimics for

assays, sensors and drug discovery. Anal Bioanal Chem 378:1887–1897

36. Peeters M, Csipai P, Geerets B et al (2013) Heat-transfer-based detection of L-nicotine, hista-

mine, and serotonin usingmolecularly imprinted polymers as biomimetic receptors. Anal Bioanal

Chem 405:6453–6460

37. Geerets B, Peeters M, van Grinsven B et al (2013) Optimizing the thermal read-out technique for

MIP-based biomimetic sensors: towards nanomolar detection limits. Sensors (Basel) 13:9148–9159

38. Wackers G, Vandenryt T, Cornelis P et al (2014) Array formatting of the heat-transfer method

(HTM) for the detection of small organic molecules by molecularly imprinted polymers. Sensors

(Basel) 14:11016–11030

39. Metters JP, Kadara RO, Banks CE (2011) New directions in screen printed electroanalytical

sensors: an over-view of recent developments. Analyst 136:1067–1076

40. Peeters M, van Grinsven B, Foster CW et al (2016) Introducing thermal wave transport

analysis (TWTA): a thermal technique for dopamine detection by screen-printed electrodes

functionalized with molecularly imprinted polymer (MIP) particles. Molecules 21:552

41. Eersels K, van Grinsven B, Ethirajan A et al (2013) Selective identification of macrophages

and cancer cells based on thermal transport through surface-imprinted polymer layers. ACS

Appl Mater Interfaces 5:7258–7267

42. Eersels K, Lieberzeit P, Wagner P (2016) A review on synthetic receptors for bioparticle de-

tection created by surface-imprinting techniques – from principles to applications. ACS Sens

1:1171–1187

43. Nakano T, Kikugawa G, Ohara TA (2010) A molecular dynamics study on heat conduction

characteristics in DPPC lipid bilayer. J Chem Phys 133:154705

44. Bers K, Eersels K, van Grinsven B et al (2014) Heat-transfer resistance measurement method

(HTM)-based cell detection at trace levels using a progressive enrichment approach with

highly selective cell-binding surface imprints. Langmuir 30:3631–3639

45. Eersels K, van Grinsven B, Khorshid M et al (2015) Heat-transfer-method-based cell culture

quality assay through cell detection by surface imprinted polymers. Langmuir 31:2043–2050

46. Reid Y, Storts D, Riss T et al (2004) Authentic authentication of human cell lines by STR DNA

profiling analysis. In: Gall-Edd N, Arkin M (eds) Assay guidance manual. Eli Lilly & Company

and the National Center for Advancing Translational Sciences, Bethesda, pp 1–52

47. van Grinsven B, Eersels K, Akkermans O et al (2016) Label-free detection of Escherichia coli

based on thermal transport through surface imprinted polymers. ACS Sens 1:1140–1147
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Toward Ultrasensitive Surface Plasmon

Resonance Sensors

Vitali Scherbahn, Shavkat Nizamov, and Vladimir M. Mirsky

Abstract Despite the history of application of surface plasmon resonance (SPR)

for chemo- and biosensing being over 30 years long, the development of this

technique is still in progress.

This review is focused on the technological aspects of further improvement of

analytical performance of SPR transducers based on Kretschmann configuration.

We describe basic measurement configurations, their improvements and optimiza-

tions, and their drawbacks and limitations. An importance of referencing in SPR

sensors is highlighted. The referencing approaches are classified into the following

domains: (1) macroscopic spatially separated referencing, (2) self-referencing

based on micro-patterning, (3) in-place referencing, (4) spatiotemporal referencing,

and (5) electrochemically assisted referencing. The underlying principles of these

approaches, examples of their implementation, and resulting improvements of

sensor performance are described. Finally, an analysis of SPR data and an extrac-

tion of affinity properties are discussed.

Keywords Self-referencing, Surface plasmon resonance, Surface plasmon

resonance microscopy

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

2 Basic Measurement Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

3 Main Factors Limiting the Performance of SPR-Based Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 415

4 Increase of the Signal Magnitude and Signal-to-Noise Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416

4.1 Optimization of the Receptor Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 416

V. Scherbahn, S. Nizamov, and V. M. Mirsky (*)

Department of Nanobiotechnology, Institute of Biotechnology, Brandenburg University of

Technology Cottbus-Senftenberg, Senftenberg, Germany

e-mail: mirsky@b-tu.de
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1 Introduction

Affinity sensors form one of the main classes of chemical sensors. We were not able

to find an exact definition of this type of sensors neither in IUPAC nor in other

chemical literature. However, based on general logic of this commonly used term, it

can be defined as a type of chemical sensor whose output signal is proportional to

the concentration of analyte bound to the receptor layer. The story of affinity

sensors is almost a century long, and it was probably started with the first attempts

to use optical techniques (e.g., interferometry [1] or electrochemical methods [2])

to study adsorption processes. The next important step in establishing the concept

of affinity sensing was an implementation of quartz microbalance [3, 4] – in

combination with intensive development of semiconductor electronics, a whole

measurement system was realized as a compact device. Namely, based on the

quartz microbalance (in some cases, the term quartz crystal microbalance is also

used), the main application fields of affinity sensors, such as affinity biosensors

(immunosensors) or gas sensors, were formulated. The next important step in the

development of affinity sensors was the implementation of surface plasmon reso-

nance (SPR). At the beginning of the 1980s, the Swedish group [5] suggested to

apply this physical phenomenon for chemical sensing. After this pioneer work, the

first commercial SPR sensor was developed by the Swedish company Pharmacia at

the end of the 1980s; later, this part of the company was separated into Biacore and

then purchased by GE Healthcare [6, 7]. Further development occurred extremely

fast. Before the pioneer work, the resonance of surface plasmons was known as a

sophisticated physical effect only. Just 10–15 years later, the abbreviation “SPR”

became well known not only to physicists but also to chemists and biologists, while

the method of SPR was established as a powerful instrument for real-time label-free

investigation of interactions of (bio)molecules in biochemistry, pharmacology,

supramolecular chemistry, and other fields of science and technology. Currently,

over 20 different companies offer such devices.

During the last 20 years, a few thousands of papers on implementation of the

SPR technology were published. In the same time, the method was further

410 V. Scherbahn et al.



developed and optimized. The current chapter is focused on the development of

technological aspects of SPR. We skip numerous applications of this technique; the

readers interested in these aspects are referred to recent books [8, 9] and numerous

reviews [10–14]. Our consideration is limited by the so-called Kretschmann con-

figuration [15], which is very convenient for routine analytical applications and

belongs to the most used one.

2 Basic Measurement Configuration

The underlying physical principles of SPR are described in [8, 16, 17]. In the

Kretschmann configuration, which is most frequently used in SPR instruments,

the SPR effect is simply observed as a frustration of the total internal reflection of p-
polarized light from a thin metallic layer deposited on the surface of a glass prism.

This effect occurs due to the coupling of impinging light to the collective oscilla-

tions of electrons (surface plasmons) on the surface of the highly conducting

metallic layer (e.g., silver or gold). Oscillations of surface plasmons generate an

electromagnetic wave that penetrates to both sides of this surface. The intensity of

this electromagnetic wave decays exponentially; thus, it is called an evanescent

wave. At resonance conditions, the incident light is almost completely coupled to

the surface plasmons, thus achieving a manifold increase in the intensity of the

evanescent wave. Small changes in the refractive index within the penetration depth

of the evanescent wave change resonance conditions. This provides a way to make

extremely sensitive measurements of adsorption of any species onto the resonant

surface: just a few angstrom change in the mean thickness of the adsorbed layer

leads to a measurable signal.

In such instruments the p-polarized light beam is reflected from the thin metallic

layer deposited on the surface of the glass prism (Fig. 1a). The reflectivity (ratio of

reflected and incident light intensities) in this case depends on the coupling condi-

tion of incident light to surface plasmons:

kx ¼ 2π

λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε1ε2

ε1 þ ε2

r
¼ 2π

λ

ffiffiffiffiffi
ε0

p
sin θ, or :

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε1ε2

ε1 þ ε2

r
¼ ffiffiffiffiffi

ε0
p

sin θ ð1Þ

where kx is the wavenumber, λ is the free-space wavelength of incident light, θ is its
incidence angle, and ε0, ε1, and ε2 are complex dielectric permittivities of the glass,

metal film, and aqueous solution, correspondingly.

The plot of the reflectivity of SPR biosensor versus incidence angle (and/or

wavelength) shows a strongly pronounced dip. The exact position and shape of the

reflectivity dip, caused by SPR, depend only on ε2 if other parameters (ε1, ε0, and θ)
are kept constant. Thus, the SPR curve provides information on the dielectric

permittivity (correspondingly, on refractive index n using the ε ¼ n2 relation)

near to the exposed metal surface (Fig. 1a). An example of such dependency of

SPR curve is shown in Fig. 1. The SPR biosensor consists of a 50 nm gold layer

deposited on the coupling glass prism exposed to the pure water. For a better
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adhesion of gold to the glass surface, a 2 nm thick chromium adhesive layer is

considered. This layer was also taken into account in the calculations of the SPR

effect; however, its influence on this effect is minor.

In case of deposition of a thin organic layer on the gold surface, the refractive

index near the gold surface is not homogenous. To account for inhomogeneous

distribution of the refractive index near the gold surface (ε2 ¼ f(z), where z is

distance from the surface), the concept of effective refractive index neff is useful
[19]:

neff ¼ 2

z2

Z
n2 zð Þ � exp �2z=z2ð Þdz ð2Þ

where n2(z) is the distribution of refractive index in aqueous media defined by the

refractive index of adsorbed layer (np) and bulk aqueous solution (na) and z2 is the
penetration depth of the evanescent wave into the aqueous media.

Fig. 1 Kretschmann configuration for SPR measurement (a), SPR curves calculated for different

thickness of organic layer on the metallic surface (b) and corresponding reflectivity changes

measured at fixed incidence angle (64, 65, or 68�) (c). Parameters for the calculation: metallic

layer consists of 2 nm Cr and 50 nm Au (refractive indices: Cr, 3.105 + 3.327i; Au, 0.168 + 3.138i);

glass, refractive index 1.615; wavelength, 650 nm; organic layer, refractive index 1.49; thickness

of the organic layer, 0, 2, 4, 6, 8, or 10 nm. The organic layer is contacting with water at 22�C
(refractive index 1.3317) (Reproduced from [18])
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In Fig. 1b, SPR curves were calculated for an organic layer with refractive index

1.49, which is close to that of proteins [20–22]. The deposition of a thin organic

layer on the gold surface increases the effective refractive index and the whole SPR

curve shifts to the right. This shift characterizes the thickness and the refractive

index of the organic layer. This is the main idea of SPR application in chemo- and

biosensors: the high sensitivity of the resonance shift to minor changes of refractive

index near the resonant layer (within the substantial penetration of the evanescent

wave) allows one to use it as a highly sensitive refractometric transducer to detect

binding of analyte to the sensor surface (Fig. 2) as a change of the effective

refractive index Δneff.
It follows from Eq. (1) that at constant optical properties (refractive index) of

participating media, the SPR effect is determined by the incidence angle of imping-

ing light. However, most materials have a dispersion of refractive index whose

value is dependent on the wavelength (n ¼ n(λ)). Thus, the SPR effect is dependent

on the wavelength of the impinging light as well. Correspondingly, there are three

prime approaches to realize a sensor based on SPR:

1. Fixing the wavelength of incident light and measuring the angular dependence of

SPR reflectivity (the full SPR curve or just the angle of SPR dip, also known as

an angular interrogation)

2. Fixing the incidence angle and measuring the wavelength dependence (SPR

spectra, wavelength interrogation)

3. Fixing both the incidence angle and wavelength, measuring the intensity

(or phase) of the reflected light

The first approach is based on the fixation of the wavelength and on the

measurement of the position of the SPR minimum (SPR angle) by variation of

the incidence angle. This requires measurements at some angle range around the

resonance angle. Namely, this approach was realized in the first commercial SPR

device from Biacore and later in the SPR micromodule Spreeta developed by Texas

Instruments. To exclude the necessity to use moveable parts, the angle dependence

Fig. 2 Typical SPR sensogram denoting the change of the effective refractive index (Δneff):
(1) sensor calibration by subsequent injections of water and 600 mM NaCl in water. Next steps:

(2) running buffer, (3) covalent coupling of human serum albumin (HSA), (4) running buffer,

(5) monoclonal anti-HSA antibody, (6) running buffer, (7) elution buffer, (8) running buffer,

(9) polyclonal anti-HSA, (10) running buffer, (11) elution buffer, (12) running buffer (Reproduced

from [23])
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was measured for a divergent (or convergent) light beam using a linear array of

photodiodes (the principle is described at www.biacore.com or in [24]). Using a

rotating prism (it was realized in the device of Biosuplar) leads to lower sensitivity

but allows one to extend the angle range. From the angle dependence of reflectivity,

the resonance angle is determined as the angle of minimal reflectivity. The angle

shift due to the adsorption characterizes the thickness of the adsorbed layer

(Fig. 1b).

In the second approach (wavelength interrogation), the dispersion of the dielec-

tric permittivities leading to the wavelength dependence of SPR is exploited. The

main contribution into this dependence is provided by the dispersion of metals,

which can be described by the Drude model. By measuring the wavelength depen-

dence of the reflected light at fixed incidence angle, the SPR effect can be measured

as a dip in the reflection spectra. The position of this dip (its wavelength) charac-

terizes the adsorption.

Either approach is practically effective for measuring a single or few SPR

signals. For the high-throughput application of SPR sensors, however, simultaneous

measuring of many SPR signals is essential. An efficient way of implementing this

is by imaging of the SPR sensor surface. Since implementation of angular or

wavelength interrogation for SPR imaging is difficult, in this case, the third

approach is mainly used. In the third approach, both wavelength and angle of the

incident light are fixed, and the intensity (in more advanced instruments – the

phase) of the reflected light is measured. Such a case is shown in Fig. 1c where

the light with a wavelength of 650 nm is incident at an angle of 64�, and due to an

increase in the thickness of the organic layer, the SPR curve shifts to the right

resulting in an increase in the reflected light intensity. If the incidence angle is

larger than the resonance angle (Fig. 1c, 68� curve), the sensor response becomes

negative: an increase in the thickness of the organic layer results in a decrease in the

reflected light intensity. All three approaches to measure SPR are well presented in

scientific literature [8, 9, 13]. The features of the approach based on the variation of

angle or on simultaneous measurements at different angles were analyzed in

[5, 25]. The measurements based on the variation of wavelength at fixed incidence

angle were discussed in [26–28]. This approach provides a high sensitivity at higher

wavelengths, when the resonance is sharper; therefore it is often used in the near-

infrared range [29, 30]. The approach based on the measurement of light intensity

provides the simplest realization: such a device does need neither a spectrometer

nor precise mechanical parts. At the same time, focusing of the image of the SPR

sensor area on the image sensor (camera) enables an important extension of SPR

technology – SPR imaging (SPRi) or SPR microscopy (SPRM) [31] (Fig. 3). The

difference between these terms is only the magnification and lateral resolution.

SPRi is mainly applied for characterization of homogenous films where a high

magnification and/or resolution is not required [32]. The simultaneous real-time

imaging of the entire sensor surface in SPRM/SPRi has a lot of advantages, e.g., it

provides a development of high-throughput, multiplexed, or self-referencing sen-

sors [32–34], while their low lateral optical resolution is outweighed by extremely

high sensitivity in transversal direction. Due to these features, SPRi is now widely
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used in surface science and in bioanalytical chemistry, particularly in chemo- and

biosensing. The immobilization of capturing entities or ligands is usually carried

out off-line by spotting of the selective ligands in a microarray format [35], as can

be seen in Fig. 3. The binding of analytes leads to a change of the spot intensity that

correlates with the amount of bound analyte. Examples of such applications are

described in [36].

3 Main Factors Limiting the Performance of SPR-Based

Sensors

As shown by Eqs. (1) and (2), SPR sensors are based on the transducing of effective

refractive index (neff) of adjacent media into the optical response. Therefore, а SPR

sensor can be used for measuring both physical and chemical effects that influence

the refractive index within the penetration of the evanescent wave. This fact also

explains the versatility and the wide application field of SPR sensors, as well as the

fact that SPR sensors are inherently non-specific to the measured process. There-

fore, the development of affinity chemo- and biosensors, where the sensor surface is

specifically modified to detect an analyte, only partially solves the problem of the

signal specificity. As the evanescent field penetrates into the background much

beyond the receptor–analyte layer, the detected signal may also include changes

in refractive index due to fluctuations, e.g., by temperature, composition of the

background solution, inhomogeneous distribution of the analyte concentration in

the background solution, or unspecific adsorption of other compounds. In addition,

the measurement setup may also have mechanical drifts (influencing, e.g., the

actual incidence angle), temperature drifts (causing, e.g., the change of refractive

index of substrate and plasmonic layer on it), wavelength and/or polarization

fluctuation of the light source, noise of the detector itself, etc. Therefore, the

resulting SPR signal contains contribution from both useful signal (e.g., due

to specific adsorption of analyte) and undesired noise. Correspondingly, the

Fig. 3 (a) Schematic of a sensor array in a SPR-imaging setup. (b) Integral SPR image of a 3� 3

sensor array: bright spots denote the interaction of ligands with receptors bound to the surface.

Scale bar is 200 μm
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applicability of SPR sensor for a particular case is determined by the value of the

signal-to-noise ratio (SNR). Therefore, the improvement of SPR sensors can be

roughly divided into two directions: (1) increasing of the useful signal or SNR and

(2) separation of the contributions of the surface layer (the layer of receptor and

adsorbed analyte) and that of the bulk effect (effect of the background solution).

The first goal is mainly achieved by optimization of the receptor layer, metallic

resonant layer, and instrumentation, as well as by development of new measure-

ment configurations. The second goal is achieved by introduction of internal

referencing into SPR sensing. Both aspects will be discussed in the next sections.

4 Increase of the Signal Magnitude and Signal-to-Noise

Ratio

4.1 Optimization of the Receptor Layer

First reports on application of SPR for chemical sensing and biosensing [5, 37] were

performed using a silver resonant layer to investigate just physical adsorption.

However, the further development of this technique was highly favored by the

discovery of an extremely strong gold–thiol bond [38], which has resulted into

intensive development of technology of self-assembled monolayers [39–42]. The

interaction of thiolates with such metals, like gold or silver (as well as nickel,

copper, mercury, and few others), leads to the formation of a bond with an energy of

~50 kJ/mol [39, 42]. This value is essentially higher than the typical energy of a

hydrogen bond but is still few times lower than the typical energy of a covalent

bond (~400 kJ/mol). The formation of self-assembled monolayers (SAM) by

thiolated compounds on metallic surfaces has provided a solution for the long-

term problem of biomolecule immobilization on metallic surfaces. The technology

is well compatible with industrial needs. An expelling of non-thiolated compounds

presented at much higher concentrations [43] decreases the requirements to surface

purity. Therefore, since the middle of the 1990s, the typical approach of immobi-

lization of biomolecules on gold surface (or silver; other metals are used very

seldom) has been based on the following steps: (1) deposition of a SAM of ω-
functionalized (typically – carboxy-functionalized (–COOH)) alkylthiol and

(2) chemical conjugation of biomolecules to the functionalized groups of the SAM.

Numerous literature data demonstrate the possibility to use almost any type of

thiolated molecules for the formation of SAM [39, 44–49]. However, from the

thermodynamic point of view, a monomolecular layer (even with a high but finite

binding energy to the surface) cannot be in equilibrium with a liquid containing a

zero concentration of such molecules – it would lead to an infinitely high gradient

of chemical potentials between the deposited layer and the volume phase. There-

fore, one can expect only a strong suppression of kinetics of spontaneous desorp-

tion. This apparent stability is expected to increase with increasing of the energy of
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these molecules in the liquid phase. The spontaneous desorption can be simply

measured using monitoring of the electrode capacitance [40] or radioactive

approaches [50]. For –COOH alkylthiols, the desorption rate becomes impossible

to be measured by capacitive monitoring during 1,000 min incubation if the length

of the hydrophobic chain of these molecules reaches 15 methylene groups. Assum-

ing an about 25 times ratio between electric capacities of coated and uncoated

electrode and a ~0.5% sensitivity of the measurement, one obtains a desorption

rate below 1 molecule from 106 molecules per second. The stability can be also

improved by the cross-linkage of thiol molecules by immobilized proteins [40].

Another approach to improve the stability of the gold–thiol bond is based on the

application of thiol compounds with two [51] or more [52, 53] thiol groups; in this

case, the water solubility of the compound is essentially less important and even

well-soluble thiolates form very stable monolayers.

Chemical conjugation of receptor molecules to the functional group of formerly

deposited SAM can be performed by different techniques [47, 54–56]. One of the

mostly used techniques providing a well-reproducible and highly effective immo-

bilization is to form a peptide bond between the –COOH group of the SAM and the

primary –NH2 group of the biomolecule. This approach includes an activation of

the –COOH group by water-soluble 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide

(EDC) [57–60] followed by the reaction with the –NH2 group. EDC is sometimes

used in a mixture with an additional activating reagent, N-hydroxysuccinimide

(NHS) [59, 61], which catalytically affects the reaction. To the immobilization

approaches established during the last two decades also belong the “click” chemistry

[62, 63] and the oriented immobilization of antibodies through their preliminary

oxidized sugar group [64]. However, due to a rather complicate chemistry and

expensive reagents, the application of these techniques is still relatively limited.

The development of technologies of SAM-based immobilization of biomole-

cules, which occurred in the same time as the introduction of SPR technology, was

an extremely important promoting factor for the fast development and expansion of

this type of affinity sensing. On the other hand, the progress in surface chemistry

provided a possibility to make a precise design of the sensor surface and to realize

conditions for maximal efficiency of SPR measurements. It was performed by

introduction of three-dimensional receptor layers.

The typical size of protein molecules is 3–10 nm, but the penetration depth of the

evanescent wave into aqueous phase is ~150 nm for 600 nm wavelength of the

incident light increasing slightly superlinear till a penetration depth of ~ 750 nm for

1,100 nm wavelength of the incident light [65]. Therefore, in measurements of

monomolecular protein layers at 650 nm, their contribution into the effective

refractive index is only a few percent. Correspondingly, the SPR signal is domi-

nated by the refractive index of the media, and the effect of protein layers is

relatively lower. This was a motivation to immobilize receptors into three-

dimensional matrix of hydrogel with a thickness of about 100 nm [6, 24, 66]. How-

ever, due to the necessity to provide a diffusion of the analyte through this hydrogel,

it should be very porous. Moreover, the randomly immobilized receptor molecules

are at some distance from the SPR sensor surface, thus decreasing their impact on
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the effective refractive index. However, already at the concentration of receptors

equivalent to 1.5 monolayers, the overall SPR signal is larger than for the dense

monolayer directly on the sensor surface [6]. Therefore, the implementation of this

approach allows one to increase the SPR effect for several times due to the binding

of analyte with the immobilized receptor [6].

4.2 Optimization of the Resonant Layer

Two metals are mainly used in resonant layers for chemical sensors based on SPR –

gold and silver. Only recently, aluminum also gained attention due to its plasmonic

properties in the blue range [67]. Gold is chemically much more stable than silver.

On the other side, silver provides lower absorption losses in the visible and near-

infrared optical ranges; hence, it possesses a narrower resonance curve providing a

higher SNR of SPR-based chemical sensors. To combine the advantages of both

metals, a new structure of resonant metallic film based on bimetallic silver/gold

(Ag/Au) layers was suggested (Fig. 4): a layer consisting mainly of silver but with a

thin protective gold layer on the surface. An implementation of this idea for Ag/Au

bimetallic layers with the ratio of thicknesses of 3:1 resulted in about 40%

improvement of the SNR (Fig. 4a) [68]. This result was reproduced in [69]. It

was also observed that thinner silver layers possess a high surface roughness

limiting the sensor performance. The stability of the surface layer was so high

that the authors have applied this sensor for electrochemical measurements; sur-

prisingly, such sensors with immobilized receptors demonstrated a much higher

improvement of SNR of up to 2.7. Later, bimetallic Au/Ag resonant layers were

applied for sensitivity improvements in the experiments by the Biacore 3,000

device [70]. The chips were stable during six cycles of measurements and

regeneration.
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Fig. 4 Bimetallic silver/gold (Ag/Au) resonant layers provide a more sharp surface plasmon

resonance than gold solely (a) and are stable for at least 140 days at room temperature (b)
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The sensitivity of SPR sensors based on bimetallic layers of gold with silver,

aluminum, and copper was analyzed in [71]. It was shown that bimetallic Au/Ag

resonant layers also increase the sensitivity of another type of SPR – long-range

SPR [72]. Long-range SPR is observed when a thin layer with low refractive index

is deposited between glass prism and metallic resonant layer [73, 74]. This leads to

a large increase of the penetration depth of evanescent wave and to a higher

amplification of the magnitude of this wave. In this case, a substitution of the

gold layer, separated from the glass prism by a 500–650 nm thick layer of magne-

sium fluoride, by a silver/gold bilayer resulted in a more sharp resonance [72].

The gold layer deposited on the surface of silver layer not only protects the silver

layer against oxidative damage but also participates in the formation of resonant

media for surface plasmons. However, it is not necessary, and instead of gold, other

chemically inert materials can be used. An interesting result was obtained in [75]: a

deposition of 15–25 nm of titanium dioxide (TiO2) on the surface of a silver

resonant layer not only protects silver against oxidation but also increases the

sensor sensitivity to changes of the refractive index for over ten times.

Discussions about Au/Ag bimetallic layers often lead to criticism because of an

expected very limited temporal stability: a mutual diffusion of metallic atoms can

lead to the formation of mixed metallic layer with poor chemical stability. How-

ever, an investigation of metal distribution performed by layer-by-layer laser

ablation after 140 days storage at room temperature (the data were generously

provided by Dr. A. Zybin) demonstrated that despite the measurable diffusion of

silver atoms to the gold surface, the layered structure of the sample was still

preserved (Fig. 4b).

There is a distinctly defined optimal thickness of the gold layer for defined

refractive index of glass, resonant metal and dielectric phase near to the gold

surface (e.g., water). Any deviation from the optimal geometry of layers leads to

the less pronounced resonance. It was shown that even so small change of the root-

mean-square (RMS) roughness as its increase from 1.31 to 1.40 nm results in a

decrease in sensor performance [76]. On the other hand, a formation of structures of

the size comparable with the wavelength affects (like in nanostructured SPR

sensors) the geometry of the evanescent wave. Considering a formation of these

structures as an increase of roughness, one can expect less pronounced resonance

peaks. In the same time, the change of the layer geometry due to formation of

surface structures leads to the gradual change of the evanescent field from planar to

spherical geometry resulting in a decrease of the penetration depth. Correspond-

ingly, the influence of the adsorbed layer is amplified; the influence of the bulk

phase on the SPR signal is attenuated. Such effect of SNR improvement was

observed in [77, 78]. In contrary, in [79] only about 20% increase of sensitivity

was observed. The increase of sensitivity for some types of columnar resonant

films was studied experimentally and theoretically in [80, 81]. Notably, a raise of

the microscopic area due to formation of different micro- and nanostructures

increases possible number of immobilized receptor molecules.

A formation of nano- and microstructured resonant layers in a perspective may

be a way for improvement of SPR sensors. However, it is a step into the direction of

chemosensors based on localized SPR [82, 83] or terahertz metamaterials [84]; such

sensing principles are out of scope of this chapter.
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4.3 Optimization of the Incidence Angle

In the approach with the fixed wavelength and incidence angle, the strongest SPR

response (caused by a shift of the resonance curve) is observed when the incidence

angle corresponds to the steepest part of the SPR curve. At such condition, the

sensitivity (defined as s ¼ dR/dn, where R is the reflectivity and n is the refractive

index) exhibits its maximal value. Usually, SPR measurements are performed at

this angle [85, 86]: it provides the best detection limit if the noise is independent on

the reflectivity. This may be the case if the noise level is determined by digitaliza-

tion of the photodetector current. However, in the better-designed devices, the noise

is additionally determined by other factors, which lead to its dependence on the

incidence angle. In particular, this is the case when a shot noise or fluctuations of

the laser intensity are the main noise sources. Therefore, the noise dependence of

the reflected intensity on the incidence angle should be taken into account for

optimization of the detection limit. Such analysis was performed in [25]. The results

of theoretical analysis demonstrate that for the case of shot noise, the value
dR=dnffiffiffi

R
p

should be optimized instead of dR/dn (Fig. 5). For detectors based on the charged

coupled devices (CCD) at optimal light intensity or if the noise is limited by

fluctuations of irradiation source, the value of
dR=dn
R should be optimized. These

predictions were confirmed by experimental data [25].

Current fabrication technologies of gold-coated glasses for SPR applications

cannot provide an exact thickness of resonant layer and its perfect smoothness.

Therefore, even though SPR conditions are matched, the SPR reflectivity is not zero

as it could be theoretically. In practice, some residual reflectivity is observed

instead. Therefore, an enhancement of the SNR by optimization of the incidence

angle requires measurements of the relative sensitivity versus the incidence angle

for each gold-coated glass substrate. This is time-consuming and can hardly be

Fig. 5 (a) Relative SPR sensitivity E in dependence on the reflection angle. Inset: resonance curve

showing the measurement at “traditional” angle of incidence and in the optimized case. (b) SPR

signal (squares) and corresponding noise (circles) measured in dependence on the angle of

incidence (Reproduced from [25])
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realized. However, taking into account that dR/dn is proportional to dR/dθ, an
optimization of angle (for the case of CCD noise or fluctuations of light intensity)

can be obtained from the angle dependence of reflectivity as a maximum of the

absolute value of
dR=dθ

R . In analogy, for the shot noise, the value
dR=dθffiffiffi

R
p can be

optimized as well. The measurements of the angle dependencies are provided by

many commercial SPR devices. The analysis of this dependence calculated from

experimental data (using Biosuplar-321 SPR spectrometer, λ ¼ 650 nm, 50 nm Au

on glass with n ¼ 1.6) shows the value of the optimal angle to be ~0.2� before the
resonance angle for negligible residual reflectivity and ~0.6� before the resonance
angle for 9% residual reflectivity.

The application of this optimization resulted in an improvement of the SNR

for ~2 times for CCD detection or for ~3.5 times for photodiode detection in

comparison with the measurements at maximal sensitivity. However, the calibra-

tion curve (SPR response dR versus dn change of effective refractive index) at the

angle of enhanced detection power deviates more from linear dependency com-

pared to such calibration curve at traditional incidence angle. For most of SPR

applications, such deviation is tolerable and can be corrected by calibration. The

developed approach was further applied for numerous applications including the

detection of nanoparticles by wide-field SPR microscopy [87–91].

4.4 Instrumental Improvement of SPR Sensitivity

A number of techniques for improvement of SPR sensitivity are based on the

development of new measurement technologies without any modification of the

resonant or receptor layers. Some of them, which include a referencing relative to

the bulk phase, form a large and special group of SPR techniques and will be

discussed in the next section. A drastic improvement of SPR sensitivity can be

achieved by measuring the phase shift of the reflected light [92–97]; however, this

requires complicated, often environment-susceptible, optical setups. Along with

that, without further complication of measurement principle, the high sensitivity

leads to a small measurement range. For these reasons, in practical applications, the

intensity-sensitive SPR sensors have found much wider adoption than phase-

sensitive ones.

An improvement of sensitivity was reached by using a bi-cell photodetector

[98]: a small shift in the position of SPR minimum angle is detected as the

differential signal of this photodetector. A normalization of the differential signal

to the sum of the photodiode signals allowed one to exclude an influence of ambient

light.

Several methods based on modulation techniques were suggested. The method

based on small modulation of the incidence angle by a piezo-electrical actuator

was reported in [99]. At resonance conditions, the reflectance signal detected by a

lock-in amplifier equals to zero. The resonance shifts are measured as a deviation
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from zero or through a feedback signal, which adjusts the angle of incidence to

match resonance conditions changed due to the sorption. Another modulation-

based approach was realized by means of a tuneable acousto-optical filter [100].

Zybin et al. suggested a modulation based on using two lasers with different

wavelengths [101]. This idea was implemented by using the wavelength modula-

tion without moving instrumental components. Unlike spectroscopic scanning of

the wavelength, in the double-wavelength approach, only two laser beams with

different wavelengths irradiate in parallel to the same surface area [101]. Illumina-

tion conditions are chosen so that for given SPR conditions, the corresponding

photodetector currents are equal (Fig. 6). However, the shift of SPR conditions

will destroy this balance and result into an alternative current (AC) signal at the

photodiode. Hence, the AC signal value was used to characterize the SPR shift and,

consequently, the adsorption processes. Such referencing allows compensating not

only the effect of ambient and/or scattered light but also of possible change in the

resonance width. Later, this approach was extended for imaging [102]. A detection

limit of Δn ~ 2 � 10�6 was achieved. However, this double-wavelength approach

was realized exploiting lasers with very close wavelengths – 785 nm and 830 nm

leading to similar penetration depths of their evanescent waves: ~340 nm and

~380 nm, correspondingly [65]. The small difference between the penetration

depths did not allow one to apply this approach for referencing to separate bulk

and volume effects; therefore, it was performed by traditional macroscopic spatial

referencing (Sect. 5.1).

Fig. 6 Differential SPR measurement at two wavelengths. The measurement point corresponds to

the negative and positive slopes of the shorter (λ1) and longer (λ2) wavelengths, correspondingly
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5 Self-Referencing in SPR Measurements

As the SPR signal is sensitive to the change of refractive index within the entire

evanescent field, changes of refractive index due to both specific molecular binding

to the surface and bulk refractive index cannot be distinguished. To minimize such

effects, a typical SPR measurement is performed as a differential one. Practical

realization of such measurements can be very different and includes (1) macroscopic

spatially separated referencing, (2) self-referencing based on micro-patterning,

(3) in-place referencing, (4) spatiotemporal referencing, and (5) electrochemically

assisted referencing.

5.1 Macroscopic Spatially Separated Referencing

This type of referencing is based on the measurement of a differential signal

between a macroscopic sensing spot, coated by a selective receptor to the analyte,

and a macroscopic referencing spot, coated by a compound of similar chemical

nature but not possessing so strong affinity to the analyte. This type of referencing

belongs to the mostly studied and is described in detail in SPR literature [8, 103,

104]. It was realized in different configurations [105, 106] by using completely

independent sensing and referencing channels or by deposition of a thin additional

layer on the half of the prism leading to the formation of two SPR dips at different

angles or wavelengths [103, 107]. In such systems, a gap between two SPR dips can

be measured to characterize the adsorption process mainly occurring on the sensing

spot and neglecting other effects happening on both reference and sensing spots.

Due to simple implementation, an efficiency good enough for many practical

applications and straightforward data analysis, the macroscopic spatially separated

referencing is the mostly used approach. It is well compatible with SPR imaging

(in fact, SPR imaging allows one to use this approach in most effective and

unambiguous way).

However, the value of the uncompensated signal in systems with a macroscopic

mean distance between sensing and referencing spots remains relatively high. If a

SPR device is well designed, and the contribution of the instrumental noise (e.g.,

shot noise) is minimized, it is a typical case that the signal due to noise and drift is

caused by micro-fluctuations of temperature between sensing and referencing spots.

The temperature dependence of the refractive index of water is about 100 micro-

refractive index units (μRIU) per 1K� [108]. Therefore, to achieve a measurement

resolution of 0.1 μRIU with SNR > 3, the temperature fluctuations between the

sensing and referencing spots should be within 0.0003�C. This can be hardly

achieved in usual laboratory conditions. The large gap between experimentally

reached sensitivity and its theoretical limit was discussed in many publications

[18, 34, 65, 109], and the temperature fluctuations were supposed to be one of the

main reasons for this difference. In such case, no further improvement of optical or
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electrical components of the measurement system can provide any essential

improvement of the detection limit. Additionally, artifacts may be caused by

inhomogeneities of other parameters, such as fluctuations of analyte concentration

or pressure caused by micro-turbulences of analyte flow near the resonant surface.

5.2 Self-Referencing Based on Micro-patterning

The common feature of this approach is determined by numerous referencing and

sensing spots distributed over the sensor surface (Fig. 7) instead of a single

macroscopic referencing spot. The signals obtained on a large number of miniatur-

ized referencing and sensing spots are subtracted from each other. Thus, a decrease

of the effective values of temperature difference (as well as of difference of

pressure, reagent concentrations, reagent flow rates, and other parameters) to the

level of their differences between two closely positioned miniaturized sensing and

referencing spots is achieved, yet the total surface area of these spots remains

macroscopic. Therefore, noise and signal drifts caused by such local gradients are

suppressed significantly, while the large total area of sensing and referencing spots

enables measurements with low level of the shot noise. In case of the fixed total

sensor area, a simple mathematical analysis [34] demonstrates the SNR to be

inverse-proportional to the number of pairs of sensing and referencing spots. The

use of several patterning procedures (μ-contact printing [110] or photolithography

[111]) allows one to fabricate μm-sized surface patterns. The experimental test

confirmed the expected linear dependence between the mean distance between the

Fig. 7 Principle of distributed sensing and referencing spots and experimental validation: instead

of single sensing (black) and referencing (white) spots (a), numerous miniaturized referencing

spots placed between miniaturized sensing spots are used (b). Experimental confirmation of

SNR to be inverse-proportional to the number of pairs with sensing and referencing spots (c)

(Reproduced from [34])
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sensing and referencing spots and the noise level. Using this technique, an over ten

times suppression of noise was demonstrated. The level of the baseline noise of

0.3 μRIU was achieved without any temperature stabilization. A strong suppression

of the influence of temperature fluctuations was demonstrated. An extrapolation of

the dependence (Fig. 7) to the zero value corresponds to the noise limit for an

infinite increase of the number of pairs of sensing and referencing spots. Therefore,

one can expect that further increase of the number of sensing and referencing spots

will lead to further essential decrease of the signal noise.

Similar results can be achieved by using the diffraction-based SPR, when the

signal is read in the diffraction maximum of the grating formed by strips of sensing

and referencing spots [112, 113]. In contrast to [34], the subtraction of the optical

intensity from sensing and referencing spots is performed not by image analysis and

subsequent processing, but purely optically, using light interference. An analyte

binding leads to the formation of a dynamic biological grating, a process that could

be followed by the change of the diffraction intensity.

Another approach for optical subtraction of SPR signals from sensing and

referencing spots does not require any defined structure on the surface and can be

realized using most commercial SPR devices [18]. When roughly a half of the area

is used as the sensing area while its optical thickness is different from that of the

referencing area, an integral measurement of the intensity of the reflected light over

such a patterned surface near the summary resonance conditions exhibits self-

referencing properties (Fig. 8). An over tenfold suppression of the effect caused

by the variation of the bulk refractive index was observed (Fig. 9).

5.3 In-Place Self-Referencing

5.3.1 Dual-Wavelength SPR

Spatially allocated sensing and referencing spots enable a simple and efficient self-

referencing in SPR sensors. However, the formation of spots with distinctly differ-

ent surface properties requires additional efforts and sacrifices a substantial amount

of surface area just for referencing. One possibility to develop self-referencing SPR

sensors without using separate referencing channels is based on double-wavelength

technique. Unlike using two close wavelengths with similar penetration depth of

evanescent wave [101], the Penetration Difference Self-Referencing SPR (PDSR-

SPR) approach uses two wavelengths (658 nm and 980 nm) with several times

differing penetration depths. The rather high difference in the penetration depth of

evanescent waves can be applied to separate contributions of surface layer and bulk

solution into the measured values of refractive index [65]. The principle of PDSR-

SPR is shown in Fig. 10, but practically it was also realized using only a single

lock-in measurement channel. The suppression of the effect of the bulk refractive

index was studied by addition of sodium chloride (NaCl) (Fig. 10d). While NaCl

solutions of various concentrations showed significant change of the refractive
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Fig. 8 Principle of internal referencing based on integral measurements of light intensity reflected

by arbitrarily distributed sensing and referencing spots. Calculated SPR signals for the mixed

surface with arbitrary pattern including 50% of sensing area and 50% of referencing area (a) are

shown in the panel (b) for separated referencing and sensing areas as well as for their mixture.
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index at each wavelength separately, the double-beam differentiated signal showed

a suppression of this bulk change in the refractive index for ~35 times. In the same

time, the signal due to albumin binding to immobilized antibodies was only slightly

decreased (Fig. 10e). Therefore, the PDSR-SPR is sensitive only to surface pro-

cesses, while conventional SPR is also sensitive to the changes of the refractive

index in the bulk solution.

Beyond self-referencing purposes, an excitation of SPR at two wavelengths with

largely differing penetration depths can be used to separate the determination of the

thickness and refractive index of adsorbate layers [114] and for determination of

changes in the structure of adsorbate layers [115].

5.3.2 Referencing by Using Simultaneous Excitation of Long-

and Short-Range SPR

The penetration depth of surface plasmons in the case of conventional SPR is

mainly determined by the wavelength of the incident light. Therefore, to excite

two surface plasmon waves with differing penetration depth of evanescent wave,

two light sources with largely differing wavelengths are used. However, this results

inevitably into an additional complexity of the measurement system. Therefore, to

excite two surface plasmon waves with largely different penetration depths, the

application of two plasmon modes was suggested instead of two wavelengths

[73, 74, 116]. In this approach, a simultaneous excitation of long- and short-range

surface plasmons is performed. It requires an additional layer of low refractive

index material (typically, Teflon was used) between the coupling glass substrate

and the resonant layer. The evanescent field caused by long surface plasmon modes

penetrates more deeply into the dielectric medium, whereas the penetration depth of

the short-range plasmon mode is similar to that of the conventional SPR. As a

result, the change of the refractive index, e.g., due to surface binding, influences the

propagation constant of the short-range mode much stronger than that of the long-

range mode. This is the key point allowing one measurements in the self-

referencing regime. As these plasmons possess different propagation constants,

two reflectivity minima are obtained which can be also used for self-referencing.

Sensing experiments carried out with a classical avidin–streptavidin binding in

addition to glycerol have shown a clear suppression of the bulk refractive

index [74].

⁄�

Fig. 8 (continued) Temperature variation leads to the signals at both sensing and referencing

spots, but its influence is essentially compensated when detected integrally at the mixed area (c).

SPR signal corresponding to non-specific adsorption is also suppressed manifold, (d) while the

signal corresponding to specific adsorption is only twice attenuated (e). A quantitative efficiency

of self-referencing is indicated in (f); dM/dS indicates the ratio of integral signal change in the

mixed area to the signal change in the sensing area. Specific and non-specific adsorptions

correspond to the upper x-axis; the bulk (temperature) effect corresponds to the lower x-axis
(Reproduced from [18])
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Therefore, in-place referencing using surface plasmon waves with differing

penetration depths of evanescent waves is inherently well suited for distinguishing

surface and bulk effects.

5.4 Spatiotemporal Referencing

Surface plasmon microscopy introduced by Rothenhausler and Knoll [31] has

become a highly attractive high-throughput technology for bioanalytical purposes

[33]. However, due to the low magnification and mediocre lateral resolution (partly

due to the large propagation length of surface plasmons), it considers the adsorbates

on the SPR sensor surface as homogenous films or islands [32]. For this reason,

the approach is mainly known as SPR imaging (SPRi). Using a regular SPRi, an

imaging of single binding molecules or nanoparticles is practically impossible: the

image changes are too weak and averaged over the large surface. This drawback led

to a gap in the research concerning the application of SPRi to detect and to visualize

single nano-objects.

At the same time, the task of detection, quantification, and characterization

of nanoparticles of different origin counts to actual challenges in such fields as

analytical science, including food and environmental safety, bioanalytics, and

medical diagnostics [117, 118]. There were many attempts to study adsorption of

nanoparticles using conventional SPR (e.g., [23, 119]); however, they do not

consider nanoparticles individually.

Only with the development of higher-magnification SPR microscopy (SPRM),

this drawback was successfully overcome: it became possible to apply SPRM for

detection, visualization, and characterization of single nano-objects down to 20 nm

size. A visualization of optical signals from single biological and engineered nano-

objects by means of SPRM technology in various implementations was reported in

[87, 120, 121]. Despite distinct differences in the measurement layout of novel

Fig. 9 Comparison of SPR effects by conventional measurements at homogeneous sensor surface

(dotted line) and at the surface with 40% of referencing spots measured as the light intensity at

SPR minima for the whole surface. Both curves were normalized to the response on addition of salt

(calibration). Additions: 1, PBS; 2, PBS containing 100 mM NaCl additionally; 3, antibodies to

HSA; 4, PBS (Reproduced from [18])
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Fig. 10 Principle, implementation, and test of the Penetration Difference Self-Referencing SPR

(PDSR-SPR). Comparison of contribution of layer thickness to sensitivity of SPR at 658 nm and

980 nm (a), optimization of measurement conditions by numerical simulation (b), simplified setup

of the PDSR-SPR (c) and its test: suppression of the bulk refractive index changes, induced by

addition of NaCl solutions (d) and detection of protein (albumin) binding using conventional

single-wave SPR and PDSR-SPR (e) (Reproduced from [65])
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SPRM setups [90, 91, 122–124], they share a common feature – the application of a

spatiotemporal referencing for processing obtained images. In such referencing,

two SPRM images, taken at different times, are compared to reveal the minute

image changes occurred within this time. Therefore, despite the image of single

nanoparticles being hardly recognized in raw SPRM image, its adsorption can be

visualized as spatially and temporally localized image changes. Thus, the adsorp-

tion position of nanoparticle is referenced spatially to its local vicinity, and both

areas are also self-referenced temporally.

Originally, an averaged SPRM image in the absence of adsorbing nanoparticles

was considered for referencing: this averaged background image was subtracted

from each subsequent SPRM image to obtain a differential image showing only the

difference in the image intensity (static image referencing) [87]. However, since

the plasmonic image of a single nanoparticle is much larger than its physical size,

the nanoparticle images accumulate in the differential SPRM image and start

overlapping already at low surface coverage. Besides, the SPRM image background

changes slowly over the time due to some drifts in the measurement system. To

overcome this issue, instead of static referencing, a dynamic referencing was

introduced advantageously [90, 122, 125]. In dynamic referencing, two SPRM

frames with a small temporal lag are compared (Fig. 11). To calculate the difference

between two SPRM images, their ratio is considered; this allows one an additional

internal referencing to the intensity of the incident light [90, 122].

Using a micro-patterned sensor surface, similar to those applied for spatial

referencing, a selective adsorption of charged nanoparticles to the surface which

was patterned with oppositely charged SAM (Fig. 12A) was achieved [91]. The

direct detection and visualization of adsorption of single nanoparticles to the

differently functionalized sensor surfaces (Fig. 12B) enable ultrasensitive and

Fig. 11 Schematic of spatiotemporal referencing: detection of single adsorbing nanoparticles

using SPR microscopy (Reproduced from [90])
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unambiguous characterization of this type of interfacial reaction and bear an

immense potential to develop ultrasensitive bioanalytical assays.

Since the adsorption of a single nanoparticle can be detected and visualized by

spatiotemporal referencing in SPRM, the limit of detection is determined by the

collision (adsorption) frequency of nanoparticles with sensor surface. Therefore, it

depends predominantly on the measurement time and on the diffusion conditions of

nanoparticles. Corresponding to Fick’s diffusion law, the detection limit is as well

dependent on the imaged sensor surface [90]. SPRM with a relatively large visible

surface (1.3–1.5 mm2, the largest described in the literature up to date) shows a

detection limit better than 106 NPs/mL (�1.6 fM) or �0.3 ppb with a measurement

time of few minutes [89, 90]. This can be further improved by increasing the

measurement time or the visible sensor area.

The short review of recent results shows that the spatiotemporal referencing

being realized in SPRM extended the application area of SPR sensors into the

quantitative analytics of suspensions of particles of subwavelength size. The

detected SPRM images of adsorbing nanoparticles are dependent on their size

and composition. Being able to suppress matrix effects, hence, it is suitable for

complex media samples. The approach can be applied for detection and analysis

of metallic, metal oxide, or plastic nanoparticles, protein nanoparticles and

nanoparticle–drug conjugates developed for drug delivery, liposomes, exosomes,

viruses, bacteria, and many other artificial and natural particles. The detailed review

of this technique is presented in [90, 91, 123, 124], as well as in [126].
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Fig. 12 Schematic of the coating procedure of a SPRM sensor surface (A). Homogeneous,

non-structured SAM (A, left panel) and heterogeneous, structured SAM (A, right panel). Close-up

visualization of selective adsorption of negatively charged citrate-stabilized gold nanoparticles

(cit-Au NPs) (B, left panel) and positively charged branched polyethylenimine-coated silver

nanoparticles (bPEI-Ag NPs) (B, right panel) on structured SAM by spots with C11-N-(CH3)3
+ Cl�

(120–130 μm spot diameter) and C10-COOH-coated area in-between. Differential SPRM images (a,

b). Topologic visualization of single nanoparticles adsorbed within 90 s (c, d) as a close-up with

~0.3 mm2 (initial visible area, ~1.3 mm2) (Reproduced from [91])
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5.5 Electrochemically Assisted Referencing

5.5.1 Ionic Referencing

In most cases concerning SPRi or SPRM sensing, the sensor surface requires a

functionalization to attach receptors to the metal layer. Receptor immobilization to

the metallic sensor surface is often performed first by deposition of SAMs of

thiolated compounds with functional groups followed by coupling with different

receptors (antibodies, antigens, DNA, aptamers, etc.) [42]. The formation of an

array-like patterned sensor surface can be performed at the level of SAM as well.

However, the signal difference between spots coated by thiolates differing mainly

by terminal functional group is usually so small that this difference cannot be

reliably detected by SPRM. Thus, complications in preparation, monitoring, and

quality control of the sensor array are expected. On the other side, a determination

of the position of sensing and referencing spots is a prerequisite for most applica-

tions of sensor arrays and/or referencing techniques [34]. But the effects of small

changes in the thicknesses of the adsorbate layer on the gold surface due to SAM

deposition can be easily overwhelmed by the inhomogeneity of the glass substrate,

gold layer, and illumination or by other factors that influence the resonance

conditions.

An effective and reliable approach for visualization of spots with different

surface properties was developed [127]. The approach is easily applicable in each

SPR-imaging system. It is based on the fact that the distribution of ions near the

surface is determined by their interaction with the surface (Fig. 13a). Applying

electrolyte solutions with very different contribution of anions and cations into the

total refractive index of solutions, the difference in surface properties over the

whole sensor area can be visualized. As the difference of the optical length of two

functionalized coatings is too small to be visualized, no structure in the raw image is

recognizable (Fig. 13b). Since the sensor surface is patterned by different types of

SAM, e.g., with –NH2 and –COOH terminal groups, such surface areas possess

opposite pH-dependent surface charges. This effect leads to different distribution of

counterions in the diffuse layer. To reveal this difference and, thus, the position of

the different areas, raw SPRM images gathered for all electrolyte solutions (includ-

ing buffer) were mutually referenced to each other. For the referencing, the pixel-

to-pixel ratio of images [128] was taken. The histograms of ratio images were

calculated after contrast stretching and presented as a matrix (Fig. 13b).

The differences in physical adsorption of ions to differently functionalized

surfaces can be exploited similarly. For this purpose, two arrays of spots were

deposited – the first one with OH and the second with NH2 terminal groups; the rest

part of the surface was coated by –COOH-terminated SAM. To be distinguishable

in topology, the –OH and –NH2 spots were formed in lines with a pitch 250 and

300 μm, correspondingly; afterward, ionic solutions, e.g., sodium salicylate, were

perfused. However, as can be seen in Fig. 13c, upper left, only –OH spots can be

observed. To visualize both types of spots, consequent flushing by solutions

containing different electrolytes was performed. The surface areas with –NH2
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Fig. 13 (a) SPR response is influenced by redistribution of ions near the charged surface. Notably,

the thickness of the diffuse layer at concentrations above 10 μM is less than the penetration depth
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terminal groups, being not recognizable in raw SPRM images, can be visualized

using ionic referencing (Fig. 13, upper right panel). It can be also observed that

–OH spots overlap fully or partially with –NH2 spots; however, this is not clearly

visible because of low contrast between –OH spots and –COOH area. The distinct

visualization of all types of coatings was achieved by taking SPRM images in

buffer after injection of sodium salicylate as the reference. Indeed, the –OH and

–NH2 spots are visualized in contrast to the rest surface and also in contrast to each

other (Fig. 13c, bottom line). The interaction between salicylate ions and the three

SAM areas (–NH2, –COOH, and –OH) seems to be at different level, thus enabling

a visualization of these differently coated surface areas.

5.5.2 Electrochemically Assisted Spatiotemporal Referencing

The principle of spatiotemporal referencing can be complemented by other analytical

techniques. A combination of wide-field SPRM with in situ electrochemical analysis

was reported [89]. This approach enables characterization of adsorbed nanoparticles

in relation to size and material. The method was demonstrated for silver and copper

nanoparticles, using gold nanoparticles as a negative control. The measurement was

performed in three steps. First, nanoparticles adsorbed to the sensor surface at

cathodic potential (to prevent their oxidation). Adsorbing nanoparticles were detected

and counted, and their adsorption positions were determined. Then, unbound

nanoparticles were eluted from the measurement cell. Finally, the electrical potential

of the gold electrode (SPRM sensor surface) was scanned toward anodic direction. At

some potential, which depends on the material and size of nanoparticle, their disap-

pearance due to electrochemical oxidation onto ions was detected. It is to expect that

adsorption of nanoparticles to the sensor surface and their further disappearance by

electrochemical oxidation and dissolution are denoted by differential SPRM images

at the same place, with the same shape but opposite intensity (similar to photopositive

and photonegative) (Fig. 14a). This can be quantified by the regression coefficient

(RC) between images taken at the moment of adsorption of nanoparticle with SPRM

differential image at the same place any other time. Therefore, the adsorption and

desorption images of the same nanoparticle have a RC close to �1, whereas at any

other time RC is close to zero. When the potential is swept to the anodic direction, the

RCs for each adsorbed nanoparticle were determined. The value of the electrode

potential at which these nanoparticles dissolve and disappear provides information on

their chemical composition and size (Fig. 14b). Simultaneous analysis of different

nanoparticles is also possible (Fig. 14c).

Fig. 13 (continued) of the evanescent wave. (b) Raw SPRM images are shown in the upper line.

Ionic referencing using pixel-to-pixel ratio of images measured in two solutions is indicated as the

column and row of the corresponding cell of the table. All images are intensity-normalized. The

curves indicate normalized intensity histograms. (c) Gold surface coated by deposition of two

overlapped arrays of spots of –OH- and –NH2-terminated SAM. The rest surface was coated by

–COOH-terminated SAM (Reproduced from [127])
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SPR technology is also well compatible with other analytical techniques, for

example, with fluorescence [129], surface-enhanced Raman scattering (SERS)

[130], or electrochemical impedance spectroscopy [131, 132]. One can expect a

development of new combinations of SPR with other analytical techniques as well

as an introduction of new referencing schemes to further improve the analytical

performance.

6 Evaluation of Affinity Properties from SPR

Measurements

Transducers of affinity sensors (e.g., SPR transducers) provide information on the

surface concentration of analytes bound to the immobilized receptors. For practical

needs, volume concentrations of analytes are required. Therefore, it is important to

have a relation between volume concentration of an analyte and its surface

Fig. 14 Determination of electrical potential of electrochemically driven dissolution of a single

nanoparticle using differential SPRM (a) and the same analysis performed for all nanoparticles

adsorbed on the electrode surface (b, c). Differential images corresponding to adsorption (a, top

left) and dissolution (a, bottom left) of the same nanoparticle and corresponding changes in the

regression coefficient (a, right). (Reproduced from [89])

Toward Ultrasensitive Surface Plasmon Resonance Sensors 435



concentration that can be then used as a calibration curve. In physical chemistry,

such relations are known as adsorption isotherms. A quantitative description of

these isotherms provides a mathematical base for interpolation and extrapolation of

the calibration curve, which is important for analytical applications, as well as

allows one a quantitative characterization of receptors and a better understanding of

binding processes [133].

6.1 Measurements in Quasi-equilibrium Conditions

Using a formal kinetics approach to describe binding of an analyte (ligand) (A) to a
receptor (binding sites) (B), which leads to the reversible formation of an analyte–

receptor complex AB

Aþ B $ AB, ð3Þ
we obtain equal reaction rates for the formation and dissociation of the analyte–

receptor complex in equilibrium state:

kads � cA 1� θeq
� � ¼ kdes � θeq ð4Þ

Therefore:

θeq ¼ cAK

1þ cAK
ð5Þ

where K ¼ kads/kdes, cA is the concentration of analyte, θ is the fraction of occupied

binding sites (and correspondingly, (1 � θ) is the fraction of not occupied binding

sites), the subscript index eq means an equilibrium value, and kads and kdes are
kinetic association and dissociation constants. These constants are sometimes

referred in literature also as the kinetic constants of adsorption/desorption and

binding/dissociation. The value K is defined as the binding (or association or

adsorption) constant. Equation (4) is often written as:

θeq ¼ cA
cA þ c1=2

ð6Þ

where c1/2 ¼ 1/K; a substitution shows that this value corresponds to the concen-

tration at which 50% of binding sites are occupied. The obtained Eq. (5) is well

known as the Langmuir adsorption isotherm. This model assumes that (1) all

binding sites are equivalent, (2) the ability of an analyte molecule to bind to a

binding site is independent of the occupation of neighboring sites, (3) the number

of binding sites is limited, and (4) there is an equilibrium between bound mole-

cules and free molecules in aqueous environment. For low analyte concentrations

(cA K � 1), this equation is linearized: θ ¼ cA K (Henry adsorption isotherm). It

corresponds to binding at low surface coverage.
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The Langmuir model is valid for the most cases of analyte–receptor binding in

affinity sensors. However, numerous cases of deviation from this model were

reported, too. A non-homogeneity of binding sites is a typical case for the receptors

formed by molecularly imprinted polymerization [134, 135] or by using of poly-

clonal antibodies. For the small number of receptor types (e.g., two or three with

strongly different binding constants), Eq. (5) can be replaced by a sum of such terms

with corresponding weight coefficients. For exponential distribution of energy of

the binding sites, the Freundlich adsorption isotherm θ ¼ A
ffiffiffiffiffi
cAB

p
(where A and

B are some parameters) can be applied. Other cases of non-homogeneity are

seldom.

The non-homogeneity of binding sites leads to serious practical problems in

analytical applications of such sensors. Thus, the sensor behavior depends strongly

on the initial occupation of the receptor layer, and a non-complete desorption of

analyte cannot be taken into account just as a decrease of the total number of

binding sites leading to a proportional attenuation of the formerly obtained binding

curve.

An influence of the analyte to receptor binding on the neighboring binding sites

can be observed for binding of large analyte molecules to the densely placed

receptor molecules or for analytes possessing a trend for aggregation. The mostly

used model for such cases is the Frumkin isotherm:

KcA ¼ θ

1� θ
exp �2aθð Þ ð7Þ

The interaction is described by the parameter a, which is positive for attraction

and negative for repulsion between adsorbed species. For a ¼ 0 the Frumkin

isotherm coincides with the Langmuir isotherm.

According to our definition of affinity sensors (see the first paragraph of this

chapter), the signal of affinity sensors S is proportional to their surface coverage θ
(i.e., S ¼ α θ, where the constant coefficient α depends on the particular type of

transducer, amplification factor during signal processing, etc.); therefore, for the

binding that obeys the Langmuir isotherm, we get:

S ¼ α
cAK

1þ cAK
ð8Þ

The binding constant K can be extracted from experimental data by direct

nonlinear fitting using Eq. (8). Another approach is based on linearization of this

dependence in a double-reciprocal plot (Lineweaver–Burk plot); linear extrapola-

tion to zero values of abscissa and ordinate gives the values of 1/α and �1/K,
correspondingly. In the case of two or three types of binding sites differing in the

binding constant, such linearization may give one or two breaking points allowing

one to make such analysis differently for each type of binding sites. The binding

constant can be also obtained from data plot the logarithmic concentration scale

(Fig. 15b): the reciprocal binding constant corresponds to the concentration at the

symmetry point of the curve.
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The value of the Gibbs free energy of the binding reaction is mathematically

connected with the value of binding constant and can be calculated as:

ΔG0 ¼ �RT lnK ð9Þ
It is to note that the value K in this thermodynamic equation characterizes the

ratio of activities of corresponding species and must be a dimensionless value. By

application of usual approximations of activities by concentrations, the concentra-

tion values should be converted into dimensionless ones by normalization to 1 mol/L.

6.2 Kinetic Measurements

SPR sensors provide a unique possibility for sensitive monitoring of an analyte–

receptor binding in real time. The measured response kinetics allows much more

detailed analysis of kinetic and thermodynamic characteristics of the binding

reaction. Kinetic measurements can be performed much faster than the measure-

ments in quasi-equilibrium conditions.

The process of analyte binding to the corresponding receptor includes two

kinetic steps: (1) analyte diffusion to the sensor surface and (2) analyte–receptor

binding. The analysis of kinetic measurements is based on the following assump-

tions: (1) the kinetic-limiting step of the whole process is the binding, and (2) the

binding can be described by the Langmuir isotherm (i.e., all above-discussed

assumptions for the Langmuir adsorption model are valid).
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Fig. 15 Simulated binding curves according to the models of Henry (curve 1), Langmuir

(curve 2), and Frumkin (curves 3 and 4) for attraction (a ¼ +1, curve 4) and repulsion (a ¼ �1,

curve 3) of adsorbed molecules at linear (a) and logarithmic plot (b) concentration scale. Binding

constant in all the curves is 1/(1 nM)
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Based on the formal kinetics, the adsorption rate
dθ tð Þ
dt can be described as an

algebraic sum of the rates of adsorption and desorption:

dθ tð Þ
dt

¼ kads 1� θ tð Þð ÞcA � kdesθ tð Þ ð10Þ

Therefore, the signal kinetics S(t) ¼ αθ(t) obeys the dependence:

dS tð Þ
dt

¼ � S tð ÞkS þ αkads cA ð11Þ
with : kS ¼ kadscA þ kdes: ð12Þ

Equation (12) has the following solution:

S tð Þ ¼ 1� exp �kStð Þ½ �Seq, ð13Þ
where the value Seq is the surface coverage in equilibrium described by Eq. (5).

A desorption kinetics observed after replacement of the analyte solution by the

solution without analyte can be obtained from Eqs. (11), (12), and (13) by substi-

tution kads ¼ 0 with initial condition S(0) ¼ Smax:

S tð Þ ¼ Smax exp �kdestð Þ ð14Þ
The value kS is an apparent kinetic constant of adsorption which can be obtained

from experimental data. Paradoxically, the desorption constant is one of the com-

ponents positively contributing into the apparent kinetic adsorption constant

(Eq. (12)). The linear dependence of ks on ligand concentration allows one to obtain
the values of kads and kdes. The value ks can be obtained by exponential fitting of

adsorption kinetics with Eq. (13). Instead of nonlinear fitting, the dependence of
d S tð Þ
dt vs. S(t) can be analyzed: a linearity of this dependence verifies the exponential

character of the signal kinetics, while its slope gives the value ks. The desorption

rate constant kdes can be also extracted from fitting of desorption kinetics with

Eq. (14). This provides a principal possibility to get kinetic constants of adsorption

and desorption and to estimate binding constants from a single experiment. How-

ever, desorption kinetics for many receptors is very slow, and kads cannot be

measured directly. Data that are more reliable are obtained by repetition of the

measurements at different concentrations and by analysis of the concentration

dependence of kS according to Eq. (12). The values of kads and kdes obtained from

kinetic measurements can be used for calculation of the binding constant K.
Numerous investigations demonstrated that the values of binding constants

obtained from kinetic and equilibrium measurements are almost identical.

Non-equilibrium measurements allow one not only to get quantitative analysis

of receptor properties but also to improve selectivity and reduce or even eliminate a

relative contribution of interferences to the sensor signal. Such approach was

described in [136]. If the kinetic constant of the analyte desorption is higher than

that of interfering species, an analysis during an initial part of adsorption stage
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provides an increase in selectivity which is equal to the ratio of the respective

kinetic constants. If the desorption of the analyte is slower than that of the

interfering species, one can reach a considerable improvement of selectivity

performing analysis after partial desorption of species bond to the sensor surface.

A quantitative value of this selectivity improvement depends on the kinetic desorp-

tion constants being limited by acceptable attenuation of the sensor signal due to

desorption of the analyte.

6.3 Analysis of Temperature Dependencies

Analysis of temperature dependencies of responses of SPR sensors on analyte

injections provides more detailed data on affinity properties. A substitution

ΔG ¼ ΔH � TΔS in Eq. (9) leads to the van’t Hoff relationship:

lnK ¼ 1

R
ΔS0 � ΔH0

T

� �
ð15Þ

Here, the slope of the dependence of the logarithm of the equilibrium constant on

reciprocal temperature gives the value of the reaction enthalpy, while an extrapo-

lation to zero value of the reciprocal temperature gives the value of the reaction

entropy; the superscript 0 indicates the standard values. A deviation of this depen-

dence was explained by contribution of temperature-dependent heat capacity [137]

which can be also determined from temperature dependence (however, numerical

simulation demonstrated that typical values of experimental errors make such

analysis very uncertain [138]).

Temperature dependencies of the kinetic constants of binding (kads) and disso-

ciation (kdes) allow one to obtain the values of activation energies for binding and

dissociation, Ea,ads and Ea,des. The transition-state theory developed by Eyring and

coauthors [139] gives the following equation for the kinetic constant of binding:

kads ¼ κ kBT

h
exp �ΔH#0

ads=RT
� �

exp ΔS#0ads=R
� � ð16Þ

where the superscript # indicates the corresponding thermodynamic potential of

activation process, kB and h are the Boltzmann and Planck constants, and κ is the

transmission factor, which is considered to be between 0.5 and 1. A linearization in

the coordinates ln(k/T ) vs. 1/T (Eyring plots) and an assumption on the value of the

transmission factor κ (usually, as κ ¼ 1) allow one to extract the values of standard

activation enthalpies and entropies.

Finally, we have to discuss the risk of misinterpretation during data analysis. In

the case of measurements in quasi-equilibrium conditions, it is not easy to estimate

the “distance” from equilibrium. Usually, such measurements are performed by

subsequent additions of increasing analyte concentrations, and the signals are read
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in ~30 min when no visible change of the signal magnitude is observed. An

absence of equilibria leads to a systematic error in data analysis. In the case of

kinetic measurements, it is not a rare case, especially for receptor layers with three-

dimensional matrix, when the binding is limited by diffusion. In this case, the here

described simple approach cannot be applied. Ignoring of this fact and a mecha-

nistic application of the analysis based on the Langmuir model to diffusion-limited

processes leads to giant errors in the determination of kads and kdes and may lead to

considerable errors in determination of binding constants. Therefore, it is important

to distinguish diffusion and reaction control of the binding process. A deviation of

the binding kinetics from mono-exponential dependence (or nonlinear dependence

of ks vs. ligand concentration) may indicate on diffusion limitation; however, a

quality of this analysis depends strongly on the SNR. For diffusion-controlled

processes, the adsorption rate depends on the solution viscosity; a modification

of the viscosity can be performed by addition of sugar, glycerol, or other com-

pounds. To exclude a chemical influence of the viscosity modifier on the binding

process, one can prove that the effect does not depend on the chemical nature of

this compound. Another approach to distinguish diffusion and reaction kinetics is

based on the variation of thickness of the diffusion boundary layer; it can be

realized by variation of the flow rate [140–143]. A risk of misinterpretation of

temperature dependencies of equilibrium and kinetic data is also very high. Critical

analysis of many aspects of this approach is discussed in [138, 144].

A more detailed description of data analysis is presented in [133] and in

numerous literature on application of affinity sensors.

7 Conclusion

The introduction of SPR sensors ~30 years ago has revolutionized the landmark of

label-free bio- and chemosensors. SPR sensing was almost immediately commer-

cialized and adopted in science, industry, medicine, and pharmacy. The major

milestone in the development of SPR sensors – its implementation in imaging

format (SPRi or SPRM) – is also dated by those times. However, the development

of SPR sensors has never stopped. Since then, SPR and SPR-imaging sensors have

been evolving and maturing in all regards. This chapter summarized some efforts in

the instrumental and methodological development of SPR sensors. Improvement of

the plasmonic sensor itself and of the measurement methodology was described.

One of the most important methodological advances in SPR sensors is the applica-

tion of self-referencing in order to increase SNR and to distinguish surface and bulk

effects in SPR signals. Due to the versatility of SPR-sensing aspects and limited

space, not all relevant developments in the field of SPR sensors could be described

here. Nevertheless, the progress is self-evident. The overview of SPR development

shows many new ideas emerging on the base of SPR effect. SPR was started once

as a tool to study large-area protein films; nowadays, SPR is able to detect and

characterize single biological and engineered nanoparticles at sub-femtomolar
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concentrations. Detection of single proteins or DNA molecules can be expected

very soon. Combination with many other analytical techniques (e.g., electrochem-

ical, surface-enhanced Raman scattering, mass spectrometry, chromatography) is

being suggested to further extend the application area and capabilities of SPR.

Therefore, SPR sensors are highly competitive and, more importantly, have a large

potential for further development.
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46. Glebe U, Baio JE, Árnadóttir L, Siemeling U, Weidner T (2013) Molecular suction pads: self-

assembled monolayers of subphthalocyaninatoboron complexes [BCl{Subpc’(SR)6}] on

gold. ChemPhysChem 14:1155–1160

47. Ferretti S, Paynter S, Russell DA, Sapsford KE, Richardson DJ (2000) Self-assembled

monolayers: a versatile tool for the formulation of bio-surfaces. TrAC Trends Anal Chem

19:530–540

48. Faucheux N, Schweiss R, Lützow K, Werner C, Groth T (2004) Self-assembled monolayers

with different terminating groups as model substrates for cell adhesion studies. Biomaterials

25:2721–2730

49. Ostuni E, Yan L, Whitesides GM (1999) The interaction of proteins and cells with self-

assembled monolayers of alkanethiolates on gold and silver. Colloids Surf B Biointerfaces

15:3–30

50. Schlenoff JB, Li M, Ly H (1995) Stability and self-exchange in alkanethiol monolayers. J Am

Chem Soc 117:12528–12536

51. Noh J, Kato HS, Kawai M, Hara M (2002) Surface and adsorption structures of dialkyl sulfide

self-assembled monolayers on Au(111). J Phys Chem B 106:13268–13272

52. Phares N, White RJ, Plaxco KW (2009) Improving the stability and sensing of electrochem-

ical biosensors by employing trithiol-anchoring groups in a six-carbon self-assembled mono-

layer. Anal Chem 81:1095–1100

53. Li Z, Jin R, Mirkin CA, Letsinger RL (2002) Multiple thiol-anchor capped DNA-gold

nanoparticle conjugates. Nucleic Acids Res 30:1558–1562

54. Hermanson GT (2013) Bioconjugate techniques.3rd edn. Academic Press, Boston

55. Chaki NK, Vijayamohanan K (2002) Self-assembled monolayers as a tunable platform for

biosensor applications. Biosens Bioelectron 17:1–12

56. Gooding JJJ, Hibbert DBB (1999) The application of alkanethiol self-assembled monolayers

to enzyme electrodes. TrAC Trends Anal Chem 18:525–533

57. Wrobel N, Schinkinger M, Mirsky VM (2002) A novel ultraviolet assay for testing side

reactions of carbodiimides. Anal Biochem 305:135–138

58. Yamada H, Imoto T, Fujita K, Okazaki K, Motomura M (1981) Selective modification of

aspartic acid-101 in lysozyme by carbodiimide reaction. Biochemistry 20:4836–4842

59. Pei Z, Anderson H, Myrskog A, Dunér G, Ingemarsson B, Aastrup T (2010) Optimizing

immobilization on two-dimensional carboxyl surface: pH dependence of antibody orientation

and antigen binding capacity. Anal Biochem 398:161–168

60. Wrobel N, Deininger W, Hegemann P, Mirsky VM (2003) Covalent immobilization of

oligonucleotides on electrodes. Colloids Surf B Biointerfaces 32:157–162
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125. Gurevich EL, Temchura VV, Überla K, Zybin A (2011) Analytical features of particle

counting sensor based on plasmon assisted microscopy of nano objects. Sensors Actuators

B Chem 160:1210–1215

126. Nizamov S, Mirsky VM (2018) Wide-field surface plasmon resonance microscopy for in-situ

characterization of nanoparticle suspensions. In: Kumar CSSR (ed) In-situ characterization

techniques for nanomaterials. Springer, Berlin. https://doi.org/10.1007/978-3-662-56322-9_3

127. Nizamov S, Scherbahn V, Mirsky VM (2017) Ionic referencing in surface plasmon micros-

copy: visualization of the difference in surface properties of patterned monomolecular layers.

Anal Chem 89:3873–3878

128. Radke RJ, Andra S, Al-Kofahi O, Roysam B (2005) Image change detection algorithms: a

systematic survey. IEEE Trans Image Process 14:294–307

129. Yu F, Yao D, Knoll W (2003) Surface plasmon field-enhanced fluorescence spectroscopy

studies of the interaction between an antibody and its surface-coupled antigen. Anal Chem

75:2610–2617

Toward Ultrasensitive Surface Plasmon Resonance Sensors 447

https://doi.org/10.1007/978-3-662-56322-9_3


130. Mao L, Yuan R, Chai Y, Zhuo Y, Xiang Y (2011) Signal-enhancer molecules encapsulated

liposome as a valuable sensing and amplification platform combining the aptasensor for

ultrasensitive ECL immunoassay. Biosens Bioelectron 26:4204–4028

131. Terrettaz S, Stora T, Duschl C, Vogel H (1993) Protein binding to supported lipid mem-

branes: investigation of the cholera toxin-ganglioside interaction by simultaneous impedance

spectroscopy and surface plasmon resonance. Langmuir 9:1361–1369

132. Patskovsky S, Latendresse V, Dallaire A-M, Doré-Mathieu L, Meunier M (2014) Combined
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Biomagnetic Sensing

Hans-Joachim Krause and Hui Dong

Abstract Biomagnetic sensing is a particularly valuable measurement technique

because it is noninvasive in nature. Moving ions responsible for the electric activity

of cells give rise to a magnetic field surrounding the current flow. Biomagnetic

measurements denote the purely passive recording of this magnetic field outside the

human body. The challenge is to record these extremely small magnetic fields in the

presence of magnetic disturbance fields from the environment. Superconducting

Quantum Interference Devices (SQUIDs), the most sensitive magnetic field sensors

known to date, are used to measure the minute biomagnetic fields originating from

the human heart or brain, in conjunction with attenuation of disturbances from the

environment by passive shielding and/or active gradiometric suppression. Magnetic

resonance imaging (MRI) is a well-established technique based on exposing the

subject to a strong magnetic field, thus allowing to non-destructively measure the

distribution of hydrogen atoms within the body. Low-field magnetic resonance

imaging (LF-MRI) is a novel measurement technique requiring more than 1,000-

fold lower magnetic fields than conventional MRI, thus allowing to perform

imaging with much simpler instrumentation in the presence of metals. Recent

experiments yielded promising results with respect to distinction of healthy from

malignant tissue. Recently, combinatorial devices allowing to simultaneously
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record biomagnetic signals and perform magnetic resonance imaging of the anat-

omy of the human body source are developed to facilitate the determination of the

biomagnetic sources by solving the three-dimensional magnetic inverse problem.

Keywords Biomagnetism, Magnetic immunoassay, Magnetic resonance imaging,

Magnetocardiography, Magnetoencephalography, SQUID
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1 Introduction

Almost 200 years ago, Oersted discovered that the flow of electrical currents

produces a magnetic field that encircles the current. Inside all animate beings and

plants, ions move inside and outside of living cells, as well as from cell to cell.

These moving charge carriers give rise to a magnetic field inside and in the vicinity

of the creatures. Due to the fact that these natural currents in animals and humans

are very small, the ensuing magnetic field is extremely weak. In almost all cases,

this so-called biomagnetic field is much smaller than the magnetic field from other

environmental sources, such as the earth’s magnetic field and the field from

man-made sources such as power lines, electric appliances, and moving steel

objects. Therefore, it is indispensable to shield these environmental disturbance

fields in order to be able to record minute biomagnetic fields. In many cases the

fields are so small that they can hardly be measured even with the most sensitive

magnetic field sensors known to date.

The strongest contributions to the magnetic field intrinsically generated by

human beings are from the heart, the so-called magnetocardiogram (MCG), from

muscles (magnetomyogram), and from the brain, the magnetoencephalogram

(MEG). Biomagnetic measurements denote the contact-free registration of this

magnetic field emitted from the body of the human or animal subject. This

measurement is entirely noninvasive and purely passive. No excitation whatsoever
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is incident on the subject; just the magnetic field generated by the ongoing electrical

action currents is recorded at one or more positions outside the body. Due to the

non-magnetic properties of almost all tissue types, the magnetic field is practically

unaffected by the intermediate tissue between source current and measurement

location. In particular, the varying electrical conductivities of the different types of

tissue between source and sensor do not influence the magnetic field, whereas they

do influence the voltages during electrocardiogram (ECG) recordings. Therefore,

finding a solution to the inverse problem for noninvasive 3D localization of

intracardiac sources is much easier when using MCG data as compared to ECG

recordings.

2 Superconducting Quantum Interference Devices

A SQUID consists of a superconducting loop with one or two Josephson junctions.

It combines the effects of quantization of magnetic flux in units of the magnetic flux

quantum Φ0 ¼ 2.07 � 10�15 Vs and the dependence of the supercurrent circulating

in the loop on the magnetic flux threading the loop. The SQUID is an extremely

sensitive converter of magnetic flux to output voltage. With a feedback electronics

that compensates the measured flux with counter-flux to maintain a stable operating

point, the device can be used as a linear null detector. SQUIDs are capable of

resolving better than 10�6 of Φ0, which makes them the most sensitive sensors of

magnetic flux known to date. Typical readout electronics offer a frequency range

extending from direct current (dc) to MHz with a dynamic range of 120 dB or more.

In the case of SQUIDs fabricated from conventional, low-temperature (low-Tc)

superconductors, operation is usually done at the boiling temperature of liquid

helium (T ¼ 4.2 K) whereas high-temperature superconductor (high-Tc) SQUIDs

are used in liquid nitrogen at 77 K. A comprehensive coverage of SQUIDs can be

found in [1].

The most common type of SQUID is the dc SQUID schematically shown in

Fig. 1a. It contains two Josephson junctions connected in parallel to a bias current

source by a superconducting loop of inductance Ls. The voltage drop across the

junctions is measured. When external magnetic fluxΦe threads the SQUID loop, the

dcba
0V

V eV

I
Ib

n 0

(n+ ) 01
2

Fig. 1 (a) dc SQUID, consisting of a superconducting loop with two Josephson junctions marked

by crosses, (b) I–V curve for integer and half-integer flux quantum threading the SQUID loop,

(c) V–Φ curve, (d) rf SQUID, consisting of a superconducting loop with one Josephson junction
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ensuing circulating current I ¼ �Φe/Ls in the ring adds to the bias in one junction

while subtracting in the other. With increasing Φe, junction phases are switching

alternately, and the current I is reversing direction at each Φ¼ Φ0/2. Consequently,

the current-voltage (I–V ) curve measured across the junctions is alternating

between two extreme traces: the upper one corresponding to integer flux quantum,

Φ ¼ nΦ0 (n ¼ 0, 1, 2, 3, . . .), and the lower one corresponding to half integer flux

quantum, (n +½)Φ0, as shown in Fig. 1b. The voltage V across a dc SQUID is thus a

periodic function of Φe with the period of Φ0, see Fig. 1c. The ultimate flux

sensitivity is limited by thermal and 1/f low-frequency flux noise components

which originate in the SQUID itself and in the feedback electronics. Usually, the

intrinsic dc SQUID noise is larger than that of the electronics and thus determines

the resolution.

Another relatively common SQUID type is the radio-frequency (rf) SQUID,

schematically shown in Fig. 1d. It contains only one Josephson junction in the loop

which is inductively coupled to a resonant LC circuit which applies an rf bias

current to the SQUID. Similarly as in case of the dc SQUID, the voltage across the

resonant circuit is a periodic function of the magnetic flux threading the loop. At

low-Tc, the ultimate sensitivity of dc SQUIDs is better than that of rf SQUIDs. At

higher operation temperature, this advantage is less predominant. The advantage of

rf SQUIDs over dc SQUIDs is that they do not require galvanic contacts to the

sensor, making them safe against static discharge.

SQUIDs are flux sensors of unequaled sensitivity. In most magnetometric

applications, however, the task is to measure the local intensity of magnetic field

B¼Φ/A, with A denoting the area over which the flux is collected. To measure very

small magnetic fields B, the pickup area A needs to be of the order of mm2 or even

cm2. Hence, SQUID magnetometers must include flux pickup structures having a

sufficiently large effective area, Aeff. The low-inductance SQUID loop alone has a

very small Aeff of the order of 10
�3 mm2, which is not sufficient in most cases. For

low SQUID noise, its inductance Ls should be as small as possible, but for good

field sensitivity, a large Aeff yields a large Ls. This conflict can be resolved by

collecting the magnetic flux Φ over a larger area and coupling it more or less

effectively to the very small SQUID hole. The simplest solution is to make the outer

dimensions of the SQUID loop much larger than the loop’s hole in order to

concentrate into that hole a fraction of the flux expelled from the superconductor

due to the Meissner effect. This scheme is called washer SQUID. Much higher

effective areas Aeff can be obtained using flux transformers. They consist of a pick-

up coil, a pair of interconnecting leads, and a multiturn input coil inductively

coupled to the SQUID, see Fig. 2a. In order not to deteriorate performance by

thermal Johnson noise, the whole flux transformer circuit is superconducting.

In biomagnetic applications, very weak signals from localized sources such as

heart or brain have to be measured against a background of magnetic disturbances

which are orders of magnitude stronger, but more uniformly distributed in space

because they stem from far sources, like power lines or cars. In such cases, the use

of gradiometers is an alternative to magnetic shielding. For example, in the simplest

case of a single first-order gradient component, two coils having identical areas
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A and a spacing b called baseline are connected in series-opposite, as shown

schematically in Fig. 2b for ∂Bz/∂z (axial gradiometer) and Fig. 2c for ∂Bz/∂x
(planar gradiometer). Higher-order gradiometers that measure second and higher

order spatial gradients of the magnetic field are made similarly using more pickup

coils. Planar gradiometers can be fabricated in thin-film technology. However, the

axial version involves 3D superconducting wire structures, and thus is feasible only

with low-temperature superconductor technology. High-Tc axial gradiometers

require the usage of two or more SQUID sensors and electronic subtraction of the

SQUID signals.

Low-Tc SQUID sensors are usually fabricated in thin-film niobium technology

using magnetron sputtering on oxidized silicon or quartz wafers. The SQUID

structure and the junctions are photolithograhically patterned from Nb/AlOx/Nb

trilayers, where the aluminium oxide barrier is formed by thermally oxidizing a

nanometer-thin aluminum layer. Additional metallization is used for bonding pads

and for fabrication of junction shunts. The insulation between Nb and conducting

layers is usually obtained by depositing silicon oxide films and by edge anodization

to form an insulating NbOx oxide. SQUID and input coil of the flux transformer are

usually integrated into one monolithic thin-film structure. For biomagnetic appli-

cations, the complete magnetometers and gradiometers are often made with 3D

Nb-Ti wire-wound pickup coils bonded to Nb pads of the input coil.

High-Tc SQUID sensors are typically fabricated from YBa2Cu3O7�x (YBCO)

epitaxial thin films deposited on single crystal SrTiO3, MgO or LaAlO3 substrates

with surface polished to epitaxial quality. The most popular Josephson junction

type is the grain-boundary junction. The grain boundary can, for instance, be

formed by depositing YBCO on a bicrystal substrate assembled from two single

crystals which are glued together with twisted crystal orientations. Another

approach is to etch a ditch into the substrate and to grow the YBCO film across

this so-called step edge. The YBCO SQUID structures are patterned by optical

photolithography of films followed by argon ion beam or wet-chemical etching.

A

pickup coil

coupling
coil

superconducting shield

to SQUID
electronics

SQUID
a b c

Fig. 2 (a) Flux transformer, consisting of a pickup coil and a coupling coil made from

superconducting wire, inductively coupled to a SQUID, (b) axial gradiometer, consisting of two

counter-wound pickup coils above each other, (c) planar gradiometer, with counter-wound pickup

coils next to each other
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3 Biomagnetism

The term “biomagnetism” denotes the measurement of the natural magnetic field

generated by a living creature due to the movement of electric charge carriers inside

the body [2]. Both intra- and extracellular currents, as well as the exchange of ions

between cells contribute to the electrical currents inside the body and thus to the

magnetic field surrounding the currents [3]. MCG and MEG are the most common

biomagnetic modalities. Other electrically active organs are also known to produce

detectable magnetic fields. The field of the eye is called magnetooculogram, the

field of the stomach is the magnetogastrogram.

3.1 Magnetocardiography

The heart of mammals, in particular the human heart, consists of heart muscle cells,

so-called myocardial fibers, arranged as series of cells connected with intercalated

discs. These discs act as connectors that allow the electrical excitation to propagate

successively from cell to cell [4]. In order to pump blood through the body,

all the muscle cells in the atria and in the ventricles have to be excited

quasisimultaneously. This is performed by the natural pacemaker, the so-called

sinus node, located close to the entry of the vena cava superior into the right atrium.

In ECG as well as in MCG, sinus node and atrial depolarization are seen as

so-called P wave, following the well-known terminology of Einthoven [5] who

named the characteristic ECG peaks using the letters P, Q, R, S, and T. Then, the

excitation signal reaches the atrioventricular (AV) node which provides a ~120 ms

time delay. The excitation is then distributed from the AV node to both ventricles

by means of the His bundle and the Purkinje fibers. The depolarization of the

ventricles gives rise to the QRS complex of ECG and MCG signal which is the

strongest signal of the heart. A typical adult exhibits a peak-to-peak QRS signal

of ~100 pT directly above the chest, see Fig. 3. Electrical excitation leads to

synchronous depolarization of the heart muscle cells. After about 200 ms of

Fig. 3 (a) Principle of MCG measurement; (b) Typical human MCG measured with high-Tc rf

SQUID
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refractory period, the heart muscle cells repolarize, leading to the characteristic

broad T wave in the signal.

The electrical activity of the human heart by measuring the voltage on the skin of

the patient was already measured in the late nineteenth century. In the early 1900s,

ECG was fully established [5]. Because the magnetic field associated with the

intracorporal electric current of the heard is so small, it took another 60 years

until the first magnetic recording of the human heart was performed by Baule and

McFee [6] using induction coils. With the invention of the Superconducting

Quantum Interference Device (SQUID) in the 1960s [7], sufficiently sensitive

magnetometers became available [8], allowing to record MCG with higher quality

[9] and eventually leading to a breakthrough in biomagnetic measurements [10].

The first MCG measurements were performed with just one SQUID channel.

Single-channel instruments, however, required tedious sequential recordings at

different positions above the patient’s chest, thus significantly prolonging the

measurement time [11]. Therefore, MCG instrumentation was gradually improved

from single channel towards multichannel devices [12]. Multichannel SQUID

systems for biomagnetic measurements were developed first at Helsinki University

[13]. Subsequently, multichannel systems were developed and commercialized by

the companies Neuromag (24 channels in 1989), Siemens (37 channels, 1989),

Dornier (28 channels, 1990), Philips (62 channels, 1993), and Elekta (99 channels,

2000) [14]. All these systems rely on liquid helium cooling which constitutes a

major cost item in their continuous operation.

Another serious drawback that hampered clinical applications was the require-

ment for expensive and bulky magnetically shielded rooms to suppress environ-

mental disturbance signals. At Helsinki Hospital, MCG was recorded with a

SQUID-based gradiometer in a wooden cottage [15]. MCG systems with 9 or

36 channels for unshielded operation were commercialized by CardioMag Imaging

Inc. [14].

With the advent of high-Tc superconductors in 1986, SQUIDs made of

YBa2Cu3O7�x became a promising alternative for biomagnetic measurements.

They only require liquid nitrogen as coolant, thus cutting down operating costs to

negligible values as compared to helium-cooled systems. However, they do not

reach the same sensitivity as their low-Tc counterparts and their production are

much less reproducible and reliable. Nevertheless, several high-Tc systems for

MCG were realized for shielded [16–18] and unshielded operation [19]. The

application of the four-channel system to adult magnetocardiography and to fetal

magnetocardiography has been shown in [20]. The system has been utilized for

educational purposes in Jülich, measuring the MCG of more than 3,000 high-school

students.

Numerous clinical trials have been performed regarding the application of MCG

to different heart problems. Applications include the detection of myocardial

ischemia [21] and viability [22], coronary artery disease [23–25], arrhythmogenic

risk assessment, imaging of arrhythmogenic sites such as the Wolff-Parkinson-

White syndrome [26] or ventricular arrhythmia [27].
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3.2 Fetal Magnetocardiography

The MCG of an unborn baby in the mother’s womb was measured for the first time

in 1974 with an unshielded SQUID system [28]. Fetal magnetocardiography

(fMCG) is a reliable method for noninvasive study of fetal cardiac electrophysiol-

ogy from the 20th week of gestation on, especially during the third trimester of

pregnancy when the electrically insulating vernix caseosa hampers abdominal

recording of fetal ECG [29]. In addition, maternal ECG obscures fetal ECG.

Systematic studies on the analysis of cardiac time intervals have been performed

in [30]. Other common fetal monitoring techniques such as cardiotocography and

echocardiography lack the temporal resolution to extract such information. fMCG

has been shown well applicable to the early diagnosis of arrhythmia [31, 32]. For

the early detection of congenital heart defects, however, only a few fMCG case

reports have been reported [29]. Here, echocardiography appears to be the method

of choice. Albeit the sensitivity is not as high as in case of usual helium-cooled

SQUIDs, it is possible to record fMCG with high-Tc SQUIDs [33], see Fig. 4. In

order to study the electrophysiology, averaging and subtraction of the maternal

MCG is needed, in contrast to low-Tc instrumentation that yields sufficient signal-

to-noise even in real time.

Once that instrumentation becomes more robust and can operate outside mag-

netic shielding, it is expected that fMCG finds widespread acceptance because it is

the only modality that allows to study the electrophysiology of the fetal heart.

3.3 Magnetoencephalography

Measuring the magnetic field of neuronal brain activity with MEG is more chal-

lenging than MCG because the magnetic field of the human brain is about 100-fold

smaller than that of the heart [34]. The electrical ion currents flowing in the human

head tissue give rise to a magnetic field that can be observed outside the skull.

The currents include both intracellular “impressed” currents by neural activity, and

the so-called “volume current” of freely moving ions in the extracellular space. The

latter can be modeled as a conductive medium with an electrical conductivity

Fig. 4 Typical real-time

fetal MCG signal, measured

with high-Tc rf SQUID, and

fetal signal averaged over

75 s
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depending on the type of tissue, i.e. white matter, gray matter, etc. The total

magnetic field is determined by a summation over all current elements in the

whole head according to Biot-Savart’s law. To a good approximation, the magnetic

field generated by the impressed currents is orthogonal to the scalp surface, whereas

the contribution from the volume currents is tangential to it [35]. Thus, the

contribution of volume currents can be neglected in the most common measurement

configuration that registers just the magnetic field component orthogonal to the

scalp. In the case of pyramidal neurons with an open-field structure [2], predomi-

nantly consisting of a single dendrite and one long axon, the small current flowing

in the dendrite due to membrane depolarization after neurotransmitter intake at the

synapse can be modeled as a current dipole with a field B / 1/r3, where r denotes
the distance. This current dipole contributes to the magnetic field. A typical current

dipole of one post-synaptic dendrite has a magnetic moment of 2 � 10�15 Am,

which gives rise to a magnetic field contribution of 3 � 10�19 T at a distance of

5 cm [35]. The summation of current dipoles from the pyramidal neurons is

orthogonal to the scalp surface and results in a detectable biomagnetic signal.

Considering a magnetic field resolution of typical MEG instrumentation of a few

fT/√Hz, it becomes obvious that approximately 50,000 synchronously firing neu-

rons are needed to obtain a measureable signal.

The so-called “action potential” (AP) contribution to the brain’s magnetic field

is obtained from the depolarization current flowing along an axon, followed by

a repolarization current restoring the rest state potential. Thus, the AP consists of a

pair of current dipoles with opposing directions, a current quadrupole, which yield a

field B / 1/r4 that is about tenfold smaller than that of a dipole because it decays

more with distance.

Multichannel MEG instrumentation has been developed and commercialized by

a number of companies, including the Magnes systems from 4-D Neuroimaging

(formerly BTi) with up to 248 channels, the CTF MEG systems from VSM

MedTech with up to 275 channels, the Elekta Neuromag systems with up to

306 channels, and the ARGOS systems from Advanced Technologies Biomagnetics

with up to 495 channels [14]. In order to accommodate as many SQUIDs as possible

as close to the scalp as possible, these systems are equipped with helmet-shaped

cryostats. The systems have been designed for everyday clinical use operated by

technicians. They include computer-controlled equipment for visual, auditory, and

tactile stimulation of neuronal activity. Some systems allow to simultaneously

record electroencephalograms (EEG).

Detailed studies of the normal function of the primary sensory and motor system

were performed, thus establishing a basis to assess dysfunctions later. Techniques

to evoke somatosensory activity include electric, tactile, and laser stimulation to the

skin, preferably of the peripheral nerve at the wrist. It was found that the first

cortical component about 20 ms after stimulation (called N20) is completely

exogenous and not affected by attention. The functional analysis of the auditory

cortex was performed by sine-wave tones of different frequencies and duration and

localization of the tonotopic organization of the cortex. Stimulation of the visual

system was done by pattern reversal, flashes and moving stimuli. Primary answers
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as well as entrainment of the alpha rhythm were studied. Examinations of the

movement-evoked magnetic field include both self-paced and externally paced

movements, preferably of the fingers. Synchronization mechanisms for control

of movements were also studied.

A big challenge to MEG and other brain imaging modalities is the identification

of higher cognitive functions because neuronal networks exhibit a high spatial and

temporal complexity and a great individual variability. The idea is that certain brain

regions are responsible for certain tasks.

MEG studies yielded significant contributions to the revelation of brain pro-

cesses in reception and processing of speech signals. For instance, a specific

electrophysiological component has been identified about 150 ms after the onset

of a critical word [36]. A second peak named N400 at around 400 ms is correlated to

lexical-semantic integration [37]. With respect to the recognition of written lan-

guage, several relevant areas such as Broca’s and Wernicke’s area were localized,
demonstrating the usefulness of MEG for presurgical planning [38]. By manipu-

lating the expectancy of the final words of a sentence, semantic processing of words

on the sentence level during reading was investigated and found to be also related to

the N400 peak [39]. Music is perceived differently than speech, albeit there are

similarities [40]. Especially the response to harmonic violations is fast and can be

localized near the primary auditory cortex [41].

A fundamental question in neuroscience is how the brain groups different

sensory inputs such as sound pitch, timbre and volume, color and intensity of

light, and olfactory stimuli, to form recognizable objects. With support from

MEG studies, the assumption was made that synchronous oscillations in the

so-called γ band at around 40 Hz play a role in the process. A review on this

so-called binding process is given in [42]. Nonoscillatory magnetic brain responses

have also been studied with respect to feature binding and object recognition [43].

Another important field of brain research involves the study of motor actions.

Preparation, control, and execution of movements involve transient, slow, and

oscillatory magnetic activity in both primary sensory-motor and higher cognitive

areas. The role of the so-called magnetic μ-rhythms for the preparation and execu-

tion of movements was investigated by means of event-related spectral power

changes [44].

MCG is clinically used for evaluating normal and abnormal brain functions, and

for the localization of cortical sources. Currently, the localization of epileptic

discharges and presurgical brain mapping represent the most common clinical

applications [45, 46]. For presurgical evaluation in patients with intractable focal

epilepsy, MEG is medically necessary to localize areas of epileptic activity. There

is a need to measure small epileptic discharges with bigger background brain

activity. Other diagnostic applications remain in the research stage.

Normal spontaneous brain activity of EEG and MEG consists of various fre-

quency bands. Alpha waves (8–13 Hz) are dominant when the subject is awake,

beta waves (>13 Hz) are seen during wakefulness and light sleep. Theta (4–7 Hz)

and delta (<4 Hz) rhythms are usually observed during sleep, but they may also

appear due to brain tumors and ischemia. The source of the spontaneous activity,

458 H.-J. Krause and H. Dong



both normal and abnormal, spreads over the bilateral cerebral cortices, so that

separation of each generator is hardly possible with EEG. The higher spatial

resolution of MEG may help to localize abnormally slow waves [47, 48] due to

structural brain lesions. Ischemia of the brain can also be detected with MEG.

Stenotic lesions of the internal carotid artery system sometimes yield an oscillatory

signal at 6–8 Hz in the temporo-parietal area [49].

It has been successfully shown that MEG is even feasible with high-Tc SQUID

instrumentation. By comparison with the result obtained from a commercial

248 channel whole-head MEG system, it was demonstrated that the sources of

auditory evoked responses can be localized with similar precision using a single

high-Tc dc SQUID magnetometer operating at 77 K [50]. However, a long way of

development is still needed until nitrogen-cooled SQUID systems will have

matured to be suitable for routine MEG recordings.

Today, there are more than 130 MEG systems installed worldwide, which is a

relatively small number as compared to the approximately 36,000 MRI machines.

The application of MEG is still mainly focused on research, i.e. all the different

aspects of brain activity listed above. Routine clinical applications are still scarce.

In order to fully establish MEG in clinical practice, the reliability of source

estimation needs improvement. Inversion software should be improved, in partic-

ular for multiple source estimation to overcome the nonuniqueness of the electro-

magnetic inverse problem. For clinical research, a validation of the source

estimation accuracy of MEG by fusion with other imaging modalities is needed.

MEG has excellent time resolution but is not perfect with respect to localization

accuracy. Therefore, a combination with low field MRI as an anatomical imaging

modality becomes particularly promising for future work (see Sect. 5 on hybrid

biomagnetism).

4 Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a powerful and probably the most versatile

medical imaging modality for the human body [51, 52]. This technique is developed

from nuclear magnetic resonance (NMR) [53]. The MR signal originates from the

nuclei with nonzero spin, and protons are conventionally most commonly imaged

because of widely distribution in human body fluids, proteins, lipids, glucose, etc.

In a static magnetic field B0 along z direction, an energy difference ΔE¼ γhB0

occurs dependent on if the spin is aligned parallel or antiparallel to the field, with γ
denoting the gyromagnetic ratio (in case of proton: γ/2π ¼ 42.58 MHz/T) and h
being Planck’s constant h divided by 2π. The populations of parallel and antipar-

allel spins are nearly equal. For example, at B0 ¼ 1 T, the ratio between the two

types of spins is approximately 1.000007. The net equilibrium magnetization of the

spin system can be expressed asM0¼ ργ2h2B0/(4kBT ), in which ρ is the spin density
and T the temperature.
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The imaging of nuclei is realized by applying linear three-dimensional magnetic

field gradients G � ∂Bz

∂x
x̂ þ ∂Bz

∂y
ŷ þ ∂Bz

∂z
ẑ. Each component is generated by spe-

cial coils and can be controlled separately. The gradients G will encode the

precession frequency (or phase) by the spatial position of the proton. By applying

specific pulse sequences and a spatial Fourier transform, three-dimensional images

can be acquired.

Certain nuclei (commonly hydrogen) can absorb and emit rf energy. The appli-

cation of an rf pulse causes the protons to precess about B0 at their Larmor

frequency fL ¼ (γ/2π)B0. During the precession, M0 undergoes two relaxation

processes. The longitudinal relaxation, characterized by the relaxation time T1,
reflects the interaction between spin and nearby lattice with energy exchange

which causes the longitudinal magnetization back to equilibrium. The transverse

relaxation, characterized by the relaxation time T2, describes the dephasing process
of net magnetization in the transverse plane. There is no energy lost in the

transverse relaxation process, and T2 � T1. In tissues, T2 and T1 are both field-

strength dependent, and they may range from tens of milliseconds to about one

second. The T1 (or T2) weighted MRI images may show the diseased tissues like

tumors by different image contrasts because these malignant tissues usually exhibit

different relaxation times from the normal tissues.

4.1 High-Field MRI

In conventional MRI technique, a Faraday coil oriented perpendicularly to B0 is

used to transfer the precession of magnetization to the voltage output, according to

the Faraday’s law of electromagnetic induction. The induced electromotive force

V is proportional to the rate of change of flux in the detection coil, namely

V / dM

dt
/ 2πf LB0 / B2

0. The signal-to-noise ratio (SNR) is one of the key param-

eters for MR images. The fact that the signal output is proportional to the square of

B0 resulted in the continuous pursuit of increasing B0 field strength, from the

millitesla to the Tesla range, during MRI history.

The NMR phenomenon was observed independently by Purcell group [54] and

Bloch group [55] in 1946. In 1966, Ernst introduced the pulsed Fourier transform

into NMR, which pioneered the MRI technique [56]. Seven year later, Paul

Lauterbur acquired the first MR image [57]. In 1977, Peter Mansfield proposed

the Echo Planar Imaging (EPI) technique which significantly accelerated the scan

time and made the real-time clinical scanning become possible [58]. In 1980s, the

full-body MRI scanners were developed rapidly and the MRI industry became

blooming. MRI produces high-quality images of the human body with good tissue

contrast and has proven to be a versatile tool for biological research and medical

applications. Nowadays, there are more than 36,000 MRI machines working

in hospitals, universities, and research institutes for a multitude of medical
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applications including diagnosing and studying the central nervous system, like

brain and spinal cord, joint disease, and organs, like liver and pancreas. Further

prominent application examples include functional magnetic resonance imaging

(fMRI) [59, 60], flow imaging (MRI angiography) [61, 62], diffusion-weighted

imaging [63, 64], and magnetic resonance spectroscopy (MRS) [65]. Besides the

most commonly used proton MRI, the X-nuclei MRI, which images different nuclei

(e.g., 17O, 19F, 23Na, 31P, 35Cl), may provide complementary information to proton

MRI in physiological processes [66].

fMRI is well suited for brain function analysis. Neural activity causes increased

metabolic activity and blood flow in the adjacent vessels to feed the activity. As the

metabolic activity takes oxygen from the diamagnetic hemoglobin, the amount of

unoxygenated paramagnetic hemoglobin is increased, thus locally affecting the

MRI signal [67]. This method called blood oxygen level dependence (BOLD) has

various medical applications to identify brain pathologies. The association of neural

activity with BOLD has been established recently [68].

4.2 Low-Field MRI

At present the typical field strengths of clinical MRI systems are 1.5 and 3.0 T,

usually produced by superconducting magnets, resulting in expensive, large, and

complex systems. In the decades since the discovery of NMR phenomena, people

have been working on low-field (LF) NMR and MRI at microtesla range, the same

order of magnitude as earth’s magnetic field (about 50 μT). Since the B0 field

strength is reduced by four orders of magnitude, the detection sensitivity of the

Faraday coil can no longer meet the requirements of the imaging SNR. In order to

increase SNR, there are two common methods. First, SQUIDs are used as detectors

instead of Faraday coils. The SQUID with a sensitivity of up to 10�15 T/√Hz is one
of the most sensitive magnetic field sensors, and its sensitivity is independent of

frequency [69]. Alternatively, the introduction of pre-polarization will increase the

initial macroscopic magnetization of the sample and finally improve SNR. In this

technique, a strong magnetic field pulse (Bp) is applied to pre-polarize the sample,

and then the MRI signal is detected in the B0 field.

In addition, the entire system can be housed in a magnetically or conductively

shielded room. The external magnetic field noise in the signal frequency bandwidth

will be attenuated and the SNR can be improved. However, the rapid switch-off of

Bp – typically in 10 ms – to avoid significant decay of the magnetization before

signal acquisition induces transient eddy currents in nearby conducting objects,

most notably the walls of the shielded room, see Fig. 5. The resultant inhomoge-

neous magnetic-field transient may both seriously distort the spin dynamics of the

sample and exceed the dynamic range of the SQUID readout electronics, and must

be greatly reduced before one can begin image encoding and acquisition.

We developed the so-called dynamical cancellation (DynaCan) technique to

suppress adverse, pulse-induced transient eddy currents [70]. DynaCan exploits
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the fact that eddy currents are typically a superposition of modes that decay

exponentially with their individual time constants. Different time constants corre-

spond to different spatial eddy-current patterns. An additionally pulsed magnetic-

field waveform with features at corresponding time scales thus allows selective

coupling to the dynamics of the individual patterns (Fig. 6). This cancellation pulse

is provided by a current fed into a separate coil, spatially larger than the Bp coil,

during the later part and turn-off of the polarizing pulse. The computationally

determined DynaCan current waveform is designed to drive the eddy currents to

zero at the precise moment that the polarizing field becomes zero. With DynaCan

we demonstrated a reduction of the eddy-current fields by 99% (Fig. 7).

Although the shielded room may provide a magnetically quiet environment for

LF-MRI system, it makes the system immobile and increases its cost. An

unshielded, portable, and inexpensive LF-MRI system is attractive for, e.g., routine

examination in underdeveloped countries, and remote sites. We began building

unshielded systems in an urban laboratory environment in 2008 [71]. A 7-channel

unshielded system was implemented by Espy et al. in 2015 [72].

Fig. 5 Aluminium shielded

room containing the liquid-

helium dewar, the Bp coil

and the DynaCan coil

Fig. 6 Dynamical

cancellation waveform Ic
and end of pre-polarizing

pulse Ip; the currents are
normalized to the amplitude

of Ip. Arrows indicate logic
switching instants for (A)
opening relays in the Bp and

DynaCan coil circuits and

(B) beginning data

acquisition
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Magnetic field fluctuations in an unshielded urban laboratory can reach hundreds

of nT per minute during noisy daytime, but usually drop down to only a few nT at

night. The field fluctuation causes the signal Larmor frequency to drift randomly for

several Hz during the unshielded LF-NMR/MRI measurements, thus seriously

spoiling the averaging effect and causing imaging artifacts [73]. An effective

active compensation technique was developed, based on spatial correlation of the

low-frequency magnetic field fluctuation to stabilize the B0 field [74]. A full-tensor

environmental gradient field compensation was suggested for cancelling the spatial

gradients from the environment [75]. With these noise suppression techniques, a

four-channel LF-MRI system for parallel imaging [76] achieved a spatial resolution

better than 2.5 mm � 2.5 mm � 5 mm in vegetable imaging (Fig. 8).

SQUID-based LF-MRI has been demonstrated to have many advantages [77],

such as:

1. No superconducting magnet is needed because B0 is very low. This greatly

reduces system complexity and cost, so it is possible to easily develop an open

and mobile low-cost medical system.

Fig. 7 Magnetic-field

transients at the center of

the room without (black
dashed line) and with

DynaCan (green solid line,
also in insets) for three
different Bp currents Ip:
(a) 6.2 A, (b) 8.3 A, and

(c) 9.8 A. Oscillations in the
inset to (a) are residual
60 Hz interference
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2. The enhanced intrinsic longitudinal relaxation times (T1) of different soft tissues at
low field can be used to distinguish cancerous and normal tissues, e.g. prostate

cancer, breast cancer, etc., which have poor specificities in high-field MRI [78–80].

3. High-field MRI images cannot be acquired if the patient has a pacemaker,

screws, or other metallic implants in the body, because the susceptibility differ-

ence between metal and tissue may lead to a local field inhomogeneity propor-

tional to B0 strength and gives rise to image distortion. By lowering the B0 field

to microtesla range, this effect becomes negligible [81]. In addition, these

objects are exposed to strong magnetic forces that might hurt the patient.

4. Hybrid imaging by combing MEG with LF-MRI may provide functional and

anatomical information of brain simultaneously, see the following Sect. 5.

5. The relaxation dispersion behavior reflects the B0 field dependence of the

relaxation times (typically T1). Because of technical constraints in commercial

machines, the frequency range of traditional relaxation dispersion curves

obtained by fast field cycling technique usually starts from 10 kHz (234 μT) to
several MHz [82]. Therefore, people developed the spin-locking technique to

measure the T1ρ relaxation dispersion in the rotating frame at low spin-lock field

to gain useful information on the composition of macromolecules, like proton

exchange between water and macromolecules [83]. However, the heat produced

by the spin-lock pulse usually makes the T1ρ technique prohibitive for human

study. The LF-MRI technique enables direct T1 and T2 dispersion measurement

at all frequencies below 10 kHz without heating problem. Inglis et al. showed

in vivo human brain images at LF with distinguishable components, like brain

tissue, scalp, blood, and cerebrospinal fluid [84]. In order to determine whether

LF-MRI has further potential advantages for in vivo human brain imaging, a

quantitative comparison was made between relaxation dispersion in postmortem

Fig. 8 (a) Two-dimensional MR images of pepper sample for each channel of the low-Tc SQUID-

based second-order gradiometer system, (b) photograph of the pepper slice, (c) reconstructed MR

image from the four images of (a) using the weighted superposition method. The average number

of times was 5
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pig brain measured at ultra-low fields and spin-locking at 7 T [85]. It was found

that LF-MRI may offer distinct, quantitative advantages for human brain imag-

ing, while simultaneously avoiding the severe heating limitation imposed on

high-field spin-locking.

5 Hybrid Biomagnetism and Magnetic Resonance Imaging

The temporal resolution of MEG, typically 1 ms, is much better than fMRI, but a

drawback of magnetic neuroimaging is the fact that the three-dimensional inverse

problem is ill-posed. Helmholtz showed more than 150 years ago that it is impos-

sible to uniquely determine the current distribution inside a conductor from a

measurement of the magnetic field in its surroundings. Therefore, MEG is not

perfect with respect to localization accuracy of the source. If, however, a priori

information on the shape and on the conductivity of the conductor is available, the

ill-posedness of the problem can be overcome. If MRI and MEG measurements are

performed in different systems, data migration from one system to the other is a big

challenge. In addition, geometrical positioning errors cannot be avoided. Typically,

MEG/MRI co-registration errors may reach the order of 5–10 mm in the cortex. The

spatial resolution is less precise for sources in the deep brain region. Since MRI and

MEG signals can be distinctly separated in the frequency domain, co-registration of

both modalities is feasible. Because of simultaneous measurement, positioning

errors are completely avoided. Furthermore, the combination of MEG with

LF-MRI no longer requires moving the patient and reduces the total system cost.

Several groups combined LF-MRI with MEG.

The Los Alamos group first demonstrated the possibility of simultaneous mea-

surement of MEG and MRI using their homemade seven-channel low-Tc SQUID

system [86]. It allows three-dimensional matching of LF-MRI images and MEG

data with better accuracy than that of traditional subsequent MEG and MRI

registration. They also suggested that parallel imaging of LF-MRI with hundreds

of SQUID channels would significantly reduce the system noise. The total imaging

time would be accelerated, which finally would make the hybrid MEG/MRI system

more reliable and efficient for clinical diagnosis [87]. Subsequently, the Finnish

group developed a combined MEG/MRI using a commercial whole-head 306-chan-

nel MEG machine [88]. Great efforts are made to optimize the sensors, the pulse

sequences, and the reconstruction methods.

6 Magnetic Resonance Imaging of Neural Activity

The magnetic field generated by neuronal activity adds to the magnetic field

imposed on the human body for MR imaging. In case of LF-MRI, this local

distortion of the imaging field on the order of hundreds of picotesla may affect
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spin dynamics because it slightly changes the imaging field in the microtesla range.

This local field change may lead to a detectable change in the NMR signal. This

modality is called direct neuronal imaging (DNI) [89] or neuronal current imaging

(NCI) [90]. Sustained neuronal activity characterized by a local quasi-static mag-

netic field change can be observed as a change of the local spin-precession

frequency. Fast neuronal activity may act as a tipping pulse, the so-called AC or

resonant effect in NCI [91].

Using a priori information on anatomical structure and on the electrical conduc-

tivity of the different tissues in the brain may considerably improve the accuracy of

source localization. MRI allows to measure the electric current density in an object

by observing how the associated magnetic field affects the spin precession. This

so-called current-density imaging (CDI) modality has been shown to be feasible

with externally impressed current [92]. It has been shown that conductivity imaging

can be done in a standard MRI system without applying a current just by post-

processing analysis of the phase distribution of the imaging rf pulse [93]. Evaluation

of the magnitude allows to perform permittivity imaging [94]. However, conduc-

tivity imaging is usually done in standard high-field MRI systems, leading to a

measurement of the electrical properties in the upper MHz range [95], whereas for

MEG inversion, a knowledge of these quantities at sub-kHz frequencies is needed.

For CDI of static currents, rotation of the object is usually needed because CDI

measures only the change of the MRI main field component. The magnetization is

rotated adiabatically, thus overcoming the requirement for object rotation [96]. A

zero-field encoding protocol was recently published which allows to perform static

CDI measurements without applying any MRI fields [97]. The obtained distribution

map of conductivity and permittivity of the brain does already yield information on

possible pathogenic tissue. If the knowledge of the cortical anatomy obtained with

MRI and the conductivity distribution from CDI is put in to the calculation of the

sources of neural signals from the field, the ill-posed inverse problem is expected to

become uniquely solvable.

7 Magnetic Immunoassays

Magnetic nanoparticles (MNP) are becoming increasingly popular for manipulation

and examination of biological samples. MNP consisting of magnetite (Fe3O4) or

maghemite (Fe2O3) are particularly favorable because of their biocompatibility.

MNP are usually superparamagnetic, i.e. their magnetism is vanishing if no external

magnetic field is present. Often, they are coated with a biocompatible surfactant,

e.g. dextran or streptavidin. They can be used for sample preparation, e.g. for

nucleic acid filtration [98] because they can be moved in a magnetic gradient

field and thus be used for extraction and sorting. In addition, their magnetic field

can be detected by a sensitive magnetometer. Thus, MNP are particularly attractive

in biochemistry because they can be used both as a handle and as a marker. Albeit

biomagnetic sensing using MNP markers is not a label-free technique, magnetic
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immunoassays are briefly covered in this chapter because the method is versatile

and sensitive.

Immunoassays employ the highly specific interaction between antigens and

antibodies in conjunction with labels or markers for the detection and quantification

of specific biomolecules. Typically, fluorophores, enzymes, or radioactive com-

pounds are used as labels. However, the detection range of fluorescence markers is

restricted, the sensitivity of enzyme techniques is limited and radioactive markers

pose radiation hazards. Magnetic bioassays have therefore been identified as a very

promising alternative [99, 100].

For measuring the magnetic response of MNP with respect to a magnetic

excitation field, three magnetic detection techniques are employed:

1. Susceptometry [101] involves lock-in detection of the response to a magnetic

excitation at a frequency f0. In case of monodispersed particles, their concentra-

tion in a test volume can be quantitatively determined. In addition, the hydro-

dynamic size parameters of MNP can be determined [102]. If the particle sizes

follow a lognormal distribution, the mean hydrodynamic radius and its standard

deviation can be determined from the measured complex magnetic susceptibility

[103]. Therefore, the size enhancement due to biocompatible surface coating and

subsequent functionalization and analyte binding can be measured [104]. A key

disadvantage of the susceptometry technique is its lack of selectivity. In case of

low concentrations of biomolecules and consequently low concentrations of

magnetic marker particles, the resultant susceptibility of the solution is hard to

discern from the parasitic susceptibility of the sample container, of the reagents,

and of the laboratory environment.

2. Relaxometry [105] is based on recording the time transient of the magnetic

response of the particles during the off-time of a pulsed excitation field. By

analyzing the relaxation time of the particle’s magnetization, a distinction

between the Néel relaxation of bound particles and the Brownian relaxation of

unbound carriers is feasible [106], since the reorientation of the magnetization

vector inside the magnetic core is significantly slower than the Brownian

relaxation of particles in solution. It is possible to obtain information on the

size distribution of the magnetic cores of nanoparticles, especially on the mean

value and the standard deviation of the core diameter of the magnetic crystal-

lites. The technique allows to monitor binding kinetics [107]. Since the

relaxometric magnetic field signals are typically very small, the technique

usually requires the use of ultra-sensitive SQUIDs as magnetic field sensors.

On samples with higher particle concentration, relaxometry can also be mea-

sured with fluxgate sensors [108].

3. The frequency mixing technique [109] probes the nonlinear magnetization curve

of superparamagnets. Upon magnetic excitation at two distinct frequencies f1
and f2 incident on the sample, the response signal generated at a frequency

representing a linear combinationm·f1 + n·f2 is detected. The appearance of these
components is highly specific to the nonlinearity of the magnetization curve

of the particles. With this magnetic measurement technique, a magnetic
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immunoassay for detection of tetanus toxoid was developed. Coaxial coils

provided magnetic excitation fields at two distinct frequencies f1 ¼ 49.38 kHz

and f2¼ 61 Hz incident on the sample. By means of a differential pickup coil, the

response signal of the sample inside the coil at a frequency f1 + 2·f2 was detected.
This mixing component was chosen since it is maximum for vanishing static

offset field. Prior to the measurement, primary antibodies were immobilized on a

polyethylene filter (Abicap from Senova, Weimar). Then, 500 μL sample was

added. When the sample passed the filter, 500 μL of secondary antibody solution

(anti-h-IgG biotinylated in PBS) and 500 μL magnetic bead solution (fluidMAG-

Streptavidin 200 nm from chemicell, Berlin) were added and rinsed with 750 μL
PBS. Figure 9 shows the measured signals of different tetanus immunoassay

samples as a function of the concentration of the analyte. At low concentrations

of the analyte, unspecific binding of MNP and the thermal noise of the detection

coil determines the detection limit. At high concentrations, saturation occurs

because nearly all available binding sites in the filter are occupied. Numerous

magnetic immunoassays have been demonstrated [110–112] which usually

yielded a better sensitivity than conventional immunoassays.
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Fig. 9 Calibration curve of a magnetic tetanus immunoassay
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8 Conclusion and Perspectives

Biomagnetic measurements of the magnetic field surrounding the human body,

generated by the electrophysiological processes of life in the body, have developed

continuously over the past decades. The evolution of supersensitive SQUID tech-

nology has led to the development of multichannel systems with hundreds of sensor

channels for recording MCG and MEG. They provide unique images of heart and

brain activity on a millisecond time scale. Increasing computational power and the

fusion of data obtained with different imaging modalities has led to unique solu-

tions of the inverse problem of electromagnetism and thus opened up a new window

into the human body. Numerous clinical diagnostic applications of MCG, MEG,

and LF-MRI have been already demonstrated. LF-MRI allows more broadly appli-

cable, less dangerous, and eventually cheaper instrumentation than its well-

established high field counterpart. In addition, promising first results with respect

to distinction between malignant and healthy tissue have been obtained. The fusion

of these techniques, in conjunction with the novel imaging modalities NCI and CDI,

is expected to lead to added diagnostic value as compared to the sum of the

individual techniques. Major obstacles are the need for heavy magnetic shielding

and for liquid helium coolant, both of which account for a major fraction of the cost

of procurement and operation. Recently, flexible shielding solutions adapted to the

specific requirements of the location are being offered at affordable cost. As high-

Tc SQUIDs are becoming increasingly sensitive and reliable, they might establish

as an alternative in MCG instrumentation where sensitivity is not as critical as for

MEG. Due to its noninvasive and almost passive nature, biomagnetic sensing is

expected to become increasingly important in the near future, both in scientific

research and in clinical diagnostics.
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