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Abstract. Multi Target Tracking has many applications such as video
surveillance and event recognition among others. In this paper, we
present a multi object tracking (MOT) method based on point pro-
cesses and random finite sets theory. The Probability Hypothesis Density
(PHD) filter is a MOT algorithm that deals with missed, false and redun-
dant detections. However, the PHD filter, as well as other conventional
tracking-by-detection approaches, requires some sort of pre-processing
technique such as non-maximum suppression (NMS) to eliminate redun-
dant detections. In this paper, we show that using NMS is sub-optimal
and therefore propose Determinantal Point Processes (DPP) to select the
final set of detections based on quality and similarity terms. We conclude
that PHD filter-DPP method outperforms PHD filter-NMS.

Keywords: Multi object tracking - Tracking-by-detection
Determinantal Point Processes

1 Introduction

Multi Object Tracking (MOT) is a challenging computer vision task with appli-
cations in video surveillance, event recognition and crowd monitoring among
others. Conventional MOT methods based on tracking-by-detection, require an
object detection step which locates target detections within an image and asso-
ciate those detections with trajectories.

The general framework for the object detection step is to test image patches
using a sliding window and a trained classifier. Then, redundant responses are
usually suppressed by non-maximum suppression (NMS) [10]. Otherwise, object
proposals entail a large number of raw detection responses around a true object.
However, it is hard to detect occluded objects by this way. The detector is trained
to distinguish between target classes and not to differentiate between intra-class
variations. Therefore, when multiple objects are occluded, the detector assigns
high confidence scores to foreground detections and low confidence scores to other
objects. Therefore, the NMS scheme generates false negatives when multiple
detections occur closely. On the other hand, if object detection is performed
using strong appearance cues, this issue can be alleviated to some extent.
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Currently, some of the top-performing trackers rely on strong affinity mod-
els [7]. Sparse appearance models are used in LINF1 [3], online appearance
updates in MHT_DAM [6], integral channel feature appearance models in oICF
[5] and aggregated local flow of long-term interest point trajectories in NOMT
[1]. Recently, Deep Learning approaches have been proposed for tracking appli-
cations, e.g., MDPNN16 [13] uses Recurrent Neural Networks to encode appear-
ance, motion, and interaction, and JMC [15] uses deep matching to improve the
affinity measure.

Otherwise, whenever strong or weak detections are to be used, the data asso-
ciation step must handle multiple or missed detections. Current MOT algorithms
tackle the data association step into an optimization problem, where the cost
function is built upon pairwise similarity costs. While still being able to deliver
consistent trajectories, most MOT algorithms based on optimization techniques
underestimate the true number of tracks. The Probability Hypothesis Density
(PHD) filter is a MOT algorithm that propagates the first-order moment of a
multi-object density, using a moment-matching approximation of the true pos-
terior [9]. Therefore, the method has the appealing property of being able to
recursively estimate the number of tracks and their locations [11].

In this paper, we propose a tracking-by-detection approach based on the
Probability (PHD) filter. Due to the strong dependency of the estimated number
of tracks and the number of detections, Determinantal Point Processes (DPP)
are used as an alternative to NMS.

2 Determinantal Point Processes

In order to solve the aforementioned problems of NMS, DPPS have been pro-
posed to pedestrian detections [8]. DPPs can select a subset of detections
by merging their objectness (detection scores) and individualness (similarity
between detections candidates) into a single objective function.

Let N be the number of items and Z = {1,2,..., N} be the corresponding
index set and Z C Z be a subset of indices for the selected items. Each item
i is represented by its quality g; and similarity S;; to another item j. Using
their qualities and similarities, we can compute a positive definite kernel matrix
Ly = [4iq;Sijli,jez- In this way, the DPP likelihood is a measure for the joint
probability Pr(Z) of the selected indices. Then, we can find the most probable
subset by solving the following optimization problem:

7" = argmax(det(Lz)) = arg glgg(g ;) det([Si;]i jez)- (1)

Quality Term. The quality term is defined based on the assumption that
wrong detections with high confidence scores degrade the accuracy detection
and that a bounding box with a small number of raw detections inside it is
more likely to contain ground truth detections [8]. Then, let s = {s1, $2,...,5n}
be set of scores for N raw detections, s the detection score, n; the number of
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raw detections inside the current bounding box and A\ a penalty constant, the
detection score can be computed as s; = s? exp(—An;). Thus, the quality score
can be represented as follows:

g=as+0, (2)

where o and ( are weights for the quality term needed to balance the detection
scores of different detectors.

Similarity Term. The similarity term combines appearance and spatial infor-
mation of detections. Then, appearance is determined by the correlation of fea-
ture descriptors of bounding boxes, i.e. if we denote y; as detection features vector
for the i-th detection, the appearance term S can be computed as Sf; = yl Y-
Also, the spatial information term is designed to give high correlation to multi-
ple boxes around a single detection. Let S° be the spatial individualness term,
it is defined as Sj; = Aoitosl ¢ [0, 1], where o; denote a set of pixel indices

Vleillosl

belonging to the i-th detection box. Thus, the similarity term is defined merging
S¢ and S® into a single diversity feature as follows:

S =pS+ (1—p)sS%, (3)

where 0 < p < 1 determines the relative importance of each feature term (Fig. 1).

2.1 Optimization Step

At the eliminating redundant detections step, the DPP mode finding (i.e. opti-
mization for Eq. (1)) can be tackled using the following greedy algorithm [8]:

Algorithm 1. Greedy algorithm for solving (1)

Input :q,S,Z,¢

Output: Z*

7Z*¥ =0

while Z # () do

j* =argmaxjez([Licz oy q*) det(Sz-u;)

Z =2 U{j")

if PL(Z)/Pr(Z*) > 1+ € then
YARA
delete j* from Z

else

‘ break
end
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3 PHD Filter - DPP Algorithm Description

The PHD filter is an MOT algorithm that is based on random finite sets and
point processes theory [12]. Although we introduce DPPs as a novel preprocess-
ing technique, our implementation follows the standard PHD filter algorithm
[16]. In order to compute the quality and similarity terms, we use a Support
Vector Machine classifier with Histograms of Oriented Gradients features [2].
Therefore, our MOT algorithm can be summarized as follows:

‘ Initialization - 4—[ SVM+HOG }7 Initial Frame
Zg q0, S0 20

{IO 7w0 }

‘ Prediction ’

(4) (4)
{xk|k 1,p° wk\k 1 p} U {xkj\k—l,lﬂ wk|k—11b}

‘ Update " DPP SVM+HOG }7 k-th Frame
Z; qk, Sk Zk

(4) (4) (4)
{Ik|k,p’wk\k p} U {xkj‘k b7wkj‘k b}

‘ Resample ’

{ka o }

‘ Estimate ’

Fig. 1. PHD filter-DPP description.

— Initialization. At the initial time & = 0, the PHD filter states set Xy =
{xél) . ,xE)NO)} is initialized from the observation set Z§ = {zél), ey z((JMO)},
i.e., DPP results. Also, a weight w((f) = 1/Ny is assigned to each one of the
states. _

— Prediction. From each one of the states x,(fl
7r(|:1c§;zl) and wl(jl)k*Lp = psw,(fll, where p; is the probability of survival. We
use a measurement driven birth intensity approach. From the observation set
Z} (DPP pre-processed detections) a set of new particles is sampled from a

birth density z,(c‘gc_l y ~ br(: |z(])) Then, let vy be the expected number of

newborn objects at time k, weights w,(jl'])cil b = vk/N,lC’ are assigned to each
new born state.

we can draw w(i) ~
1 klk—1,p
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— Update. At this step, each state is updated using the DPP observations Z;;,
according to:

PDYk (Z|$](gz|)k_1,p)wl(:|)k—1,p

W = (L= PD)U 1+ D Z (4
ZEZ]:
and
N N, | |
L=k+Y wi Y poge(2lTl Wi, (5)
=1 =1

where £ is a constant probability of clutter and pp is also a constant proba-
bility of detection.

— Resample. Given a threshold T, the states with weights w,(:) < T are
pruned. Then, the weights for the surviving particles are normalized to get
the expected number targets Ny, = >, w,(:).

— Target State Estimation. Cluster particles xl(cll)k using the E-M algorithm
to get Nyi states. Connect each one of the states at time & to only one of
the tracks collected until time k — 1.

4 Experiments

Firstly, we discuss the experimental settings for evaluating the proposed and
existing methods, and then present the empirical results.

4.1 Experimental Settings

In order to demonstrate the advantages of the proposed method, we use the
OSPA distance proposed by Schuhmacher et al. [14], which can be interpreted
as a combination of two components referred to “localization” and “cardinality”
errors.

Also, the proposed and existing methods were evaluated on sequence S1L1
(see Fig.2) from PETS2009 [4] dataset, which contains 190 frames and exhibit
regular crowd movement in a relatively dense queue in two directions.

Fig. 2. Sequence S1L1 (PETS2009). (a) Ground-truth, (b) DPP, (¢) NMS
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4.2 Evaluation Results

In Table1 the DPP parameters are shown, where o and 3 are the weight con-
stants needed to balance detection scores of different detectors, € is the accep-
tance parameter for Algorithm 1, A is the penalty constant for overlap between
detection and p determine the importance of each detection feature descriptor.
Also, Table 2 shows parameters of the SVM+HOG pedestrian detector, where G
is the coefficient to regulate the NMS threshold and H is the threshold distance
between detection features and SVM classifying plane. Furthermore, in Table 3
PHD Filter parameters are shown, where Ny is the initial number of states, vy
is the expected number of newborn particles,  is the probability of clutter, pg
is the survival probability and 7T is the resample threshold.

Table 1. DPP Table 2. SVM-HOG Table 3. PHD Filter
Parameter | Values Parameter |Values Parameter Values
Alpha o (0.9 Group 1 Initial particles number Ng [100
Beta 3 1.1 Threshold Newborn objects number v |[100
Epsilon € [0.1 G Probability of survival ps |0.9
Lambda A |—0.1 Hit 0.0, 0.2, Probability of clutter 103
Mu g 0.2, 0.4, Threshold |0.4, 0.6, Probability of detection pp [0.7

0.6, 0.8, H 0.8, 1.0 Resample threshold T' 1000
1.0

We note the correlation between the performance of the PHD filter-DPP
method and the p parameter (see Fig.3a). Best performance of the proposed
approach is achieved when p = 0.7, then we can conclude that even implement-
ing strong features (HOG), solely using appearance individualness is not robust
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Fig. 3. OSPA distance comparison
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Fig. 4. Performance comparison between DPP v/s NMS

enough. Also, from Fig.3b we can see a high correlation between H parameter
and NMS performance. Best performance is achieved when H = 0.0.

Therefore, we set parameters specified by Tables1, 2 and 3 and optimal
values for 4 and H (= 0.7, H = 0.0, see Fig. 3). Thus, we note that proposed
approach outperforms to the existing method (see Fig.4).

Both implementations were developed by using C++ with OpenCV 3.1 and
can be found in the author repository!.

5 Conclusion

In this paper, we present a novel multi-target tracking method based on tracking-
by-detection approach using DPP to introduce individualness and similarity
between detections. The results show that the suppression of redundant detec-
tions using the proposed method outperforms NMS.
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