
Chapter 14
Meteorology, Climatology, and Upper
Atmospheric Composition for Infrasound
Propagation Modeling

Douglas Drob

Abstract Over the last decade, there have been improvements in global data

assimilation capabilities of the lower, middle, and upper atmosphere. This includes

mesoscale specification capabilities for the troposphere. This chapter provides an

overview of both operational and basic scientific research specifications of the atmo-

sphere from the ground to the thermosphere that are available for the calcula-

tion of infrasound propagation characteristics. This review is intended for scientific

experts, nonexperts, researchers, educators, and policy makers alike. As atmospheric

specifications for the lower and middle atmosphere are now readily available, less

uncertain, and also described in other chapters of this book, some additional empha-

sis is placed on the challenges associated with upper atmospheric specifications for

modeling thermospherically ducted infrasound propagation. Otherwise, no particu-

lar emphasis is placed on any one atmospheric specification system or institutional

data provider; nor anyone particular infrasound propagation application, i.e., local,

regional, global, man-made, or natural.

14.1 Overview

In order to detect, locate, and discriminate energetic impulsive events via infrasound

accurately, it is important to know how acoustic waveforms evolve as they propa-

gate away from a source and are subsequently observed by seismic networks and

infrasound arrays. In the case of infrasound, this requires specification of the time-

dependent transfer function between the source and receivers. This time-dependent

transfer function is determined by the acoustic signal characteristics, atmospheric

properties, and instrument response functions of the detectors. Unlike seismic wave-

forms, for identical events and source to receiver configurations, the observed infra-

sound signal characteristics (e.g., amplitude and travel time) are highly variable due

to the time dependence of the atmosphere (Rind 1978; Le Pichon et al. 2002; Drob

et al. 2003). Propagation is also highly anisotropic due to the effects of winds which
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can vary markedly with range and altitude for a given propagation path (Georges and

Beasley 1977; Garcés et al. 1998).

Over the last decade, there has been considerable progress in specifying the real-

time state of the atmosphere (e.g., Bauer et al. 2015), as well as in understanding

the consequences for infrasound propagation. These include improvements in under-

standing signal travel times, amplitudes, and waveform durations, including the spa-

tial extent of the geometric infrasound shadow zones (Evers and Haak 2007; Green

et al. 2011; Evers et al. 2012; Hedlin and Drob 2014). Several recent studies show that

it is now possible to explain the relevant features of recorded data tropospheric and

stratospheric arrivals well by including physics-based parameterizations of subgrid-

scale atmospheric internal waves in conjunction with today’s standard operational

meteorological data assimilation products (e.g., Chunchuzov et al. 2011; Lalande

and Waxler 2016). For a number of reasons described in this chapter, corresponding

success in modeling observed thermospheric infrasound propagation characteristics

remains somewhat illusive (e.g., Assink et al. 2013; Lonzaga et al. 2015).

14.1.1 Atmospheric Specifications

Traditionally, the regions of the atmosphere are categorized by the vertical temper-

ature gradients, i.e., the troposphere, stratosphere, mesosphere, and thermosphere.

The local average temperature profile and altitudes of these regions are shown in

Fig. 14.1. The exact altitudes vary somewhat with latitude and day of year. For this

chapter, the atmospheric specifications available for infrasound propagation model-

ing are the easiest to describe considering three basic regions: the lower atmosphere

from the earth’s surface to 35 km, the middle atmosphere from 35 to 85 km, and

the upper atmosphere from 85 to 450 km. The meteorology of these regions are each

controlled by somewhat different physical processes, and each also has very different

observational coverage. At the top of the atmosphere near ∼400 km, the average dis-

tance traveled by gas particles between collisions becomes equal to the density scale

height (the distance required for the density to decrease by a factor of 1/e ∼ 36%)

and thus no longer supports classically defined acoustic propagation.

For this chapter, a key distinction should be made between atmospheric data

assimilation systems which produce ‘analyses’, and that of Numerical Weather

Prediction (NWP) models which produce ‘forecasts’. Analyses are the best pos-

sible estimate of the present and/or past state of the atmosphere given all avail-

able observations. A forecast is the best possible estimate of the future state of the

atmosphere based on a theoretical extrapolation of analyses forward in time via a

physics-based first-principles NWP model. These physics-based models integrate

the four-dimensional (4D) meteorological equations of fluid motion with various

parameterizations for the different subgrid-scale physical processes of the

atmosphere.

One of the most important factors in providing an accurate weather forecast

is producing the most accurate analysis possible. These analyses are generated
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Fig. 14.1 Various regions of the atmosphere for the nomenclature in this chapter. The blue curve

corresponds to low Extreme Ultraviolet (EUV) solar flux conditions (low sunspot number) and the

red curve to high EUV solar flux conditions (high sunspot number)

at regular time intervals (typical every 3- to 6-h) via a data assimilation system.

The system compiles the many available observations over the analysis update inter-

val to produce an atmospheric specification which is physically self-consistent with

the physics of the forecast model. These analyses are also sometimes called nowcasts

or hindcasts. The self-consistency of the available noisy, disparate, and sometimes

even instrument calibration biased atmospheric observations with the physical laws

of the atmospheric forecast model is obtained by adding an adjoint constraint opera-

tor term to a traditional statistical field estimation cost function operator (e.g., Daley

1993). In other words, the analysis field cost function operators include both a geo-

physical model error covariance term to account for uncertainties in the atmospheric

model, and an observational error covariance term to account for the measurement

uncertainties of the available observations.

For the atmosphere below ∼35 km, given a good atmospheric model and a suf-

ficient number of observations, today’s atmospheric analysis fields are even statisti-

cally more accurate than any one single individual observation such as a radiosonde

profile (e.g. Edwards 2010). This results from the fact that multiple overlapping

and/or adjacent observations can work together with the geophysical constraints pro-

vided by the numerical weather prediction forecast model to mitigate measurement

noise and instrument calibration biases. Furthermore, unlike an instantaneous local

point measurement, operational NWP systems provide vital information about any

local range dependent gradients that can be import to infrasound propagation mod-

eling, as well as the time evolution of the atmosphere.

While the notion of ensemble numerical weather forecasting has been around for

at least 25 years (e.g., Toth et al. 1997), a recent advance is the notion of ensemble
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atmospheric data assimilation which provides improved knowledge about the sta-

tistical distribution of analyses based on the measurement uncertainties, as well as

the statistical distribution of the forecasts to better account for uncertainties in atmo-

spheric model physics (Zhang and Pu 2010; Houtekamer and Zhang 2016). Almost

every atmospheric global data assimilation system today also utilizes a technique

called four-dimensional data assimilation (4D-Var) (e.g. Courtier et al. 1994; Rabier

et al. 2000). Here, the time evolution of all of the observations, typically on the

order of 2× 10
6

new independent measurements within a 3- to 6-h window, are rec-

onciled with the time evolution of the atmosphere over that time interval through

a simplified version of the numerical forecast model. The most advanced systems

utilize hybrid techniques involving ensemble, four-dimensional data assimilation

(4D-EnVar) (e.g., Lorenc 2003; Bonavita et al. 2016). Although only analyses are

typically considered relevant for infrasound propagation modeling calculations,

because the atmosphere is always changing utilization of archived 3-h forecasts prod-

ucts provide vital information between analysis update cycles (usually 6 h), and are

superior to linear interpolation of 6- or 12-h analysis updates.

14.1.2 Statistical Ensembles and Internal Waves

A ubiquitous feature of the atmosphere is the internal subgrid-scale buoyancy oscil-

lations known as gravity waves (Hines 1960; Gossard and Hooke 1975). These are

not to be confused with gravitational waves (Abbott et al. 2016). These atmospheric

oscillations have wave periods from ∼10 to 180 min, vertical wavelengths from 1

to 20 km, and horizontal wavelengths ranging from ∼15 to >100 km. For addi-

tional details, see Fritts and Alexander (2003). Even with the recent technological

advances, owing to the spatiotemporal scales of these waves, it is impractical to deter-

ministically measure and resolve them with any fidelity beyond a certain resolution

limit in a comprehensive sense, i.e., at every possible location and time. Furthermore,

these subgrid-scale phenomena must be filtered from the analysis fields during the

operational data assimilation process to avoid the generation of spurious numerical

artifacts when integrating the forecast model forward in time (Daley 1993).

The significance of small-scale (mid-frequency) internal atmospheric gravity

waves for infrasound propagation has been clearly elucidated (e.g., Millet et al. 2007;

Kulichkov et al. 2010; Lalande and Waxler 2016). It should be noted that the Euro-

pean Center for Medium-Range Weather Forecasting (ECMWF) ensemble analysis

states presented in Smets et al. (2015) to reconcile differences between observed and

modeled infrasound propagation characteristics generally represent perturbations (or

random realizations) of the synoptic scale manifold of the analysis fields, i.e., the

spatiotemporally resolvable but uncertain large- and medium-scale meteorological

features. Here, the specifications utilized are only provided for two universal times

each day (i.e., at 12-h intervals). This differs from consideration of the mid- and

high-frequency atmospheric gravity wave perturbations, which have wave periods

between ∼10 min and 3-h (e.g., Fritts and Alexander 2003; Drob et al. 2013; Preusse
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et al. 2014). For the purposes of infrasound propagation calculations, these unre-

solved atmospheric perturbations can be represented as a stochastic noise field that

is superimposed on the resolved background field; much in the same way that tur-

bulence is parameterized in aerodynamic drag calculations. Unlike the large scale

background atmospheric manifold, these waves influence infrasound propagation

characteristics through subgrid scale refraction effects akin to weak forward scatter-

ing. These topics are described in more detail in other chapters of this book (Waxler

and Assink 2019; Chunchuzov and Kulichov 2019; Cugnet et al. 2019).

Independent of infrasound propagation, these internal waves are important play-

ers in the mass, momentum, and energy budgets of the atmosphere as they transport

momentum and energy into the middle and upper atmosphere through their dissipa-

tion, as well as by enhancing the eddy transport of ozone, water vapor, and heat. All

operational NWP systems include gravity wave parameterizations (e.g., Ern et al.

2006; Orr et al. 2010; Geller et al. 2013). The spatial resolution of numerical fore-

cast systems such as at the European Center for Medium-Range Weather Forecast-

ing (ECMWF) is now even theoretically capable of deterministically resolving some

of the larger scale and lower frequency internal gravity wave components. Recent

detailed independent validation studies by Preusse et al. (2014) and Jewtoukoff et al.

(2015) however compared the resolved gravity waves in ECMWF to observations

and found that the resolved gravity waves generated in ECMWF are not yet always

accurately specified and sometimes differed in their spectral characteristics from

the observations. The major difficulty with the deterministic resolution of internal

gravity waves in NWP analysis systems, as well as by the tuning of stochastic

subgrid-scale gravity parameterizations (e.g., Warner and McIntyre 2001) is that the

amplitudes, phases, and spectral characteristics of these internal oscillations vary

significantly as function of time with the ambient atmospheric conditions. In par-

ticular, this is the result of time-dependent nonlinear source intermittency that is on

the order of an hour or so (e.g., Hertzog et al. 2012; Costantino et al. 2015). As

differences in atmospheric gravity wave parameterization schemes result in differ-

ent analysis and forecast specifications in the upper stratosphere and mesosphere

where observations become sparse, the measurement and characterization of the

local, regional, and global evolution of these waves is an active area of scientific

research.

14.2 The Challenge of Atmospheric Seismology

Although infrasound science can be considered as atmospheric seismology, there

are also many important differences with traditional seismology. In seismology, the

construction of solid earth models for seismic waveform synthesis is motivated by

applications such as oil, gas, and mineral exploration, seismic hazard assessments,

and even arms control treaty monitoring. By contrast, recent advances in atmo-

spheric specification capabilities are motivated by applications such as commerce,

agriculture, aviation, severe weather warnings, volcanic ash plume monitoring, and

defense applications that are completely unrelated to infrasound propagation.
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In seismology, the only viable means to obtain measurements to create and val-

idate solid Earth models is through seismic waveform technologies. The Earth’s

atmosphere can however be measured through a wide variety of different in situ

and remote sensing methods that are totally independent of infrasound. The in situ

techniques include ground stations, ocean buoys, radiosondes, aviation-based sen-

sors, and sounding rockets. The remote sensing techniques include ground-based

vertical profilers and global satellite measurement techniques which span across the

entire electromagnetic spectrum from the EUV wavelengths to Ultra high Frequency

(UHF) radio waves. As the result of having multiple overlapping techniques avail-

able present atmospheric measurements are easy to intercompare and are thus well

validated.

In the context of atmospheric specifications available for infrasound propagation

modeling, there is an excellent understanding of the fundamental properties of the

atmosphere, particularly for the lower and middle portions. The main challenge how-

ever is that unlike the solid earth, the atmosphere is time-dependent over scales from

several minutes to several years. Figure 14.2 shows the approximate time and length

scales for the pertinent meteorological phenomenology that determines the variabil-

ity of the atmosphere that infrasound signals propagate through. A proper under-

standing of this time dependence is vital to understanding the limitations of present

day atmospheric specifications for the calculation of infrasound propagation charac-

teristics, and ultimately the physical limitations of infrasound waveform technolo-

gies as compared to other geophysical monitoring techniques, or in conjunction with

them.

Fig. 14.2 Spatiotemporal variability of various atmospheric phenomena, including the present

resolution of various regional (green) and global (blue) atmospheric data analysis and numerical

weather prediction products (After Bauer et al. 2015, and others)
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Table 14.1 Geophysical infrasound monitoring applications

Application Network size
a

Waveguide
b

Timeliness
c

Rayleigh wave coupling L, R, G R, S, T N, H

Atmospheric remote sensing R, G S, T N, H, T, C

Volcano phenomenology L, R, G R, S, T N, H, T

Bolides R, G R, S, T N, H

Microbarms/Microseisms R, G S, T N, H, T, C

Landslides/Avalanches L, R R, S N, H

Thunder and lightning L, R R, S N, H

Explosion monitoring L, R, G R, S, T N, H, T, C

Structural acoustics L, R R, S N, H

a
L—Local (10–100 km), R—Regional (100—750 km), G—Global (>750 km)

b
R—Troposphere (<15 km), S—Stratosphere (15–70 km), T—Thermosphere (>70 km)

c
N—Nowcast, H—Hindcast, T—Time series, C—Climatology

Table 14.1 shows the relevant infrasound network size, acoustic waveguides, and

required temporal availability for several representative infrasound monitoring appli-

cations. The scale sizes of infrasound networks can be grouped into three general

categories: local, regional, and global. While the timescales for these infrasound

applications to be practical vary from several minutes to several days, the time delay

and temporal resolution of the corresponding atmospheric specifications needed for

infrasound propagation modeling also vary from a nowcast, hindcast, and continuous

historical time series, to simple climatological averages.

The nature of the infrasound application also determines the required vertical

extent of the atmospheric specifications needed to model the observed infrasound

waveform characteristics (such as amplitude, frequency content, and signal dura-

tion). For near-field and regional infrasound propagation calculations over distances

of no more that ∼150 km, atmospheric specifications only up to about 35 km altitude

are usually needed. At these distances, consideration of topographical variations is

also usually required in the vicinity of mountainous regions (Lacanna et al. 2014).

For infrasound propagation calculations over distances greater than ∼150 km (and

including global propagation), atmospheric specifications that include the strato-

sphere up to ∼70 km are usually required. Consideration of the intermediate topo-

graphic variations may or may not be required. Atmospheric specifications up to

∼140 km are required if thermospheric arrivals are to be considered in regional and

global scale propagation calculations (e.g., Marcillo et al. 2013; Blom et al. 2015).

Infrasound ducted in the thermosphere is however subject to significant attenuation

above ∼100 km. Thus to accurately model thermospheric propagation, specification

of the atmospheric composition (described later in Sect. 14.5.1) is also required in

addition to winds U and temperatures T , resulting in additional challenges.
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14.3 Lower Atmospheric Specifications

With respect to infrasound propagation below ∼35 km, the atmosphere is the most

well resolved and understood region. Highly detailed and accurate atmospheric spec-

ifications are readily available from two classes of operational numerical weather

prediction systems: global scale and regional mesoscale systems. Below the

tropopause, the atmosphere’s meteorology is coupled to the air/land/sea interface

through processes such as heat exchange, evaporation, and precipitation. Secondary

effects include mountain range blocking and even surface roughness. Both aloft and

near the surface, the physics of state changes between the solid, liquid, and gas phases

of H2O is one of the most important meteorological processes involved. Incoming

short-wave solar radiation responsible for surface heating and outgoing long-wave

radiation responsible for surface cooling are also important factors. Additional infor-

mation can be found in any meteorology textbook (e.g., Fleagle and Businger 1981;

Warner 2010).

The various global analysis fields are based on the observations from the inte-

grated global observing system coordinated by the World Meteorology Organization

(WMO). To generate the operational analyses ∼2× 10
6
, new independent observa-

tions are made every few hours over the globe by ground- and space-based sensors.

These observations are gathered, shared, filtered, and processed by the various atmo-

spheric data assimilation systems to produce the near-real-time analyses. A detailed

list of the operational space-based sensors and ground-based stations in this network

is available at the WMO website (https://www.wmo-sat.info/oscar/), as well as the

many validation and product verification reports by the NWP system operators (e.g.,

Dee et al. 2011; Bosilovich et al. 2015). An interesting historical account of the

evolution of numerical weather prediction and today’s global network of weather

observations is provided by Edwards (2010).

14.3.1 Global

Today, it is typical for available atmospheric analysis systems to have horizontal res-

olutions up to 10× 10 km (∼0.125
◦
) that extend from the ground well into the middle

atmosphere, and that are updated approximately every 3–6 h. Unlike a decade ago,

these resolutions are now expressed in terms of kilometers rather than degrees. A par-

tial list of the major present day operational NWP systems is provided in Table 14.2.

This table also includes the acronyms and websites for these NWP centers.

Given the spatiotemporal correlations shown in Fig. 14.2, as the resolution of

atmospheric specifications increases spatially, it is then equally important to simul-

taneously consider the temporal resolution of the specifications too. In other words,

sufficient temporal resolution of the background fields is required when performing

infrasound propagation calculations to properly specify the location of the resolved

atmospheric structures that are resolved by the meteorological data analysis system.

https://www.wmo-sat.info/oscar/
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Table 14.2 Representative numerical data assimilation and operational weather prediction

systems

Center System Global

resolution
1

Vertical levels Model top

ECMWF
a

Integrated Forecast

System (IFS)

9× 9 km

(T1279)

137 0.01 hPa

(80 km)

NCEP
b

Global Forecast System

(GFS)

13× 13 km

(T1534)

64 0.27 hPa

(55 km)

UKMO
c

Unified Model (UM) 17× 17 km

(T1025)

80 0.01 hPa

(80 km)

JMA
d

Global Spectral Model

(GSM)

18× 18 km

(T959)

100 0.01 hPa

(80 km)

1
T—maximum spherical harmonic spectral order

a
European Center for Medium-Range Weather Forecasting (ECMWF), http://www.ecmwf.int

b
National Center for Environmental Prediction (NCEP), http://www.ncep.noaa.gov

c
United Kingdom Meteorology Office (UKMO), http://www.metoffice.gov.uk

d
Japan Meteorology Agency (JMA), http://www.jma.go.jp/jma/indexe.html

The temporal resolution required is proportional to the spatial scale of those struc-

tures. For example, as synoptic scale waves and weather fronts can travel by as much

as 200 to 300 km (∼2
◦

to 4◦) over the course of 6- to 12-h, particularly in the strato-

sphere, it makes no sense to utilize 18× 18 km resolution atmospheric specifications

if they do not correspond to within an hour or so of the origin time of a given event.

With respect to vertical resolution, almost all of these modern systems utilize a

hybrid-sigma vertical coordinate system which follows the Earth’s topography near

the surface, and slowly transitions to constant pressure levels in the lower strato-

sphere. Typical vertical resolutions are several 10 s of meters near the surface and a

few kilometers near the upper boundaries. The altitudes of these vertical model levels

also vary as a function of latitude, longitude, and time, so the atmospheric specifica-

tions for a given event must be interpolated to a fixed geometric coordinate system

for utilization in infrasound propagation codes. A simple yet effective approach is to

interpolate and extrapolate the available atmospheric fields to a fixed vertical altitude

grid with respect to the Mean Sea Level (MSL), and specifically including altitudes

below the Earth’s surface such as near the Tibetan plateau, Greenland, or Antarc-

tic ice shelf. The virtual atmospheric grid points that are below the Earth’s surface

can then be explicitly be masked out with a separate digital terrain model that better

matches the resolution of the infrasound propagation calculations.

14.3.2 Regional/Mesoscale Specifications

To provide improved spatiotemporal resolution for severe storm front tracking and

tracer transport monitoring of volcanic ash, remarkable advances in regional

mesoscale atmospheric specifications have occurred in the past decade. Systems

http://www.ecmwf.int
http://www.ncep.noaa.gov
http://www.metoffice.gov.uk
http://www.jma.go.jp/jma/indexe.html
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with up to 2× 2 km resolution are being transitioned into operations, with 13× 13

km × 1-h resolutions specifications up to 35 km altitude being the legacy standard.

New systems such as the NCEP High Resolution Rapid Refresh (HRRR) provide

regional meteorological specifications over the Continental United States (CONUS)

and Alaska with 3× 3 km resolution, with outputs at 15-min cadences for some of

the fields. For reasons described in Sect. 14.4, compared to the global systems, these

regional system have a slightly lower upper boundary typically near a constant pres-

sure level of ∼20 hPa (∼25 km). Similarly, the UKMO mesoscale system produces

2.2× 2.2 km resolution fields every 3 h, as well as at 1.5× 1.5 km region for local

regions. The JMA operates a mesoscale regional analysis system with 5× 5 km hor-

izontal resolution that has 50 vertical levels up to 22 km, and hourly output resolu-

tion; as well as a local forecast model with 2× 2 km resolution on 60 levels up to

∼20 km.

To properly resolve these meteorological length and timescales, today’s mesoscale

systems integrate the fully compressible non-hydrostatic fluid equations (e.g., Honda

et al. 2005; Saito et al. 2007). Some of the global scale systems described earlier even

now include non-hydrostatic compressible terms. The highest resolution mesoscale

systems are even basically capable of resolving large convective lengths scales (e.g.

Prein et al. 2015). Unlike present infrasound propagation codes which compute

propagation characteristics from the first- or second-order linear and/or nonlinear

perturbation expansion to the fluid equations, these non-hydrostatic solutions are cal-

culated through the first-order fully resolved Navier–Stokes equations (e.g., Giraldo

and Restelli 2008). However, the spatial extent and temporal resolution of these

non-hydrostatic mesoscale models are still presently much greater than is needed to

directly compute synthetic infrasound waveforms for compact impulsive infrasound

events.

Today’s mesoscale models can also provide highly resolved assimilative specifi-

cations of soil moisture, snow depth, and other meteorological dependent ground-

cover information relevant to infrasound monitoring. Such information is useful for

diagnosing and understanding the spatiotemporal variability of infrasound sensor

array response characteristics when dedicated soil moisture and snow depth sensors

are not installed (or available) at an infrasound array, or at a potential infrasound

source region. Specifically historical and/or near-real-time mesoscale specification

of these may provide a better understanding of the causes of site specific differences

in seismo-acoustic coupling (e.g., Walker et al. 2011; Hedlin and Walker 2013).

As an example, by comparing hourly averaged infrasound pressure measurements

across the of USArray Transportable Array (de Groot-Hedlin and Hedlin 2015) with

hourly surface pressure specifications from the NCEP CONUS Rapid Updated Cycle

(RUC) system for several months in 2013, it was possible to independently locate

a number of problematic infrasound sensors in the network (R. Busby, personal

communication).
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14.4 Middle Atmospheric Specifications

Above the tropopause, the atmospheric meteorology begins to decouple from the sea

surface temperatures, land–sea contrasts, and local terrain variations, and becomes

predominately coupled to the global general circulation system of the stratosphere.

This is why regional mesoscale systems generally do not extend well into the strato-

sphere. However, solar heating driven tides and waves of all scales generated in the

lower atmosphere also propagate upward into the region; so the middle atmosphere is

not completely uncoupled from the regional-scale dynamics of the lower atmosphere

(Andrews et al. 1987). Physical processes such as ozone photochemistry and trans-

port (e.g., Bednarz et al. 2016), heterogeneous ice chemistry (e.g., Solomon et al.

2015), and the momentum deposition from stationary and nonstationary subgrid-

scale internal waves (e.g., Ern et al. 2016) are all important factors that govern the

thermal structure and dynamics of the stratosphere.

Compared to the lower atmospheric specifications, civilian consumer demand

for around the clock real-time middle atmospheric specifications and forecasts is

basically nonexistent. The stratosphere can however influence the upper troposphere

through mass, momentum, and energy transfer processes. The occurrence and phases

of large stratospheric dynamical phenomena such as the Quasi-Biennial Oscilla-

tion (QBO) and Sudden Stratospheric Warmings (SSW) can be correlated with

future meteorological patterns of the troposphere (Kidston et al. 2015). Thus, the

middle atmospheric component of numerical weather prediction models provides

a detailed upper boundary condition to resolve the influence of upper air steering

currents and self-consistently compute the incoming solar UV and outgoing atmo-

spheric infrared radiation. Another important reason for operational NWP systems

to include a fully resolved middle atmosphere is to properly account for contam-

inating foreground atmospheric infrared and microwave radiation contributions in

satellite-based remote sensing radiance observations of the lower atmosphere. All of

the numerical weather prediction and atmospheric data assimilation systems which

include a fully resolved middle atmosphere have improved forecast skill.

Middle atmospheric specifications associated with NWP systems are also integral

to the international climate monitoring and middle atmospheric scientific research

communities. Specifically, the middle atmosphere is susceptible to subtle changes

in CO2 composition (e.g., Funatsu et al. 2016), potential climatological changes in

tropospheric dynamics (e.g., Garcia et al. 2016), and O3 to man-made byproduct such

as chlorofluorocarbons (CFCs) (e.g., Douglass et al. 2014). The tracking of injections

and the subsequent fallout of volcanic aerosols in the stratosphere is also vital to

understanding the impact that large volcanic eruptions have on the atmosphere and

climate system (LeGrande et al. 2016).

These reasons motivate governmental investments in what are also known as

reanalysis systems. One such system is the Goddard Earth Observing System (Ver-

sion 5) GEOS5 which is used to produce the Modern-Era Retrospective analysis

for Research and Applications, version 2 (MERRA2) analysis products (Bosilovich

et al. 2015; Coy et al. 2016). Similarly, other major NWP centers (see Butchart et al.



496 D. Drob

2011) such as ECMWF Dee et al. 2011, JMA Harada et al. 2016, and NCEP (Saha

et al. 2014) also produce reanalysis products for independent validation, comparison,

and research. These reanalysis efforts also provide benchmarks and opportunities to

develop and validate improved model physics for future operational NWP systems.

The various reanalysis products from these systems are made publicly accessible for

scientific research purposes, but for a number reasons (e.g., production cost, data

archive, and distribution requirements) most available reanalysis products lag real-

time by a month to several years, and may have slightly lower resolutions than oper-

ational numerical weather prediction forecast data products. One difference between

these reanalysis fields and operational system analysis fields is that the underlying

model assumptions are held constant over the entire multi-decade time interval;

unlike the operational analysis archives where model resolution, physics, and the

number of vertical levels routinely change.

14.5 Upper Atmospheric Specifications

Presently, there are no fully operational numerical weather prediction systems that

encompass the lower thermosphere. This is the result of two main issues: the first

is the cost and difficulty in making routine measurements of the region, the second

is the lack of operational requirements as the result of strong direct economic and

societal demands. A third factor is that the fundamental physics of the region is

sufficiently different from the lower and middle atmosphere such that the basic single
fluid meteorological conservation equations for mass, momentum, and energy can no

longer be utilized.

To properly model the atmosphere above ∼100 km, a viable meteorological fore-

cast system must integrate the fully coupledmultispecies transport equations, includ-

ing the first-order effects of the global scale ionospheric electrodynamics (e.g., Rees

1989; Schunk and Nagy 2009). This is a consequence of the EUV photodissocia-

tion of O2 producing atomic oxygen (O), subsequent EUV ionization of O and O2
which produces the ionosphere, as well as the lack of turbulent mixing above about

∼105 km, all resulting in O becoming the dominant species above ∼175 km. The

presence of an ionosphere in the Earth’s magnetic field results in electrodynamics

effects such as joule heating, aurora heating, and horizontal ion-neutral momentum

coupling that have first-order influences on the meteorology of the upper atmosphere.

As a result, the existing system of governing equations utilized in lower and middle

atmospheric numerical weather prediction models cannot be extended from 75 to

250 km by simply adding additional model levels and constraining those results to

match operational observations of the upper atmosphere.

Despite these challenges efforts to operationalize, the NOAA Whole Atmospheric

Model (WAM) (https://esgf.esrl.noaa.gov/projects/wam_ipe/) for space weather

applications is an active area of both basic and applied research. First-principles

models of these processes have however existed for many years. One of the first non-

assimilative models that can self-consistently represent these processes on a global

https://esgf.esrl.noaa.gov/projects/wam_ipe/
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scale is the National Center for Atmospheric Research (NCAR), Thermosphere-

Ionosphere-Electrodynamics General Circulation Model (TIE-GCM) (Richmond

et al. 1992) and the Thermosphere-Ionosphere-Mesosphere-Electrodynamics Gen-

eral Circulation Model (TIME-GCM) (Roble and Ridley 1994). Other coupled

thermosphere-ionosphere-electrodynamic models include the Coupled

Thermosphere-Ionosphere-Plasmasphere-Electrodynamics (CTIPe) model

(Fuller-Rowell and Rees 1980; Fuller-Rowell et al. 2002) and the Global Iono-

sphere Thermosphere Model (GITM) (Ridley et al. 2006). Recently a new class of

‘Whole’ atmospheric models are striving to account for these processes in a self-

consistent manner with the lower and middle atmosphere (see Roble 2000). Exam-

ples are the NOAA Whole Atmosphere Model (WAM) (Akmaev 2011), the Ham-

burg Model for the Neutral and Ionized Atmosphere (HAMMONIA) (Schmidt et al.

2006), the NCAR Whole Atmosphere Community Climate Model-Extended (WAC-

CMX) model (Liu et al. 2010), and the Ground-to-Topside Model of Atmosphere and

Ionosphere for Aeronomy (GAIA) model (Jin et al. 2011). Unlike assimilative NWP

systems, these models are generally free running, i.e., they are only driven by exter-

nal forcings of the system at the upper and lower boundaries, and not constrained

with real-time operational data above 85 km. Where they extend to lower altitudes

and overlap with existing middle atmospheric analyses, they can be ‘nudged ’or con-

strained (e.g., Stauffer and Seaman 1990) so that the observed meteorological varia-

tions there can be extrapolated (via theoretical considerations) into the thermosphere

above (Marsh 2011; Siskind and Drob 2014; Sassi and Liu 2014).

While being a promising approach for the specification of the upper atmosphere

between 85 and 200 km, it may be some time before operational systems are ready

for utilization by independent third parties for uses such as infrasound monitoring.

The limiting factor here is the lack of an adequate and truly operational global

satellite- and ground-based network of sensors for the atmospheric region from 85 to

250 km. Today, only basic scientific research satellite mission datasets and ground-

based research measurements exist for model validation and research-to-operation

purposes. Thus, near-term infrasound propagation calculations must either rely on

the extrapolation of data from below 85 km to lower thermospheric altitudes via the

first-principles physics-based models, serendipitously coincident basic upper atmo-

spheric research measurement, and/or empirical climatological models.

Unfortunately, unlike lower atmospheric radiosonde profiles, no one single upper

atmospheric measurement technique simultaneously measures both winds and tem-

peratures between 65 and 140 km and, in particular, across all ground ranges from an

infrasound source to an infrasound detector. While measurements from co-located

ground-based sensor suites of LIDARS and MF RADARs (Liu et al. 2002; Franke

et al. 2005; Suzuki et al. 2010) can be combined to approach this capability, there are

only a few research facilities where such instrument suites exist. Furthermore, these

combine atmospheric observations are only limited in applicability to within a few

100 km of the measurement points, as well as to within about an hour or so in time.

LIDAR observations are also generally limited to altitudes below ∼105 km and to

cloud free nighttime only conditions, but there are some exceptions. These research

facilities are however ideal for validating future operational upper atmospheric
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specifications systems, as well as for developing and calibrating new measurement

techniques for future space-based systems, which are all required to operate global

real-time NWP systems encompassing the thermosphere.

Presently, most infrasound propagation codes that consider thermospheric propa-

gation utilize the observationally based Naval Research Laboratory (NRL) empirical

upper atmospheric climatologies, the Mass Spectrometer Incoherent Scatter Radar

Model Extended (NRLMSISE-00) (Picone et al. 2002), and the Horizontal Wind

Model (HWM14) (Drob et al. 2015). These are part of the International Committee

on Space Research (COSPAR) International Reference Atmosphere (CIRA). These

empirical models are based on 50 years of satellite- and ground-based research obser-

vations. To combine the many available disparate research measurements into a com-

plete observational based time-dependent global specification, these models utilize

the simplest form of data assimilation known as observational function fitting (Daley

1993).

The end-user FORTRAN subroutines for these empirical upper atmospheric cli-

matologies can be obtained at https://map.nrl.navy.mil/map/pub/nrl/HWM/HWM14/

and https://map.nrl.navy.mil/map/pub/nrl/NRLMSIS/NRLMSISE-00/. The input

parameters to these empirical models are the day of year, universal time, latitude,

longitude, altitude, the daily, and 81-day averaged measures of F10.7 cm
−1

solar radio

wave flux (a proxy for solar EUV radiation), and the Ap geomagnetic activity index.

These indices can be obtained for dates back to 1956 and in real time from http://

www.swpc.noaa.gov/products-and-data. Otherwise no inputs of external observa-

tional data sets are needed by a user to run the MSIS and HWM client subroutines.

The model outputs are winds, temperature, density, pressure, and atmospheric com-

position as a function of the specified latitude, longitude, altitude, day of year, and

universal time. By matching these empirical models to the upper boundary condi-

tions of the near-real-time lower and middle atmospheric specifications near∼75 km,

Drob et al. (2003, 2010a) developed a simple approach to generate hybrid range-

and time-dependent whole atmospheric specifications from the ground to space

(0 to 200 km) that can be utilized to model thermospherically ducted infrasound

propagation.

For infrasound propagation calculations above ∼85 km, with longitudinal

wavenumbers only up to l = 3, and latitudinal wave numbers only up to n = 8, a

present limitation of the NRL empirical models is their low spectral resolution. Tem-

porally the empirical models include the annual and semiannual seasonal variations,

as well as the diurnal, semidiurnal, and terdiurnal migrating tidal harmonics, with

the annual and semiannual seasonal modulations thereof. While this seems surpris-

ingly crude as compared to the lower- and middle- atmospheric specifications, the

meteorology of the upper atmosphere is primarily denominated by direct cyclical

in situ forcing by EUV solar radiation (e.g., Roble 1983), deep westward migrat-

ing solar heating driven tidal modes propagating upward from below (e.g., Forbes

and Wu 2006), and in situ geomagnetic forcing (e.g., Fuller-Rowell et al. 1994).

The predominant seasonal variations of the thermosphere are phased locked with the

earth’s orbit around the sun, and the tidal variations with the earth rotation, with sec-

ondary modulations by geomagnetic forcing and solar variability. On average, these

https://map.nrl.navy.mil/map/pub/nrl/HWM/HWM14/
https://map.nrl.navy.mil/map/pub/nrl/NRLMSIS/NRLMSISE-00/
http://www.swpc.noaa.gov/products-and-data
http://www.swpc.noaa.gov/products-and-data
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variations account for the majority of the meteorology of the upper atmosphere,

about ∼75–85% depending on altitude, field, and season. Being repeatable from year

to year and day to day, these can be reasonably well parameterized with 50 years of

observations and an appropriate set of basis functions. See Picone et al. (2002); Drob

et al. (2015) and references therein for additional details. For some infrasound cal-

culations, this is generally sufficient.

In the upper mesosphere and lower thermosphere, there is however a signifi-

cant amount of regional variability, ∼25–35% that can not be readily resolved by

empirical models (e.g., Liu 2016). Such variations will have consequences for pre-

cise modeling of thermospheric infrasound propagation characteristics for specific

events. Most, but not all of this variability resides in the amplitudes and phases of

the migrating and non-migrating solar tides. These variations result from longitudi-

nal variations in water vapor in the troposphere and ozone in the stratosphere where

the solar heating migrating tidal variations are forced (e.g., Forbes and Wu 2006).

The day-to-day tidal variability can be on the order of 30% in tidal amplitude and

1–3 h in phase, but depends on latitude, altitude, and seasons. As a consequence, the

westward migrating solar semidiurnal (12-h) tidal amplitudes in HWM in the 90 to

120 km region at mid-to-high latitudes can be underestimated by as much as 30–40

m/s on any given day, however there is little disagreement when the observations are

averaged over a month or so.

Although available nudged and free running first-principles thermosphere and

whole atmospheric general circulation models have sufficient spatiotemporal reso-

lution to theoretically resolve this day-to-day variability, these present physics-based
models can also exhibit regional biases in a number of fields depending on altitude,

latitude, and day of year. Integrated over longer propagation paths, these system-

atic biases thus have the potential to be non-negligible in the infrasound propa-

gation modeling error budget. In summary, presently available upper atmospheric

specifications for infrasound propagation calculations of thermospheric infrasound

propagation are rudimentary at best as compared to the fidelity and accuracy of

lower- and middle- atmospheric specifications. There are however efforts unrelated

to infrasound propagation that may eventually remedy this situation in the near

future.

14.5.1 Upper Atmospheric Composition

As mentioned, EUV photo-disassociation of molecular oxygen results in atomic

oxygen becoming the dominant atmospheric compositional species above ∼175 km.

This has important consequences for the atmospheric sound speed above ∼100 km

through the ratio of specific heats (𝛾) and mean molecular mass (m̄).

The global average number density profiles (ni) of the seven major upper atmo-

spheric species from the NRLMSISE-00 model (over the typical range solar EUV

flux conditions from the minimum to the maximum of the sunspot cycle) is shown in

Fig. 14.3. Much like winds and temperatures, upper atmospheric composition varies
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Fig. 14.3 Observed global average atmospheric number density of the seven major upper atmo-

spheric constituents from the MSIS empirical model

Fig. 14.4 Global average

major individual species

volume 𝛷i (solid) and mass

𝛹i (dashed) mixing ratios

(minimum solar cycle

conditions) for molecular

nitrogen (N2; blue),

molecular oxygen (O2; red),

and atomic oxygen (O,

green)

somewhat as a function of latitude, day of year, local time, and geomagnetic activ-

ity. Such variations are reasonably well represented within the NRLMSIS-00 and

theoretical first-principles models (Hedin 1987; Rishbeth and Müller-Wodarg 1999;

Pedatella et al. 2016).

To highlight the significance of these compositional changes of the upper atmo-

sphere in contrast to the lower thermosphere, the corresponding upper atmospheric

volume 𝛷i and mass 𝛹i mixing are shown in Fig. 14.4. The volume mixing ratio of

the ith species is defined as 𝛷i = ni∕
∑

j nj = ni∕N = Pi∕P, where Pi = nikT is the

partial pressure, P = nkT is the total atmospheric pressure, and n is the total number
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density. The mass mixing ratio of the ith species is defined as 𝛹i = nimi∕
∑

j mjnj.
The calculations shown assume that all the atmospheric constituents have the same

average kinetic temperature which is reasonably below∼400 km. As seen in Fig. 14.4,

departures from the constant major species composition mixing ratios of the lower

and middle atmosphere; 𝛷N2
= 0.7808, 𝛷O2

= 0.2093, and 𝛷Ar= 0.0009 (see Mohr

et al. 2012) begin to occur at about ∼100 km.

Ignoring second-order vibrational and rotational collision effects important for

high-frequency nonlinear acoustic propagation (e.g., Bass et al. 2007), the first-order

expression for static sound speed is

c =
√

𝛾RT
M̄

=
√

𝛾kT
m̄

=

√
𝛾P
𝜌

, (14.1)

where 𝛾 = cp∕cv (the ratio of specific heat at constant pressure cp, to that at con-

stant volume cv), R is the universal gas constant, and M̄ average mass, m̄ is the

average molar mass, k is the Boltzmann constant, and 𝜌 is the mass density. While

the vertical atmospheric temperature profile must clearly be taken into account for

infrasound propagation calculations, it is very common to assume that m̄ = 28.9645
g/mol and 𝛾 = 1.4 are both constants. This assumption results in the approximation

c ≅ 20.0464
√
T .

Changes in the upper atmospheric composition above ∼85 km influence the static

sound speed through changes in both m̄ and 𝛾 . Note that both height integrated atmo-

spheric pressure P(z) and 𝜌 are also functions of m̄. Given the number densities ni,
or mass mixing ratios 𝛹i, m̄ can be calculated as

m̄ =
[∑

i

𝛹i

mi

]−1
=

∑
i nimi
∑

i ni
. (14.2)

Figure 14.5 shows the typical vertical variations of m̄(z) for the composition pro-

files shown in Fig. 14.3. From Chapman-Enskog theory (e.g., Gombosi 1994), a rea-

sonable first-order approximation to calculate composition dependent specific heats

(cp,cv) in the upper atmosphere is

cp =
∑

m

k
2mm

(2 + 𝛤m)𝛷m +
∑

a

k
2ma

(2 + 𝛤a)𝛷a (14.3)

cv =
∑

m

k
2mm

𝛤m𝛷m +
∑

a

k
2ma

𝛤a𝛷a (14.4)

where mm and ma are the individual molar masses of the respective molecular and

atomic species; 𝛤m = 5 and 𝛤a = 3 the corresponding degrees of freedom of molec-

ular and atoms; and 𝛷m and 𝛷a are the individual species volume mixing ratios for

molecules and atoms. The corresponding altitude-dependent profile of 𝛾(z) for the

low solar EUV flux conditions is also shown in Fig. 14.5.



502 D. Drob

Fig. 14.5 Typical altitude variations of m̄ for low (blue) and high (red) solar EUV flux conditions,

with 𝛾 (green) shown for low EUV flux conditions

Fig. 14.6 Comparison of static sound speed calculated with various assumptions for m̄ and 𝛾 in

Eq. 14.1
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The consequences of these composition variations in the calculation of the local

vertical profiles of the static atmospheric sound speed is shown in Fig. 14.6. The

right panel shows the difference between a temperature dependent only sound speed

profile computed assuming constant m̄ and 𝛾 , i.e., c0 = 20.0464
√
T (red), and one

where m̄ and 𝛾 vary with altitude according to composition c3 (green). The inter-

mediate assumptions are indicated as c1 (magenta) and c2 (blue). The differences

c3 − c0 (right panel, red) are on the order of 25 m/s near the turning points of ther-

mospherically ducted infrasound (∼120 km) and in excess of ∼50 m/s above 150

km. Note that these are systematic biases that will accumulate over long propagation

paths. Thus when estimating upper atmospheric wind speeds from infrasound travel

times (e.g., Drob et al. 2010b; Assink et al. 2013) or calculating thermospheric infra-

sound propagation characteristics (e.g., Lonzaga et al. 2015; Sabatini et al. 2016), it

is important to account for the atmospheric composition dependent variations of m̄
and 𝛾 .

14.6 Conclusions

Over the last decade, there has been considerable progress in global data assimila-

tion capabilities for the lower, middle, and upper atmosphere. There is a wide array

of operational and basic research specifications of the atmosphere from the ground

to the thermosphere that are available for the calculation of infrasound propagation

characteristics. In infrasound propagation modeling calculations, with the dramatic

increase in the spatial resolution of today’s lower and middle atmospheric specifica-

tions, it is also important to consider in tandem the available temporal resolution of

the specifications.

As compared to available meteorological specifications of the lower and middle

atmosphere, observationally based specifications of the atmosphere above ∼85 km

are much lower resolution and much more uncertain. This is primarily due to the lack

of routine operational observations of the region driven by direct commercial appli-

cations. On the horizon, continuing basic research efforts to support space weather

modeling activities should provide improvements in the specification of density, tem-

perature, winds, and composition of the upper atmosphere, and eventually perhaps

near-real-time global assimilation capabilities like for the lower and middle atmo-

sphere. Such efforts will provide better atmospheric specifications for infrasound

propagation calculations.
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