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Preface

Recommender systems have become a fundamental means for providing per-
sonalized guidance to users in their searches for interesting or useful objects
such as movies, songs, restaurants, software requirements, and digital cameras.
Although most existing recommender systems support single users, there are many
scenarios where items are used by groups. The increased interest in recommendation
technologies for groups motivated us to write this book on Group Recommender
Systems. The overall purpose of this book is to provide an easy to understand
introduction to the field of group recommender systems. It is intended for persons
new to the field, and also as reference material for researchers and practitioners that
provides an overview of the existing state of the art and issues for future work.
Included are contributions related to algorithms, user interfaces, psychological
issues, and research challenges. The book entails an introductory presentation
of different group recommendation algorithms. Beyond algorithms, it deals with
additional relevant aspects such as group recommender user interfaces, evaluation
techniques, approaches to the handling of preferences, different ways to include
explanations into a group recommendation process, and psychological factors that
have to be taken into account when building group recommender systems. The book
also provides an overview of group recommendation scenarios that go beyond the
basic ranking of alternatives. Related examples include group-based configuration,
recommendation of sequences to groups, resource balancing for groups, and release
planning for groups.

Graz, Austria Alexander Felfernig
Barcelona, Spain Ludovico Boratto
Graz, Austria Martin Stettinger
Bolzano, Italy Marko Tkalčič
Jan 2018
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Part I
Group Recommendation Techniques

Part I of this book focuses on different recommendation techniques for groups.
In Chap. 1, recommender systems are introduced as a specific type of decision
support system. In this context, the basic approaches of collaborative filtering,
content-based filtering, constraint-based, critiquing-based, and hybrid recommen-
dation are introduced with a working example from the domain of travel. In Chap. 2,
we introduce different concepts of group recommender systems and show how such
systems can be built on the basis of the recommendation approaches introduced in
Chap. 1. Finally, in Chap. 3 we discuss techniques that can be used to evaluate group
recommender systems.



Chapter 1
Decision Tasks and Basic Algorithms

Alexander Felfernig, Müslüm Atas, and Martin Stettinger

Abstract Recommender systems are decision support systems helping users to
identify one or more items (solutions) that fit their wishes and needs. The most
frequent application of recommender systems nowadays is to propose items to
individual users. However, there are many scenarios where a group of users should
receive a recommendation. For example, think of a group decision regarding the
next holiday destination or a group decision regarding a restaurant to visit for a joint
dinner. The goal of this book is to provide an introduction to group recommender
systems, i.e., recommender systems that determine recommendations for groups.
In this chapter, we provide an introduction to basic types of recommendation
algorithms for individual users and characterize related decision tasks. This intro-
duction serves as a basis for the introduction of group recommendation algorithms
in Chap. 2.

1.1 Introduction

A recommender system is a specific type of advice-giving or decision support
system that guides users in a personalized way to interesting or useful objects
in a large space of possible options or that produces such objects as output
[14, 17, 23, 29, 43, 66, 76, 81, 82]. A decision problem/task emerges if a person
or a group of persons have an idea about a desired state [33]. If there are different
options to achieve the desired state, the decision task to be solved is to identify items
or actions that help to approach the target state in a suitable fashion. Recommender
systems can provide help in such a context by trying to find the suitable items
or actions that help to best reach the envisioned target. Arriving at a choice can
be seen as the result of a collaboration between the user and the recommender
system. Recommender systems support “good” choices within reasonable time
spans including corresponding justifications provided in terms of explanations
[42, 80].

© The Author(s) 2018
A. Felfernig et al., Group Recommender Systems, SpringerBriefs in Electrical
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4 1 Decision Tasks and Basic Algorithms

There are different ways in which a recommender can support users in decision
making processes. First, it can act as a supporter to figure out candidate items, i.e.,
a large number of alternatives is reduced to a so-called consideration set—selecting
the favorite option is left to the user. Second, the recommender can help the user
select from the items in the consideration set, for example, by representing them in
convenient ways and providing explanations of why they have been recommended.
Only in “extreme” cases is the decision making authority taken over by the
recommender itself. Examples include music recommendation in a fitness studio,
the recommendation of information units on a public display, and the automated
adaptation of parameter settings such as light intensity in a smarthome [50].

An example of a single-user recommendation scenario is the following: when
navigating an online sales platform with the goal to find a book related to the
topic of, for example, deep learning, a recommender system will identify related
books and propose these to the user of the online platform. In this scenario, the
envisioned target state is to find a suitable book on the mentioned topic and the
options to achieve this state are the different existing books on the topic of deep
learning. Finding a book in an online sales platform is typically a single user
decision scenario. However, there are also scenarios where a group of users has
to make a decision. In this context, a recommender system must take into account
the potentially conflicting preferences of different group members. Such a situation
makes the recommendation task different and often more challenging.

The main focus of this book is recommendation techniques that provide help in
scenarios where a group of users is engaged. In many scenarios, the presentation
of recommendations to groups is a more natural approach than trying to address
individual users [40, 56, 58]. For example, music recommendations in fitness studios
have to take into account the preferences of all individuals currently present in the
studio [59]. Stakeholders in a software project have to establish agreement regarding
the requirements/features that have to be developed within the scope of the next
release [64]. Personnel decisions are often taken in groups, i.e., a group has to decide
which job applicant will be hired [78]. Groups of friends have to decide about the
hotel for the next summer holidays or a skiing resort for the next winter holidays
[39, 61]. A public display should be personalized in order to be able to display
information to persons currently in the surrounding [40]. Finally, travel groups
should receive a personalized museum guidance in such a way that the personal
preferences of group members are fulfilled [28, 47].

1.2 Characteristics of Decision Tasks

Decision tasks differ with regard to various aspects [69]. In the following, we
introduce basic dimensions of decision tasks (see [33]) which will help to better
understand which decisions are supported by group recommenders (see Table 1.1).1

1As mentioned in [33], this characterization of decision tasks is not complete but a good basis for
discussing properties relevant for group recommenders.
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Table 1.1 Characteristics of
decision tasks [33]

Dimension Characteristic

Complexity low .. high

Structuredness low .. high

Decision type choice .. design

Sentiment opportunity .. threat

Dependence yes .. no

Level original .. meta

Actor person .. group

Complexity We interpret complexity of decision tasks in terms of the number of
decision dimensions and the degree of item involvement [33, 38]. Depending on
the underlying item domain, humans will invest more or less time to come to
a decision, i.e., to achieve an acceptable trade-off between decision effort and
accuracy [67]. Items with higher related decision efforts are often denoted as high-
involvement items whereas items with less related decision efforts are denoted as
low-involvement items [70]. Suboptimal decisions have a much higher negative
impact in the context of high-involvement items. For example, when purchasing an
apartment, a suboptimal decision manifests in search efforts for a new apartment,
unnecessary payments, relocation costs, and additional time efforts [27]. In contrast,
risks related to the purchasing of a low-quality book are negligible—in the worst
case, the user will provide negative feedback on the book and try to find other
alternatives that better fit his/her wishes and needs. When purchasing a book, the
number of decision dimensions is low—examples of dimensions are price and
quality. The number of decision dimensions of apartments is much higher (e.g.,
price, quality of public transport, neighborhood, schools in the neighborhood, etc.).
Aspects that further increase decision complexity especially in group decision
scenarios are, for example, contradicting preferences of group members, personal
relationships, personality factors, and emotion-related aspects (see Chap. 9).

Structuredness We interpret structuredness of decision tasks as the degree to which
underlying processes and decision policies are defined. Decision tasks are often
characterized by undefined processes and related decision policies are not pre-
defined but developed and adapted in the course of the decision process. If a group
of users has to decide on a holiday destination for the next summer, a recommender
system can propose alternative destinations but it is unclear which of the alternatives
will be chosen by the group. The final decision is something that has to be made
by group members (or an individual user) and is in many cases not handled by
the underlying decision support environment. There are exceptions to the rule, for
example, music recommendations in fitness centers and information units shown on
public displays. Specific decision types follow a formalized process. For example,
electoral systems are defined by precise rules that determine how elections and
referendums have to be conducted (the process) and how the results are determined
(decision making).
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Decision Type Decision tasks are often defined on the basis of known alternatives
or parameters out of which one or more alternatives (values) should be selected.
If alternatives (parameters) are predefined, the underlying decision task can be
regarded as a basic choice task [42]. Choice problems are considered as central
application area for recommender systems [42]. The other extreme are so-called
design tasks, where alternatives are not predefined but created throughout a decision
process. Design tasks are often related to creative acts where persons develop
ideas and solutions. In “pure” design scenarios, the application of recommendation
technologies is not widespread [75]. However, there are many scenarios located
in-between basic choice tasks and “pure” design tasks. For example, knowledge-
based configuration [25] can be considered as a simpler type of design task where
a solution is identified (configured) out of a set of pre-defined component types. In
this context, the alternatives (parameter values) are known beforehand; due to the
large option space, not all potential alternatives can be enumerated for performance
reasons—billions of alternatives would have to be managed and the corresponding
recommendation algorithms would become inefficient [13] (see Chap. 7).

Sentiment Decision support with included recommendation support is very often
opportunity-related, i.e., the goal is related to an opportunity and the best solution to
achieve a goal should be identified. Examples thereof are purchasing a book to better
understand a certain topic or choosing a holiday destination to spend unforgettable
days somewhere abroad. A similar argument holds for item domains such as songs,
digital equipment, food, and financial services. Certainly, decision problems also
exist in contexts where alternative outcomes can be considered as negative ones.
For example, choosing between alternative options to liquidate a company—in this
scenario, every outcome can be considered as a negative one (the company gets
liquidated). However, recommender systems can help to minimize damage, for
example, on the basis of a structured utility analysis [79].

Dependence We regard decision tasks as dependent if the outcome of a decision
has an impact on another decision. For example, the purchase of a movie typically
does not require a follow-up decision regarding the purchase of the next movie
or different item. Dependent decision tasks occur when one decision at an earlier
point of time leads to follow-up decision tasks at a later point of time. An example
of such a decision task is requirements release planning where for each software
requirement it has to be decided when the requirement should be implemented [64].
Consequently, decisions taken in early phases of a software project can have an
impact on or trigger decisions later in the project. For example, a decision that a
requirement should be implemented could trigger decisions regarding additional
resources in order to be able to provide the promised software functionalities in
time.

Level We can differentiate between original decisions operating on the object
level and decisions on the meta-level [33]. The first type is omni-present in many
recommendation-supported scenarios—the underlying task is to identify and choose
items of relevance. In contrast, meta-decisions are decisions about the qualities of
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a decision process and the way decisions are taken. For example, a group could
decide to use majority voting when it comes to the election of the next chairman.
A meta-decision in this context is to decide about the election formalism—related
alternatives can be, for example, relative majority and a single-shot election or
absolute majority in a potentially multi-level election process [51]. In many decision
scenarios—especially in the context of group decision making—recommendations
have an advisory function but are not considered imperative.

Actor Many recommendation approaches support individual decision making
where recommendation algorithms are focusing on determining recommendations
for individual users. The focus of this book are recommender systems that support
decision making for groups of users. The following types of groups are introduced
in [7]: (1) established groups with shared and long-term common interests (e.g.,
conference committees taking decisions about conference venues or families taking
a decision about purchasing a house), (2) occasional groups with a common aim
in a particular moment (e.g., a group of persons jointly participating in a museum
tour), (3) random groups (e.g., persons in a fitness center or persons around a public
display), and (4) automatically identified groups where individuals with similar
preferences have to be grouped (e.g., distribution of seminar papers to students and
distribution of conference papers to reviewers).

1.3 Recommendation Algorithms for Individual Users

Recommender systems [43, 58] propose items of potential interest to an individual
user or a group of users.2 They are applied in item domains such as books [52],
web sites [68], financial services [16], and software artifacts [20, 24]. In the
following, we introduce collaborative filtering [31, 48], content-based filtering [68],
constraint-based [8, 14], critiquing-based [10, 11], and hybrid recommendation
[9] which are basic recommendation approaches. The items in Table 1.2 (travel
destinations) serve as examples to demonstrate how basic recommendation algo-
rithms operate. In Chap. 2, we show how these approaches can be integrated into
corresponding group recommendation scenarios.

Collaborative Filtering

Collaborative filtering is based on the idea of word-of-mouth promotion where opin-
ions of relatives and friends play a major role when taking a decision [12, 48, 52]. In
online scenarios, family members and friends are replaced by nearest neighbors who

2Parts of this section are based on a discussion of recommendation technologies given in [24].
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Table 1.2 Example set of travel destinations

Travel destination (item) Name Beach City tours Nature Entertainment

t1 Vienna x x

t2 Yellowstone x

t3 New York x x x

t4 Blue Mountains x

t5 London x x

t6 Beijing x x

t7 Cape Town x x x x

t8 Yosemity x

t9 Paris x x

t10 Pittsburgh x x

These items will be used across the following sections for demonstration purposes. Each travel
destination is described by a set of meta-characteristics (categories), for example, travel destination
Yellowstone is famous for its experience of nature

are users with preferences similar to the ones of the current user. In collaborative
filtering, a user � item rating specifies to which extent a user likes an item. Rating
predictions are determined by a recommender algorithm to estimate the extent a user
will like an item he/she did not consume/evaluate up to now. A collaborative filtering
recommender first determines k nearest neighbors (k � NN).3 The preferences of
nearest neighbors are used to extrapolate future item ratings of the current user.
A user � item rating matrix that will be used in the following for explaining
collaborative filtering is shown in Table 1.3. In this example, all users ui visited
travel destinations and provided a corresponding rating. In collaborative filtering,
user � item ratings serve as input for the recommender.

Collaborative filtering identifies the k-nearest neighbors of the current user ua

(see Formula 1.1)4 and—based on the nearest neighbors—calculates a prediction
for the current user’s rating. When applying Formula 1.1, user u2 is identified as
the nearest neighbor of user ua (see also Table 1.3). The similarity between ua

and another user ux can be determined, for example, using the Pearson correlation
coefficient [43] (see Formula 1.1) where TDc is the set of items that have been rated
by both users (ua and ux), rx;ti is the rating of user x for item ti, and rx is the average
rating of user x. Similarity values resulting from Formula 1.1 can take values on a
scale of [�1:: C 1]. Sometimes, “neighbor” users with low or negative correlations
with the current user are filtered out [1].

3We focus on user-based collaborative filtering which is a memory-based approach that—in
contrast to model-based ones—operates on an uncompressed version of a user/item matrix [6, 12].
4We assume k = 2 in our example.
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Table 1.3 Example of collaborative filtering rating matrix: travel destinations (items) ti and ratings
(we assume a rating scale of 1..5)

Item Name u1 u2 u3 u4 ua

t1 Vienna 5.0 4.0

t2 Yellowstone 4.0

t3 New York 3.0 4.0 3.0

t4 Blue Mountains 5.0 5.0 4.0

t5 London 3.0

t6 Beijing 4.5 4.0 4.0

t7 Cape Town 4.0

t8 Yosemity 2.0

t9 Paris 3.0

t10 Pittsburgh 5.0 3.0

Average rating (rx) 4.33 3.625 4.0 3.75 3.67

Table 1.4 Similarity
between user ua and the users
uj ¤ ua determined based on
Formula 1.1

u1 u2 u3 u4

ua – 0.97 0.70 –

If the number of commonly
rated items is below 2, no
similarity between the two
users is calculated

similarity.ua; ux/ D

P
ti2TDc

.ra;ti � ra/ � .rx;ti � rx/
qP

ti2TDc
.ra;ti � ra/2 �

qP
ti2TDc

.rx;ti � rx/2
(1.1)

The similarity values for ua calculated based on Formula 1.1 are shown in
Table 1.4. For the purpose of our example, we assume the existence of at least two
items per user pair (ui, uj) (i ¤ j) in order to be able to determine a similarity. This
criterion holds for users u2 and u3.

A challenge when determining the similarity between users is the sparsity of the
rating matrix. Users typically provide ratings for only a very small subset of the
offered items. For example, given a large movie dataset that contains thousands of
entries, a user will typically be able to rate only a few dozen. One approach to this
problem is to take into account the number of commonly rated items as a correlation
significance [37], i.e., the higher the number of commonly rated items, the higher is
the significance of the corresponding correlation. For further information regarding
the handling of sparsity, we refer to [37, 43].

The information about the set of users with a rating behavior similar to that of
the current user (nearest neighbors NN) is the basis for predicting the rating of user
ua for an item t that has so far not been rated by ua (see Formula 1.2).

prediction.ua; t/ D Or.ua; t/ D ra C

P
uj2NN similarity.ua; uj/ � .rj;t � rj/

P
uj2NN similarity.ua; uj/

(1.2)
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Table 1.5 Collaborative filtering based recommendations (predictions) for items that have not
been rated by user ua up to now

t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

u2 – – 3.0 5.0 – 4.5 – 2.0 – –

u3 – – 4.0 5.0 3.0 4.0 – – – –

ua – – – 4.0 – 4.0 – – 3.0

Prediction for ua – – 3.30
p

– 2.66 – – 2.04 – –

Based on the ratings of the nearest neighbors of ua, we are able to determine a
prediction for ua (see Table 1.5). The nearest neighbors of ua are assumed to be u2

and u3 (see Table 1.4). The travel destinations rated by the nearest neighbors but
not rated by ua are t3, t5, and t8. Due to the determined predictions (Formula 1.2),
item t3 would be ranked higher than the items t5 and t8 in a recommendation list.
For a discussion of advanced collaborative recommendation approaches, we refer
the reader to [49, 74].

Content-Based Filtering

This approach is based on the assumption of monotonic personal interests [68]. For
example, users interested in political news are typically not changing their interest
profile from one day to another. On the contrary, they will also be interested in
the topic in the (near) future. In online scenarios, content-based recommenders are
applied, for example, when it comes to the recommendation of websites [68].

Content-based filtering is based on (a) a set of users and (b) a set of categories
(or keywords) that have been assigned to (or extracted from) the set of items. It
compares the content of already consumed items with new items, i.e., it finds items
that are similar to those already consumed (positively rated) by the user (ua). The
basis for determining such a similarity are keywords extracted from the item content
descriptions (e.g., keywords extracted from news articles) or categories if items
have been annotated with the relevant meta-information. Readers interested in the
principles of keyword extraction are referred to [43]. In this book, we focus on
content-based recommendation which exploits item categories (see Table 1.2).

Content-based filtering will now be explained using Tables 1.2, 1.6, and 1.7.
Table 1.2 provides an overview of the relevant items and the assignments of items
to categories. Table 1.6 provides information on which categories are of relevance
for our example users. For example, user u1 is interested in items related to all
categories. Since user ua rated the items t4, t6, and t10 (see Table 1.3), we can infer
that ua is interested in the categories City Tours, Nature, and Entertainment (see
Table 1.6) where items related to the categories City Tours and Entertainment have
been evaluated twice and items related to Nature have been evaluated once by ua.

If we are interested in an item recommendation for the user ua, we have to search
for those items which are most similar to the items that have already been consumed
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Table 1.6 Example category
interests of users: users u1 –
u3 visited travel destinations
that cover all available
categories

Category u1 u2 u3 u4 ua

Beach x x x x –

City tours x x x x x

Nature x x x – x

Entertainment x x x x x

If a user accessed an item at least once
with a rating � 3 (see Table 1.3), it is
inferred that the user is interested in this
item

Table 1.7 Example of content-based filtering: user ua has already consumed the items t4, t6, and
t10 (see Table 1.3)

Item Rating (ua) Name Beach City tours Nature Entertainment Similarity(ua; ti)

t1 Vienna – x – x 4
5

t2 Yellowstone – – x – 1
2

t3 New York x x – x 2
3

t4 4.0 Blue Mountains – – x – –

t5 London – x – x 4
5

t6 4.0 Beijing – x – x –

t7 Cape Town x x x x 6
7

p

t8 Yosemity – – x – 1
2

t9 Paris – x – x 4
5

t10 3.0 Pittsburgh – x – x –

user ua x x x

The item most similar (see Formula 1.3) to the preferences of ua is t7

(evaluated) by ua. This relies on the simple similarity metric shown in Formula 1.3
(Dice coefficient which is a variation of the Jaccard coefficient “intensively” taking
into account category commonalities—see also [43]). The major difference to the
similarity metrics introduced in the context of collaborative filtering is that similarity
is measured using categories (in contrast to ratings).

similarity.ua; item/ D
2 � jcategories.ua/ \ categories.item/j

jcategories.ua/j C jcategories.item/j
(1.3)

Constraint-Based Recommendation

Compared to the approaches of collaborative filtering and content-based filtering,
constraint-based recommendation [14, 16, 63] does not primarily rely on item
ratings and textual item descriptions but on deep knowledge about the offered items.
Such deep knowledge (semantic knowledge [16]) describes an item in more detail
and thus allows for a different recommendation approach (see Table 1.8).
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Table 1.8 Slightly adapted travel destinations described based on season (digit 1 indicates
a recommended season and 0 indicates a non-recommended one; seasons start with spring),
associated topics, and average user rating (eval)

Item Name Season Topics Eval

t1 Vienna 1110 City tours, entertainment 4.5

t2 Yellowstone 1110 Nature 4.0

t3 New York 1011 City tours, entertainment 3.3

t4 Blue Mountains 1001 Nature 5.0

t5 London 1010 City tours, entertainment 3.0

t6 Beijing 1010 City tours, entertainment 4.7

t7 Cape Town 1111 Beach, city tours, nature, entertainment 4.0

t8 Yosemity 1110 Nature 2.0

t9 Paris 1011 City tours, entertainment 3.0

t10 Pittsburgh 1010 City tours 5.0

Constraint-based recommendation relies on (a) a set of rules (constraints) and
(b) a set of items. Depending on the user requirements (a set of search criteria),
rules (constraints) describe which items should be recommended. The current
user (ua) articulates his/her requirements (preferences) in terms of item property
specifications which are internally represented as rules (constraints). In our example,
constraints are represented solely by user requirements, no further constraint types
are included. An example of a constraint is the following: topics = city tours (the
user is primarily interested in travel destinations allowing city tours). For a detailed
discussion of further constraint types, we refer the reader to [16]. Constraints are
interpreted and the resulting items are presented to the user. A detailed discussion
of reasoning mechanisms that are used in constraint-based recommendation can be
found in [14, 19, 22]. In order to determine a recommendation in a constraint-based
recommendation scenario, a recommendation task has to be solved.

Definition (Recommendation Task) A recommendation task can be defined by the
tuple (R; I) where R represents a set of user requirements and I represents a set of
items (in our case: travel destinations ti 2 I). The goal is to identify those items in I
which fulfill the given user requirements (preferences).

A solution for a recommendation task (also denoted as recommendation) can be
defined as follows.

Definition (Solution for a Recommendation Task) A solution for a recommendation
task (R; I) is a set S � I such that 8ti 2 S W ti 2 �.R/I where � is the selection operator
of a conjunctive query [19], R represents a set of selection criteria (represented as
constraints), and I represents an item table (see, e.g., Table 1.8). If we want to restrict
the set of item properties shown to the user in a result set (recommendation), we have
to additionally include projection criteria � as follows: �.attributes.I//.�.R/I/.

In our example, we show how to determine a solution for a given recom-
mendation task based on a conjunctive query where user requirements are used
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Table 1.9 Travel destinations described with regard to the dimensions security (high evaluation
represents a high security), attractiveness (high evaluation represents a high attractiveness), and
crowdedness (high evaluation represents a low crowdedness)

Item Name Security Attractiveness Crowdedness

t1 Vienna 5 5 2

t2 Yellowstone 4 4 4

t3 New York 3 5 1

t4 Blue Mountains 4 3 5

t5 London 3 4 1

t6 Beijing 3 3 1

t7 Cape Town 2 3 3

t8 Yosemity 4 4 4

t9 Paris 3 5 1

t10 Pittsburgh 3 3 3

For example, security = 5 for the item Vienna indicates the highest possible contribution to the
dimension security (scale 1..5)

as selection criteria (constraints) on an item table I. If we assume that the user
requirements are represented by the set R = fr1 W season D winter; r2 W topics D

city toursg and the item table I consists of the elements shown in Table 1.8,
then �.item/.�.seasonDwinter^topicsDcity tours/I/ = {t3; t7; t9}, i.e., these three items are
consistent with the given set of requirements.

Ranking Items Up to now we know which items can be recommended to a user.
One widespread approach to rank items is to define a utility scheme which serves
as a basis for the application of Multi Attribute Utility Theory (MAUT).5 Items
can be evaluated and ranked with respect to a set of interest dimensions. In travel
destinations, example interest dimensions are security (security level of the travel
destination), attractiveness (estimated attractiveness of the travel destination), and
crowdedness (degree of crowdedness of the travel destination). The first step to
establish a MAUT scheme is to relate the interest dimensions with the given set of
items. An example thereof is shown in Table 1.9 where the city of Vienna receives
the highest evaluations with regard to the dimensions security and attractiveness
and a low evaluation with regard to crowdedness.

We are now able to determine the user-specific utility of each individual item.
The calculation of item utilities for a specific user ua can be based on Formula 1.4.

utility.ua; item/ D
X

d2Dimensions

contribution.item; d/ � weight.ua; d/ (1.4)

If we assume that the current user ua assigns a weight of 0.6 to the dimension
security (weight(ua,security)=0.6), a weight of 0.3 to the dimension attractiveness

5A detailed discussion of MAUT in constraint-based recommendation is given in [2, 16, 18].
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Table 1.10 Item-specific
utility for user ua

(utility(ua; ti)) assuming the
personal preferences
{weight(ua,security)=0.6,
weight(ua,attractiveness)=0.3,
weight(ua,crowdedness)=0.1},
item t1 has the highest utility
for user ua

Item Security Attractiveness Crowdedness Utility

t1 3.0 1.5 0.2 4.7
p

t2 2.4 1.2 0.4 4.0

t3 1.8 1.5 0.1 3.4

t4 2.4 0.9 0.5 3.8

t5 1.8 1.2 0.1 3.1

t6 1.8 0.9 0.1 2.8

t7 1.2 0.9 0.3 2.4

t8 2.4 1.2 0.4 4.0

t9 1.8 1.5 0.1 3.4

t10 1.8 0.9 0.3 3.0

(weight(ua,attractiveness)=0.3), and a weight of 0.1 to the dimension crowdedness
(weight(ua,crowdedness)=0.1), then the user-specific utilities of the individual items
(ti) are the ones shown in Table 1.10.

Managing Inconsistencies In constraint-based recommendation scenarios, we have
to deal with situations where no solution (recommendation) can be identified for a
given set of user requirements, i.e., �.R/I D ;. In such situations, we are interested
in proposals for requirements changes such that a solution can be found. For
example, if a user is interested in travel destinations for entertainment with an
overall evaluation of 5.0 in the summer season, then no solution can be provided
for the given set of requirements R = fr1 W season D summer; r2 W topics D

entertainment; r3 W eval D 5:0g.
User support in such situations can be based on the concepts of conflict detection

[44] and model-based diagnosis [13, 15, 72]. A conflict (or conflict set) with regard
to an item set I in a given set of requirements R can be defined as follows.

Definition (Conflict Set) A conflict set is a set CS � R such that �.CS/I D ;. CS is
minimal if there does not exist a conflict set CS’ with CS’ � CS.

In our example, we are able to determine the following minimal conflict sets CSi:
CS1 W fr1; r3g, CS2 W fr2; r3g. We will not discuss algorithms that support the deter-
mination of minimal conflict sets but refer the reader to the work of Junker [44] who
introduces a divide-and-conquer based algorithm with a logarithmic complexity in
terms of the needed number of consistency checks.

Based on the identified minimal conflict sets, we are able to determine the
corresponding (minimal) diagnoses. A diagnosis for a given set of requirements
which is inconsistent with the underlying item table can be defined as follows.

Definition (Diagnosis) A diagnosis for a set of requirements R = fr1; r2; : : : ; rng is
a set � � R such that �.R��/I ¤ ;. A diagnosis � is minimal if there does not exist
a diagnosis �0 with �0 � �.

In other words, a diagnosis (hitting set) is a minimal set of requirements that have
to be deleted from R such that a solution can be found for R - �. The determination
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of the complete set of minimal diagnoses for a set of requirements inconsistent with
the underlying item table (the corresponding conjunctive query results in ;) is based
on the construction of hitting set trees [72].

There are two possibilities of resolving the conflict set CS1. If we decide to delete
the requirement r3, �.fr1;r2g/I ¤ ;, i.e., a diagnosis has been identified (�1 D fr3g)
and—as a consequence—all CSi have been resolved. Choosing the other alternative
and resolving CS1 by deleting r1 does not result in a diagnosis since the conflict CS2

is not resolved. Resolving CS2 by deleting r3 does not result in a minimal diagnosis,
since r3 already represents a diagnosis. The second (and last) minimal diagnosis that
can be identified in our running example is �2 D fr1; r2g. For a detailed discussion
of the underlying algorithm and analysis, we refer to [21, 72]. Note that a diagnosis
provides a hint to which requirements have to be changed. For a discussion of how
requirement repairs (changes) are calculated, we refer to Felfernig et al. [19].

Critiquing-Based Recommendation

Critiquing-based recommender systems support the navigation in the item space
where in each critiquing cycle a reference item is presented to the user and the
user either accepts the (recommended) item or searches for different solutions
by specifying critiques (see Fig. 1.1). Critiquing-based recommender systems are
useful in situations where users are not experts in the item domain and prefer to
specify their requirements on the level of critiques [46]. Critiques are basic criteria
that are used for determining new recommendations which take into account the
(changed) preferences of the current user. Examples of such critiques in the context
of our running example are higher level of security and higher attractiveness.
Critiques are used as search criteria to identify corresponding candidate items, i.e.,
items that are shown to the user if he/she has specified critiques on the current
reference item. Critiquing-based recommenders often search for items that are
similar to the current reference item and additionally take into account the new

Fig. 1.1 Example of a
critiquing scenario: an item
(t4) is shown as reference
item to the user. The user
specifies the critique “higher
security.” The new reference
item is t1 since it is consistent
with the critique and the item
most similar to t4 (here, it is
also the only remaining
alternative)
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criteria defined as critiques. When searching for a new reference item, similarity
and diversity metrics are applied to systematically guide the navigation in the item
space [43].

Similarity metrics in critiquing-based approaches are used to determine the
similarity between a reference item currently shown to the user and a set of
candidate items to be shown to the user in the next critiquing cycle. Example
similarity metrics often used in the context of critiquing-based recommendation
scenarios are represented by Formulae 1.5–1.9. In this context, sim.r; c/ denotes
the similarity between the reference item r and the candidate item c, the subroutine
s.r:i; c:i/ is represented by different attribute-level similarity metrics (MIB, LIB,
NIB, and EIB). If a higher attribute value is better than a lower one, More-Is-
Better (MIB) (Formula 1.6) is used to evaluate the attribute of a candidate item
(c:i). Vice versa, if low attributes values are considered better, the Less-Is-Better
(LIB) similarity metric is used (Formula 1.7). Furthermore, Nearer-Is-Better (NIB)
(Formula 1.8) is used if the attribute value of the candidate item should be as near
as possible to the attribute r:i. Finally, Equal-Is-Better (EIB) is used in situations
where attribute values should be equal (Formula 1.9). Besides taking into account
the similarity between the reference item and candidate items, some critiquing-
based systems also take into account the compatibility of a candidate item with
regard to the complete critiquing history [61]. Thus, a trade-off between similarity
to the reference item and critique compatibility can be achieved.

sim.r; c/ D
X

i2attributes

s.r:i; c:i/ � w.i/ .˙i2attributesw.i/ D 1/ (1.5)

MIB W s.r:i; c:i/ D
val.c:i/ � minval.r:i/

maxval.r:i/ � minval.r:i/
(1.6)

LIB W s.r:i; c:i/ D
maxval.r:i/ � val.c:i/

maxval.r:i/ � minval.r:i/
(1.7)

NIB W s.r:i; c:i/ D 1 �
jval.r:i/ � val.c:i/j

maxval.r:i/ � minval.r:i/
(1.8)

EIB W s.r:i; c:i/ D

(
1 if r:i D c:i

0 otherwise
(1.9)

If users are knowledgeable in the item domain, the application of search-
based approaches such as constraint-based recommendation makes more sense.
Different types of critiquing-based approaches primarily differ in terms of the way
in which user preferences can be specified. Unit critiquing [10, 54] only supports
the definition of critiques (change requests) that are related to a single item property
(attribute). Compound critiques allow the specification of change requests over
multiple item properties and thus allow to reduce the number of needed critiquing
cycles [60]. Finally, experience-based critiquing takes into account critiquing
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histories of previous users to better predict reference items and thus to reduce
the number of needed interaction cycles [54, 62]. For an in-depth discussion of
different (additional) variants of critiquing-based recommendation, we refer to
[10, 11, 32, 54, 60, 73].

Hybrid Recommendation

After having discussed the basic recommendation approaches of collaborative
filtering, content-based filtering, constraint-based, and critiquing-based recommen-
dation, we will now present some possibilities to combine these.

A major motivation for the development of hybrid recommender systems is
the opportunity to achieve a better accuracy [9]. There are different approaches
to evaluate the accuracy of recommendation algorithms. These approaches can be
categorized into predictive accuracy metrics such as the mean absolute error (MAE),
classification accuracy metrics such as precision and recall, and rank accuracy
metrics such as Kendall’s Tau (see Chap. 3). For a discussion of accuracy metrics
in recommendation scenarios for individual users, we refer to Gunawardana and
Shani [34] and Jannach et al. [43].

We now take a look at example design types of hybrid recommenders [9, 43].
These are weighted, mixed, and cascade (see Table 1.11). The basic assumption
in the following example is that individual recommendation approaches return a
list of five recommended items where each item has an assigned (recommender-
individual) prediction out of {1.0, 2.0, 3.0, 4.0, 5.0}. For a more detailed discussion
of hybridization strategies, we refer the reader to Burke [9] and Jannach et al. [43].

Weighted Weighted hybrid recommendation is based on the idea of deriving
recommendations by combining the results (predictions) computed by individual
recommenders. An example thereof is depicted in Table 1.12 where the individual

Table 1.11 Examples of hybrid recommendation approaches (RECS = set of recommenders, s =
recommender-individual prediction, score = item score)

Method Description Calculation

Weighted Predictions (s) of individual
recommenders are summed up

score(item)=˙rec2RECS s.item; rec/

Mixed Recommender-individual predictions
(s) are combined into one
recommendation result

score(item) = zipper-function(item,
RECS)

Cascade The prediction of one recommender
(n� 1) is used as input for the next
recommender (n)

score(item) = s(item, recn) 
s(item,recn�1) . . .
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Table 1.12 Example of weighted hybrid recommendation: individual predictions are integrated
into a score

Items t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

s(ti, collaborative filtering) 1.0 3.0 � 5.0 � 2.0 � 4.0 � �

s(ti, content�based filtering) � 1.0 2.0 � � 3.0 4.0 5.0 � �

score(ti) 1.0 4.0 2.0 5.0 0.0 5.0 4.0 9.0 0.0 0.0

ranking(ti) 7 4 6 2 8 3 5 1 9 10

Item t8 receives the best overall score (9.0)

Table 1.13 Example of mixed hybrid recommendation: individual predictions are integrated into
one score conform the zipper principle (best collaborative filtering prediction receives score=10.0,
best content-based filtering prediction receives score=9.0 and so forth)

Items t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

s(li, collaborative filtering) 1.0 3.0 � 5.0 � 2.0 � 4.0 � �

s(li, content�based filtering) � 1.0 2.0 � � 3.0 4.0 5.0 � �

score(li) 4.0 8.0 5.0 10.0 0.0 6.0 7.0 9.0 0.0 0.0

ranking(li) 7 3 6 1 8 5 4 2 9 10

item scores of a collaborative and a content-based recommender are summed up.
Item t8 receives the highest overall score (9.0) and is ranked highest by the weighted
hybrid recommender.6

Mixed Mixed hybrid recommendation is based on the idea that predictions of
individual recommenders are shown in one integrated result. For example, the
results of a collaborative filtering and a content-based recommender can be ranked
as sketched in Table 1.13. Item scores can be determined, for example, on the
basis of the zipper principle, i.e., the item with the highest collaborative filtering
prediction value receives the highest overall score (10.0), the item with the best
content-based filtering prediction value receives the second best overall score, and
so forth.

Cascade The basic idea of cascade-based hybridization is that recommenders in
a pipeline of recommenders exploit the recommendation of the upstream recom-
mender as a basis for deriving their own recommendation. The constraint-based
recommendation approach is an example of a cascade-based hybrid recommen-
dation approach. First, items that are consistent with the given requirements are
preselected by a conjunctive query Q. We can assume, for example, that s(item,Q)
= 1.0 if the item has been selected and s(item,Q) = 0.0 if the item has not
been selected. In our case, the set of requirements {r1 W topics D nature} in
the running example leads to the selection of the items {t2; t4; t7; t8}. Thereafter,
these items are ranked conform to their utility for the current user (utility-based

6If two or more items have the same overall score, a possibility is to force a decision by lot; where
needed, this approach can also be applied by other hybrid recommendation approaches.
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ranking U). Based on the entries of Table 1.10, a utility-based ranking (U) would
determine the item order utility(t2) � utility(t8) > utility(t4) > utility(t7), assuming
that the current user assigns a weight of 0.6 to the interest dimension security
(weight(ua,security) = 0.6), a weight of 0.3 to the interest dimension attractiveness
(weight(ua,attractiveness) = 0.3), and a weight of 0.1 to the interest dimension
crowdedness (weight(ua,crowdedness) = 0.1). In this example, the recommender Q
is the first one and the results of Q are forwarded to the utility-based recommender.

Further Approaches Further hybrid recommendation approaches are the following
[9]. Switching denotes an approach where—depending on the current situation—
a specific recommendation approach is chosen. For example, if a user has a low
level of product knowledge, then a critiquing-based recommender will be chosen.
Vice-versa, if the user is an expert, an interface will be provided where the
user is enabled to explicitly state his/her preferences on a detailed level. Feature
combination denotes an approach where different data sources are exploited by
a single recommender. For example, a recommendation algorithm could exploit
semantic item knowledge in combination with item ratings (see Table 1.8).

Outlook Due to the increasing popularity of social platforms and online com-
munities, group recommender systems are becoming an increasingly important
technology [36, 58]. Example application domains of group recommendation
technologies include tourism [61] (e.g., which hotels or travel destinations should
be visited by a group?) and interactive television [57] (which sequence of television
programs will be accepted by a group?). For the most part, group recommendation
algorithms are operating on simple items such as hotels, travel destinations, and
television programs. Examples of complex items are cars, round trips, and software
release plans. In the remainder of this book, we will discuss different approaches
that determine item recommendations for groups.

1.4 Relationship Between Algorithms and Choice Patterns

As already mentioned, recommender systems can be regarded as important support
for human decision making [42]. In the following, we will briefly discuss different
patterns of choice, i.e., approaches people use to solve a decision task/problem.
Following the concepts introduced in [41, 42], we will explain these patterns
and point out related recommendation approaches. Our major motivation for this
discussion is the increasingly perceived relevance of human decision making aspects
in recommendation contexts [42, 55].

Socially-Influenced Choice If someone is interested in purchasing a digital camera,
has no experiences in the item domain, but knows friends who are photography
enthusiasts, there is a high probability that the opinion of these friends can have
an impact on the camera purchase decision. People are influenced by the opinions
and advice of friends beyond item recommendation, for example, in terms of social
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expectations of what is “cool” or what is “politically correct” [42]. From the
viewpoint of recommender systems, collaborative filtering [48] simulates socially-
influenced decisions where the preferences of nearest neighbors (social environment
of the user) are taken as input for recommendations proposed to the current user.
In such recommendation scenarios, trust plays an important role since only the
preferences of trusted users should be taken into account by the recommendation
algorithm [30, 65]. If available, an important aspect to be taken into account are
social networks which can serve as a basis for representing a user’s trust networks
and also to determine the nearest neighbors relevant in the recommendation context
[35]. In scenarios where groups of users have to make a decision, the personal
opinion of a group member is in many cases influenced by his/her surroundings,
i.e., other group members or even other groups [71]. Consequently, a key feature of
group decisions is that social influence occurs not only in the environment but also
within the group of decision makers themselves (see Chap. 9)—a fact that makes
the socially-based pattern even more important than it is for individual choices.

Attribute-Based Choice This pattern is based on the idea that individual alternatives
(items) are described by attributes which can be associated with importance values
that reflect individual relevance. People can in principle evaluate an item by consid-
ering the values and importances of its attributes and computing something like a
weighted sum for each item. More typically, they apply less effortful strategies. For
example, attributes can serve as criteria to figure out whether an alternative should
be taken into account (also denoted as elimination by aspects where users are kept in
the loop), serve as a basis for the ranking of the available alternatives (utility-based
ranking), or can be used for both purposes [5, 42, 67]. Due to the fact that importance
of attributes and preferences for particular attribute levels are not stable and are not
known in detail from the beginning [4], decision processes are iterative where users
change or slightly adapt their preferences. Recommenders often integrated in such
scenarios are utility-based and constraint-based recommenders [8, 14]. Constraint-
based recommendation [14] is regarded as a special type of knowledge-based
recommendation approach where the recommendation knowledge is represented in
terms of explicitly defined attributes and constraints. The second type of knowledge-
based recommendation (if we interpret item attributes and corresponding critiques
as semantic knowledge) is represented by critiquing-based systems [11] where users
specify change requests with regard to a reference alternative and the recommender
system proposes a new candidate alternative that takes into account previous
critiques. Critiques are typically defined on item attributes, therefore critiquing-
based approaches can also be helpful to support attribute-based decision processes.
There are situations where attribute-based decisions have to be supported for groups.
Group members have to develop consensus with regard to a set of attributes,
for example, arriving at a common set of importance weights or agreeing on the
selection of an attribute value. If contradicting preferences occur, visualization and
analysis methods can be applied to resolve inconsistencies [26].

Trial & Error Based Choice This choice pattern is often used in situations where
the item domain is unknown and users want to better understand the domain and
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analyze the pros and cons of the different existing options in more detail [41].
For example, customers purchase the trial version of a software, test different cars,
or evaluate some potential holidays within the scope of a short-term visit. In the
context of recommender systems, trial & error based decisions are supported, for
example, by critiquing-based recommendation approaches [11] where a user ana-
lyzes individual recommendations and then defines criteria that should additionally
be taken into account when presenting the next item. Critiquing-based approaches
support explorative navigation in large search spaces which better helps to develop
an understanding of the item domain [43]. Critiquing-based recommendation also
plays a role when it comes to determining recommendations for groups. For
example, a group makes a decision with regard to a skiing resort to visit in the
next winter season [61].

Experience-Based Choice This type of choosing can be applied to situations where
experiences of users from the past directly influence current decisions, often making
it unnecessary to apply any of the other choice patterns (see, e.g., [3]). For example,
if someone purchased a book from a specific author or a specific publisher, this
experience can be exploited in future purchasing scenarios and books from one
consideration set could be preferred based on these experience-based criteria.
Another example is car purchasing: if a customer is completely satisfied with his/her
car (specific brand), there is a good chance that he/she will stick with the brand when
purchasing a new car. In this context, positive feelings from the past trigger positive
feelings about specific alternatives in ongoing decision processes [42]. From
the point of view of recommendation approaches, content-based recommendation
implements experience-based decisions in the sense that positively-rated purchases
in the past represent major criteria to recommend similar items in the future. For
example, a user liked a book of a specific author, therefore a new book from the same
author is recommended to the user. We want to point out that in the recommender
systems community, critiquing-based recommendation [11] is also considered as
specific type of case-based recommendation [53, 77] where items are regarded as
cases and items similar to a given set of user requirements (the case description)
are recommended. Since cases represent experiences from the past, critiquing-
based recommendation can also be considered as representative of experience-based
decisions. This becomes even clearer if we take a look at recent experience-based
critiquing approaches where experiences from previous recommendation sessions
are taken into account and users with similar critiquing histories receive similar
recommendations [54, 62]. Here, the experience-based pattern is supplemented with
the socially-based, since the experiences of other persons are being exploited as
well.

Consequence-Based Choice An alternative decision strategy is to think about the
potential consequences of choosing a specific alternative. In contrast to decision
patterns such as attribute-based decisions and socially-influenced decisions, think-
ing about the consequences of making a specific decision (choosing a specific
alternative) constitutes an additional dimension of a decision process. One challenge
in this context is the uncertainty about the consequences of taking a decision
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and how to best deal with this. Since anticipating and evaluating consequences is
typically an effortful process, people are more likely to do so in some domains
than in others. Low involvement items, i.e., items with lower risk impacts related
to suboptimal decisions (e.g., movies, restaurants, and songs) will result in less
investment in the analysis of the impact of choosing such items. In contrast, high-
involvement items, i.e., items with higher associated risks, will result in higher
investment in the analysis of the consequences of choosing a specific alternative.
We want to point out that consequence-based decision patterns are often orthogonal,
i.e., they play a role in combination with each of the mentioned recommendation
approaches. Like all of the choice patterns, the consequence-based pattern can be
combined with other patterns. For example, a chooser may apply the attribute-based
pattern to quickly form a consideration set and then apply the consequence-based
pattern to the consideration set. An important aspect of decision making is the
relatively strong emphasis on the potential negative consequences of a decision—
this aspect is taken into account in prospect theory [45], an asymmetric utility
function which postulates that losses have a higher negative evaluation compared
to equal gains.

Policy-Based Choice In the initial phase of a decision process, it can be the case that
decision makers also define their decision policy. For example, during the weekend,
if a movie recommender proposes a thriller and a cartoon, a family may apply
a general policy of first consuming the movie that is suitable for children. They
don’t need to think in each case about the justification for this policy (i.e., that
children need to go to bed earlier). When deciding about the next restaurant for a
Christmas party, a company could have predefined the (meta-level) decision policy
of majority voting, i.e., the majority defines which restaurant will be chosen for
the next Christmas party. If two books with equal average ratings and high-quality
reviews are in a consideration set, the customer could purchase the book from a
publisher he/she previously found satisfying. A book customer may (for any of
various reasons) have acquired the policy of buying a particular type of book from a
particular publisher. In that case, the customer does not even need to consider books
from other publishers. As these examples suggest, the policy-based decision pattern
can play a role in the context of each basic recommendation scenario (collaborative,
content-based, constraint-based, and critiquing-based).

1.5 Book Overview

In this chapter, we introduced recommender systems as a basic technology to
support different decision scenarios. We gave an overview of recommendation
algorithms and showed their application in the context of a scenario from the
travel domain. Finally, we discussed the relationship between basic patterns of
human choice and related supportive recommendation approaches. The remainder
of this book is organized as follows. In Chap. 2, we provide an overview of group
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recommendation algorithms with the goal of showing how basic recommendation
algorithms (collaborative filtering, content-based filtering, constraint-based, and
critiquing-based recommendation) can be tailored to group settings. In this context,
we show the relationship of group recommenders to the algorithms discussed in
Chap. 1. In Chap. 3, we sketch approaches to evaluate group recommender systems.
An overview of existing applications of group recommendation technologies is
provided in Chap. 4. In Chap. 5, we focus on a discussion of ways to elicit and
manage user preferences. Chapter 6 deals with explanation approaches in the
context of group recommendation. In Chap. 7, we introduce additional decision
scenarios, for example, group-based configuration, group-based resource balancing,
and group-based release planning. Chapter 8 analyzes the existence and ways to
counteract decision biases that can occur in the context of group decision making.
Chapter 9 focuses on the role of personality and emotion in group recommendation.
Finally, the book is concluded with a summary and an outlook (see Chap. 10).
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Chapter 2
Algorithms for Group Recommendation

Alexander Felfernig, Müslüm Atas, Denis Helic,
Thi Ngoc Trang Tran, Martin Stettinger, and Ralph Samer

Abstract In this chapter, our aim is to show how group recommendation can
be implemented on the basis of recommendation paradigms for individual users.
Specifically, we focus on collaborative filtering, content-based filtering, constraint-
based, critiquing-based, and hybrid recommendation. Throughout this chapter, we
differentiate between (1) aggregated predictions and (2) aggregated models as basic
strategies for aggregating the preferences of individual group members.

2.1 Introduction

As discussed in Chap. 1, there are many real-world scenarios where recommenda-
tions have to be made to groups. The main task in these scenarios is to generate
relevant recommendations from the preferences (evaluations) of individual group
members. As illustrated in Table 2.1, group recommendation approaches can be
differentiated with regard to the following characteristics [45, 46].

Preference Aggregation Strategy In group recommender systems, there are two
basic aggregation strategies [34]. First, recommendations are determined for indi-
vidual group members and then aggregated into a group recommendation.1 Second,
the preferences of individual users are aggregated into a group profile which is then
used to determine a group recommendation. In this chapter, we show how both
strategies can be applied with different recommendation algorithms.

Recommendation Algorithm The recommendation logic of group recommenders is
in many cases based on single user recommenders (collaborative filtering, content-

1One can also distinguish between the aggregation of items and the aggregation of evaluations
(e.g., ratings in collaborative filtering) [6, 34]—in this chapter we will provide examples of both.
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Table 2.1 Characteristics to classify group recommenders [45, 46]

Characteristic Description

Preference aggregation
strategy

(1) Determination of items/ratings for individual group members,
thereafter aggregation of these items/ratings to a group
recommendation, or (2) aggregation of the preferences of group
members into a group profile, thereafter determination of a
recommendation for the group

Recommendation
algorithm

One of the recommendation algorithms (i.e., collaborative,
content-based, constraint-based, critiquing-based, and hybrid)

Preferences known
beforehand?

For example, in collaborative filtering, ratings are known beforehand
[2]. In conversational approaches, preferences are constructed over
time [36]

Immediate item
consumption?

Group recommenders can recommend (1) items that will be
consumed in the future (e.g., holiday destinations as a basis for a final
decision taken by (a) a responsible person or (b) a group on the basis
of a discussion [35]), or (2) items consumed immediately (e.g., songs
[45])

Active or passive
group?

A group is passive if it does not actively influence the construction of
a group profile [2]. Active groups negotiate the group profile [33, 50]

Number of
Recommended Items

A group recommender can focus on the recommendation of (1) a
single item as is the case with travel destinations [33] or (2) multiple
items represented, for example, as a sequence (e.g., television items
[45])

Type of Preference
Acquisition

Preferences can be acquired by interpreting, for example, the ratings
of items or by engaging users in a preference construction process
[35]

based filtering, constraint-based, critiquing-based, and hybrid recommendation)
[24] combined with selected aggregation functions from social choice theory
[45, 52]. These functions will be discussed on the basis of examples from the travel
domain introduced in Chap. 1.

Preferences Known Beforehand Consider the example of single-shot recommenda-
tions determined on the basis of collaborative filtering. Some user preferences are
already known from previous recommendation sessions, and so do not need to be
determined in an iterative process. In contrast, conversational recommender systems
[10, 12, 18, 42, 47, 49] engage users in a dialog to elicit user preferences.

Immediate Item Consumption On the one hand, a pragmatics of a recommendation
can be that a group directly experiences the recommended items. For example,
consider songs consumed by members of a fitness studio or commercials shown
on public screens. On the other hand, recommendations are often interpreted as
proposals without the items being experienced immediately.

Active or Passive Group On the one hand, group profiles can be generated
automatically if the preferences of the group members are known. On the other
hand, especially when using constraint-based or critiquing-based recommenders,
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preferences are constructed (i.e., not known beforehand) and thus are adapted and
extended within the scope of negotiation processes. The more intensively group
models are discussed and negotiated, the higher the degree of group activity.

Number of Recommended Items The output of a group recommender can be a
single item (e.g., restaurant for a dinner or a movie), but also packages (e.g., travel
packages), sequences (e.g., songs or travel plans), and even configurations (e.g.,
software release plans and cars).2

Type of Preference Acquisition Preferences can be collected implicitly (through
observation, for example, of user’s item consumption patterns) or explicitly by
engaging users in a preference construction process. The latter is the case especially
in conversational recommendation [10, 12, 18, 42, 47].

2.2 Preference Aggregation Strategies

Independent of the way preferences are acquired from individual group mem-
bers (see Chap. 5), a group recommendation is determined by aggregating these
preferences in one way or another [34]. In group recommender systems, the
determination of recommendations depends on the chosen preference aggregation
strategy [2, 6, 27, 34, 37, 43, 62].

There are two aggregation strategies (see Fig. 2.1): (1) aggregating recommended
items (or evaluations) that were generated separately for each user profile up.ui/ and
(2) aggregating individual user profiles up.ui/ into a group profile gp. In the first
case, the recommendation step precedes the aggregation step—item evaluations or
items recommended to individual group members are aggregated into a correspond-
ing group recommendation. In the second case, the aggregation step precedes the
recommendation step—group profiles aggregated from individual user profiles are
the basis for determining a group recommendation. Following the discussions in
[3, 34], we denote the first aggregation strategy as aggregated predictions and the
second one as aggregated models (see Fig. 2.1).

Aggregated Predictions There are two basic approaches to aggregate predictions.
First, recommendations (items) determined for individual group members can be
merged. This approach can be used if a a set of candidate solutions should be
presented and the group members are in charge of selecting one out of the candidate
items. In this context, specific items which are not very appealing for some group
members are not filtered out. Group members play an important role in the decision
making process, since no ranking of the individual candidate items is provided.
Second, group-member-specific predictions for candidate items are aggregated. The
outcome of this approach is a ranking of candidate items.

2See Chap. 7.
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Fig. 2.1 Two basic aggregation strategies in group recommendation: (1) recommendation based
on single user profiles with a downstream aggregation of items (or evaluations/ratings) recom-
mended to group members/users (aggregated predictions) and (2) recommendation based on
aggregated models (group profiles)

Aggregated Models Instead of aggregating recommendations for individual users,
this approach constructs a group preference model (group profile) that is then used
for determining recommendations. This is especially useful in scenarios where
group members should have the opportunity to analyze, negotiate, and adapt the
preferences of the group [34]. Another advantage of applying group preference
models is that the privacy concerns of users can be alleviated, since there is no
specific need to record and maintain individual user profiles.

Although studies exist that compare the predictive quality of the two basic aggre-
gation approaches (aggregated predictions and aggregated models) [2, 3, 5, 13],
more in-depth comparisons are needed that also focus on specific group properties
such as size, homogeneity (e.g., similarity between group members can have a
negative impact on the decision quality), the item domain (e.g., high-involvement vs.
low-involvement items [26]), and also the ways in which individual and group rating
behavior differs [56]. After introducing a couple of social choice based preference
aggregation functions that help to implement aggregated predictions and aggregated
models, we show how preference aggregation can be implemented in the context of
collaborative- and content-based filtering as well as constraint-based, critiquing-
based, and hybrid recommendation.
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2.3 Social Choice Based Preference Aggregation Functions

A major issue in all of the mentioned group recommendation scenarios is how to
adapt to the group as a whole, given information about the individual preferences of
group members [1, 45]. As there is no optimal way to aggregate recommendation
lists [1], corresponding approximations (in the following denoted as aggregation
functions) have to be used to come up with a recommendation that takes into
account “as far as possible” the individual preferences of group members. As
mentioned in [46, 57], the aggregation functions can be categorized into majority-
based (M), consensus-based (C), and borderline (B). Table 2.2 provides an overview
of different kinds of aggregation functions taken from social choice theory3

[11, 44, 45, 58] and their categorization into one of the three mentioned categories
(M, C, and B).

Majority-Based Aggregation Functions (M) represent aggregation mechanisms that
focus on those items which are the most popular [44, 58]. Examples of majority-
based functions are Plurality Voting (PLU) (winner is the item with the highest
number of votes), Borda Count (BRC) (winner is the item with the best total ranking
score where each item rank4 is associated with a score 0 .. #items�1), and Copeland
Rule (COP) (winner is the item that outperforms other items in terms of pairwise
evaluation5 comparison) (see Table 2.3). Equal evaluations in BRC are handled as
follows: in the example of Table 2.3, user u2 provided the rating 2:5 for t2 and t3;
both items receive the same score which is 0C1

2
D 0:5.

When comparing the items t1 and t2 in Table 2.3, t1 outperforms t2 two times and
loses once in terms of user evaluations (u1 W 5:0 vs. u2 W 3:0, u1 W 4:5 vs. u2 W 2:5,
and u1 W 3:5 vs. u2 W 4:0) which results in a win (“+”) 2:1. Comparing items t2 and
t3 results in a tie 1:1 which is indicated by “0” in Table 2.3. Such an evaluation has
to be performed for each item in order to determine a winner on the basis of COP
(see the rhs of Table 2.3). A further majority-based aggregation function is Approval
Voting (APP) that recommends items with the highest number of supporting users.
In this context, support is measured in terms of the number of item evaluations above
a defined threshold.

Consensus-Based Functions (C)6 represent aggregation mechanisms that take
into account the preferences of all group members [58]. Examples are Additive
Utilitarian (ADD) (winner is the item with the maximum sum of user-individual
evaluations), Average (AVG) (winner is the item with the maximum average of the
user-individual evaluations—in the line of ADD,7 the function causes problems

3Also denoted as group decision making.
4The highest rank is assumed to be 1. For example, in collaborative filtering it is associated with
the highest rating. The highest rank is associated with the score #items-1.
5For example, when using collaborative filtering, evaluations are denoted as ratings.
6Also denoted as democratic functions.
7ADD and AVG result in the same rankings.
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Table 2.2 Basic aggregation functions for group recommender systems [11, 40, 45, 46, 57] where
argmax is assumed to return a recommended item. Tie breaking rules such as random selection can
be applied. M, C, and B denote the aggregation categories majority-based, consensus-based, and
borderline; u represents a user (group member), G a group, t an item, and I a set of items

Aggregation strategy Description Recommendation

Additive Utilitarian
(ADD) [C]

Sum of item-specific
evaluations

argmax
.t2I/

.˙u2Geval.u; t//

Approval Voting
(APP) [M]

Number of item-specific
evaluations above an
approval threshold

argmax
.t2I/

.jfu 2 G W eval.u; t/ �

thresholdgj/

Average (AVG) [C] Average of item-specific
evaluations

argmax
.t2I/

.
˙u2Geval.u;t/

jGj
/

Average without
Misery (AVM) [C]

Average of item-specific
evaluations (if all
evaluations are above a
defined threshold)

argmax
.t2IW69u2Gjeval.u;t/�threshold/

.
˙u2Grating.u;t/

jGj
/

Borda Count (BRC)
[M]

Sum of item-specific
scores derived from item
ranking

argmax
.t2I/

.˙u2Gscore.u; t//

Copeland Rule (COP)
[M]

Number wins
(w)—number losses (l) in
pair-wise evaluation
comparison

argmax
.t2I/

.jw.t; I � ftg/j � jl.t; I � ftg/j/

Fairness (FAI) [C] Item ranking as if
individuals (u 2 G) choose
them one after the other

argmax
.t2I/

.eval.u; t// [in each iteration]

Least Misery (LMS)
[B]

Minimum item-specific
evaluation

argmax
.t2I/

.mineval.t//

Majority Voting
(MAJ) [B]

Majority of evaluation
values per item

argmax
.t2I/

.majorityeval.t//

Most Pleasure (MPL)
[B]

Maximum item-specific
evaluation

argmax
.t2I/

.maxeval.t//

Most Respected
Person (MRP) [B]

Item-evaluations of most
respected user

argmax
.t2I/

.eval.umrp; t//

Multiplicative (MUL)
[C]

Multiplication of
item-specific evaluations

argmax
.t2I/

.˘u2Geval.u; t//

Plurality Voting (PLU)
[M]

Item with the highest
#votes from u 2 G

argmax
.t2I/

.votings.t// [in each iteration]

in the context of larger groups since the opinions of individuals count less),
and Multiplicative (MUL) (winner is the item with the maximum product of the
user-individual evaluations) (see Table 2.4). Further majority-based aggregation
functions are Average without Misery (AVM) that recommends the average eval-
uation for items that do not have individual ratings below a defined threshold and
Fairness (FAI) which ranks items as if individuals are choosing them in turn [45].
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Table 2.3 Examples of majority-based aggregation: Plurality Voting (PLU), Borda Count (BRC),
and Copeland Rule (COP, “+” indicates a win, “�” a loss, and “0” a tie)

Votes Evaluations (scores) Evaluations COP index

Item u1 u2 u3 PLU u1 u2 u3 BRC u1 u2 u3 t1 t2 t3 COP

t1 1 1 0 2
p

5.0(2) 4.5(2) 3.5(1) 5
p

5.0 4.5 3.5 0 + + 2
p

t2 0 0 1 1 3.0(0) 2.5(0.5) 4.0(2) 2.5 3.0 2.5 4.0 – 0 0 �1

t3 0 0 0 0 3.5(1) 2.5(0.5) 1.5(0) 1.5 3.5 2.5 1.5 – 0 0 �1
p

denotes the item ti with the best evaluation, i.e., the recommendation

Table 2.4 Examples of
consensus-based aggregation:
Additive Utilitarian (ADD),
Average (AVG), and
Multiplicative (MUL)

Evaluations

Item u1 u2 u3 ADD AVG MUL

t1 5 2 2 9 3 20

t2 3 3 4 10
p

3.3
p

36
p

t3 2 3 2 7 2.3 12

Table 2.5 Examples of
Borderline aggregation: Least
Misery (LMS), Most Pleasure
(MPL), and Majority Voting
(MAJ)

Evaluations

Item u1 u2 u3 LMS MPL MAJ

t1 5 2 2 2 5
p

2

t2 3 3 4 3
p

4 3
p

t3 2 3 2 2 3 2

Borderline Functions (B) represent aggregation mechanisms that take into account
only a subset of the user preferences [58]. Examples of borderline functions are
Least Misery (LMS) (winner is the item with the highest of all lowest evaluations
given to items—when using this function, items may be selected that nobody hates
but also nobody really likes; furthermore, there is the danger that a minority dictates
the group (especially in settings involving larger groups) [44]), Most Pleasure
(MPL) (winner is the item with the highest of all individual evaluations—items
may be selected that only a few persons really like),8 and Majority Voting (MAJ)
(item with the highest number of all evaluations representing the majority of item-
specific evaluations) (see Table 2.5). A further borderline aggregation function is
Most Respected Person (MRP) that recommends a rating (evaluation) proposed by
the most respected individual.

The following discussions of group recommendation approaches will be based
on a set of example items from the travel domain (see Chap. 1). Using these
items, we will show how different recommendation approaches can determine group
recommendations with aggregated models and aggregated predictions.

8Variants thereof can be considered [44], for example, most pleasure without misery where only
items are considered that do not have evaluations below a predefined threshold.
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2.4 Collaborative Filtering for Groups

Collaborative filtering (CF) [38, 41] is based on the idea of recommending items that
are derived from the preferences of nearest neighbors, i.e., users with preferences
similar to those of the current user. In the following, we show how aggregated
predictions and aggregated models can be applied to CF for groups.

Aggregated Predictions When applying the aggregated predictions strategy in
combination with collaborative filtering, ratings are determined for individual users
and then aggregated into a recommendation for the group (see Fig. 2.2).

Following this approach, for each group member (and corresponding recom-
mender) i and each item j not rated by this group member, a rating prediction Orij

is determined [4]. For simplicity, we assume that the items ft1; ::; t10g in Table 2.6
have not been previously consumed by the group members, i.e., the rating has
been proposed by a collaborative filtering algorithm.9 Thereafter, these predictions
are aggregated on the basis of different aggregation functions (see Table 2.2).
In the following example, we assume that some variant of collaborative filtering
[17, 28, 53] has already been applied to predict ratings (e.g., a matrix factorization
approach [51, 56] can be applied to infer user � item rating tables as shown in
Table 2.6).

The result of the aggregation step is a ranking of candidate items. In our example,
the majority of aggregation functions recommends the item t6.

An alternative to the aggregation of ratings is to aggregate predicted items
where items determined by individual recommenders are aggregated into a group
recommendation (see Fig. 2.3).

Following this approach, items with the highest predicted rating for a specific
user are considered as part of the recommendation. If we want to generate a
recommendation consisting of, for example, at most 10 items, the two top-rated

Fig. 2.2 Collaborative filtering for groups based on aggregated predictions (ratings). Orij is the
rating prediction for item j proposed by recommender i .i D 1::n/

9Item predictions for individual users can be based on collaborative recommendation approaches
as introduced in Chap. 1.
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Table 2.6 Rating predictions and corresponding scores (scores are used by BRC)

Rating predictions Orij (scores) Aggregation

Name Item u1 u2 u3 u4 u5 AVG BRC LMS

t1 Vienna 5.0(9) 3.5(2) 1.0(0) 4.5(7) 5.0(9) 3.8 27 1.0

t2 Yellowstone 2.5(0) 4.0(4) 3.0(3) 2.0(0) 1.1(0) 2.5 7 1.1

t3 New York 4.9(8) 3.8(3) 4.0(7) 3.3(4) 4.0(5) 4.0 27 3.3
p

t4 Blue Mountains 3.1(2) 5.0(9) 4.2(8) 2.4(1) 4.4(8) 3.8 28 2.4

t5 London 4.0(4) 4.3(7) 3.3(5) 4.1(6) 2.9(3) 3.7 25 2.9

t6 Beijing 4.5(6) 4.1(5) 5.0(9) 3.2(3) 4.2(6) 4.2
p

29
p

3.2

t7 Cape Town 4.2(5) 4.2(6) 3.4(6) 3.1(2) 3.8(4) 3.7 23 3.1

t8 Yosemity 3.4(3) 2.6(0) 1.6(1) 5.0(9) 2.4(2) 3.0 15 1.6

t9 Paris 4.7(7) 3.1(1) 2.7(2) 3.6(5) 2.2(1) 3.3 16 2.2

t10 Pittsburgh 2.6(1) 4.5(8) 3.1(4) 4.6(8) 4.3(7) 3.8 28 2.6

Recommendations are derived on the basis of aggregation functions (AVG, BRC, LMS). The
p

symbol indicates the item with the best evaluation

Fig. 2.3 Collaborative filtering for groups based on aggregated predictions (items)

items (upper bound) in each group member specific recommendation can be
included in the group recommendation. In the example shown in Table 2.6, ft1; t3g

are the two top-rated items of user u1, ft4; t10g are chosen for user u2, ft4; t6g for
user u3, ft8; t10g for user u4, and ft1; t4g for user u5. The union of these group
member individual recommendations is ft1; t3; t4; t6; t8; t10g which represents the
group recommendation—in this context, group members are in charge of item
ranking. This way of constructing a group recommendation is similar to the idea
of the Fairness (FAI) aggregation function (see Table 2.2).

Aggregated Models When using this aggregation approach, ratings of individual
users are aggregated into a group profile gp (see Fig. 2.4). Based on the group profile
(gp), collaborative filtering determines a ranking for each candidate item.

In the aggregated models approach, the group is represented by a group profile
(gp) that includes item-specific evaluations (ratings) derived through aggregation
functions applied to the item ratings of individual group members. Often, the
aggregation is based on a weighted average function (see, e.g., [4]), however, the
aggregation functions mentioned in Table 2.2 can be considered alternatives.
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Fig. 2.4 Collaborative filtering for groups based on aggregated models

Table 2.7 Applying collaborative filtering (CF) to a group profile gp (gp-ratings have no
relationships to earlier examples)

Item Name gp gx 2 NN gy 2 NN Recommended ratings

t1 Vienna 5.0 5.0 4 �

t2 Yellowstone � 4.0 4.5 4.49
p

t3 New York 4.0 3.0 3.5 �

t4 Blue Mountains � 4.5 4 4.44

t5 London 4.0 3.9 3.5 �

t6 Beijing � 3.5 3 3.44

t7 Cape Town � 4.7 3 3.99

t8 Yosemity 3.0 3.8 3.2 �

t9 Paris 4.0 3.9 2.9 �

t10 Pittsburgh � 5.0 3.3 4.28

Average 4.0 4.13 3.5 �

The
p

symbol indicates the item with the best CF-based evaluation

Following the aggregated models strategy, collaborative filtering is applied
to individual group profiles, i.e., for a given group profile (gp), similar group
profiles (k nearest neighbors k-NN)10 are retrieved and used for determining a
recommendation. In our example, the item t2 (Yellowstone) is not known to the
current group gp but received the highest ratings from the nearest neighbor groups
gx and gy (see Table 2.7) which makes it a recommendation candidate for gp.

The similarity between the group profile gp and another group profile gx (the
nearest neighbor) can be determined, for example, using the Pearson correlation
coefficient (see Chap. 1). Formula 2.1 is an adapted version that determines the
similarity between a group profile and the profiles of other groups. In this context,
TDc represents the set of items that have been rated by both groups (gp and gx), rgx;ti
is the rating of group gx for item ti, and rgx is the average rating of group gx.

10In our example, we assume k D 2.
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similarity.gp; gx/ D

P
ti2TDc

.rgp;ti � rgp/ � .rgx;ti � rgx/
qP

ti2TDc
.rgp;ti � rgp/2 �

qP
ti2TDc

.rgx;ti � rgx/2
(2.1)

The information about groups with a similar rating behavior (i.e., nearest
neighbors NN) compared to the current group gp is the basis for predicting the rating
of gp for an item t that has not been rated by members of gp (see Formula 2.2).

prediction.gp; t/ D Or.gp; t/ D rgp C

P
gj2NN similarity.gp; gj/ � .rgj;t � rgj/

P
gj2NN similarity.gp; gj/

(2.2)

Recommendations can also be determined on the basis of ensemble voting [59]:
each aggregation function can represent a vote. The more such votes an item
receives, the higher is its relevance for the group. In our running example, item t6 is
regarded as favorite item since it received the best evaluation by the majority of the
used aggregation functions (see the aggregated predictions example in Table 2.6).

2.5 Content-Based Filtering for Groups

Content-based filtering (CBF) is based on the idea of recommending new items with
categories11 similar to those preferred by the current user. Categories preferred by a
user (group member) are stored in a user profile; these categories are derived from
descriptions of items already consumed by the user.

Aggregated Predictions When using this aggregation strategy, group member indi-
vidual content-based recommenders determine the similarity between (a) items not
consumed by him/her and (b) his/her user profile.12 The identified item similarities
(or items) are then aggregated and thus form the basis of a group recommendation
(see Fig. 2.5).

Table 2.8 depicts example profiles of group members u1::u5. For each of these
profiles, the similarity to the items included in Table 1.8 is determined (we assume
that these items have not been consumed/evaluated by the group members). These
similarity values are the basis for a group recommendation (see Table 2.9).

The user-item similarities of Table 2.9 are calculated by a content-based rec-
ommender (similarity metric 1.3 in Chap. 1). The calculation is based on the item
categories included in Table 2.8, i.e., beach, city tours, nature, and entertainment.
For example, similarity.u1; t2/ D 2�jcategories.u1/\categories.t2/j

jcategories.u1/jCjcategories.t2/j
D 2

3
D 0:66.

11Alternatively, keywords extracted from item descriptions.
12The determination of user � item similarities can be based on content-based recommendation
approaches as discussed in Chap. 1.
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Fig. 2.5 Content-based filtering for groups based on aggregated predictions. Similarity sij denotes
the similarity between user i and item j determined by recommender i (i D 1::n)

Table 2.8 Example profiles
of group members
(preferences regarding travel
destinations)

Individual item categories

Category u1 u2 u3 u4 u5

Beach x x x x x

City tours – x – x –

Nature x – x – x

Entertainment – – – – –

If a group member ui likes a category, this is
denoted with “x”

Table 2.9 User � item similarities (and corresponding scores used by BRC) as input for AVG,
BRC, LMS to derive a group recommendation

User-item similarities (scores) Aggregation

Item Name u1 u2 u3 u4 u5 AVG BRC LMS

t1 Vienna 0(2.5) 0.5(5) 0(2.5) 0.5(5) 0(2.5) 0.2 17.5 0

t2 Yellowstone 0.66(7.5) 0(1) 0.66(7.5) 0(1) 0.66(7.5) 0.4 24.5 0

t3 New York 0(2.5) 0.5(5) 0(2.5) 0.5(5) 0(2.5) 0.2 17.5 0

t4 Blue
Mountains

0.66(7.5) 0(1) 0.66(7.5) 0(1) 0.66(7.5) 0.4 24.5 0

t5 London 0(2.5) 0.5(5) 0(2.5) 0.5(5) 0(2.5) 0.2 17.5 0

t6 Beijing 0(2.5) 0.5(5) 0(2.5) 0.5(5) 0(2.5) 0.2 17.5 0

t7 Cape Town 0.66(7.5) 0.66(8.5) 0.66(7.5) 0.66(8.5) 0.66(7.5) 0.66
p

39.5
p

0.66
p

t8 Yosemity 0.66(7.5) 0(1) 0.66(7.5) 0(1) 0.66(7.5) 0.4 24.5 0

t9 Paris 0(2.5) 0.5(5) 0(2.5) 0.5(5) 0(2.5) 0.2 17.5 0

t10 Pittsburgh 0(2.5) 0.66(8.5) 0(2.5) 0.66(8.5) 0(2.5) 0.26 24.5 0

The
p

symbol indicates the item with the best evaluation

On the basis of a user � item similarity matrix, aggregation functions can
determine a group recommendation. An alternative to the aggregation of similarities
is to aggregate items proposed by individual content-based recommenders. If we
want to generate a recommendation consisting of, for example, at most 5 items
(upper bound), the highest rated item of each group member can be included in the
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Fig. 2.6 Content-based filtering for groups based on aggregated models

Table 2.10 Aggregation of
preferences (categories) of
group members into a group
profile gp

Individual item categories

Category u1 u2 u3 u4 u5 gp

Beach x x x x x x

City tours – x – x – x

Nature x – x – x x

Entertainment – – – – – –

group recommendation. In our example depicted in Table 2.9, ft2g is among the
highest rated items of user u1 (the other three are excluded due to the user-specific
limit of one item), t7 can be selected for user u2, t4 for user u3, t10 for user u4, and t2
for user u5. The group recommendation includes all of these items: ft2; t4; t7; t10g.

Aggregated Models When using this strategy, preferred categories of individual
users are integrated into a group profile gp. Thereafter, content-based filtering deter-
mines recommendations by calculating the similarities between gp and candidate
items (items not consumed by the group—see Fig. 2.6).

In our example (see Table 2.10), the derived group profile is represented by the
union of the categories stored in the individual user profiles. Items are recommended
that are similar to the categories in the group profile and have not been consumed by
group members. In our example, the derived group profile gp entails the categories
Beach, City Tours, and Nature.

The similarity between the group profile gp and candidate items can be deter-
mined using Formula 2.3 which is an adaption of Formula 1.3 to group set-
tings. The similarities between gp and items ti (taken from our example itemset
shown in Table 1.8) are determined by comparing the categories beach, citytours,
nature, and entertainment (see Table 2.11). For example, similarity.gp; t1/ D
2�jcategories.gp/\categories.t1/j
jcategories.gp/jCjcategories.t1/j

= 2
5

= 0:4. In this context, we assume that the items of

Table 2.11 have not been consumed by the group.

similarity.gp; item/ D
2 � jcategories.gp/ \ categories.item/j

jcategories.gp/j C jcategories.item/j
(2.3)



40 2 Algorithms for Group Recommendation

Table 2.11 Applying
content-based filtering (CBF)
to a group profile gp (see
Table 2.10)

Item Name Similarity(gp; ti)

t1 Vienna 2
5
D 0:4

t2 Yellowstone 2
4
D 0:5

t3 New York 2
5
D 0:4

t4 Blue Mountains 2
4
D 0:5

t5 London 2
5
D 0:4

t6 Beijing 2
5
D 0:4

t7 Cape Town 6
7
D 0:86

p

t8 Yosemity 2
4
D 0:5

t9 Paris 2
5
D 0:4

t10 Pittsburgh 2
4
D 0:5

The
p

symbol indicates the item with the
best evaluation determined by CBF

2.6 Constraint-Based Recommendation for Groups

Taking into account groups in constraint-based recommendation [18] requires the
extension of our definition of a recommendation task, as given in Chap. 1.

Definition (Recommendation Task for Groups) A recommendation task for groups
can be defined by the tuple (G, R = R1 [ :: [ Rm, I) where G D fu1; u2; ::; umg

represents a group of users, Rj D fr1j; r2j; : : : ; rnjg represents a set of requirements
(rij denotes the requirement i of group member j), and I D ft1; ::; tkg represents a
set of items. The goal is to identify items in I which fulfill all requirements in R. A
solution for a recommendation task can be defined as follows.

Definition (Recommendation Task for Groups—Solution) A solution for a recom-
mendation task for groups (G; R; I) is a set S � I such that 8ti 2 S W ti 2 �ŒR�I where
� is the selection operator of a conjunctive query, R represents requirements defined
by group members, and I represents a collection of items.

In group recommendation settings, each group member should specify his/her
requirements (in our example, these are hard constraints related to season and
topics) and preferences (weights or soft constraints) with regard to a set of
interest dimensions (in our example, security, attractiveness, and crowdedness)—
see Table 2.12. Requirements are constraints that are used to pre-select items,
preferences specify weights that are used to rank the pre-selected items.

In both scenarios, i.e., aggregated predictions and aggregated models, group
members have to define their requirements and preferences.

Aggregated Predictions We will first show how to handle aggregated predictions in
constraint-based recommendation for groups (see Fig. 2.7).

A constraint-based recommender derives user-specific recommendations (items
and user-specific item utilities) on the basis of a set of requirements and preferences.
Item utilities for specific group members can be determined with multi-attribute
utility theory (MAUT) [60, 62] (see Formula 1.4). For example, on the basis of
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Table 2.12 User-specific requirements and preferences (weights)

Requirements Preferences (weights)

User Season Topics Security Attractiveness Crowdedness

u1 r11 Wspring – 0.5 0.4 0.1

u2 r12 Wspring r22 Wcitytours 0.2 0.7 0.1

u3 – r13 Wentertainment 0.3 0.3 0.4

u4 r14 Wspring – 0.6 0.2 0.2

u5 – r15 Wcitytours 0.1 0.8 0.1

Fig. 2.7 Constraint-based recommendation for groups based on aggregated predictions. User
preferences are constructed iteratively (conversational recommendation approach). Item tij rep-
resents item j (including corresponding item utilities) determined by recommender i

the user requirements defined in Table 2.12 and the example itemset of Table 1.8,
the utility of item t1 for user u1 can be determined as follows: utility.u1; t1/ DP

d2Dimensions contribution.t1; d/ � weight.u1; d/ D contribution.t1; security/ �

weight.u1; security/Ccontribution.t1; attractiveness/�weight.u1; attractiveness/C
contribution.t1; crowdedness/ � weight.u1; crowdedness/ D 5:0� 0:5C5:0� 0:4C

2:0 � 0:1 D 2:5 C 2:0 C 0:2 D 4:7. These user-specific item utilities are aggregated
into a group recommendation (see Table 2.13).

If an entry of item ti in user-specific item utilities in Table 2.13 > 0, this indicates
that the item ti fulfills all requirements of the corresponding group member. In
contrast, table entries D 0 are used to indicate that an item does not completely
fulfill the requirements of a group member. For example, the requirements of u2

(fr12; r22g) are not completely fulfilled by t2 (r22 W topics D citytours is not
supported). Even if an item does not completely fulfill the requirements of some
users, it could be recommended. The lower the number of users with completely
fulfilled requirements with regard to a specific item ti, the lower the probability
that ti will be recommended. A set of individual user requirements can also be
inconsistent with the effect that no fitting item can be identified. In such a case,
diagnosis methods can help to guide the user out of the no solution could be found
dilemma [20].13

13Issues related to conflict resolution will be discussed at the end of this section.
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Table 2.13 User-specific item utilities (and corresponding scores used by BRC) with regard to
security, attractiveness, and crowdedness determined by utility analysis (see Chap. 1)

Item contribution User-specific item utilities (scores) Aggregation

Item secur: attr: crowd: u1 u2 u3 u4 u5 AVG BRC LMS

t1 5.0 5.0 2.0 4.7(9) 4.7(9) 3.8(9) 4.4(9) 4.7(9) 4.46
p

45.0
p

3.8
p

t2 4.0 4.0 4.0 4(7.5) 0.0 0.0 4(7) 0.0 1.6 14.5 0.0

t3 3.0 5.0 1.0 3.6(4.5) 4.2(7.5) 2.8(7.5) 3(4) 4.4(7.5) 3.6 31.0 2.8

t4 4.0 3.0 5.0 3.7(6) 0.0 0.0 4(7) 0.0 1.54 13.0 0.0

t5 3.0 4.0 1.0 3.2(3) 3.5(6) 2.5(6) 2.8(2) 3.6(6) 3.12 23.0 2.5

t6 3.0 3.0 1.0 2.8(1) 2.8(3.5) 2.2(5) 2.6(1) 2.8(3) 2.64 13.5 2.2

t7 2.0 3.0 3.0 2.5(0) 2.8(3.5) 0.0 2.4(0) 2.9(4) 2.12 7.5 0.0

t8 4.0 4.0 4.0 4(7.5) 0.0 0.0 4(7) 0.0 1.6 14.5 0.0

t9 3.0 5.0 1.0 3.6(4.5) 4.2(7.5) 2.8(7.5) 3(4) 4.4(7.5) 3.6 31.0 2.8

t10 3.0 3.0 3.0 3(2) 3(5) 0.0 3(4) 3(5) 2.4 16.0 3.0

The
p

symbol indicates the item with the best evaluation

Fig. 2.8 Constraint-based recommendation for groups based on aggregated models. Group
preferences are constructed iteratively (conversational recommendation)

Also in constraint-based recommendation, an alternative to the aggregation of
user � item utilities (Table 2.13) is to aggregate items proposed by individual
recommenders. If we want to generate a recommendation based on the Fairness
(FAI) aggregation strategy and 5 is the upper bound for the number of proposed
items, each group member would choose his/her favorite item (not already selected
by another group member). In the example shown in Table 2.13, t1 has the highest
utility for user u1, it also has the highest utility for user u2, however, since u1

already selected t1, u2 has to identify a different one, which is now t3. Furthermore,
we assume that u3 selects t9, u4 selects t8, and user u5 selects t5. The group
recommendation resulting from this aggregation step is ft1; t3; t5; t8; t9g.

Aggregated Models Another possibility of determining recommendations for
groups in constraint-based recommendation scenarios is to first aggregate individual
user preferences [33] (requirements and weights related to interest dimensions) into
a group profile gp and then to determine recommendations (see Fig. 2.8).

The construction of a group profile gp is sketched in Table 2.14. Beside
aggregating the user requirements R D fr11; r12; r22; r13; r14; r15g, we also have
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Table 2.14 Construction of a group profile (gp)

Weights and
requirements

u1 u2 u3 u4 u5 gp

Security 0.5 0.2 0.3 0.6 0.1 0.34 (AVG)

Attractiveness 0.4 0.7 0.3 0.2 0.8 0.48 (AVG)

Crowdedness 0.1 0.1 0.4 0.2 0.1 0.18 (AVG)

Season r11: spring r12: spring – r14: spring – r11; r12; r14

Topics – r22: citytours r13: enter-
tainment

– r15: citytours r22; r13; r15

User-specific weights regarding the interest dimensions security, attractiveness, and crowdedness
are aggregated into gp using AVG. Furthermore, user requirements rij are combined into R D
fr11; r12; r22; r13; r14; r15g

Table 2.15 Item utilities
determined on the basis of the
weights defined in gp (see
Table 2.14)

Item contribution

Item secur: attr: crowd: Utility(gp; ti)

t1 5 5 2 4.46
p

t2 4 4 4 4.0

t3 3 5 1 3.6

t4 4 3 5 3.7

t5 3 4 1 3.12

t6 3 3 1 2.64

t7 2 3 3 2.66

t8 4 4 4 4.0

t9 3 5 1 3.6

t10 3 3 3 3

Only items ti are taken into account that are
consistent with the requirements in gp (oth-
ers are shown greyed out). The

p
symbol

indicates the item with the highest utility

to aggregate user preferences specified in terms of weights related to the interest
dimensions security, attractiveness, and crowdedness.

On the basis of the requirements defined in gp and the item definitions in
Table 1.8, a conjunctive query �Œr11;r12;r22;r13;r14;r15�I results in: {t1; t3; t5; t6; t7; t9},
i.e., these items are consistent with the requirements defined in gp. Formula 2.4 can
be used then to determine item-specific utilities on the basis of the group profile gp.
For example, utility.gp; t1/ D

P
d2Dimensions contribution.t1; d/ � weight.gp; d/ D

contribution.t1; security/ � weight.gp; security/ + contribution.t1; attractiveness/ �

weight.gp; attractiveness/Ccontribution.t1; crowdedness/�weight.gp; crowdedness/ D

5 � 0:34 C 5 � 0:48 C 2 � 0:18 D 1:7 C 2:4 C 0:36 D 4:46. The resulting utilities
are shown in Table 2.15.

utility.gp; item/ D
X

d2Dimensions

contribution.item; d/ � weight.gp; d/ (2.4)
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It can be the case that a set of user requirements is inconsistent with all items
of an itemset. In such a situation, users of a constraint-based recommender have to
adapt their requirements such that at least one solution can be identified. Related
techniques will be discussed in the following section.

2.7 Handling Inconsistencies

Since item retrieval in constraint-based recommendation is based on semantic
queries (e.g., conjunctive queries), situations can occur where no solution can be
identified for the given set of requirements [22], i.e., �ŒR�I D ; (R represents the
union of requirements specified by individual group members and I represents
the example itemset shown in Table 1.8). An example of such a situation is the
following (adapted version of the examples introduced in the previous sections): R
= fr11 W season D summer; r21 W eval D 5:0; r12 W season D summer; r13 W topics D

entertainment; r14 W topics D entertainment; r15 W eval D 5:0g where �ŒR�I D ;.
Also in the context of group recommendation scenarios, we are interested in how to
change the requirements defined by group members in order to be able to come up
with a recommendation consistent with the requirements of all group members.

In the aggregated predictions scenario, inconsistencies induced by requirements
occur on the “single user” level: a user specifies his/her requirements but no recom-
mendation can be identified (see Chap. 1). In this context, diagnosis algorithms help
to identify possible changes to the user requirements such that a recommendation
can be identified. This way, it can be guaranteed that no user-specific inconsistent
requirements are passed to the group level.

In the aggregated models scenario, the task of resolving inconsistent situations
is a similar one: in the case of inconsistencies between requirements defined by
a specific group member, diagnosis (see Chap. 1) can actively support him/her in
restoring consistency.14 However, even if the requirements of a user profile are
consistent, integrating the requirements of individual users into a group profile
gp can induce inconsistencies on the group level [25]. In the aggregated models
scenario, diagnosis also supports the achievement of global consistency, i.e., all
joint preferences defined by individual group members allow the derivation of at
least one solution. Table 2.16 shows the user requirements specified in our example.

The conflict sets induced by our example requirements (R) are: CS1 W fr11; r21g,
CS2 W fr11; r15g, CS3 W fr12; r21g, CS4 W fr12; r15g, CS5 W fr13; r21g, CS6 W fr13; r15g,
CS7 W fr14; r21g, and CS8 W fr14; r15g. If we resolve the conflicts by deleting the
requirements r21 and r15, a corresponding diagnosis (hitting set) �1 D fr21; r15g can
be identified. The second diagnosis is �2 D fr11; r12; r13; r14g. The determination
of the diagnoses �1 and �2 is shown on the basis of the HSDAG approach
(Hitting Set Directed Acyclic Graph) [55] (see Fig. 2.9). Table 2.16 includes a third

14A discussion of algorithms for diagnosis determination can be found in [19–21, 55].
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Table 2.16 Example user
requirements and related
diagnoses in the aggregated
models scenario (rij =
requirement i of user j):
�1 D fr21; r15g,
�2 D fr11; r12; r13; r14g, and
�3 D fr11; r21; r15g

�i

Requirement �1 �2 �3

r11.seasonD0100/ � �

r21.evalD5:0/ � �

r12.seasonD0100/ �

r13.topicDentertainment/ �

r14.topicDentertainment/ �

r15.evalD5:0/ � �

�3 is a non-minimal diagnosis included
to show that aggregation functions pre-
fer minimal diagnoses

Fig. 2.9 Determination of the minimal diagnoses �1 and �2 using the HSDAG approach [55]
(paths to minimal diagnoses are denoted with

p
)

diagnosis (�3 D fr11; r21; r15g) which has been included to show that non-minimal
diagnoses �:min are not preferred by aggregation functions (see Tables 2.17 and
2.18). A corresponding subset (� � �:min) exists that already fulfills the diagnosis
properties. In our example, �1 � �3 holds, i.e., �3 is a non-minimal diagnosis.

As different diagnosis candidates exist (�1; �2; �3), we have to figure out
which one should be recommended to the group. Similar to the determination of
recommendations, diagnosis candidates can be ranked on the basis of different
aggregation functions. In Table 2.17 we sketch an approach to rank diagnoses
depending on the number of requirements that have to be deleted/adapted by
individual group members. Diagnosis �1 has the lowest number of needed changes
(ADD); consequently it can be recommended. Least Misery (LMS) recommends
one out of {�1; �2}. As mentioned, we will not discuss diagnosis algorithms in
this chapter; for a detailed discussion of diagnosis search and selection in group
contexts, we refer to [25].

Diagnosis ranking can be better personalized, if we assume that requirements
have importance weights learned, for example, on the basis of previous group
decisions [20, 29]. Table 2.18 depicts an example of the determination of diagnosis
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Table 2.17 Diagnosis
recommendation in the
aggregated models scenario
based on (1) counting the
needed changes per user and
(2) LMS

Changes per user Aggregation

Diagnosis u1 u2 u3 u4 u5 ADD LMS

�1 1 0 0 0 1 2
p

1
p

�2 1 1 1 1 0 4 1
p

�3 2 0 0 0 1 3 2

The
p

symbol indicates recommended diagnosis can-
didates

Table 2.18 Utility-based diagnosis recommendation in the aggregated models scenario

�i Weighted requirements Aggregation

w.r11/ D 0:1 w.r21/ D 0:3 w(r12/ D 0:1 w(r13/ D 0:1 q(r14/0:1 w(r15) = 0.3 utility LMS

�1 0 0.3 0 0 0 0.3 1.67 0.3

�2 0.1 0.0 0.1 0.1 0.1 0 2.5
p

0.1
p

�3 0.1 0.3 0 0 0 0.3 1.42 0.3

The
p

symbol indicates the highest rated diagnosis

utilities on the basis of weighted requirements—the utility of a diagnosis can be
determined on the basis of Formula 2.5. That implements an additive aggregation
strategy: the higher the sum of the individual weights w.rij/, the higher the
importance of the related requirements for the group members. Consequently, the
lower the total importance of the included requirements, the higher the utility of the
corresponding diagnosis (see Formula 2.5). In this setting, diagnosis �2 outperforms
�1 (also �3) since �2 includes requirements less relevant for the individual group
members. Least Misery (LMS) in this context analyzes (user-wise) attribute-specific
estimated negative impacts of requirement deletions.

utility.�/ D
1

P
rij2� w.rij/

(2.5)

Remark An issue for future work in this context is to analyze the possibility of
combining the group profile (gp) with local user profiles. This could serve to assure
consensus in the group earlier, and avoid efforts related to conflict resolution on the
group level. If parts of the group profile are integrated into individual user profiles,
this could also help to take into account the requirements of other group members
at the very beginning of the decision making process. Further details on how to
determine personalized diagnoses on the basis of search heuristics can also be found
in [20, 23].
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2.8 Critiquing-Based Recommendation for Groups

Critiquing-based recommendation [9, 30] is based on the idea of showing reference
items to users and allowing users to give feedback in terms of critiques. Critiques
trigger a new critiquing cycle where candidate items (items that fulfill the critiques
defined by the user15) are compared with regard to their utility as a new reference
item. This utility is evaluated on the basis of (a) similarity metrics (see Chap. 1)
that estimate the similarity between a reference item and a candidate item and (b)
the degree of support of the critiques already defined by a user.16 Intuitively, the
more similar a candidate item is with regard to the reference item and the more
critiques it supports, the higher its utility. In the following, we assume that the
determination of candidate items for a specific group member takes into account
his/her previous critiques and the similarity between reference and candidate item.
The utility of a candidate item as the next reference item can be determined on
the basis of Formulae 2.6–2.8. In this context, utility.c; r; u/ denotes the utility of a
candidate item c to act as a reference item for user u taking into account the current
reference item r. Furthermore, sim.c; r/ determines the similarity between r and c.
Finally, support.c; critiques.u// evaluates the support candidate item c provides for
the critiques defined by user u. In this context, support is measured in terms of (a)
consistency between candidate item and critiques and (b) the weight of individual
critiques (for example, older critiques could have a lower weight).

utility.c; r; u/ D sim.c; r/ � support.c; critiques.u// (2.6)

support.c; critiques/ D ˙crit2critiquesconsistent.c; crit/ � weight.crit/ (2.7)

consistent.c; crit/ D

(
1 if �Œcrit�fcg ¤ ;

0 otherwise
(2.8)

Let us assume that the first reference item (item r that is the first one shown to
start a critiquing session) shown to each group member is t1. Table 2.19 depicts

Table 2.19 A group-based
critiquing scenario: each
group member already
specified two critiques
(denoted as critiquing
history)

User First critique Second critique

u1 t1:winter 2 season (cr11) t3:eval > 3.3 (cr12)

u2 t1:nature 2 topics (cr21) t2:winter 2 season (cr22)

u3 t1:eval > 4.5 (cr31) t4:citytours 2 topics (cr32)

The reference item for the first critiquing cycle is assumed to be
t1.u1; u2; u3/, the reference items for the second critiquing cycle
are t3.u1/, t2.u2/, and t4.u3/

15Different variants thereof exist in critiquing-based systems ranging from taking into account only
the most recent critique to all critiques in the critiquing history (see Chap. 1).
16Also denoted as compatibility score [47].
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example critiques defined thereafter on t1 by the group members u1, u2, and u3. We
also assume that items used in the example correspond to the travel destinations
itemset shown in Table 1.8. Finally, we assume equal weights for critiques.

The similarities between potential combinations of reference items (r)
and candidate items (c) are depicted in Table 2.20. The attributes season
(EIB), topics (EIB), and eval (NIB) are taken into account.17 For example,
sim(t1,t2) = s(t1:season:spring, t2:season:spring)� 1

9
+ s(t1:season:summer,

t2:season:summer)� 1
9

+ s(t1:season:autumn, t2:season:autumn)� 1
9

+ s(t1: season:

winter, t2:season:winter)� 1
9

+ s(t1:topics:citytours, t2:topics:citytours)� 1
9

+ s(t1:

topics:entertainment, t2:topics:entertainment)� 1
9

+ s(t1:topics:nature, t2:topics:
nature)� 1

9
+ s(t1:topics:beach, t2:topics:beach)� 1

9
+ s(t1:eval, t2:eval)� 1

9
= 0.66.

The selection of a new reference item in the critiquing scenario shown in
Table 2.19 is depicted in Table 2.21. In this context, reference items are not
considered potential candidate items, since the same item should not be presented
in follow-up critiquing cycles. Each table entry represents the utility of a specific
candidate item (from Table 1.8) with regard to a reference item. For example,
utility.c W t2; r W t3; u W u1/ D sim.t2; t3/ � support.t2; critiques.u1// = 0:43 � .0 �

0:5 C 1 � 0:5/ D 0:21 (two critiques, i.e., equal weights = 0:5).

Table 2.20 Items of Table 1.8 (similarity with regard to season, topics, and eval)

Item t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

t1 1.0 0.66 0.75 0.32 0.86 0.88 0.54 0.61 0.74 0.77

t2 � 1.0 0.43 0.64 0.53 0.54 0.67 0.96 0.42 0.64

t3 � � 1.0 0.52 0.88 0.86 0.54 0.42 0.99 0.74

t4 � � � 1.0 0.4 0.44 0.53 0.6 0.51 0.56

t5 � � � � 1.0 0.96 0.42 0.53 0.89 0.84

t6 � � � � � 1.0 0.43 0.5 0.85 0.88

t7 � � � � � � 1.0 0.62 0.53 0.53

t8 � � � � � � � 1.0 0.42 0.6

t9 � � � � � � � � 1.0 0.73

t10 � � � � � � � � � 1.0

Table 2.21 Selection of new reference items based on the utility of candidate items ti (calculation
is based on Formula 2.6)

utility.ti; r; u/

u r t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

u1 t3 – 0.21 – 0.52 0 0.43 0:54
p

0 0.49 0.37

u2 t2 – – 0.21 0.64 0 0 0:67
p

0.48 0.21 0

u3 t4 – 0 0.26 – 0.2 0.44 0.26 0 0.25 0:56
p

We assume that previous reference items are not reference item candidates anymore (represented
by “–” entries). The

p
symbol denotes the selected new reference items

17Similarity metrics introduced in Chap. 1—we assume, minval=0 and maxval=5.
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Fig. 2.10 Critiquing-based recommendation for groups with aggregated predictions. User prefer-
ences are constructed iteratively (conversational recommendation)

If a user interacts with a critiquing-based recommender in standalone mode
(critiques of other users are not taken into account), he/she receives recommenda-
tions related to his/her preferences [47]. In parallel, critiques from individual group
members can be forwarded to a group recommender. Different variants thereof are
possible. For example, recommendations determined for a single user can also take
into account the preferences of the whole group by simply taking into account some
or all of the critiques stored in the group profile [47]. In this context, weights
regarding the trade-offs between the importance of user-individual critiques and
critiques on the group level have to be specified.

Aggregated Predictions The process of critiquing-based group recommendation
using aggregated predictions is sketched in Fig. 2.10.

On the basis of an initial reference item, individual critiquing-based rec-
ommenders start the first critiquing cycle and—depending on user feedback—
determine follow-up reference items. In other words, several interaction cycles
precede a decision. After individual group members have completed their selection
process, the corresponding results (see, e.g., Table 2.19) can be used to determine a
group recommendation. Table 2.22 depicts user-specific utilities of new items (the
similarity values are taken from Table 2.21).

An alternative to the aggregation of item utilities (Table 2.22) is to aggregate
items proposed by individual critiquing-based recommenders. A group recommen-
dation can be determined, for example, by taking the item with the highest utility
value per group member (Formula 2.6). The group recommendation is ft7; t10g. As
discussed in [30], items can be proposed by group members and group members
can provide counter-proposals that—with some likelihood—are acceptable to other
group members.

Aggregated Models Following this strategy, a group model (critiquing history on
the group level) has to be generated (see Fig. 2.11).

On the basis of a group model (group profile—gp), a corresponding group
recommendation can be determined. In order to build a group profile (gp), critiques
defined by group members have to be aggregated. Table 2.23 depicts an example
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Table 2.22 User-specific utilities of new items (see Formula 2.6)

Utility(c,r,u) (score) Aggregation

c u1.r W t3/ u2.r W t2/ u3.r W t4/ AVG BRC LMS

t1 0 (1.5) 0 (2) 0 (1.5) 0 5 0

t2 0.21 (4) 0 (2) 0 (1.5) 0.07 7.5 0

t3 0 (1.5) 0.21 (5.5) 0.26 (6.5) 0.16 13.5 0

t4 0.52 (8) 0.64 (8) 0 (1.5) 0.39 17.5 0

t5 0 (1.5) 0 (2) 0.2 (4) 0.07 7.5 0

t6 0.43 (6) 0 (2) 0.44 (8) 0.29 16 0

t7 0.54 (9) 0.67 (9) 0.26 (6.5) 0.49
p

24.5
p

0.26
p

t8 0 (1.5) 0.48 (7) 0 (1.5) 0.16 10 0

t9 0.49 (7) 0.21 (5.5) 0.25 (5) 0.32 17.5 0.21

t10 0.37 (5) 0 (2) 0.56 (9) 0.31 16 0
p

indicates the item with the best evaluation determined by the corresponding aggregation
function

Fig. 2.11 Critiquing-based recommendation for groups with aggregated models. Group prefer-
ences are constructed iteratively (conversational recommendation)

Table 2.23 Set of critiques (=group profile gp) defined by the group G = fu1; u2; u3g

Group G Group profile (defined by critiques) of G

fu1; u2; u3g Winter 2 season, nature 2 topics, eval > 4.5, citytours 2 topics

of the aggregation of group member specific critiquing histories into a group
profile (gp). In this scenario, the aggregation of individual critiques can lead to
a situation where none of the items completely fulfills the defined critiques (see
the example group profile in Table 2.23). As a consequence, we have to identify
recommendations which support as many critiques as possible. In order to determine
a ranking for the different items, Formula 2.9 can be applied where utility.t; gp/

denotes the utility of item t with regard to the critiques part of the group profile gp,
and weight represents the weight of a critique. In our example, we assume equal
weights, however, weights can also be used to reduce the impact of less up-to-date
critiques.

utility.t; gp/ D ˙crit2critiques.gp/consistent.t; crit/ � weight.crit/ (2.9)
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Table 2.24 Group-specific
utilities of new items
determined on the basis of
Formula 2.9

Item Utility

t1 0.25

t2 0.25

t3 0.5

t4 0.75
p

t5 0.25

t6 0.5

t7 0.75
p

t8 0.25

t9 0.5

t10 0.5

The
p

symbol
indicates items
with the highest
utility values

Table 2.24 represents a list of items (determined on the basis of Formula 2.9) and
corresponding utilities with regard to the critiques contained in the group profile gp.
For example, utility.t1; gp/ D 0 � 0:25 C 0 � 0:25 C 0 � 0:25 C 1 � 0:25 D 0:25.

2.9 Hybrid Recommendation for Groups

As already mentioned, hybrid recommendation helps to compensate specific limita-
tions of one recommendation approach with the strengths of another one [8, 16].
In Chap. 1, we already took a look at different basic hybrid recommendation
approaches. We will now sketch hybridization in the context of group recommender
systems [3, 14, 15].

Weighted The idea of weighted hybrid recommendation is to combine the results
received from individual recommenders into a corresponding group recommenda-
tion. Table 2.25 shows a simple example of applying weighted hybridization in
the context of group recommendation. A collaborative recommender for groups
(CF) based on the aggregated models (AM) strategy and a content-based filtering
recommender (CBF) for groups based on the aggregated predictions (AP) strategy
return the item rankings shown in Table 2.25. The Borda Count (BRC) strategy (see
Table 2.2) can now be applied to aggregate the corresponding scores.

Mixed Hybrid recommendation based on the mixed strategy combines the recom-
mended items returned by the individual recommenders (see Table 2.26).

In our example, the rankings returned by two group recommenders are aggre-
gated using the fairness (FAI) function where items are included in the final
recommendation following the zipper principle, i.e., the item ranked highest by
the CBF recommender is integrated first, then the item ranked highest by the CF
recommender is integrated into the recommendation result, and so on.
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Table 2.25 Recommendation results of two group recommenders (CF based on aggregated models
(AM) and CBF based on aggregated predictions (AP)) as list of ranked items are aggregated on the
basis of Borda Count (BRC)

Recommender-specific evaluations (scores) Aggregation

Item CF ratings (AM,AVG) CBF similarities (AP,LMS) BRC

t1 4.9 (8) 0.81 (9) 17
p

t2 2.2 (1) 0.32 (1) 2

t3 5.0 (9) 0.66 (7) 16

t4 4.3 (7) 0.61 (6) 13

t5 1.5 (0) 0.2 (0) 0

t6 3.8 (3) 0.55 (5) 8

t7 3.4 (2) 0.49 (4) 6

t8 4.1 (4) 0.45 (3) 7

t9 4.2 (5.5) 0.33 (2) 7.5

t10 4.2 (5.5) 0.79 (8) 13.5

The
p

symbol indicates the item with the best evaluation

Table 2.26
Recommendation results of
two group recommenders (CF
and CBF) as a list of ranked
items aggregated on the basis
of Fairness (FAI) that
implements the zipper
principle (alternate inclusion
of best ranked items—the
item ranked highest by CBF
is integrated first)

Recommender-specific rankings Aggregation

Item CF (AM,AVG) CBF (AP,LMS) FAI (ranking)

t1 10 9 10

t2 2 1 1
p

t3 7 6 7

t4 6 5 6

t5 1 4 2

t6 3 7 4

t7 5 3 5

t8 9 8 9

t9 4 2 3

t10 8 10 8
p

indicates the item with the highest ranking

2.10 Matrix Factorization for Groups

Up to now, we have discussed ways to apply the recommendation approaches of
collaborative filtering, content-based filtering, constraint-based, critiquing-based,
and hybrid recommendation in group contexts. Matrix factorization is a popular
approach to collaborative filtering based recommendations [39]. The underlying
idea is to explain ratings by characterizing items and users on the basis of a set
of factors. The original user � item matrix is separated into two lower-dimensional
ones that explain user item interactions on the basis of the mentioned factors (see
Table 2.27).
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In this context, each item t is associated with a vector qt that describes to which
extent t represents the factors. Furthermore, each user u is associated with a vector
pu that describes to which extent the factors are important for the user. Finally Orui D

qT
i pu represents an approximation of a user’s u rating of t (rui denotes a user’s real

rating). More formally, we factorize the rating matrix R 2 R
n�m containing known

ratings for n users and m items into matrices P 2 R
n�k and Q 2 R

m�k such that
PQT closely approximates R. In literature and practice, there are several possibilities
to measure and minimize the approximation error of the factorization. A popular
choice for the approximation error is the sum of the squared errors combined with a
simple regularization term, e.g.

P
ru;i¤�

.ru;i���p T
u qi/

2C�.jjpujj2Cjjqijj
2/, where

� is the global rating average and � represents an unknown rating. Minimization of
the error is typically computed with a variant of the gradient descent method.

An approach to the application of matrix factorization in the context of group
recommendation scenarios is presented in [51]. The authors introduce two basic
strategies denoted as After Factorization (AF) and Before Factorization (BF). When
using AF (see Table 2.28), user-individual matrix factorization is performed in
order to identify user-specific factors which are thereafter aggregated (e.g., by
determining the average (AVG) of the user-individual factor values). When using
BF (see Table 2.29), first user-individual item ratings are aggregated into a group
profile, followed by a matrix factorization approach. These two basic variants follow
the idea of aggregated predictions (AF) and aggregated models (BF).

Table 2.28 In the After Factorization (AF) approach the group of users is factorized by merging
factors of users (e.g., by calculating averages) in a given group

(a) AF: group factors

pG;1 pG;2 pG;3

G 0.144968 �0:25118 0.56499

(b) AF: predicted ratings

i1 i2 i3 i4 i5 i6 i7 i8

G 2.40 3.41 2.88 3.68 3.87 2.47 2.64 3.44

In our example, we group three users from G D fu1; u2; u3g. Note that users u2 and u3 are highly
similar to each other but are highly dissimilar to user u1. Thus, we expect the group ratings to be
biased towards the ratings of users u2 and u3 as group ratings for items i1 (lower because of a low
rating from user u2) and i2 (higher because of a high rating of user u2) show

Table 2.29 In the Before Factorization (BF) approach a virtual group user is created from the rating
matrix by, e.g., calculating the average ratings (AVG) for the users from a given group

(a) BF: group factors

pG;1 pG;2 pG;3

G 0.12873 �0.56466 �0.03111

(b) BF: predicted ratings

i1 i2 i3 i4 i5 i6 i7 i8

G 2.11 3.38 2.94 3.40 3.08 1.80 2.42 3.32

In the next step, the group factors are calculated from the given factorization by calculating the (Ridge)
regression coefficients on the ratings of the virtual user. Finally, the group factors allow us to predict
group ratings. The intuition behind BF approach is that the virtual user is a better representation of the
users group than a simple aggregation of users factors. In our example, BF predicts a significantly lower
rating than AF for item i6 because there is much stronger evidence in the data for a low rating (two
1-star ratings)
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Due to its simplicity, AF is efficiently calculated and provides a solid baseline
for group recommendation approaches based on matrix factorization. However,
in practice BF gives significantly better prediction results on larger datasets and
for larger groups. For more details on matrix factorization based recommendation
approaches, we refer to [39]. Approaches to apply matrix factorization in the context
of group recommendation scenarios are discussed in [32, 51].

2.11 Conclusions and Research Issues

In this chapter, we have introduced different group recommendation techniques
which are based on the recommendation approaches for individual users introduced
in Chap. 1. We showed how related group recommendation scenarios can be
designed for collaborative filtering, content-based filtering, constraint-based includ-
ing utility-based recommendation, critiquing-based, and hybrid recommendation.
In this context, we focused on a discussion of the two aggregation strategies: (1)
aggregated predictions (items) and (2) aggregated models. In (1), recommendations
are determined for individual group members and then aggregated. In (2), the
preferences of group members are aggregated, and recommendations are then
determined on the basis of information contained in the integrated group profile. An
issue already solved in a couple of person-2-person recommendation environments
is which algorithms can be used to find a person that fits another person with
regard to a set of predefined criteria. An online dating application is reported, for
example, in [61]. Another application is the identification of experts to support
the answering of specific questions [48]. A related issue, especially relevant in the
context of group decision making, is group synthesis, i.e., the identification of a
group that is able to solve a specific problem or to make a decision. Initial work
on group synthesis in the context of open innovation scenarios can be found in
[7, 31]. A major criteria is to identify a group that is able to solve a given (decision)
task, taking into account availability aspects such as engagement in other projects.
This scenario can become even more complex if we want to configure a set of
groups to solve a specific task. Consider the following university-based task: Given
that there are 300 students registered in a software engineering course, divide the
population into groups of 6, such that each group is best suited to complete a specific
project. A related issue is the analysis of inter-group influences, for example, in
which way influential groups influence susceptible groups [54]. Further research
issues are related to the topics of evaluating group recommenders, explaining group
recommendations, taking into account group dynamics, and counteracting biases
that trigger suboptimal decisions. These issues will be discussed in the following
chapters of this book.
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Chapter 3
Evaluating Group Recommender
Systems

Christoph Trattner, Alan Said,
Ludovico Boratto, and Alexander Felfernig

Abstract In the previous chapters, we have learned how to design group recom-
mender systems but did not explicitly discuss how to evaluate them. The evaluation
techniques for group recommender systems are often the same or similar to those
that are used for single user recommenders. We show how to apply these techniques
on the basis of examples and introduce evaluation approaches that are specifically
useful in group recommendation scenarios.

3.1 Introduction

Evaluating group recommenders is intrinsically related to evaluation techniques
used for single user recommenders [10, 15]. There are two types of evaluation
protocols: (1) offline and (2) online evaluation.

Offline evaluation is based on the idea of estimating the prediction quality of
an algorithm using datasets that include user � item evaluations (ratings). These
datasets are typically divided into training and test sets with a split of, for example,
80% training data and 20% test data. Such settings are used for the evaluation of a
recommendation algorithm in the light of given evaluation metrics on the basis of
repeated sampling and cross validation [4, 8]. Since datasets are typically derived
from recommender systems for individual users [14], datasets for groups have to be
synthesized to be applicable to the evaluation of group recommenders [2].

Online evaluation is based on the idea of using user study techniques to evaluate
an algorithm, a user interface, or a whole system online [16]. Over the past few
years, this approach has lagged behind offline evaluation, due to higher efforts
and the lack of standardized evaluation frameworks [16, 19]. Lab studies (as one
type of online evaluation) involve the recruitment of study participants who are
then engaged in tasks based on two kinds of designs: (1) within-subjects study
design (each subject is assigned to a set of conditions) or (2) between-subjects
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study design (each subject is assigned to exactly one condition). Online evaluations
in the form of lab studies in the context of group recommender systems have
been conducted, for example, by Zapata et al. [30], De Pessemier et al. [7],
Masthoff et al. [17], and Stettinger et al. [25]. As an alternative to lab studies,
which are often quite costly, recent research in recommender systems started
to use crowd-sourcing platforms as a source of user feedback [6, 28]. A major
challenge in this context is to assure the understanding of the defined tasks and to
include quality assurance mechanisms to avoid low-quality feedback [1]. Finally,
naturalistic studies often employ some kind of A/B testing where the system is
used as is without any interventions or predefined tasks. A/B in this context refers
to different user populations unknowingly assigned to different system versions in
which some condition has been changed. Naturalistic studies in the context of group
recommender systems have been conducted, for example, in Sanchez et al. [20].

Independent of the type of online evaluation protocol used, quantitative post-
hoc analysis is typically employed to identify differences between interfaces,
algorithms, and systems. Apart from the standard evaluation metrics (as discussed
in the following), metrics such as number of clicks, time needed to complete a task,
and dwell time are also employed to measure system efficiency. Based on the exact
evaluation protocol defined, a set of recommendation metrics can then be used to
estimate the performance of the recommender system.

In the following, we first focus on accuracy metrics which compare recommen-
dations determined by a recommender system with a predefined set of real-world
user opinions (also known as ground truth).1 Depending on the underlying goal,
accuracy can be measured on the basis of: (1) classification metrics that evaluate
to which extent a recommender is able to determine items of relevance (interest)
for the user, (2) error metrics that evaluate how well a recommender predicts
ratings, and (3) ranking metrics that help to evaluate how well a recommender
predicts the importance ranking of items. Second, we discuss a couple of group
recommendation-related metrics that go beyond accuracy measurement.

3.2 Classification Metrics

Arguably, the most common classification metrics used in recommender systems are
precision and recall. These metrics are often applied in offline evaluation scenarios
where recommendation algorithms are trained using a portion of the available data
for learning purposes and are then evaluated by comparing predictions to a withheld
part of the data (“holdouts” constituting the test set). In the following, we will
briefly explain the usage of precision and recall metrics in group recommendation
scenarios. Table 3.1 contains (1) user rating data (evaluations of items already
consumed by the members of groups g1, g2, and g3) where each group consists of

1For an in-depth discussion of evaluation metrics for single user recommenders, we refer to
Gunawardana and Shani [24].
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Table 3.1 Ratings r.ui; tj/ and predictions Or.ui; tj/ for items t1 and t2

Ratings r.ui; tj/ Predictions Or.ui; tj/

Groups Group members t1 t2 . . . t1 t2 . . .

g1 u1 4.5 2.5 . . . 3.4 3.8 . . .

u2 3.5 4.5 . . . 3.7 4.4 . . .

u3 4.5 4.0 . . . 4.4 3.9 . . .

g2 u4 3.5 2.5 . . . 3.8 2.6 . . .

u5 4.0 4.5 . . . 3.7 4.4 . . .

u6 4.5 3.5 . . . 4.5 3.7 . . .

g3 u7 4.5 3.5 . . . 3.4 3.8 . . .

u8 3.5 2.5 . . . 3.7 4.4 . . .

u9 4.0 3.5 . . . 4.4 3.9 . . .

. . . . . . . . . . . . . . . . . . . . . . . .

Table 3.2 Example test set:
group ratings r.gi; tj/ and
group predictions Or.gi; tj/

where r.g; t/ D
˙u2g r.u;t/

jgj
and

Or.g; t/ D
˙u2g Or.u;t/

jgj

Ratings r.gi; tj/ Predictions Or.gi; tj/

Groups t1 t2 t1 t2
g1 4.2 3.7 3.8 4.0

g2 4.0 3.5 4.0 3.6

g3 4.0 3.2 3.8 4.0

For groups g1, g2, and g3, the item ratings of t1 and
t2 are considered as elements (holdouts) of the test
set

three users, and (2) predictions of item ratings (for items t1 and t2). For simplicity,
we assume that each group member provided a rating for each item consumed by
her/him.

The user-individual ratings and predictions are aggregated into (1) a group
rating r.gi; tj/ and (2) corresponding group predictions Or.gi; tj/ determined by an
aggregated predictions based group recommender system (see Table 3.2).2 In a
typical group recommendation scenario, a random set of group-level item ratings
is withheld and used as test set. In our example, we assume for simplicity that for
groups g1, g2, and g3, the ratings for item t1 and t2 have been selected as “holdouts”.
The rating predictions Or.gi; tj/ (assumed to be provided by a group recommender)
are depicted in the two rightmost columns of Table 3.2.

On the basis of the entries in Tables 3.1 and 3.2, we will now sketch the
application of the classification metrics precision and recall.

Precision is the fraction of the number of relevant recommended items (true
positives) in relation to the total number of recommended items. Recall is the
fraction of the number of relevant recommended items in relation to the number of
all relevant items. Both metrics are commonly expressed at a certain level k where
k is the length of the list of recommended items. For example, precision@1 D 1

indicates that one item was recommended and this item was deemed to be a relevant

2Predictions are determined using rating data not used as test cases.
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Table 3.3 Precision and
recall values in example
scenario

Groups Predicted Relevant precision@2 recall@2

g1 2 2 1.0 1.0

g2 2 1 0.5 1.0

g3 2 1 0.5 1.0

overall 6 4 0.67 1.0

recommendation. Furthermore, precision@2 D 0:5 denotes a situation where in a
list of two recommended items only one is deemed to be a relevant recommendation
(true positive). The precision of a group recommender that recommends k items
to a group g can be defined as follows where predictedk.g/ denotes a list of k
items recommended to group g and relevant.g/ represents all items relevant for
g. Definitions of precision and recall are given in Formulae 3.1 and 3.2.

precision@k.g/ D
j predictedk.g/ \ relevant.g/j

k
(3.1)

recall@k.g/ D
j predictedk.g/ \ relevant.g/j

jrelevant.g/j
(3.2)

The calculation of precision and recall is sketched in Table 3.3—it is based on the
test dataset defined in Table 3.2. For the purpose of our example, we define an item
to be relevant, if the corresponding group rating > 3:5 (the relevance threshold). For
example, precision@2.g1/ D 1 since both items predicted to be relevant (rating >

3:5) are deemed as relevant by group g1. The overall precision and recall values
for the test set (see Table 3.2) are determined by integrating the group-specific
prediction and relevance counts, for example, six predicted items of four correctly
predicted items result in an overall precision of 0:67 (see Table 3.3).

Precision and recall can be used in aggregated predictions as well as in
aggregated models based group recommenders (see Chap. 2) since both eval-
uation metrics are applied to the recommendation result, i.e., are independent
from the underlying aggregation approach. The same holds for content-based,
constraint-based, and critiquing-based recommendation. In these scenarios, the
group recommender determines an overall item evaluation (similarity between
user and item in content-based filtering, user-specific item utility in constraint-
based recommendation, and similarity between candidate and reference item in
critiquing-based recommendation) which is then used for estimating item relevance.
Consequently, a threshold similar to the one used in our example can be applied.

As will be discussed in Chap. 7, some group recommenders operate on item
packages and parameters [11, 12]. Package recommendations can be evaluated
similarly to single item recommendations—a difference in this regard is that
package items get recommended at the same point of time whereas single items
are recommended at different points of time. Recommendations of configurations
[11] (see Chap. 7) consist of parameter settings related to requirements of a single
user (or a group). In this context, precision can be defined as the share of correctly
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Table 3.4 Relevant
(indicated by

p
) and

predicted (indicated by
p

)
parameter values in a
group-based configuration
scenario

Group g Relevant Predicted

par1 D a
p p

par1 D b � �

par1 D c � �

par2 D 1
p

�

par2 D 2 �
p

par3 D a
p

�

par3 D b �
p

par4 D u
p p

par4 D v
p

�

par4 D w � �

par4 is assumed to be multi-valued,
i.e., can have more than one value at
a time

predicted parameter values compared to the total number of predicted parameter
values. Furthermore, recall can be defined as the share of correctly predicted
parameter values compared to the total number of relevant parameter values (see
Formulae 3.3 and 3.4).

precision.g/ D
j predictedvals.g/ \ relevantvals.g/j

j predictedvals.g/j
(3.3)

recall.g/ D
j predictedvals.g/ \ relevantvals.g/j

jrelevantvals.g/j
(3.4)

An example of the calculation of precision and recall for group g in a group-
based configuration scenario is sketched in Table 3.4. In this example, precision D
2
4

D 0:5 (2 correct predictions out of 4) and recall D 2
5

D 0:4. Our assumption is
that parameter values for parameters par1 .. par4 have been predicted by a (group)
recommender system.

Remark Note that this approach to determine precision and recall can also be
applied to evaluate the predictive quality of diagnosis algorithms [9] (see Chaps. 1
and 2). In this case, precision can be regarded as the share of correctly predicted
diagnoses compared to the total number of predictions. Likewise, recall is the share
of correctly predicted diagnoses compared to the total number of relevant ones.

3.3 Error Metrics

Error metrics can be used to measure the error made by a recommender system to
predict a rating of an item. The underlying assumption is that the smaller the error,
the better the evaluated algorithm. A basic means of measuring prediction errors
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Table 3.5 Mean absolute
error (MAE) values
determined on the basis of the
rating information included in
Table 3.2

Groups MAE

g1
0:4C0:3

2
D 0:35

g2
0:0C0:1

2
D 0:05

g3
0:2C0:8

2
D 0:5

overall.AVG/ 0.3

Table 3.6 Determining
MAE in configuration
scenarios (measuring the
distance between predicted
parameter values and those
regarded as relevant ones)

Group g1 Relevant Predicted MAE

par1.1; 2; 3/ 1 3 j1� 3j D 2

par2.1; 2/ 2 2 j2� 2j D 0

par3.1; 2; 3; 4/ 2 3 j2� 3j D 1

overall.AVG/ – – 1:0

is mean absolute error (MAE) (see Formula 3.5). A detailed discussion of error
metrics is given, for example, in Shani and Gunawardana [24]. In Formula 3.5, Rg

denotes the set of ratings of group g contained in the test set (see Table 3.2).

MAE.g/ D
˙r.g;t/2Rg jr.g; t/ � Or.g; t/j

jRgj
(3.5)

The determination of the MAE value for the rating predictions in the test set
shown in Table 3.2 is depicted in Table 3.5. The overall MAE value for a test set can
be determined by averaging group-specific MAE values.

Similar to precision and recall, MAE can be used in the context of aggregated
predictions and aggregated models based group recommenders. Given a function
that estimates user � item ratings, this metric can also be applied in content-
based, constraint-based, and critiquing-based recommendation. Furthermore, MAE
can be applied to scenarios such as package recommendation and group-based
configuration (see Chap. 7). An example of determining MAE in configuration
scenarios is given in Table 3.6. For simplicity, we assume that parameter values
are numeric.3

Remark Note that the usage of these metrics in the context of recommendation
scenarios has declined as other types of metrics such as classification-based methods
started to dominate. Recommendation is often interpreted as ranking problem.

3.4 Ranking Metrics

Ranking-dependent metrics do not only take into account item relevance but also
the item position in a recommendation list. An example of such a metric is
discounted cumulative gain (DCG) which is based on the idea that items appearing

3For a discussion of the handling of symbolic parameter values, we refer to [26].
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Table 3.7 Example
application of discounted
cumulative gain (DCG)

relevance

Groups pos1 W t1 pos2 W t2 DCG@k

g1 1 1 1
1
C 1

1:6
= 1:625

g2 1 0 1
1
C 0

1:6
= 1

g3 1 0 1
1
C 0

1:6
= 1

Overall DCG.AVG/ 1:21

lower in a recommendation result should be penalized by downgrading relevance
values logarithmically (see Formula 3.6). In Formula 3.6, k denotes the number of
recommended items and relevance.ti; g/ returns 1 if item ti (at position i) is relevant
for group g, and 0 otherwise.

DCG@k.g/ D ˙iD1::k
2relevance.ti;g/ � 1

log2.1 C i/
(3.6)

An example of the application of discounted cumulative gain (DCG) is provided
in Table 3.7. The relevance values are derived from the group rating values of
Table 3.2 (relevance D 1 if r.g; t/ > 3:5, 0 otherwise). The more relevant items
are included at the beginning of a list of k recommended items, the higher the
DCG value. Since DCG operates on lists of ranked items, it can be applied to
collaborative filtering as well as content-based, constraint-based, and critiquing-
based recommendation. The overall DCG value for a test set is based on averaging
group-specific DCG values.

If the length of recommendation lists for groups vary, i.e., there is no fixed k that
reflects the number of recommended items, DCG has to be normalized by setting
DCG in relation to the ideal discounted cumulative gain (iDCG)—see Formula 3.7.
The resulting value is used to determine the normalized discounted cumulative gain
(nDCG)—see Formula 3.8.

iDCG@k D ˙iD1::k
1

log2.1 C i/
(3.7)

nDCG@k.g/ D
DCG@k.g/

iDCG@k
(3.8)

In line with the previously discussed evaluation metrics, DCG can be used in the
context of aggregated predictions as well as in the context of aggregated models-
based group recommendation. DCG can also be applied to package recommendation
(see Chap. 7) by evaluating the predictive quality with regard to different item types,
and by aggregating type-individual DCG values into an overall DCG value.

When evaluating sequences of recommended items, not only the position of
the item (the later the worse) but also the position of the item compared to the
position selected by the group, is of relevance. In this context, a simple approach
is to compare items at individual positions in the sequence of recommended items
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Table 3.8 Example application of Kendall’s � to sequence evaluation (RS = recommended
sequence, CS = chosen sequence)

Position 1 2 3 4 5

RS t4 t2 t5 t1 t3
CS t1 t2 t5 t3 t4

with the sequence chosen by a group (k denotes the length of the sequence). Such
an evaluation can be performed, for example, on the basis of Kendall’s � (see
Formula 3.9).

�.g/ D
jconcordantpairsj � jdiscordantpairsj

k � .k�1/

2

(3.9)

An example of the application of Formula 3.9 is depicted in Table 3.8. A
recommended item sequence (RS) gets compared with an item sequence finally
chosen by a group (CS)—the ground truth. In this example, four concordances are
against six discordances. A concordant pair is (t1; t3) since these items are mentioned
in the same order in both sequences (RS and CS). In contrast, (t2; t4) is an example
of a discordant pair since the order of mentioning differs (t4 before t2 in RS and t2
before t4 in CS). Consequently, � D �0:2 (on a scale of �1 .. C1).

3.5 Coverage and Serendipity

In the context of recommender systems, coverage can be considered from different
points of view—see, for example, Ge et al. [13]. User coverage can be interpreted
as the number of users for whom at least one recommendation can be determined.
For group recommendation, we introduce the term group coverage (GC) which
represents the share of groups for whom at least one group recommendation
could be identified (see Formula 3.10). No recommendations for a group can be
determined in situations where, for example, the aggregated item ratings are below a
certain threshold (collaborative filtering), or where all the given group requirements
do not allow a recommendation (which could be the case in constraint-based
recommendation scenarios).

GC D
jgroupswithpredictionj

jgroupsj
(3.10)

Catalog coverage (CC) serves the purpose of analyzing which items from a
catalog get recommended to users (groups). It represents the share of items that



3.6 Consensus and Fairness 67

were recommended to users (groups) at least once, compared to the total number of
items contained in the item catalog (see Formula 3.11).

CC D
jrecommendeditemsj

jcatalogitemsj
(3.11)

Serendipity, in the context of recommender systems, is defined as something
surprising or unexpected that a user might not have seen before. A corresponding
measure of serendipity (SER) is proposed in Ge et al. [13] (see also Formula 3.12).
In this context, RS.g/ denotes the (useful) recommendations for group g determined
by a group recommender system and PM.g/ denotes the recommendations gener-
ated by a primitive prediction model (e.g., based on item popularity). The overall
SER value can be derived by averaging group-specific SER values.

SER.g/ D
jRS.g/ � PM.g/j

jRS.g/j
(3.12)

3.6 Consensus and Fairness

Consensus can be regarded as a measure that evaluates to which extent group
members have established an agreement with regard to their item preferences—see,
for example, [5, 23]. In collaborative filtering, consensus can be measured in terms
of the pairwise distances between the item-t ratings r.ui; t/ of the individual group
members ui (see Formula 3.13) where rmax (the maximum rating possible) is used
as normalization factor.

consensus.g; t/ D 1 �
˙.ui;uj/2g.i¤j/jr.ui; t/ � r.uj; t/j

jgj � .jgj � 1/=2 � rmax
(3.13)

If rating information is available, the same measure can be applied in content-
based, constraint-based, and critiquing-based recommendation. In conversational
recommendation, i.e., in constraint-based or critiquing-based recommendation,
group members are engaged in an interactive process where they define and
refine their preferences. In constraint-based recommendation, group members define
their preferences as requirements whereas in critiquing-based recommendation
critiques are used to represent preferences. In both cases, preferences can become
inconsistent and have to be adapted so that a recommendation can be identified. In
the context of conversational recommendation, we define consensus as the share
of pairwise agreements (e.g., equal parameter value selections) between group
members in relation to the total number of pairwise agreements and disagreements
(conflicts) (see Formula 3.14).

consensus.g/ D
#agreements.g/

#agreements.g/ C #conflicts.g/
(3.14)
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Table 3.9 Example: determining consensus in conversational recommendation

Users

Parameters u1 u2 u3 Agreements Disagreements Consensus

par1.1; 2/ 1 1 1 3 0 –

par2.1; 2; 3/ 1 2 1 1 2 –

par3.a; b/ a a b 1 2 –

overall – – – 5 4 0.56

A simple example of evaluating the degree of consensus in conversational
recommendation scenarios is shown in Table 3.9. In this example, we count
the pairwise agreements and disagreements between fu1; u2; u3g D g. The total
number of disagreements is 4 and the total number of agreements is 5. Following
Formula 3.14, the consensus level in this example is 5

5C4
= 0:56 (on a scale 0::1).

Since group recommender systems involve multiple stakeholders, they can give
rise to fairness issues [3]. Burke [3] introduces the concept of multi-sided fairness
where different stakeholder groups have different interests that should somehow be
balanced. In such a context, fairness can be considered as the extent of imbalance
between group member specific utilities [29]. If single items are recommended to a
group by collaborative filtering, fairness can be specified, for example, on the basis
of the share of item ratings above a relevance threshold th (see Formula 3.15).

fairness.g; t/ D
j
S

u2g W r.u; t/ > thj

jgj
(3.15)

If we evaluate the t1 ratings of group g1 in Table 3.1 on the basis of Formula 3.15
assuming th D 3:5, the overall degree of fairness with regard to item t1 is 2

3
D 0:66

(on a scale of 0::1). The fairness interpretation of Formula 3.15 primarily considers
situations where single items are recommended to groups, i.e., this metric does
not take into account situations where packages are recommended to groups [23].
Alternative definitions of fairness are the following.4

First, m-proportionality (see Formula 3.16) interprets fairness as the share of
group members ui with at least m items in the recommended (or selected) package
for which ui has a high preference [23]. In this context, gp denotes the set of users
for whom the m-proportionality condition holds.

fairnessm�prop.g/ D
jgpj

jgj
(3.16)

4See also Chap. 6.
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Table 3.10 Evaluating fairness based on m-proportionality (m-prop) where m D 2

Item ratings

g1 t1 t2 t3 Rating threshold > 3:5 m-prop

u1 5.0 4.0 1.0 2 1

u2 4.0 3.0 2.0 1 0

u3 4.5 5.0 5.0 3 1

u4 3.5 3.0 5.0 1 0

fairnessm�prop – – – – 2
4
D 0:5

Table 3.11 Fairness based
on m-envy-freeness (m-envy)
where m D 1 and x D 25%

Item ratings

g1 t1 t2 t3 m-envy

u1 5.0 4.0 1.0 1

u2 4.0 3.0 2.0 0

u3 4.0 5.0 5.0 1

u4 3.0 3.0 5.0 1

fairnessm�envy – – – 3
4

An example (m D 2) of the calculation of a fairness estimate following the m-
proportionality criteria is given in Table 3.10. The gp value in this example is 2 since
two users (u1; u3) each evaluated two items above the threshold rating of 3:5.

Second, m-envy-freeness (see Formula 3.17) interprets fairness as the share of
group members ui with at least m items for which ui is in the top x% item ratings.
If this condition does not hold, the user feels envy towards other group members. In
this context, gef denotes the users for whom m-envy-freeness holds [23].

fairnessm�envy.g/ D
jgef j

jgj
(3.17)

An example of the calculation of a fairness estimate following the m-envy-
freeness criteria (m D 1 and x D 25%) is given in Table 3.11. In this example,
the gef value is 3 since u1; u3, and u4 are group members of group g1 with at least
one item each for which they are in the top 25% of the item ratings.

The same approach to evaluate the fairness of recommendations proposed by
a group recommender system can be applied in the context of content-based,
constraint-based, and critiquing-based recommendation.

3.7 Conclusions and Research Issues

With a specific focus on group recommender systems, we have provided an
overview of evaluation techniques. We have learned that the evaluation of group
recommender systems can often be accomplished by employing standard evaluation
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approaches from single user recommender systems [24]. We want to emphasize that
there are several other metrics that one might want to consider when evaluating
group recommender systems. Examples thereof are trust, privacy, and performance.
Importantly, the usefulness of some evaluation metrics also depends on the item
domain. For example, food recommender systems are not only following the
goals of accuracy but also other criteria such as healthiness [22, 27]. An open
research issue in the context of group recommender systems but also single-user
recommender systems are evaluation metrics for complex, for example, configurable
items. In this chapter, we have provided a couple of examples of metrics for complex
items, but a more in-depth analysis and provision of corresponding metrics is an
issue for future research. Synthesis approaches to generate groups sound like a
promising and “cheap” alternative to studies with real groups. Often, clustering
approaches are applied to derive groups from single user datasets—see, for example,
Baltrunas et al. [2]. Group synthesis can also be based on analyzing social networks
where social ties can serve as an indicator for group membership [18]. However, it
should be mentioned that such approaches are based on simulations and should not
replace controlled lab-studies, crowd-sourcing studies, or naturalistic online tests.
For an overview of datasets related to single user recommender systems and existing
software frameworks that can serve as a basis for developing group recommender
systems, we refer to Said et al. [21].
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Part II
Group Recommender User Interfaces

Part II of this book focuses on group recommender user interfaces and related
topics. In Chap. 4, we provide an overview of existing systems that are based
on group recommendation technologies. Thereafter, we introduce preferences as
a means of guiding the interaction with group recommenders, and determining
recommendations for groups (Chap. 5). In Chap. 6, we discuss aspects especially
relevant in the context of explaining recommendations to groups.



Chapter 4
Group Recommender Applications

Alexander Felfernig, Müslüm Atas, Martin Stettinger,
Thi Ngoc Trang Tran, and Stefan Reiterer

Abstract In this chapter, we present an overview of different group recommender
applications. We organize this overview into the application domains of music,
movies and TV programs, travel destinations and events, news and web pages,
healthy living, software engineering, and domain-independent recommenders. Each
application is analyzed with regard to the characteristics of group recommenders as
introduced in Chap. 2.

4.1 Introduction

Table 4.1 depicts an overview of example group recommender applications. Com-
pared to single user recommenders [8], group recommenders are a relatively young
research field. There are less commercial applications, and research prototype
implementations still dominate. In the following, we will discuss the systems
included in Table 4.1. In this context, we take into account (as far as possible) the
criteria introduced in Table 2.1.

4.2 Music Recommendation

ADAPTIVERADIO [4] is a content-based song recommendation environment for
groups. A specialty of this environment is that specifically negative preferences
of users are taken into account in song recommendations. The underlying idea is
that it is often easier to figure out what a user does not like than discovering what
a user likes. If there is a need to find solutions (recommendations) that satisfy all
group members, such an approach appears to be beneficial [4]. Consensus solutions
are items that have been implicitly or explicitly approved by every group member
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Table 4.1 Overview of existing group recommender systems—extended version of the overview
introduced by Jameson and Smyth [13] (CF = collaborative recommendation, CON = content-
based recommendation, UTIL = utility-based recommendation, CRIT = critiquing-based recom-
mendation; P = aggregated profile, I = aggregated items or ratings)

System name Item domain Users Recommendation References

ADAPTIVE

RADIO

Songs Groups interested in
hearing songs

CON (P) [4]

CATS Skiing
vacation

Groups of friends planning
a skiing vacation

CRIT (I,P) [20]

CHOICLA-
(WEB)

Domain-
independent

Groups interested in
completing a decision task

CON, UTIL (P) [33, 34]
www.choicla.
com
www.choicla-
web.com

DOODLE Domain-
independent

Groups interested in
scheduling a meeting

UTIL (P) [30]
www.doodle.
com

EVENTHELPR Tourist
destinations,
meetings

Groups interested in
visiting tourist destinations
and jointly defining a
meeting agenda

UTIL (I) www.
eventhelpr.com

FLYTRAP Songs Groups interested in
hearing songs

CON (P) [6]

G.A.I.N News News adapted to different
groups of users in a public
space

CON (P) [25]

GROUPFUN Songs Users interested in
listening to songs

CF (I) [26, 27]

GROUPLINK Events Group members searching
events for face-2-face
interactions

CON (I) [36]

GROUP

MODELER

Museum
items

Groups jointly visiting a
museum

CON (P) [15]

GROUP-
STREAMER

Songs Users interested in
listening to songs

CF(I) Google
Playstore

HAPPY

MOVIE

Movies Groups interested in movie
recommendations

CON (I) [28, 29]

INTELLIREQ Requirements
negotiation

Stakeholders interested in
prioritizing software
requirements

CON, UTIL (I) [23]
www.intellireq.
org

IN-VEHIC.
MM.-REC.

MM items,
e.g., songs

Passengers interested in
hearing music

CON (P) [38]

I-SPY Webpages Company employees CF (P) [32]

INTRIGUE Sightseeing
destinations
& Itineraries

Tourist groups interested in
sightseeing destinations

UTIL (P) [1]

JXGROUP-
RECOM-
MENDER

Songs and
movies

Groups interested in
watching movies and
hearing songs

CF (I) [5]

(continued)

www.choicla.com
www.choicla.com
www.choicla-web.com
www.choicla-web.com
www.doodle.com
www.doodle.com
www.eventhelpr.com
www.eventhelpr.com
www.intellireq.org
www.intellireq.org
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Table 4.1 (continued)

System name Item domain Users Recommendation References

LET’S

BROWSE

Web pages Users interested in joint
browsing

CON (P) [16]

MUSICFX Songs
(genres)

Groups interested in
hearing songs

CON (P) [19]

NETFLIX

GROUP REC.
Movies Groups interested in

watching movies
CF (I) [3]

PLANIT-
POKER

Effort
estimates

Groups interested in effort
estimation

CON (I) www.planit-
poker.com

POCKET

RESTAU-
RANT

FINDER

Restaurants Groups planning for a joint
dinner

UTIL (I) [18]

POLYLENS Movies Groups interested in
watching movies

CF (I) [24]

TRAVEL

DEC. FOR.
Hotels Groups of friends planning

a holiday trip
CON (P) [12]

XEET Sports
events

Persons interested in
participating in sports
events

CON (P)

(in terms of ratings). ADAPTIVERADIO is an environment that broadcasts songs to a
group and allows the group members to give feedback on individual songs in terms
of dislikes. For a specific group, those songs that are not disliked by one of the group
members are recommendation candidates. That is, if some group members dislike a
song, it is filtered out. A basic similarity metric that primarily considers songs from
the same album as similar is used.

FLYTRAP [6] is an environment that designs soundtracks for groups. Radio
frequency ID badges let the environment know when users are nearby. The
recommendation approach is content-based combined with a voting (aggregation)
schema that is followed by user-specific automated agents. The system exploits
knowledge about user preferences (e.g., in terms of genres) and the relationship
between different song evaluation dimensions represented in terms of MP3 meta-
information (for example, how different artists influence each other or what types of
transitions between songs users prefer). In FLYTRAP, user preference data is derived
from information about individual song preferences by a FLYTRAP AGENT locally
installed on a user’s computer.

GROUPFUN [26, 27] is a group recommender application implemented as a
FACEBOOK plugin that recommends playlists for specific events, for example,
birthday parties. In GROUPFUN, the playlists of individual users can be aggregated
and recommendations for a specific event are determined on the basis of an advanced
aggregation function denoted as probabilistic weighted sum, where the probability
of a song being played is derived from a song’s global popularity (represented in
terms of a score). The GROUPSTREAMER system originates from the same research
group as GROUPFUN and is currently available as an app in the Google Playstore.

www.planit-poker.com
www.planit-poker.com
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IN-VEHICLE MULTIMEDIA RECOMMENDER [38] is a system that recommends
multimedia items to a group of passengers. User profiles are exchanged via devices
used during a car trip. The system aggregates relevant features from individual user
profiles into a central profile that is used for determining recommendations. In the
context of music recommendations, features could be general topics such as music
styles, but could also be names of performers. Features are assigned a corresponding
weight which reflects the importance of a feature for the whole group. Those items
(e.g., songs and movies) with the highest overall similarity to the group profile have
the highest probability of being recommended. No social-choice-based aggregation
functions (see, e.g., [17]) are used in this context.

JXGROUPRECOMMENDER [5] suggests music and movies to groups. Two basic
group recommenders are proposed—one supports the group-based recommendation
of songs (JMUSICGROUPRECOMMENDER), the other one supports the recom-
mendation of movies (JMOVIESGROUPRECOMMENDER). Both recommenders are
based on the idea of merging the recommendations predetermined for group indi-
viduals. The aggregation of individual recommendations is based on the aggregation
strategies discussed in Chap. 2.

MUSICFX [19] is a music recommendation system to be applied in the context
of music consumption in fitness centers—more specifically, the system was built
to be applied in the Andersen Consulting Technology Park (ACTP), where the
fitness center has about 600 members. User preference information in MUSICFX
is collected when members fill out an enrollment form upon first joining the fitness
center. Preferences are specified on a rating scale [–2/I love this music .. +2/I hate
this music] with regard to musical genres such as alternative rock, country, dance,
and hits. MUSICFX then operates on the genre-level, i.e., does not recommend
specific songs. The higher the aggregated popularity of a specific music genre for a
group, the higher the probability that a song related to this genre will be selected.

4.3 Recommendation of Movies and TV Programs

HAPPY MOVIE [29] is a FACEBOOK application that supports the recommendation
of movies to groups. A user profile in HAPPY MOVIE is based on the dimensions
personality, individual user preferences, and trust. Personality information is
derived from feedback on a personality questionnaire. Individual users’ preferences
with regard to movies are collected by ratings users have to provide before applying
the system. Finally, trust information is collected from each FACEBOOK user
profile. The recommendation approach integrated in HAPPY MOVIE is a so-called
delegation-based method where the recommendations of a user’s friend represent
recommendation candidates. Their relevance is increased or decreased depending on
the personality of the friend and finally weighted depending on the level of trust. For
the different recommendation candidates, different preference aggregation functions
[17] can be used to determine a final recommendation.
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POLYLENS [24] is a collaborative filtering based prototype system that recom-
mends movies to groups based on the individual preferences of users. It is an
extension to the freely available MOVIELENS recommender system. POLYLENS

users are allowed to create groups, receive group invitations, and also receive group-
specific movie recommendations. Least Misery is used as aggregation strategy [17]
to determine recommendations relevant to a group.

NETFLIX GROUP RECOMMENDER [3] is a collaborative-filtering-based pro-
totype system that supports the recommendation of movies to groups of users.
Predicted ratings are aggregated into a corresponding group rating by determining
an average rating. Standard deviation values help to indicate potential disagreements
among group members regarding specific recommendation candidates.

4.4 Recommendation of Travel Destinations and Events

CATS (Collaborative Travel Advisory System) [21] is a critiquing-based recom-
mender system that assists a group of friends trying to jointly plan a skiing vacation.
Users can provide individual feedback (in terms of critiques) on recommendations
determined on the basis of a group profile which has been aggregated out of
the set of individual user preferences. The critiquing approach provided in CATS
is incremental critiquing where—in contrast to unit critiquing approaches—all
critiques of individual users are taken into account when a new recommendation
is determined. In the case of inconsistent preferences, “older” critiques are deleted,
i.e., the most recent ones are favored when it comes to maintaining consistency.

EVENTHELPR1 is a publicly-available environment that supports groups in
organizing “ad hoc” events. An example is project meetings, where partners are
supported in terms of providing information about location, restaurants, hotels,
and related events. In addition, meetings have an associated agenda that can be
defined by the organizer of the meeting or interactively by the group. In this context,
agenda items can be evaluated with regard to their importance and then ranked
(utility-based) such that the most important agenda items receive a higher ranking.
Further application scenarios of EVENTHELPR are group travels, workshops and
conferences, interactive courses, birthday parties, sport events, and Christmas
parties (Fig. 4.1).

GROUPLINK [36] is a prototype group recommendation environment that rec-
ommends events to promote group members’ face-to-face interactions in non-work
settings. The underlying idea is to determine collections of events where the
overall utility of a collection is interpreted as the minimum number of interaction
opportunities for individual members (best-minimum-connected strategy which is a
specific type of Least Misery).

1www.eventhelpr.com.

www.eventhelpr.com
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Fig. 4.1 EVENTHELPR: group-based decision making in “ad hoc” events

GROUP MODELER [15] represents a system architecture that supports the
creation of group models from a set of individual user models. Different approaches
to generate a group model are discussed in [15], where the authors mention museum
visits as a typical example of the application of the group recommender.

INTRIGUE (INteractive TouRist Information GUidE) [1] is a prototype tourist
information platform that provides personalized information about tourist attrac-
tions. The system recommends sightseeing destinations and itineraries that are
selected depending on the preferences of the members of a tourist group (e.g., fami-
lies with children or groups of elderly). The recommendation approach followed by
INTRIGUE is to construct a group model and then to perform a utility analysis [37] of
different items with regard to the preference criteria contained in the group model.
The system provides recommendations for subgroups (e.g., one family) and also
recommendations assumed to be relevant for the whole group. INTRIGUE generates
explanations as to why certain items are proposed to the group. Importance of user
preferences are the major criteria for generating explanations, for example, if a
family has a strong preference regarding ancient Roman buildings, amphitheaters
could be recommended and the corresponding recommendation would mention the
family’s preference for Roman culture.
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TRAVEL DECISION FORUM [12] is a system that supports the cooperative
specification of preferences regarding different dimensions of a tourist destination
such as room facilities, hotel facilities, sports facilities, leisure activities, health
facilities, and country. For example, in the context of health facilities, evaluation
attributes could be the importance of having a whirlpool, a sauna, and a massage.
The aggregation mechanisms (available are, e.g., average, median, and random
choice) used to generate proposals for the group can be selected by the mediator
of a decision task. Recommendations are explained in terms of showing the
preferences of individual group members. Furthermore, individual group members
can explain their satisfaction with regard to certain aspects of a recommendation
and—as a response—can adapt their preferences or specify their preferences with
regard to the utility of proposals. For example, group members can specify to
which extent it is important for them that the preferences of specific other group
members are satisfied. A group recommender application for tourist destinations is
also introduced by Nguyen and Ricci [22] where user preferences are derived by
analyzing group chats related to the range of available alternatives being discussed.

4.5 Recommendation of News and Web Pages

G.A.I.N. (Group Adapted Interaction for News) [25] is a research prototype that
supports the recommendation of personalized news to user groups in public spaces
(realized via wall displays and mobile displays). The system derives a group user
model from individual models and generates a recommendation thereof, based on
one of a selection of supported social choice functions [17].

I-SPY [32] is a collaborative search service which acts as a post-processing
service for a search engine. It helps to re-rank results based on preferences learned
from a user community with similar information needs. In I-SPY, search behaviors
of similar users are grouped to identify search context and thus to help to improve
the quality of search. In this context, groups are implicit and anonymous and
the overall goal is not primarily to support a group decision, but more to exploit
knowledge about the preferences of group members to improve the search quality
for individual group members.

LET’S BROWSE [16] also follows the idea of collaborative browsing by providing
an agent that supports a group of users in browsing by suggesting items (e.g.,
web sites) that could be of potential interest to the group. Individual websites
are evaluated with regard to their match to the profiles of the currently active
users. In other words, the underlying recommendation approach is a content-based
one. The similarity metric used is related to a group profile which represents a
linear combination of the individual user profiles. LET’S BROWSE also supports
explanations: names of users are shown highlighted and the top terms (keywords)
from the user profile are highlighted as are terms common to profiles of other users.
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4.6 Group Recommenders for Healthy Living

POCKET RESTAURANT FINDER [18] is a system that recommends restaurants to
groups on the basis of their culinary preferences and the location of the group
members.2 Group members fill out a profile that includes their preferences regarding
restaurants as well as their willingness to travel and limits regarding the amount of
money they want to spend. POCKET RESTAURANT FINDER is based on many of the
ideas developed in the context of MUSICFX [19]. From individual user preferences,
POCKET RESTAURANT FINDER derives a group preference for each restaurant.
Further discussions on restaurant recommender systems for groups can be found,
for example, in Hallström [11].

XEET is a group decision support environment primarily dedicated to achieving
consensus regarding active participation in sports events. Sport events can be
announced on different channels such as FACEBOOK or WHATSAPP and feedback
from potential participants is immediately visible once it is available. The system
provides a nice overview of the different user preferences and summarizes the
current state of the preferences. This basic recommendation is given to the creator of
the event. In this scenario, users are jointly agreeing on whether or not to participate
in an event. The recommendation in this context is a yes/no decision (event should
take place or not).

4.7 Group Recommenders in Software Engineering

Software engineering is a group-intensive task where stakeholders often have to
make joint decisions [7], for example, regarding the requirements that should be
implemented in the next software release or regarding the evaluation (on the meta-
level) of a defined set of requirements. INTELLIREQ [23] is an environment for
early requirements engineering, i.e., requirements engineering in the initial phases
of a software project (see Fig. 4.2).

In INTELLIREQ, requirements can be specified on a textual level. Each user can
evaluate a requirement with regard to different interest dimensions (risk, feasibility,
cost, relevance, priority, and duration). If all stakeholders who are in charge of
evaluating a requirement agree on the estimates for the meta-attributes, consensus
is visualized by green traffic lights. If no consensus can be achieved, corresponding
red or orange lights are shown which indicate that stakeholders have to perform
another evaluation cycle. After having evaluated a requirement, each stakeholder
is allowed to see the evaluations of the other stakeholders. Basic recommendation
functionalities that support requirement evaluation are Majority Voting (MAJ)
and Average (AVG) recommendation (see Fig. 4.2). The integrated traffic light

2An overview of the application of recommendation technologies in the healthy food domain can
be found, for example, in Tran et al. [35].
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Fig. 4.2 INTELLIREQ: an environment for recommendation-enhanced software requirements
engineering [23]

metaphor helps to signal need for completion, i.e., to better engage stakeholders in
requirements engineering and thus, to increase the quality of requirement models.

PLANITPOKER3 is a tool that supports, for example, effort estimation processes
related to software requirements. Players of a game are allowed to articulate their
estimates, where possible effort values correspond to Fibonacci numbers. The game
enforces repeated estimation iterations until consensus regarding the effort of a
software requirement is achieved. Note that the tool is not restricted to application
in requirements engineering, but is generally applicable in scenarios where groups
of users are engaged in a kind of estimation task. PLANITPOKER does not have a
dedicated recommendation component; the recommendation can be considered as
the output of the process (Fig. 4.3).

3www.planitpoker.com.

www.planitpoker.com
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Fig. 4.3 PLANITPOKER: an
environment for group-based
effort estimation

4.8 Domain-Independent Group Recommenders

CHOICLA4 [34] is a domain-independent commercially available system for the
support of choice tasks that focuses on the ranking and selection of items, for
example, deciding which restaurant to visit for a dinner, deciding on a set of
requirements to be implemented in the next software release, deciding on a software
system to purchase, or deciding the date of the next group meeting (see Fig. 4.4).
Group recommender systems play a central role in the support of such tasks. In
CHOICLA, Average Voting (AVG) and prospect theory [14] are used to determine
group recommendations.

In scenarios where alternatives (items) are described in terms of different
dimensions (see Fig. 4.4), CHOICLA supports a utility analysis approach for groups
which is based on multi-attribute utility theory. When deciding, for example, on a
specific accounting software to be purchased by a company, corresponding interest
dimensions could be coverage of needed functionalities, trust in the provider of
the software, economy, and technological fitness. Individual users rate alternatives

4www.choicla.com.

www.choicla.com
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Fig. 4.4 CHOICLA: a
domain-independent decision
support environment

with regard to these dimensions and then Average (AVG) aggregation heuristics are
used to aggregate individual user evaluations into one overall group evaluation with
regard to a specific dimension of an item.

DOODLE5 [30] (see Fig. 4.5) is a domain-independent commercially available
system that supports different types of group decisions. The major focus of DOODLE

is to support decisions regarding the dates of certain events (e.g., meetings in
a company or Christmas parties). Individual preferences of group members are
defined in terms of different support levels. For example, “yes”, “yes, if needed”,
and “no” are typical answers used when scheduling a meeting. In DOODLE, the basic
mechanism to integrate preferences is Majority Voting (MAJ), for example, dates
that received the highest number of yes or yes, if needed answers can be considered
as recommended alternative. However, DOODLE does not provide recommendations
but limits itself to the visualization of the current status of the decision process.

CHOICLAWEB6 (see Fig. 4.6) is a domain-independent commercially available
decision support environment with the goal of supporting a broader range of
choice tasks including ranking and selection, configuration, release planning, and

5www.doodle.com.
6www.choiclaweb.com.

www.doodle.com
www.choiclaweb.com


Fig. 4.5 DOODLE: a
domain-independent decision
support environment

Fig. 4.6 CHOICLAWEB: a
domain-independent decision
support environment
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sequencing. This basically covers the advanced choice scenarios discussed in
Chap. 7. CHOICLAWEB also includes basic feedback mechanisms in terms of polls,
questionnaires, and elections.

4.9 Conclusions and Research Issues

In this chapter, we gave an overview of different environments that include some
kind of group recommendation functionality. Each environment has been analyzed
with regard to specific characteristics of group recommender systems. In addition
to domain-independent environments, the major application domains considered
in this analysis were movies and TV programs, tourism destinations and events,
news and web pages, healthy living, and software engineering. A major open
issue in the context of group recommender research is the availability of publicly
available datasets that provide a basis for the development and comparison of
different group recommendation approaches. What already exists for single user
recommendation domains, for example, in terms of the MovieLens dataset7 should
also be made available for group recommendation scenarios. Such datasets can
serve as a driving force for new recommender-related research developments. There
are also a couple of new application areas for group recommender systems. For
example, the OPENREQ8 research project focuses on the development of recom-
mendation and decision technologies that support different kinds of requirements
engineering processes [10]. A related issue is the scoping of product lines, i.e.,
to decide which features should be included in a new product line [31]. Another
application domain for group recommendation technologies is sports, for example,
recommendation technologies could be used to recommend training sessions for
teams depending on the current team configuration / team members currently
participating in a training. An example thereof is a tennis training session where
players with different strengths and weaknesses are participating. In the context of
the Internet of Things (IoT) [2], there are various application scenarios for group
recommendation technologies [9]. For example, in in-store purchasing scenarios,
product information and infomercials must be personalized for the users currently
near the screen hardware. Similar scenarios exist in the context of public displays
where information has to be adapted to the users in the surrounding area. A privacy-
related challenge in this context is to identify the relevant user information in a
manner that users would find acceptable.

7www.movielens.org.
8www.openreq.eu.

www.movielens.org
www.openreq.eu
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Chapter 5
Handling Preferences

Alexander Felfernig and Martijn Willemsen

Abstract This chapter presents an overview of approaches related to the handling
of preferences in (group) recommendation scenarios. We first introduce the concept
of preferences and then discuss how preferences can be handled for different rec-
ommendation approaches. Furthermore, we sketch how to deal with inconsistencies
such as contradicting preferences of individual users.

5.1 Introduction

Before making recommendations, it is necessary to know and understand the
preferences of the users you are trying to serve [16]. Recommender systems create
different types of preference models in order to discern the relevance of items. The
term preference in recommender systems can be loosely characterized as something
that refers to the things in a user’s head that determine how he/she will evaluate
particular alternatives, and what choices he/she will make [38, 40]. In this broad
sense, preferences refer either to taste or to the utility of items (e.g., I like strawberry
ice cream), or to the outcome of a decision process: I prefer strawberry over
chocolate ice cream. In this latter sense, preference is by nature a relative statement.
As discussed in De Gemmis et al. [16], a preference can also be regarded as an
ordering relation between two or more items to describe which of a given set of
alternatives best suits a user. Jameson et al. [38] differentiate between general and
specific preferences where the former is related to evaluations on a categorical level1

(e.g., economy of a car is more important than sportiness) and the latter to items or
attributes (e.g., I prefer to see the movie Transformers IV over Transformers V).

1Level of interest dimensions [75].
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Acquiring the preferences of users and interpreting these in a way that leads to
items relevant for users is often a difficult task [16]. Traditional microeconomic
models of human decision making assume that consumers are able to make optimal
decisions [33, 52]. These models assume that human preferences are the result of a
formal process of utility maximization where item utilities and attributes are fully
known and remain stable over time. In many real-world settings, this assumption
does not hold. For example, if a family wants to purchase a new car, an upper
price limit could have been defined at the beginning of the decision process but
then be revised in the face of new highly relevant features that were not considered
beforehand. Preferences can change because our utilities for items or features
change due to the context of the task [5], or simply because relevant features only
come to mind over the course of the decision making process.

This evidence against the assumption of a given set of stable preferences led to
alternative models of human decision making [56, 59, 65] and also coined the term
preference construction [5, 44] which states that in many decision making situations,
people construct their specific preferences for options while making the decision.
In one way or another, most existing recommender systems take into account the
fact that preferences are strongly influenced by user goals, personal experiences,
information received from family and friends, and cognitive limitations [38].
Depending on the recommendation approach, specific aspects are taken more into
account than others. For example, critiquing-based recommendation approaches
take into account a user’s limited knowledge about the item domain in terms of
supporting the exploration of the search space on the basis of critiques; collaborative
recommendation approaches simulate recommendations received from family and
friends, but still assume that preferences for items, as reflected in their ratings, are
stable, like traditional economic models do.

User feedback regarding specific preferences can be given in an explicit (the
user is “actively” involved in the elicitation task) or implicit fashion (the user is
not “actively” involved) [16, 59] (see Table 5.1). Explicit feedback is given, for
example, by rating choice alternatives (relevance feedback) [16], critiquing the
currently presented reference item [9, 64], ranking options via pairwise preferences
[41] or choice-based preference elicitation [32], and in terms of explicit preferences
with regard to item properties (specifically, in constraint-based recommendation
scenarios) [37]. The advantage of explicit methods is an explicit link between
the feedback given and the preference that is measured, but this comes at the
disadvantage of requiring effort and the active involvement of users, which is
not always practical in real life applications. Therefore, recommender systems
often use implicit feedback that can be collected by observing a user’s navigation
and purchasing behavior. Implicit feedback is also given in terms of a user’s eye
movements when interacting with a recommender system [77], movements of users
in public contexts [43], or a user’s item purchases [15]. However, the link between
the user’s behavior and the specific preferences and goals of the user is only indirect.
There are limits as to what can be inferred through observation [18].

In this chapter, we analyze preference elicitation support in different recommen-
dation approaches (collaborative filtering, content-based filtering, constraint-based,
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Table 5.1 Representation of user preferences (see also [58–60])

Explicitly formulated Implicitly formulated

Recommendation approach preferences preferences

Collaborative filtering Item ratings [19], pairwise
preferences [41], choice-based
preference elicitation [32]

Item reviews [10], user
location data [61], time of
item consumption [72]

Content-based filtering Item ratings, categories and
tags [57], excluded items [8]

Extracted keywords [57], eye
movements [77], item reviews
[10]

Constraint-based (incl.
utility-based) recommendation

Attribute values [22],
preferences between attribute
values [7, 39, 71], attribute
weights [21, 46], interest
dimensions [22, 54]

Items selected for comparison,
degree of domain knowledge
derived from induced conflicts
[23]

Critiquing-based
recommendation

Critiques on item attributes
[51], natural language based
critiques [31]

Information from chats [55],
eye movements [11]

and critiquing-based recommendation) [26] and also discuss specific aspects related
to the group context. Furthermore, we point out ways to deal with inconsistencies
in a given set of user preferences [25].

5.2 Collecting Preferences

Depending on the recommendation approach, preferences are observed / collected
in different ways. An overview of the different types of preference representations
used in recommendation scenarios is given in Table 5.1. Most group recommender
applications apply preference elicitation approaches that are quite similar to
approaches in single user recommender systems [2, 36]. Where appropriate, we will
point out relevant differences.

Preferences in Collaborative Filtering The dominant approach to providing explicit
preference feedback is to rate items [19, 76]. Implicit preferences are given in the
form of item reviews, user location data, and point of time of item consumption
[10, 61, 72]. In the context of collaborative-filtering-based group recommender
systems, the individual assessments of items represent the (sometimes aggregated)
preferences of individual group members. In this context, typically N-point response
scales (e.g., 5-star rating scales) are used to represent user feedback. Different
rating scales are used in collaborative filtering recommender systems, for example,
the MOVIELENS recommender system [53] offers a 5-point scale (with half-star
ratings) whereas the JESTER joke recommender system provides a continuous rating
scale between �10 and C10. LAST.FM provides a binary rating scale and NETFLIX

recently switched to a thumbs up/down rating, replacing its 5-star rating scale as
A/B tests showed it increased explicit user feedback by 200%. This shows that
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scale granularity reflects a tradeoff between cognitive effort [68] and amount of
information acquired [42]. As ratings only provide an evaluation of solitary items
[38], methods have been proposed that (1) take into account pairwise preferences
that measure the relative preference between two items [41] or (2) elicit user
preferences from list representations, adaptively changing the list to gradually
discover the user’s preference [32]. Though these alternative methods have not been
applied directly to group recommendations, one can envision that asking a group to
rank items rather than rate them might provide a more efficient and satisfactory way
to discover a ranking that best fits the preferences of the entire group.

Preferences in Content-Based Recommendation Explicit preference feedback is
provided in the form of item evaluations and the specification of meta-properties
represented, for example, as categories or tags [57]. Implicit preferences are
specified, for example, in terms of item reviews [10] and eye movement patterns
(collected via eye-tracking) [77]. In the context of content-based group recom-
mender systems, ratings and category preferences represent the preferences of
individual group members. As pointed out, for example, in [8], it often makes sense
to explicitly specify and represent negative preferences. Taking such information
into account in the group recommendation algorithm helps to rule out items which
group members consider unacceptable (e.g., in the context of music recommenda-
tion [8]).

Preferences in Constraint-Based Recommendation This type of recommender sys-
tem is used in situations where items and recommendation knowledge is specified
on a semantic level, for example, in terms of rules. In single-user as well as
in group settings, preferences can be specified on the level of item attributes or
user requirements that are related to item properties. In most of the cases, such
preferences are represented in terms of specific types of rules [21]. Preferences
between item attributes can also be specified on the basis of preference networks [7].
Attribute weights and interest dimensions are often used in the context of a utility-
based analysis of recommendation candidates derived from a constraint-based
recommendation process [22]. Preference collection in group-based recommen-
dation settings resembles single-user settings, however, mechanisms are needed
to resolve inconsistencies between the preferences of group members (see also
Chap. 2).

Preferences in Critiquing-Based Recommendation Critiques are collected to derive
user-individual recommendations. These can be aggregated afterwards to build a
group model that is used for determining group recommendations [51]. Critiques
can be specified directly on item attributes via conventional mechanisms such as
compound critiques or unit critiques or on the basis of more advanced concepts such
as natural language based critiques [31]. Such types of critiques can also be used in
group recommendation. Natural language interfaces for group decision support have
not been investigated up to now. Further information that can be used to understand
preferences is provided in chat-based approaches [55].
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5.3 Preference Handling Practices

Types of Preferences Ratings are influenced by the current context of the user [3, 6].
Some examples of contextual factors are (1) the time between item consumption and
item evaluation (the longer the time, the more ratings regress towards the middle of
the scale [6]) and (2) the type of rating scale used. Anchoring biases (see Chap. 8)
can, for example, be reduced by applying binary or star-based rating scales (com-
pared to numerical rating scales [1]). In general, adapted rating scales and preference
collection user interfaces help to avoid rating biases, compared to post-hoc de-
biasing algorithms [1]. An analysis of anchoring effects based on rating interface is
also presented in Cosley et al. [14]. The authors show that item evaluations by other
users have an impact on the rating behavior of the current user (if made visible). The
existence of the positivity effect in the recommendation context, i.e., pleasant items
are processed and recalled from memory more effectively, is shown in [6]. In the
context of group recommender systems, it has also been shown that multi-attribute
utility-based rating scales can help to make ratings more stable in terms of a lower
standard deviation of individual evaluations [38, 70]. In the context of critiquing-
based recommender systems, combined preference feedback such as compound
critiques and natural language based feedback helps to significantly reduce the
number of critiquing cycles needed by a user to find a relevant item [31, 50].
In conversational recommendation scenarios [13], users specify their preferences
in terms of preferred attribute values. In this context, not all attributes are of
relevance for each user. For example, in a digital camera recommender, a user
might be interested in specifying the desired camera type and resolution but not
in specifying the supported video formats (reasons could include the irrelevance
of video functionalities for his/her work, or a limited amount of technical domain
knowledge). Approaches to recommending which questions/parameters to be shown
to users are presented in [20, 21, 45]. Finally, in content-based recommendation,
additional knowledge about user preferences collected, for example, in the form of
eye-tracking data, can help to significantly improve the prediction quality of the
recommendation algorithm [77].

Visibility of Preferences In the context of group decision making, we face the
question of how to disclose the preferences of individual group members to other
group members [36, 69]. Group members could be interested in seeing the prefer-
ences of other group members for different reasons. For example, if there are some
experts in the group, non-experts engaged in the decision making process would
like to follow the experts (effort-saving aspect [36]). Furthermore, what a single
group member wants can depend directly on what other group members want. For
example, if one group member likes to play tennis, his/her interest in having a hotel
that offers a tennis court depends on the existence of other group members interested
in playing tennis. If no other group members are interested in tennis, preferences
regarding having a tennis court become moot. However, the other side of the coin is
that knowing the preferences of other group members can lead to situations where
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potentially decision-relevant knowledge is not made available to all group members
due to a focus shift towards analyzing the preferences of other group members [69].
Furthermore, if some group members are able to communicate negative feedback
to all group members, phenomena such as emotional contagion [49] can occur,
i.e., other group members can be infected by negative moods. There is also the
danger of GroupThink by which strongly coherent groups try to avoid conflicts and
therefore agree on already established preferences. As a consequence, preference
visibility should be postponed until individual group members have articulated their
own preferences with regard to a set of items [69]. Following this approach, the
overall satisfaction with the outcome of a group decision process can be increased
and anchoring effects can be reduced, since group members focus more on item
evaluation than on the analysis of the preferences of other group members [69].
Postponed preference visibility in collaborative preference specification processes
also leads to an increased exchange of decision-relevant knowledge which helps
to improve the overall quality of a decision [4]. An additional factor to increase
the amount of content/knowledge exchange is recommendation diversity. In the
extreme case, when recommendations reflect opinions that completely contradict
the currently-defined preferences of group members, the amount of information
exchanged between group members reaches its maximum [28]. How much diversity
is accepted by a user (or a group), is still an open issue for future research.

Choice Overload The basic idea underlying the notion of choice overload is that
the higher the number of decision alternatives (i.e., items shown by a collaborative
and content-based recommender or parameters shown by a constraint-based or
critiquing-based recommender), the higher the related effort to analyze alternatives,
and the lower the probability that a decision is made (due to choice overload)
[17, 34, 66]. Bollen et al. [6] analyzed the role of choice overload in the context
of collaborative filtering based recommendation scenarios. They detected that
larger result sets containing only attractive items do not necessarily lead to higher
choice satisfaction compared to smaller item sets. In other words, the increasing
attractiveness of result sets is counteracted by an increase in effort. The authors
mention an optimal result set size of 5–7 but explicitly point out the need for
further related research. A meta-analysis on choice overload [66] showed that choice
overload is not omnipresent and that it mostly occurs when alternatives are very
similar and users lack sufficient expertise to have stable and clear preferences. Later
work by Willemsen et al. [74] showed that latent feature diversification can reduce
choice difficulty and improve satisfaction. The diversification method reduced the
similarity between items while controlling for their attractiveness, making small
sets just as attractive and satisfactory as larger sets, with much less choice difficulty.
For group decisions, choice overload could be tackled in creative ways, extending
the diversification methods used for single users. One could imagine, for example,
giving each group member a (diverse) subset of items out of which the best items
should be identified. Afterwards, the group as a whole can decide which options to
select from the conjunction of the best items from each of the subsets. In this way,
resources of individual decision makers are combined, and larger sets of items can
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be handled without much risk of choice overload. Consequently, reducing choice
overload by using the joint resources of a group is an interesting new research
direction.

In the context of constraint-based and critiquing-based recommender systems,
similar studies are needed focusing on aspects such as result set size, but also on
number of questions posed to the user and number of different repair alternatives
shown in situations where no solution can be found by the recommender system.
Mechanisms to reduce the number of questions are presented in [20, 21, 45] where
questions are selected on the basis of collaborative recommendation algorithms
[20, 21], or where information-gain based measures are used to predict the next
relevant questions to be posed to users [45]. Groups often apply choice deferral
more frequently than individuals [73]. As mentioned in White et al. [73], possible
explanations thereof are (1) defending a choice deferral seems to be easier and easier
to justify than the selection of an option. For example, in jury decision making
there is often a tendency towards acquittal. (2) Groups are more risk-seeking than
individuals (see Chap. 8), and choice deferral is often a riskier behavior. (3) Groups
as a whole often have more reasons to defer a decision compared to individuals.
Finally, we want to point out that the optimal size of a choice set can also differ,
depending on item selection strategy. For example, users who emphasize finding
the optimal solution (maximizers) would like to analyze as many items as possible
whereas users interested in finding a satisfying solution as quickly as possible
(satisficers) prefer smaller option sets [67].

5.4 Consistency Management

There exist situations where no solution / recommendation can be found for a given
set of user requirements, especially in the context of constraint-based recommen-
dation scenarios [21]. Given, for example, a set of user requirements (represented
by a list of attribute/value pairs) which is inconsistent with the underlying product
catalog (e.g., pre-defined item list), a user needs support to know which attribute
values have to be adapted in order to be able to identify a solution [20]. In such
scenarios, conflict detection and diagnosis techniques can help to automatically
figure out minimal sets of requirements that have to be adapted in order to find a
solution [24, 27, 63]. Whereas [24, 27] focus on the determination of personalized
diagnoses for single users, [29] introduced an approach to take into account
the principles of computational social choice [12] for diagnosing inconsistent
user requirements in group-based recommendation and configuration settings (for
example, diagnosis ranking is implemented on the basis of least misery). In group-
based settings, inconsistencies do not only occur between user requirements and
the underlying product catalog, but also between the requirements / preferences of
different group members [29]. Similar inconsistencies can occur in critiquing-based
recommendation scenarios. For example, if the complete critiquing history of a user
(or a group [51]) is used to calculate recommendations, inconsistencies between
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critiques have to be resolved. In most cases, such inconsistencies are resolved by
simply omitting elder critiques and leaving the more recent ones in the active set.
Diagnoses for inconsistent requirements can also be regarded as an explanation
that can help users out of the no solution could be found dilemma [24]. Such
explanations can help to make the identification of relevant items more efficient and
can also help to increase the trust of a user and the degree of domain knowledge,
which is extremely important in order to make high-quality decisions [23].

5.5 Conclusions and Research Issues

In this chapter, we focused on a short overview of existing approaches to support
the handling of preferences. Preference handling mechanisms from single-user rec-
ommendation scenarios can often be applied in group-based settings, but more work
is needed to investigate how preference elicitation procedures can be optimized for
the group recommendation context. Furthermore, we summarized insights from user
studies focusing on the acquisition of preferences and also on the management of
inconsistent user requirements, i.e., requirements for which a recommender cannot
find a solution. In this context, there are a couple of open research issues which will
be discussed in the following.

There exist a couple of research contributions that introduce and discuss aggre-
gation mechanisms that can be used to integrate individual user preferences.
For example, in [47, 48] Masthoff introduces social-choice-based aggregation
mechanisms (e.g., Least Misery (LMS)—see Chap. 2) that can be used to identify
recommendations for a group. Although initial insights have already been provided
in terms of which aggregation mechanisms are useful [48], there is no in-depth
analysis of which aggregation strategies should be applied in which context. An
analysis of the appropriateness of aggregation strategies depending on item type is
presented in Felfernig et al. [30]. A related insight is that, for decisions related to
high-involvement items, groups tend to apply Least Misery-style heuristics, whereas
in low-involvement item domains, misery of individual users is accepted to a larger
extent. Two examples of aggregation methods used in this context are Average
(AVG) and Most Pleasure (MPL). An open issue in this context is how to integrate
basic aggregation functions with knowledge of the personality and emotions of
group members (see also [62]). New related insights will serve as a basis for context-
dependent preference aggregation mechanisms that take into account the group
context before deciding which aggregation and corresponding explanation method
to apply.

Avoiding manipulations is an important aspect of assuring high-quality, fair
group decision making. In order to achieve this goal, aggregation mechanisms have
to be provided (in combination with corresponding recommender user interfaces)
that help to avoid different kinds of manipulation efforts. Related work in the
context of group recommendation has already been performed by Jameson et al.
[35]. For example, median-based aggregation heuristics help to avoid an impact
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of extremely high or low item evaluations. Further mechanisms can be included
to limit the number of possible item evaluations per group member and to give
feedback on the current status of the decision process on a meta-level. For example,
in terms of statements such as user X changed his/her preferences N times with
regard to item A, the evaluations range from 1 to 4 stars. A question that has to be
answered in this context is to which extent we have to adapt user interfaces from
single user recommendation scenarios to the group context [49]. For example, in
which context should one provide information about the preferences of other group
members or information about specific inconsistencies between the preferences of
group members. Although user interfaces provide different mechanisms to handle
user and group preferences, additional approaches have to be developed to improve
the quality of the group decision making processes. For example, approaches that
better predict the preferences of the group, improve the quality of the decision
outcome, and enable a more efficient process towards the achievement of group
consensus. User interfaces should also be capable of stimulating intended behavior,
for example, stimulating information exchange between group members in order to
make decision-relevant knowledge available to the whole group [28].
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Chapter 6
Explanations for Groups

Alexander Felfernig, Nava Tintarev,
Thi Ngoc Trang Tran, and Martin Stettinger

Abstract Explanations are used in recommender systems for various reasons.
Users have to be supported in making (high-quality) decisions more quickly.
Developers of recommender systems want to convince users to purchase specific
items. Users should better understand how the recommender system works and why
a specific item has been recommended. Users should also develop a more in-depth
understanding of the item domain. Consequently, explanations are designed in order
to achieve specific goals such as increasing the transparency of a recommendation
or increasing a user’s trust in the recommender system. In this chapter, we provide
an overview of existing research related to explanations in recommender systems,
and specifically discuss aspects relevant to group recommendation scenarios. In this
context, we present different ways of explaining and visualizing recommendations
determined on the basis of aggregated predictions and aggregated models strategies.

6.1 Introduction

Explanations have been recognized as an important means to help users to evaluate
recommendations, and make better decisions, but also to deliver persuasive mes-
sages to the user [30, 62]. Empirical studies show that users appreciate explanations
of recommendations [14, 30]. Explanations can be regarded as a means to make
something clear by giving a detailed description [63]. In the recommender sys-
tems context, Friedrich and Zanker [26] define explanations as information about
recommendations and as means to support objectives defined by the designer of a
recommender system. Explanations can be seen from two basic viewpoints [5, 65]:
(1) the user’s (group member’s) and (2) the recommender provider’s point of view.
Users of recommender systems are in the need of additional information to be
able to develop a better understanding of the recommended items. Developers of
recommender systems want to provide additional information to users for various
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reasons, for example, to convince the user to purchase an item, to increase a user’s
item domain knowledge (educational aspect), and to increase a user’s trust in and
overall satisfaction with the recommender system. Another objective is to make
users more tolerant with regard to recommendations provided by the system. This
is especially important for new users/items, otherwise a recommendation may be
perceived as inappropriate. Solely providing the core functionality of recommender
systems, i.e., showing a list of relevant items to users, could evoke the impression
of interacting with a black box with no transparency and no additional user-relevant
information [30, 62]. Consequently, explanations are an important means to provide
information related to recommendations, the recommendation process, and further
objectives defined by the designer of a recommender system [13, 26, 38, 53, 67].
Visualizations of explanations can further improve the perceived quality of a
recommender system [27, 65, 67]—where appropriate, examples of visualizations
will be provided.

Explanations in Single User Recommender Systems

In single user recommender systems, various efforts have already been undertaken
to categorize explanations with regard to information sources used to generate
explanations and corresponding goals of explanations [26, 28, 48, 61, 62, 64]. A
categorization of different information sources that can be used for the explanation
of recommendations is given, for example, in Friedrich and Zanker [26] where
recommended items, alternative items, and the user model are mentioned as three
orthogonal information categories. Potential goals of explanations are discussed
a.o. in Tintarev and Masthoff [62] and Jameson et al. [34]. Examples thereof are
efficiency (reducing the time needed to complete a choice task), persuasiveness
(exploiting explanations to change a user’s choice behavior) [29], effectiveness
(proactively helping the user to make higher-quality decisions), transparency (rea-
sons as to why an item has been recommended, i.e., answering why-questions), trust
(supporting a user in increasing her confidence in the recommender), scrutability
(providing ways to make the user profile manageable), satisfaction (explanations
focusing on aspects such as enjoyment and usability), and credibility (assessed
likelihood that a recommendation is accurate). Bilgic and Mooney [5] offer a
differentiation between explanations that focus on (1) promotion, i.e., convincing
users to adopt recommendations, and (2) satisfaction, i.e., to help users make more
accurate decisions.

Examples of verbal explanations for single user recommendations include
phrases such as (1) “users who purchased item x also purchased item y”, (2) “since
you liked the book x, we recommend book y from the same authors”, (3) “since you
prefer taking sports photos, we recommend camera y because it supports 10 pics/sec
in full-frame resolution”, and (4) “item y would be a good choice since it is similar
to the already presented item x and has the requested higher frame rate (pics/sec)”.
These example explanations are formulated based on the information collected
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and provided by the underlying recommendation approaches, i.e., (1) collaborative
filtering, (2) content-based filtering, (3) constraint-based recommendation, and
(4) critiquing-based recommendation—see, for example, [12, 18, 28, 30]. These
examples of explanations can be regarded as “basic”, since further information could
be included. For instance, information related to competitor items and previous user
purchases: “since you prefer taking sports photos, we recommend camera y because
it supports 10 pics/sec in full-frame resolution. z would have been the other option
but we propose y since you preferred purchasing from provider k in the past and y
is only a little bit more expensive than its competitors”.

Another type of explanation is the following: “no solution could be found—if
you increase the maximum acceptable price or decrease the minimum acceptable
resolution, a corresponding solution can be identified”. This explanation focuses on
indicating options to find a way out of the “no solution could be found” dilemma
which primarily occurs in the context of constraint-based recommendation scenarios
[16]. Another example is “item y outperforms item z in both, quality and price,
whereas x outperforms z only in quality”. This explanation does not focus on one
item but supports the comparison of different candidate items (in this case, x and
y). Importantly, it is directly related to the concept of asymmetric dominance (y
outperforms z two times whereas x does this only once) which is a decision bias
discussed in Chap. 8. Explanations based on item comparisons are mostly supported
in critiquing-based [12] and constraint-based recommendation [17] which are both
based on semantic recommendation knowledge (see Chaps. 1 and 2). In critiquing-
based recommendation, compound critiques point out the relationship between the
current reference item and the corresponding candidate items [43]. An example
of a compound critique in the domain of digital cameras is the following: on the
basis of the current reference item x, you can take a look at cameras with a [lower
price] and a [higher resolution] or at cameras with a [higher price] and a [higher
optical zoom]. An analysis of comparison interfaces in single user constraint-based
recommendation is presented in [17, 22].

Explanations in Group Recommender Systems

The aforementioned explanation approaches focus on single users, and so, do not
have to consider certain aspects of group decision making. Explanations for groups
can have further goals such as fairness (taking into account, as far as possible,
the preferences of all group members), consensus (group members agree on the
decision), and optimality (a group makes an optimal or nearly-optimal decision1).
An important aspect in this context is that explanations show how the interests
of individual group members are taken into account. This is not relevant in the

1In contrast to single-user decision making, the exchange of decision-relevant knowledge among
group members has to be fostered [4].
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context of single user recommender systems. Understanding the underlying process
enables group members to evaluate the appropriateness of the way their preferences
have to been taken into account by the group recommender system. Similar to
explanations for single users, explanations for groups are shaped by the underlying
recommendation algorithms. Explanations similar to those already mentioned can
also be defined in a group context. For example, (1) “groups that like item x also
like item y”, (2) “since the group likes the film x, we also recommend film y from the
same director”, (3) “since the maximum camera price accepted by group members is
500 (defined by Paul) and the minimum accepted resolution is 18 mpix (defined by
Joe), we recommend y which supports 20 mpix at a price of 459.”, and (4) “item x is
a good choice since it supports a higher frame rate requested by all group members
and is only a little bit more expensive.”

These examples show that the chosen preference aggregation approach (see
Chap. 2) has an impact on the explanation style. While aggregated predictions
include information about the individual preferences of group members (e.g.,
one group member specified the lowest maximum price of 500) and thus sup-
port explanation goals such as fairness and consensus, aggregated models-based
approaches restrict explanations to the group level (e.g., groups that like x also
like y). More advanced (hybrid) explanations [37] can also be formulated in group
recommendation scenarios, for example, “since all group members prefer sports
photography, we recommend camera y rather than camera z. It is only a little bit
more expensive but has a higher usability which is important for group member Joe
who is a newbie in digital photography. Similar groups also preferred y.”

An example of an explanation in a situation where no solution could be found
is: “no 23 mpix camera with a price below 250 could be found. Therefore we
recommend camera y with 20 mpix and a price of 249 since price is the most
important criterion for all group members.” Finally, the following example shows
how to take into account a group’s social reality, for example, in terms of “tactful”
explanations [53]: “Although your preference for item y is not very high, your
close friend Peter thinks it is an excellent choice.” This example explanation is
formulated on the level of aggregated predictions (see Chap. 2) and also takes into
account social relationships among group members (e.g., neighborhoods in a social
network). On the level of aggregated models, an explanation can be formulated as
follows: “A majority thinks that it is a good choice. Some group members think
that it is an excellent choice.” (assuming the existence of at least some aggregated
categorization of preferences such as number of likes). Taking into account the
individual preferences of group members helps to increase mutual awareness
among group members, and thus counteracts the natural tendency to focus on one’s
own favorite alternatives [32]. An approach to explaining the consequences of a
given recommendation is introduced by Jameson et al. [33], where emotions of
individual group members with regard to a recommendation are visualized in terms
of animated characters.

We want to emphasize that explanations for groups is a highly relevant research
topic with a limited, but nevertheless direction-giving, number of research results
[3, 11, 31, 32, 47]. In the following, we sketch ways in which explanations for single-
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user recommendation scenarios can be adapted to groups. Following the idea of
categorizing explanation types along the different recommendation approaches [63,
68], we discuss explanations for groups in the context of collaborative- and content-
based filtering, as well as constraint- and critiquing-based recommendation.

6.2 Collaborative Filtering

A widely used example of explanations in collaborative filtering recommenders
is “users who purchased item x also purchased item y.” Such explanations can
be generated, for example, on the basis of association rule mining which is
often used as a model-based collaborative filtering approach [40]. Herlocker et al.
[30] analyzed the role of explanations in collaborative filtering recommenders.
They focused on the impact of different explanation styles on user acceptance
of recommender systems. Explanations were mostly represented graphically. For
example, a histogram of neighbors’ ratings for the recommended item categorized
ratings as “good”, “neutral”, or “bad”. The outcome of their study was that rating
histograms are the most compelling way to explain rating data. Furthermore, simple
graphs were perceived as more compelling than more detailed explanations, i.e.,
simplicity of explanations is a key factor.

An orthogonal approach to propose explanations for collaborative-filtering-based
recommendations is presented by Chang et al. [10]. Following the idea of generating
recommendations based on knowledge from the crowd (see, e.g., [66]), the authors
introduce the idea of asking crowd workers to provide feedback on explanations.
Quality assurance is an issue but crowd-sourced explanations were considered high-
quality. The authors mention longer explanation texts and an increased number of
references to item genres as examples of indicators of high-quality explanations. An
example of a question for crowd-sourcing in group recommendation scenarios is
the following: “given this movie recommendation (e.g., Guardians of the Galaxy),
which of the following are useful explanations for a group of middle-aged persons?
Can be viewed by the whole family; Includes plenty of songs from the 70ies; Best
movie we have ever seen.” This way, crowd knowledge can be exploited to better
figure out which kinds of explanations are useful in which context and which ones
might be particularly well-received by specific groups (in this case, middle-aged
persons). A similar approach can be used to figure out relevant explanations in other
recommendation approaches, i.e., which tags to use for an explanation? (content-
based filtering), which requirements to relax? (constraint-based recommendation),
and which critiques to propose to the user? (critiquing-based recommendation).

As mentioned by Bilgic and Mooney [5], a goal of the explanations introduced
in Herlocker et al. [30] is to promote items but not to provide more insights
as to why the items have been recommended, i.e., not to provide satisfaction-
oriented explanations that might help users to make more accurate decisions.
There are different ways to move the explanation focus towards more informative
explanations. As proposed in [5] (for single user recommenders), a collaborative-
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filtering-based explanation can be extended by providing information on items
that had a major influence on the determination of the proposed recommendation.
Removing the most influential items (already rated by group members) from the set
of rated items triggers the most significant difference in terms of recommended item
ratings. Similar approaches can be used to determine the most influencing items in
other recommender types [5, 59].

Collaborative Filtering Explanations for Groups

An example of basic explanations in group-based collaborative filtering is included
in POLYLENS, where the predicted rating for each group member and for the group
as a whole is shown [49]. Some simple examples of how to provide explanations
in the context of group-based collaborative filtering scenarios are provided in
Tables 6.1 and 6.2. Both examples represent variants of the explanation approaches
introduced by Herlocker et al. [30]. Table 6.1 depicts an example of an explanation
that is based on the preferences (ratings) of the nearest neighbors (NN D

S
fnijg)

of the group members ui (for simplicity, we assume the availability of a complete
set of rating data). For each recommended item ti, the corresponding frequency
distribution of the ratings of the nearest neighbors of individual group members
is shown. Note that NN can represent users who are in the intersection of users who
rated this item (fn11; n12; : : :g\: : :\fnm1; nmk; : : :g). Alternatively, NN can represent
the users in the union of nearest neighbors (fn11; n12; : : :g [ : : : [ fnm1; nmk; : : :g). A
related explanation can be “users similar to members of this group rated item t as
follows.”

Table 6.2 depicts an example of an explanation that is based on the preferences
of neighborhood groups gpj of the current group gp. We assume that ratings are only
available in an aggregated fashion (ratings of individual users are not available, e.g.,
for privacy reasons). In this context, the frequency distribution of the ratings of the
nearest neighbor groups is shown for each item ti. An explanation can contain the
following text: “groups similar to the current group rated item t as follows.”

Table 6.1 Collaborative filtering explanations for aggregated predictions, i.e., explanations based
on information about the preferences (ratings) of nearest neighbors (nij) of individual group
members ui

Ratings of nearest neighbors nij 2 NN Explanation

u1 u2 u3

Rec. item ti nn11 nn12 nn21 nn22 nn31 nn32 Bad [0–2] Neutral [>2–3:5] Good [>3:5–5]

t1 4.2 4.9 4.3 3.5 3.2 4.8 0 2 4

t2 3.5 2.2 2.7 3.2 2.9 3.6 0 5 1

t3 3.8 3.1 3.7 2.8 3.4 2.6 0 4 2

t4 4.3 4.9 4.4 4.5 4.0 4.0 0 0 6

t5 3.7 3.9 3.2 3.5 3.6 2.9 0 3 3
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Table 6.2 Collaborative filtering explanations for aggregated models, i.e., explanations are
based on the aggregated preferences of individual group members

Ratings of NN groups (gpj) Explanation

Rec. item gp1 gp2 gp3 gp4 Bad [0–2] Neutral [>2–3:5] Good [>3:5–5]

t1 4.2 4.9 4.3 3.5 0 1 3

t2 1.2 2.9 3.1 1.8 2 2 0

t3 3.5 3.8 2.9 3.3 0 3 1

t4 4.9 4.8 4.1 4.4 0 0 4

t5 3.7 3.3 2.4 3.9 0 2 2

In the given examples, explanations refer to ratings but do not take into
account aggregation functions that were used (see Chap. 2). Ntoutsi et al. [47]
present an approach to explain the aggregation functions in aggregated-prediction-
based collaborative filtering. For example, the application of Least Misery (LMS)
triggers explanations of type “item y has a group score of 2.9 due to the (lowest)
rating determined for user a.” A more ‘group-oriented’ explanation is “item y
is recommended because it avoids misery within the group.” When using Most
Pleasure (MPL), the corresponding explanation would be “item y has a group score
of 4.8 due to the (highest) rating determined for user b.” Finally, when using Average
(AVG), explanations of type “item y is most similar to the ratings of users a; b, and
c” are provided. Similar explanations can be generated for content-, constraint-, and
critiquing-based recommendations. Although initial approaches have already been
proposed, different ways to explain group recommendations depending on the used
aggregation function(s) are an issue for future research.

Visualization of Collaborative Filtering Explanations for Groups

There are different ways to visualize a recommendation determined using col-
laborative filtering [30]. The frequency distributions introduced and evaluated by
Herlocker et al. [30] can also be applied in the context of group recommendation
scenarios. An example thereof is given in Fig. 6.1, where the explanation informa-
tion contained in Table 6.1 is represented graphically. Figure 6.2 depicts a similar
example where an item-specific evaluation of nearest (most similar) groups is shown
in terms of a frequency distribution. Alternatively, spider diagrams can be applied
to visualize the preferences of nearest neighbors. An example is depicted in Fig. 6.3.
This type of representation is based on the idea of consensus-based approaches to
visualize the current status of a group decision process [41, 50].
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Fig. 6.1 Graphical
representation of the
explanation data contained
in Table 6.1

Fig. 6.2 Graphical
representation of the
explanation data contained
in Table 6.2

Fig. 6.3 Spider diagram for
explaining aggregated models
based collaborative filtering
recommendations: ratings of
nearest neighbor groups
gp1; :::; gp4 of gp for the
recommended item t4. This
representation is a variant of
consensus-based interfaces
discussed in [41]

6.3 Content-Based Filtering

The basis for determining recommendations in content-based filtering is the simi-
larity between item descriptions and keywords (categories) stored in a user profile.
Since the importance of keywords can differ among group members, it is important
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to identify those which are relevant for all group members [39]. Explanations are
based on the analysis of item-related content. Examples of verbal explanations
in content-based filtering are given in [5]. The authors show that keyword-style
explanations can increase both the perceived trustworthiness and the transparency
of recommendations. Such explanations primarily represent occurrence statistics of
keywords in item descriptions (see also [14]). Gedikli et al. [28] compare different
approaches to representing explanations in content-based filtering scenarios, and
show that tag-cloud-based graphical representations outperform verbal approaches.

Content-Based Filtering Explanations for Groups

A simple example of content-based filtering explanations for groups is depicted in
Table 6.3.

Item categories catj have a user-specific weight (derived, for example, from the
category weights of individual user profiles where user ui is a member of group G).
To determine the explanation relevance of individual categories, these weights are
combined with item-individual weights (see Formula 6.1).

explanation-relevance.catj; tk/ D
˙ui2Guserweight.ui; catj/ � itemweight.tk; catj/

jGj
(6.1)

The higher the explanation-relevance of a category, the higher the category will
be ranked in a list shown to the group (members). A verbal explanation related to
item t1 (Table 6.3) can be of the form “item t1 is recommended since each group
member is interested in category cat2.” If the preference information of individual
group members is not available (e.g., for privacy reasons), this explanation would
be formulated as “item t1 is recommended since the group as a whole is interested
in category cat2.” Also, more than one category can be used in such an explanation.
As mentioned, category- or keyword-based explanations can also be extended
with information about the most influential items [5]. This can be achieved by
determining those items that trigger the most significant change in item rating
predictions (if not taken into account by the recommendation algorithm).

Table 6.3 Content-based filtering explanations for aggregated predictions

Userweights Itemweights Explanation-relevance

Category u1 u2 u3 t1 t2 t3 t4 t1 t2 t3 t4
cat1 0.05 0.1 0.15 0.1 0.1 0.2 0.3 0.01 0.01 0.02 0.03

cat2 0.3 0.4 0.5 0.7 0.2 0.2 0.0 0.28
p

0.08
p

0.08 0.0

cat3 0.15 0.25 0.2 0.1 0.4 0.2 0.3 0.02 0.08
p

0.04 0.06
p

cat4 0.4 0.3 0.2 0.1 0.2 0.3 0.1 0.03 0.06 0.09
p

0.03

The most explanation-relevant categories for an item tk are marked with
p
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An approach to explaining recommendations on the basis of tags is presented
in Vig et al. [68]. Tagsplanations (explanations based on user community tags) are
introduced to explain recommendations. In this context, tag relevance is defined
as the Pearson Correlation (see Chap. 1) between item ratings and corresponding
tag preference values. Tag preference is the relationship between the number of
times a specific tag has been applied to an item compared to the total number of
tags applied to the item (weighted with corresponding item ratings). In a study
with MOVIELENS [44] users, the authors show that both tag relevance and tag
preference help to achieve the explanation goals of justification (why has an item
been recommended) and effectiveness (better decisions are made). Similar to the
example shown in Table 6.3, explanation-relevance (in this case tag relevance) is
used to order a list of explanatory tags [68].

An opinion mining approach to generating explanations is introduced by Muham-
mad et al. [45]. In the context of opinion mining, features are extracted from item
reviews [15] and then associated with corresponding sentiment scores. Features
and corresponding sentiments are then used to generate explanations related to the
pros and cons of specific items. Features are sorted into pro or con according to
whether their values are above or below a predetermined threshold. If we assume,
for example, a threshold of 0:4, all item features with an explanation relevance
� 0:4 are regarded as pros, the others are regarded as cons. Formula 6.2 represents
an approach to determine the explanation-relevance of a specific feature fi where
sentiment represents a group preference with regard to a specific feature and item-
sentiment represents the support of the feature by the item tj.

explanation-relevance. fi/ D sentiment. fi/ � item-sentiment.tj; fi/ (6.2)

Opinion mining approaches to explanations can also be extended to groups. An
example of applying Formula 6.2 in the context of group recommender systems is
given in Table 6.4.

This example sketches the generation of explanations in aggregated models
scenarios. When determining explanations in the context of aggregated predictions,
explanation relevance could be determined for each individual user and then aggre-
gated using an aggregation function such as Average (AVG) to select explanations
considered most relevant for the group.

Table 6.4 Opinion mining based explanations for aggregated models

Group profile (gp) Item-sentiments Explanation-relevance

Feature Sentiment t1 t2 t3 t4 t1 t2 t3 t4
f1 0.10 0.19 0.23 0.35 0.68 0.019 0.023 0.035 0.068

f2 0.76 0.61 0.52 0.47 0.52 0.46 0.40 0.36 0.40

f3 0.21 0.47 0.43 0.21 0.31 0.10 0.09 0.04 0.07

f4 0.82 0.92 0.76 0.49 0.77 0.75
p

0.62
p

0.40
p

0.63
p

Features fi with the highest explanation-relevance are marked with
p
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Fig. 6.4 Tag-cloud
representation used to show
the relevance of tags with
regard to a specific item
extended with preference
information related to group
members (Isa, Joe, and Leo)

Visualization of Content-Based Filtering Explanations
for Groups

An alternative to list-based representations of explanations is mentioned, for
example, in Gedikli et al. [28], where content-based explanations are visualized in
the form of tag-clouds. An example of a tag-cloud-based explanation in the context
of group recommendation is depicted in Fig. 6.4. The used tags are related to our
working example from the travel domain (see Chap. 2). In this scenario, the tag-
cloud represents an explanation based on the aggregated preferences of individual
group members. For example, Leo and Isa like city tours. One can imagine other
visual encodings in terms of shape, textures, and highlightings [35]. Tag relevance
can be determined on the basis of a tag relevance estimator similar to Formula 6.1.

6.4 Constraint-Based Recommendation

Constraint-based recommender systems are built upon deep knowledge about
items and their corresponding recommendation rules (constraints). This information
serves as a basis for explaining item recommendations by analyzing reasoning
steps that led to the derivation of solutions (items) [25]. Such explanations follow
the tradition of AI-based expert systems [6, 26]. On the one hand, explanations
are used to answer how-questions, i.e., questions related to the reasons behind a
recommendation. A corresponding analysis is provided, for example, by Felfernig
et al. [17]. How questions are answered in terms of showing the relationship between
defined user requirements reqi and the recommended items. An example of such an
explanation is “item y is recommended, since you specified the upper price limit
with 500 and you preferred light-weight cameras” (for details see [17, 25]). Besides
answering how questions, constraint-based recommenders help to answer why and
why not questions. Explanations for the first type are used to provide insights to the
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Table 6.5 Explanation
relevance of requirements in
constraint-based
recommendation (aggregated
models)

Importance

Explanation
Requirement u1 u2 u3 relevance

req1 0.2 0.3 0.4 0.3

req2 0.5 0.4 0.1 0.33

req3 0.3 0.3 0.5 0.37
p

The most relevant requirement is marked withp

user as to why certain questions have to be answered, whereas explanations for why
not questions help a user to escape from the no solution could be found dilemma
[20] (see also Chap. 2). Felfernig et al. [17] show that such explanations can help to
increase a user’s trust in the recommender application. Furthermore, explanations
related to why not questions can increase the perception of item domain knowledge.

Explanations in Constraint-Based Recommendation for Groups

Formula 6.3 represents a simple example of an approach to determine the
explanation-relevance of user requirements in constraint-based recommendation
scenarios for groups. A related example is depicted in Table 6.5. The assumption is
that all group members have already agreed on the set of requirements

S
reqj

and each group member has also specified his/her preference in terms of an
importance value. An explanation that can be provided to a group in such a context
is “requirement req3 is considered important by the whole group.”

explanation-relevance.reqj/ D
˙ui2Gimportance.reqj; ui/

jGj
(6.3)

The example explanation shown in Table 6.5 does not take into account causal
relationships between requirements and items [25]. For example, if a group agrees
that the price of a camera has to be below 1000 and every camera fulfills this
criteria, the price requirement does not filter out items from the itemset, so there
is no causal relationship between a recommendation subset of a given itemset and
the price requirement.

Combining Constraints and Utilities

Constraint-based recommendation is often combined with an additional mechanism
that supports the ranking of candidate items (see Chap. 1). An example thereof
is Multi-Attribute Utility Theory (MAUT) [69] that supports the evaluation of
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Table 6.6 Explanation relevance of interest dimensions in utility-based recommendation (aggre-
gated predictions)

Importance Contribution Explanation relevance

Dimension u1 u2 u3 t1 t2 t3 t1 t2 t3
dim1 0.1 0.3 0.1 0.3 0.3 0.1 0.05 0.05 0.02

dim2 0.6 0.5 0.3 0.3 0.5 0.6 0.14 0.23
p

0.28
p

dim3 0.3 0.2 0.6 0.4 0.2 0.2 0.15
p

0.07 0.07

The most relevant dimension is marked with
p

items in terms of a set of interest dimensions which can be interpreted as generic
requirements. For example, in the digital camera domain, output quality is an
interest dimension that is related to user requirements such as resolution and sensor
size. Group members specify their preferences with regard to the importance of the
interest dimensions dimi. Furthermore, items tj have different contributions with
regard to these dimensions (see Table 6.6).

Similar to content-based filtering, the item-specific explanation relevance of
individual interest dimensions can be determined on the basis of Formula 6.4 where
imp represents the user-specific importance of an interest dimension dimi and con
the contribution of an item to dimi.

explanation-relevance.dimi; tj/ D
˙uk2G.imp.uk; dimi/ � con.tj; dimi//

jGj
(6.4)

Following this approach, [7, 19, 59, 60] show how to apply utility-based
approaches to the selection of evaluative arguments,2 i.e., arguments with the
highest relevance. In this context, arguments take over the role of the previously-
mentioned interest dimensions. Such an approach is provided in the INTRIGUE

system [3], where recommended travel destinations are explained to groups, and
arguments are chosen depending on their utility for individual group members or
subgroups.

An example of an argument (as an elementary component of an explanation) for
a car recommended by a constraint-based recommender is ’very energy-efficient’,
where energy-efficiency can be regarded as an interest dimension. The contribution
of an item to this interest dimension is high if, for example, the fuel consumption of
a car is low. If a customer is interested in energy-efficient cars and a car is energy
efficient, the corresponding argument will be included in the explanation (see the
example in Table 6.6). An example explanation from another domain (financial
services) is the following: “financial service t1 is recommended since all group
members strongly prefer low-risk investments.” Examples of interest dimensions
used in this context are risk, availability, and profit.

2In line with Jameson and Smyth [32], we interpret arguments as elementary parts of explanations.
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Consensus in Group Decisions

Situations can occur where the preferences of individual group members become
inconsistent [21, 23, 41]. In the context of group recommendation scenarios,
consensus is defined in terms of disagreement between individual group members
regarding item evaluations (ratings) [2].3 To provide a basis for establishing con-
sensus, such situations have to be explained and visualized [31, 41]. In this context,
diagnosis methods (see Chaps. 1 and 2) can help to determine repair actions that
propose changes to the current set of requirements (preferences) such that a recom-
mendation can be identified. Such repairs are able to take into account the individual
preferences of group members [23]. The potential of aggregation functions (see,
e.g., Table 2.2) to foster consensus in group decision making is discussed in Salamo
et al. [55]. Concepts to take into account consensus in group decision making are
also presented in [2, 8, 9]. In scenarios such as software requirements engineering
[46], there are often misconceptions regarding the evaluation/selection of a specific
requirement. For example, there could be misconceptions regarding the assignment
of a requirement to a software release. An explanation in such contexts indicates
possible changes of requirements (assignments) that help to restore consistency
(see Chap. 2). In group-based settings, such repair-related explanations help group
members understand the constraints of other group members and decide in which
way their own requirements should be adapted.

User-Generated Explanations

User-generated explanations are defined by a group member (typically, the creator
of a decision task) to explain, for example, why a specific alternative has been
selected. The impact of user-generated explanations in constraint-based group
recommendation scenarios was analyzed by Stettinger et. al [58]. The creator of
a decision task (prioritization decisions in the context of software requirements
engineering) had to explain the decision outcome verbally. In groups where such
explanations were provided, this contributed to an increased satisfaction with the
final decision and an increased perceived degree of group decision support quality
[58]. User-generated explanations are not limited to constraint-based recommenda-
tion. For example, crowd-sourcing based approaches are based on the similar idea
of collecting explanations directly from users.

3See also Chap. 3.
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Fairness Aspects in Groups

Fair recommendations in group settings can be characterized as recommendations
without favoritism or discrimination towards specific group members. The perceived
importance of fairness, depending on the underlying item domain, has been
analyzed in [24]. An outcome of this study is that in high-involvement item domains
(e.g., decisions regarding new cars, financial services, and apartments), the preferred
preference aggregation strategies (see Chap. 2) differ from low-involvement item
domains such as restaurants and movies. The latter are often the domains of repeated
group decisions (e.g., the same group selects a restaurant for a dinner every 3
months). Groups tend to apply strategies such as Least Misery (LMS), in high
involvement item domains, and to prefer Average Voting (AVG) in low-involvement
item domains. When recommending packages, the task is to recommend a set of
items in such a way that individual group members perceive the recommendation as
fair [56]. One interpretation of fairness stated in Serbos et al. [56] is that there are at
least m items included in the package that a group member likes (see Chap. 3).

An approach to take into account fairness in repeated group decisions is
presented by Quijano-Sanchez et al. [52], where rating predictions are adapted to
achieve fairness in future recommendation settings. This adaptation also depends
on the personality of a group member. For example, a group member with a
strong personality who was treated less favorably last time will be immediately
compensated in the upcoming group decision (see Chap. 9). A similar interpretation
of fairness is introduced in Stettinger et al. [57] where fairness is also defined in
the context of repeated group decisions, i.e., decisions that repeatedly take place
within the same or stable groups (groups with a low fluctuation). Fairness in this
context is achieved by introducing functions that systematically adapt preference
weights, i.e., group members whose preferences were disregarded recently receive
higher preference weights in upcoming decisions. For example, in the context of
repeated decisions (made by the same group) regarding a restaurant for a dinner,
the preferences of some group members are more often taken into account than the
preferences of others. In such scenarios, the preference weights of individual group
members can be adapted [57] (see Formulae 6.5 and 6.6).

Formula 6.6 provides a fairness estimate per user ui in terms of the share
of the number of supported preferences in relation to the number of defined
preferences. The lower the value, the less the preferences of a user (group member
of group G) have been taken into account, and the lower the corresponding degree
of fairness with regard to ui. Formula 6.5 reflects an approach to increasing
fairness in upcoming recommendation sessions. If the fairness (Formula 6.6) in
previous sessions was lower than average, a corresponding upgrade of user-specific
importance weights takes place for each dimension. For an example of adapted
weights, see Table 6.7.

imp0.ui; dimj/ D imp.ui; dimj/ � .1 C .
˙u2Gfair.u/

jGj
� fair.ui/// (6.5)

fair.ui/ D
#supportedpreferences.ui/

#group decisions
(6.6)
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Table 6.7 An example of an adaptation of individual users’ weights to take fairness into account

Importance (imp) Adapted importance (imp’)

User dim1 dim2 dim3 Fairness (fair) dim1 dim2 dim3

u1 0.3 0.3 0.4 4/8 = 0.5 0.375 0.375 0.5

u2 0.5 0.4 0.1 6/8 = 0.75 0.5 0.4 0.1

u3 0.3 0.2 0.5 8/8 = 1.0 0.225 0.15 0.375

In this example, the importance (imp) weights of user u1 have been increased, the weights of u2

remain the same, and the weights of user u3 have been decreased (the preferences of u3 have been
favored in previous decisions—a visualization is given in Fig. 6.6)

Fig. 6.5 Visualization of the
importance of interest
dimensions with regard to the
overall item evaluation (the
importance values are based
on Table 6.6 where
dim1 D risk, dim2 D profit,
and dim3 D availability)

Fig. 6.6 Visualizing the
degree of fairness
(Formula 6.6) in repeated
group decisions (e.g.,
decisions on restaurant
visits). In this example, the
visualization indicates that
user u1 was at a disadvantage
in previous decisions

Visualization of Constraint-Based Explanations for Groups

An example of visualizing the importance of interest dimensions with regard to a
final evaluation (utility) is given in Fig. 6.5. Examples of interest dimensions when
evaluating, for example, financial services, are risk, profit, and availability.

If the degree of fairness of previous group decisions has to be made transparent to
the group, for example, for explaining adaptations regarding the importance weights
of individual group members, this can be achieved on the basis of a visualization as
depicted in Fig. 6.6. An example of a related verbal explanation is the following:
“the interest dimensions favored by user u1 have been given more consideration
since u1 was at a disadvantage in previous decisions.”
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Table 6.8 Critiques of group members as a basis for generating explanations for item recommen-
dations

Critiques of group members Support(attribute,ti)

Attribute crit(u1) crit(u2) crit(u3) t1 t2 t3
Price �1.000 �750 �600 299 (1.0) 650 (0.66) 1.200 (0.0)

Res �20 �18 �25 24 (0.66) 25 (1.0) 30 (1.0)

Weight �1 �2 �1 1.5 (0.33) 3 (0.0) 2 (0.33)

Exchangeable lens y y n y (0.66) y (0.66) n (0.33)

Support is defined by the share of attribute-specific critiques supported by an item ti

6.5 Critiquing-Based Recommendation

To assist users in constructing and refining preferences, critiquing-based recom-
mender systems [12] determine recommendations based on the similarity between
candidate and reference items. For example, in the domain of digital cameras,
related explanations focus on item attributes such as price, resolution, and optical
zoom. System-generated critiques (e.g., compound critiques [42]) help to explain
the relationship between the currently shown reference item and candidate items.
Such explanations have been found to help educate users and increase their trust in
the underlying recommender system [51].

Critiquing-Based Explanations for Groups

User-defined critiques, i.e., critiques on the current reference item directly defined
by the user, can be used for the generation of explanations for recommended items
(see the example in Table 6.8).

In this context, support.attribute; ti/ (see Formula 6.7) indicates how often an
item supports a user critique on the attribute. For example, item t1 supports a critique
on price three times since all the critiques on price are consistent with the price of
t1, i.e., support(price; t1)=1.0. However, support(weight; t1) is only 0:33 since the
weight of t1 is 1:5 which is inconsistent with two related critiques.

support.attribute; ti/ D
#supportedcritiques.attribute; ti/

#critiques.attribute/
(6.7)

On the verbal level, an explanation for item t1 could be “the price of camera t1
(299) is clearly within the limits specified by the group members. As expected, it has
an exchangeable lens. It has a resolution (24) that satisfies the requirements of u1

and u2, however, u3 has to accept minor drawbacks. Furthermore, the weight of the
camera (1.5) is significantly higher than expected by u1 and u3.”
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Table 6.9 Summarization of the support-degree of user-specific critiques on item t1

Attributes(t1)

User PriceD 299 ResolutionD 24 WeightD 1:5 Exchangeable lensD y

u1

p p
�

p

u2

p p p p

u3

p
� � �

Such explanations can be provided if the preferences of group members are
known. Otherwise, explanations have to be generated on the basis of aggregated
models, where item properties are compared with the aggregated critiques defined
in the group profile.

Visualization of Critiquing-Based Explanations for Groups

An example of visualizing the support of different attribute-specific critiques is
given in Table 6.9. The

p
symbol denotes the fact that the user critique on an

attribute of item ti is supported by ti.

6.6 Conclusions and Research Issues

In this chapter, we provided an overview of explanations that help single users
and groups to better understand item recommendations. As has been pointed out
in pioneering work by Jameson and Smyth [32], explanations play a crucial role in
group recommendation scenarios. We discussed possibilities of explaining recom-
mendations in the context of the basic recommendation paradigms of collaborative
filtering, content-based filtering, constraint-based, and critiquing-based recommen-
dation, taking into account specific aspects of group recommendation scenarios.
In order to support a more in-depth understanding of how explanations can be
determined, we provided a couple of working examples of verbal explanations and
corresponding visualizations.

Although extensively analyzed in the context of single-user recommendations
(see, e.g., Tintarev [61]), the generation of explanations for groups entails a couple
of open research issues. Specifically, aspects of group dynamics have to be analyzed
with regard to their role in generating explanations. For example, consensus,
fairness, and privacy are major aspects—the related research question is how to
define explanations that best help to achieve these goals. Some initial approaches
exist to explain the application of aggregation functions in group recommendation
contexts (see, e.g., Ntoutsi et al. [47]), however, a more in-depth integration of social
choice theories into the generation of explanations has to be performed. This is
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also true on the algorithmic level, as in the context of group-based configuration
(see Chap. 7). In this context, the integration of information about personality and
emotion into explanations has to be analyzed (see also Chap. 9). Initial related work
can be found, for example, in Quijano-Sanchez et al. [53] where social factors in
groups are taken into account to generate tactful explanations, i.e., explanations that
avoid, for example, damaging friendships.

Mechanisms that help to increase the quality of group decision making processes
have to be investigated [36]. For example, explanations could also be used to trigger
intended behavior in group decision making such as exchange of decision-relevant
information among group members [4]. Finally, explaining hybrid recommenda-
tions [37] and recommendations generated by matrix factorization (MF) approaches
[1, 54] are issues for future research. Summarizing, explanations for groups is a
highly relevant research area with many open issues for future work.
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Part III
Group Decision Processes

Part III of this book focuses on group decision making processes and related
topics. In Chap. 7, we introduce and discuss group recommendation scenarios
that differ in the way alternatives (items) are represented and recommendations
are determined. Examples thereof are group-based configuration, packaging, and
sequencing of items. Thereafter, we discuss different biases that can occur in
the context of group decision making, and show ways to counteract these biases
(Chap. 8). Finally, in Chap. 9 we show how aspects of personality, emotion, and
group dynamics can be taken into account in order to improve the overall quality of
group recommendations. This book is concluded with Chap. 10.



Chapter 7
Further Choice Scenarios

Alexander Felfernig, Müslüm Atas, Ralph Samer, Martin
Stettinger, Thi Ngoc Trang Tran, and Stefan Reiterer

Abstract Until now, we have focused on group recommendation techniques for
choice scenarios, related to explicitly-defined items. However, further choice scenar-
ios exist that differ in the way alternatives are represented and recommendations are
determined. We introduce a categorization of these scenarios and discuss knowledge
representation and group recommendation aspects on the basis of examples.

7.1 Introduction

Until now, we have considered choice scenarios in which a group recommender
selects items from a set of explicitly defined (enumerated) items. Examples thereof
are the selection of a restaurant for a dinner and the selection of a holiday destina-
tion. In this chapter, we analyze scenarios that go beyond the ranking and selection
of explicitly defined items (alternatives). We first characterize these scenarios with
regard to the aspects of (1) the inclusion of constraints (constraints allow the
definition of restrictions regarding the combination of choice alternatives) and (2)
the approach to define alternatives (alternatives can be either represented explicitly
or in terms of parameters). Thereafter, we discuss these scenarios in more detail on
the basis of examples. There are hierarchical relationships between some scenarios:
release planning, triage, resource balancing, and sequencing can be considered
as subtypes of configuration differing in the type of variables and constraints
used. We also differentiate between (1) basic choice problems (ranking, packaging,
parametrization, configuration, release planning, resource balancing, sequencing,
and triage) and (2) methods for getting people’s input concerning choice problems
(voting, questionnaires, and parametrization). The choice scenarios introduced in
this chapter are the following (see Fig. 7.1).
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Fig. 7.1 Choice scenarios categorized with regard to (1) constraint inclusion and (2) the represen-
tation of alternatives (as parameters or items)

Ranking The choice scenarios discussed in the previous sections can be regarded as
ranking since the overall goal is to derive a ranked list of items as a recommendation
for a group. Ranking scenarios typically do not include constraints and choice
alternatives are represented in the form of a list of explicitly defined items, for
example, restaurants or holiday destinations.

Packaging Package recommendation goes beyond basic ranking [21, 22, 26]. The
overall goal is to recommend combinations of items while taking into account
constraints that restrict the way in which different items can be combined. For
example, in holiday trip planning, a package recommendation problem is to find
a set of destinations for the group that takes into account global constraints such
as upper price limit and maximum total distance between the destinations, but also
constraints related to individual items. For example, specific destinations should
be excluded, or either one or the other should be visited but not both. Items in
packaging problems are specified explicitly, for example, a list of museums and a
list of restaurants. Another example of packaging is a group decision regarding the
composition of a Christmas party menu. Decision alternatives are represented by
lists of menu items where each item is associated with one of the categories starter,
main dish, and dessert. Constraints can be specified, for example, according to the
maximum number of menu items and the upper price limit of a menu.
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Parametrization Parametrization decisions are related to detailed aspects of an
item—related alternatives are represented as parameter values. In parametrization,
no restrictions exist between the parameter values. In the context of group decision
making, an example is the parametrization of an already selected travel destination
or the parametrization of intended properties of an already selected hotel. Examples
of parameters of a travel destination are number of days to be spent at the destination
and time of the year. Parameters describing intended properties of hotels are the
availability of a beauty farm, whirlpool, fitness studio, and massage service [14].

Configuration Configuration [2, 10, 24] is one of the most successful applications
of Artificial Intelligence techniques. In terms of knowledge representation, con-
figuration scenarios are similar to parametrization, i.e., decision alternatives are
represented in terms of parameters. In contrast to parametrization, configuration
tasks include a set of constraints that restrict the combination of individual
parameter values. Examples thereof are the group-based configuration of smarthome
installations and the group-based configuration of a car (e.g., a new company
car) [11, 15]. Further examples of group-based configuration are release planning
[6], resource balancing, sequencing, and triage. Because of their wide-spread
application, these scenarios will be discussed in separate subsections.

Release Planning Both, in terms of knowledge representation and inclusion of
constraints, a release planning task is a specific type of configuration task [19].
In Software Engineering, release planning refers to the task of assigning a set of
requirements to one of a defined set of releases. This scenario is usually a group
decision scenario, since stakeholder groups engaged in a software project have to
make release-related decisions. An example of a related constraint is: since the
overall effort is too high, requirement x and requirement y must not be implemented
in the same release.

Triage Similar to release planning, triage can be considered a specific type of
configuration task. Triage decisions can occur in domains such as medical decision
making and Software Engineering. The overall goal of the underlying decision is
to determine a tripartition1 of a given set of alternatives. In early requirements
engineering [19], triage can be applied to figure out (1) requirements that are
essential for a company and must be implemented immediately, (2) requirements
that can be implemented if the resources are available, and (3) unimportant
requirements with no need for implementation in the near future. As opposed to
this, the focus of release planning is to decide a.o. about the time of implementation.
Constraints are similar to those occurring in the context of release planning. Further
examples of triage-based decisions are selection and assignment of students to
open research projects of a research group (students with high potential should be
preferred, students with a low probability of successfully completing their tasks
should be assigned to standard projects but not research projects, and all other

1We limit our discussions to scenarios with three partitions.
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students should receive a research project position if possible), funding decisions
(distribute the available budget between high-potential projects while taking into
account an upper funding limit, do not fund low-potential projects, and fund “in-
between” projects if additional money is available), idea management (focus on
high-potential ideas, filter out low-potential ideas, and take into account ideas “in-
between” if the needed resources are available), and product line scoping [23]
(include the most relevant product features, features with potentials for new markets
if possible, and filter out low-potential ones).

Resource Balancing The goal of resource balancing is to assign consumers to
resources in such a way that a given set of constraints is satisfied. In this context,
consumers and resources can represent humans as well as physical equipment or
software. The assignment of resources to consumers can be represented in terms
of parameters. Resource balancing often includes a set of constraints, for example,
each student should be assigned exactly one paper and paper assignments should be
equally distributed. Thus, resource balancing can also be interpreted as a specific
kind of configuration task. In configuration scenarios, resource balancing is often
included as a subtask, for example, to balance power supply and consumption [10].

Sequencing Sometimes, alternatives have to be arranged in a sequence. For exam-
ple, when planning a trip around the island of Iceland, the sequence of venues
(when to visit which destination) has to be clear from the outset since hotel
reservations have to be arranged correspondingly. Items in sequencing tasks are
often represented in terms of parameters. Constraints are related to user preferences
(e.g., three waterfalls should not be visited directly one after another) and further
restrictions (e.g., the distance between two destinations in a sequence should be
below 100 km and the overall length of the round trip should be minimized).

Polls and Questionnaires Polls and questionnaires are basic means to better
understand the opinions of a group or a community. Thus, both can be considered as
basic decision support mechanisms. In poll scenarios, the group giving the feedback
is in many cases not directly engaged in a decision making process. Polls are defined
in terms of a question (parameter) and possible answers. No constraints are defined
with regard to the choice alternatives. Questionnaires are a concept similar to polls
with the difference that more than one question is typically posed and new questions
are sometimes selected depending on answers that have already been provided.

Voting Compared to questionnaires and polls, voting has a strong decision aspect,
since a group or a community decides on which alternative(s) should be chosen
[16]. This takes place on the basis of a predefined process. The underlying options
are represented in an explicit fashion, like presidency candidates or candidate soccer
players for the “goal of the month”. In voting, there are no constraints regarding the
alternatives.2

2For a discussion of the potential impacts of voting strategies, we refer to [16].
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Due to the high diversity of existing choice scenarios, we do not claim com-
pleteness. The scenarios presented must be seen as examples, i.e., different variants
thereof exist. In the following, we will discuss knowledge representations of
the choice scenarios shown in Fig. 7.1, and sketch approaches to include group
recommendation techniques.

7.2 Ranking

In basic ranking scenarios [8], choice alternatives are enumerated and no con-
straints are applied to the alternatives. A group’s task is to identify a ranking
and then select one item (e.g., in the context of selecting a restaurant for dinner
or a logo for a new product) or a couple of items (e.g., when selecting the n
best conference papers or selecting the n best proposals submitted to a funding
organization). Alternatives do not necessarily need to be specified completely before
the decision process starts, for example, in idea competitions and open innovation
scenarios, alternatives can be added during the decision process. A simple example
of a ranking scenario is depicted in Table 7.1. Each item ti received one ranking per
group member. A score is associated with each rank, for example, rank 1 receives 3
points, rank 2 receives 2 points, etc. The item with the highest Borda Count (BRC)
(see Chap. 2) scoring is recommended (in our case item t4 which is indicated with
p

in Table 7.1).3

Table 7.1 A basic
group-based ranking scenario

Ranking (score)

Item u1 u2 u3 BRC Ranking

t1 4 (0) 4 (0) 4 (0) 0 4

t2 2 (2) 3 (1) 2 (2) 5 2

t3 3 (1) 2 (2) 3 (1) 4 3

t4 1 (3) 1 (3) 1 (3) 9 1
p

Group members ui provide ranks for items
ti 2 I (alternatively, rankings can be derived
by a recommender—see Chap. 2). Thereafter, an
aggregation function such as Borda Count (BRC)
can be used to derive a corresponding ranking for
the group. The

p
symbol indicates the recom-

mended item

3The aggregation functions used in this and other scenarios are considered as convenient, however,
other alternatives might exist.
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Table 7.2 A group-based packaging scenario

Item ranking (score)

Item type 1 Item type 2 Item type 3

t11 t12 t13 t21 t22 t23 t31 t32 t33

u1 1 (3) 2 (2) 3 (1) 2 (2) 1 (3) 3 (1) 1 (3) 2 (2) 3 (1)

u2 2 (2) 3 (1) 1 (3) 1 (3) 2 (2) 3 (1) 1 (3) 2 (2) 3 (1)

u3 1 (3) 2 (2) 3 (1) 1 (3) 2 (2) 3 (1) 3 (1) 2 (2) 1 (3)

BRC 8 5 5 8 7 3 7 6 5

Type-wise ranking 1
p

2 2 1
p

2 3 1
p

2 3

Users provide ranks for items tij (jth item of type i). Thereafter, an aggregation function such as
Borda Count (BRC) can be used for deriving a proposed package (in our case, ft11; t21; t31g). Thep

symbol indicates the recommended items part of the package
c1 W 8i W #proposeditems.type i/ D 1

7.3 Packaging

In a packaging scenario (see Table 7.2) [21, 22], each item tij is associated with
a specific item type i. Choice alternatives are explicitly defined per item type and
constraints related to the alternatives have to be taken into account. A group has to
select items of different item types and compose these into a corresponding package.
An example of a constraint that is defined in such a scenario is: the number of
selected items per item type must be exactly 1 (see constraint c1 in Table 7.2).
Table 7.2 depicts an example of a group-based packaging scenario. Each item
receives a ranking per group member and the item with the highest Borda Count
(BRC) score within a specific item type i is the group recommendation for item
type i. The recommended package in our example is ft11; t21; t31g. In some scenarios,
more than one item per item type is requested or less items than defined types are
allowed to be included in a package recommendation. In more complex scenarios,
constraints are also specified at the individual item level. An example of such a
constraint is an incompatibility between the items t22 and t33, i.e., these items must
not be part of the same package. In the case of such constraints, solution search
in packaging scenarios can be implemented on the basis of conjunctive (database)
queries.

7.4 Parametrization

The alternatives are defined in terms of parameters and there are no constraints
related to the alternatives. In such a scenario, a group’s task is to select one value
per parameter. An example of a group-based parametrization scenario is presented
in Table 7.3. Each group member specifies his/her preferences with regard to the dif-
ferent parameters and then the values that were selected in the majority of the cases
are considered as candidates for the group recommendation. The recommendation
(parametrization) in our example is f par1 D a; par2 D 1; par3 D 2g.
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Table 7.3 Group-based
parametrization

Preferences

Parameter u1 u2 u3 MAJ

par1.a; b; c/ a a c a
p

par2.1; 2; 3/ 1 1 1 1
p

par3.1; 2/ 2 2 1 2
p

Users define preferences with regard
to the parameters pari. Thereafter, an
aggregation function such as Majority
Voting (MAJ) can be used for rec-
ommending a parametrization (in our
case, f par1 D a; par2 D 1; par3 D
2g). The

p
symbol indicates recom-

mended parameter values

7.5 Configuration

In group-based configuration scenarios [11], the alternatives are defined by param-
eters and corresponding domain definitions. In most configuration scenarios, con-
straints restrict possible combinations of parameter values. Similar to parametriza-
tion scenarios, a group’s task is to select one value per parameter such that the set
of parameter value assignments is consistent with the defined constraints [10]. An
abstract example of a group-based configuration scenario is shown in Table 7.4.
Each group member specifies his/her preferences with regard to the values of the
parameters f par1; : : : ; par4g. An example constraint is c1 W par3 D u ! par4 D 1.
Table 7.4 also depicts the solution candidates, i.e., complete sets of parameter
assignments that take into account the defined constraints. These configurations
include trade-offs in terms of neglecting some of the user preferences due to the
fact that the union of all user preferences would be inconsistent [7]. In our example
shown in Table 7.4, least misery (LMS) is applied to evaluate the configuration
candidates (to determine a recommendation). Misery in this context is defined as
the number of times the preferences of an individual user are not taken into account
by a configuration. In contrast to rating-based approaches, the higher the value, the
lower the quality of the corresponding configuration.

Solving Configuration Tasks Configuration tasks can be solved using constraint
solvers [10, 25]. Thus, constraint solvers take over the role of determining candidate
recommendations. These solvers generate solutions (candidate recommendations)
consistent with the defined set of constraints. Due to the combinatorial explosion,
it is often not possible to generate all possible solutions and then to filter out the
best ones by using an aggregation function [3]. In order to deal with such situations,
search heuristics that help to increase the probability of finding solutions that are
optimal with regard to a selected aggregation function must be integrated into the
constraint solver. A more lightweight integration of aggregation functions can be
achieved with majority voting (MAJ). The votes of group members can be applied
to derive preferences [1]. For example, for par1 we can derive a preference ordering



136 7 Further Choice Scenarios

Table 7.4 A group-based configuration scenario

Preferences Configuration (solution) Misery

Parameter u1 u2 u3 id par1 par2 par3 par4 u1 u2 u3 LMS

par1.a; b; c/ a a c 1 a 1 u 1 1 1 1 1
p

par2.1; 2/ 1 1 1 2 c 1 u 1 2 2 0 2

par3.u; v/ u u u 3 b 1 u 1 2 2 1 2

par4.1; 2/ 2 2 1

Users ui specify their preferences in terms of parameter values. Constraints ci specify the
restrictions, a configuration must take into account. Thereafter, an aggregation function such
as Least Misery (LMS) can be used for deriving a recommended configuration (in our case,
f par1 D a; par2 D 1; par3 D u; par4 D 1g). The

p
symbol indicates the configuration parameter

values recommended to the group
c1 W par3 D u! par4 D 1; c2 W par2 ¤ 2; c3 W par3 ¤ v

a 	 c 	 b indicating that a is preferred by a majority of group members (over c
and b) and that c is preferred over b. Such preferences can be directly encoded as
variable (domain) orderings into a constraint solver [20].4

7.6 Release Planning

Release planning is a configuration task [19] where the alternatives (possible assign-
ments of requirements to releases) are defined as parameters and corresponding
domain definitions. In most release planning scenarios, constraints restrict the
possible assignments of requirements to releases. A group’s task is to find one value
per parameter (each requirement needs to be assigned to a release) in such a way
that all assignments are consistent with the defined constraints. An example of a
group-based release planning task is shown in Table 7.5.

Each group member specifies his/her preferences with regard to the assignment
of requirements to releases. Example constraints are c1 W req3 
 req4, c2 W

8i W numreqreli 
 2 which denote the fact that (1) requirement req3 must not
be implemented after requirement req4 and (2) no more than two requirements
should be assigned to the same release. Similar to the aforementioned configuration
scenario, the preferences of individual users are aggregated using Least Misery
(LMS). In this context, LMS denotes the maximum number of times the preferences
of an individual user are neglected by a release plan. For example, release plan 1
ignores the preferences of user u3 four times which is the maximum for release plan
1. Both release plans 2 and 3 have the lowest LMS. Consequently, release plans 2

and 3 can be recommended. Techniques that can be used to determine individual
release plans are the same as those discussed in the context of solving configuration
tasks.

4For example, choco-solver.org.

choco-solver.org
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Table 7.5 A group-based release planning scenario

Preferences Release plan Misery

Parameter u1 u2 u3 id req1 req2 req3 req4 u1 u2 u3 LMS

req1.1::2/ 1 1 2 1 1 1 2 2 1 0 4 4

req2.1::2/ 1 1 2 2 1 2 1 2 1 2 2 2
p

req3.1::2/ 1 2 1 3 2 1 1 2 1 2 2 2
p

req4.1::2/ 2 2 1 4 2 2 1 1 3 4 0 4

Users can specify their preferences in terms of assignments of requirements (reqi) to releases.
Additionally, constraints ci specify properties a release plan must take into account. Thereafter, an
aggregation function such as Least Misery (LMS) can be used for deriving a proposed release plan
(in our case, for example, release plan 2). The

p
symbol indicates recommended release plans

c1 W req3 � req4, c2 W 8i W numreqreli � 2

Table 7.6 Group-based triage

Preferences Triage Misery

Parameter u1 u2 u3 id req1 req2 req3 req4 u1 u2 u3 LMS

req1.a; m; r/ a r a 1 a m a m 2 2 2 2
p

req2.a; m; r/ r m r 2 a r a r 0 4 0 4

req3.a; m; r/ a r a 3 m a m a 4 4 4 4

req4.a; m; r/ r m r 4 r a r a 4 2 4 4

Users specify their preferences by categorizing requirements (reqi) into a (accept), m (maybe
accept), and r (reject). Constraints c1 and c2 specify dependencies between requirements, c3

specifies that two requirements have to be accepted (a). An aggregation function such as Least
Misery (LMS) can be used for deriving a triage solution (in our case, triage 1). The

p
symbol

indicates the triage recommended to the group
c1 W req1 D req3; c2 W req2 D req4

c3 W a.req1/C a.req2/C a.req3/C a.req4/ D 2

7.7 Triage

Triage can be regarded as a configuration task. In the context of software require-
ments engineering, alternative requirements have to be assigned to one of the three
triage categories: accept (a) = requirement must be implemented, maybe accept
(m) = requirement can be implemented if resources are available, and reject (r)
requirement will not be implemented (now). As in release planning, constraints can
restrict the assignment of requirements to the three categories. Table 7.6 includes an
example of a simple triage task.

A group’s task is to assign one category to each requirement in such a way that
all assignments are consistent with the defined constraints. In this example, the
proposed triage follows the recommendation determined by Least Misery (LMS).
Techniques that can be used to determine individual triage solutions are the same as
those discussed in the context of solving configuration tasks.
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Table 7.7 Group-based resource balancing

Preference Resource assignment (rating)

Parameter rating (riuj) id r1u1 r1u2 r1u3 r2u1 r2u2 r2u3 LMS

r1u1.0; 1/ 5 1 1 (5) 1 (5) 0 0 0 1 (2) 2

r1u2.0; 1/ 5 2 1 (5) 0 1 (4) 0 1 (1) 0 1

r1u3.0; 1/ 4 3 1 (5) 0 0 0 1 (1) 1 (2) 1

r2u1.0; 1/ 4 4 0 1 (5) 1 (4) 1 (4) 0 0 4
p

r2u2.0; 1/ 1 5 0 1 (5) 0 1 (4) 0 1 (2) 2

r2u3.0; 1/ 2 6 0 0 1 (4) 1 (4) 1 (1) 0 1

Users specify their preferences with regard to resource assignments in terms of ratings. Constraints
ci specify properties a resource assignment must take into account. Least misery (LMS) denotes
the lowest user-specific evaluation of a resource assignment. The

p
symbol indicates the

recommended assignment (in our case, assignment 4)
c1 W nr1 D r1u1 C r1u2 C r1u3

c2 W nr2 D r2u1 C r2u2 C r2u3

c3 W jnr1 � nr2j <D 1

c4 W r1u1 C r2u1 D 1^ r1u2 C r2u2 D 1^ r1u3 C r2u3 D 1

7.8 Resource Balancing

A resource balancing task is defined on the basis of parameters riuj indicating the
assignment of a consumer (user) uj to a resource ri (riuj D 1 $ consumer (user) j
is assigned to resource i). In the example given in Table 7.7, each consumer (user)
uj provided a preference evaluation (on a scale 1..5) with regard to all potential
assignments riuj.5 The outcome is a resource assignment that indicates which
consumer is assigned to which resource(s). In our example, resource balancing is
interpreted in such a way that each resource should be assigned to nearly the same
number of consumers and each consumer should be assigned to exactly one resource
(see constraints c1–c4 in Table 7.7; nri are parameters/variables representing the
quantity of users assigned to resource i).

Choice scenarios similar to resource balancing in terms of the used knowledge
representation are task assignment (e.g., a set of tasks has to be assigned to the
members of a group) and production scheduling (e.g., a set of orders has to be
assigned to machines taking into account the preferences of different customers).

7.9 Sequencing

Sequencing can be regarded as a configuration task where sequential numbers have
to be assigned to items. As in configuration, constraints can restrict the assignment.

5In order to reduce evaluation efforts, a user could specify only preferred items and the system
would assume negative evaluations for items a user did not evaluate.
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Table 7.8 Group-based sequencing

Preferences Sequence Misery

Parameter u1 u2 u3 id t1 t2 t3 u1 u2 u3 LMS

t1(1..3) 1 1 1 1 1 2 3 2 0 2 2
p

t2(1..3) 3 2 3 2 1 3 2 0 2 0 2
p

t3(1..3) 2 3 2 3 2 1 3 3 2 3 3

4 2 3 1 2 3 2 3

5 3 1 2 2 3 2 3

6 3 2 1 3 2 3 3

Users specify their preferences in terms of assignments of sequential numbers to items ti.
Additionally, constraints ci specify properties a sequence must take into account. Here, uitj is a
parameter representing a user’s (ui) assignment of item tj to a specific sequence position. Least
misery (LMS) denotes the number of times, a user preference is neglected by a sequence. Sequences
id D 1 and id D 2 can be regarded as recommendation candidates
c1 W 8ui W uit1 D x! uit2 ¤ x^ uit3 ¤ x : : :

Table 7.9 A sequencing
scenario where different
sequences are explicitly
defined, i.e., the choice task is
“reduced” to a ranking
scenario

Sequence Evaluation

id t1 t2 t3 u1 u2 u3 AVG

1 1 2 3 5 4 3 4
p

2 1 3 2 3 3 5 3.67

3 2 1 3 2 3 5 3.33

4 2 3 1 3 1 1 1.67

In this example, sequence 1 has the high-
est Average (AVG) value, i.e., it will be
recommended first

Table 7.8 depicts an example of a sequencing task. A group’s task is to assign one
sequential number to each item in such a way that all assignments are consistent
with the defined constraints (in our case c1). If sequences have already been
pre-defined, sequencing can also be implemented as a ranking task where users
evaluate sequences and an aggregation function determines the recommendations.
An example thereof is shown in Table 7.9.

Different aspects of sequencing have been investigated by Masthoff [17] in the
context of selecting television items (e.g., news and commercials). In the scenarios
investigated until now, the primary inputs for determining recommendations are the
ratings provided by individual group members. However, as mentioned in [17], a
group member’s evaluation of an item does not only depend on his/her personal
preferences, but also on the context in which the item is shown. The evaluation
of an item also depends a.o. on a user’s mood (see also Chap. 9). For example,
in the context of TV commercials, it is often the case that viewers prefer to see
sad commercials in the middle of sad TV programs humorous commercials are
preferred in humorous programs. This indicates a need for consistency, i.e., users try
to maintain a specific mood throughout a TV program [17]. Masthoff presents an in-
depth analysis of different influence factors in group decision making in the context
of sequencing. Particularly, different social choice functions are compared with
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regard to their applicability in the domain of television item sequencing. Results
of the presented studies show that group members try to avoid individual misery
and care about fairness in group decision making. Interestingly, ratings are used
in a non-linear way, i.e., differences between extreme values are considered higher
compared to rating values near the average. For further related details, we refer to
[17]. Due to the possibility of compensating for items that are perceived suboptimal
with better ones, especially in the context of sequencing, it is usually possible to
make sure that no one is miserable.

7.10 Polls and Questionnaires

A poll is a kind of sampling of opinions on a specific subject which is collected
from a selected or a randomized group of persons. A micro-poll is a technical term
for a short poll that is added, for example, to a website. Polls are used in situations
where one is interested in the feedback of a group or a community with regard
to a specific topic or question. Thus, polls are used to collect feedback which can
be related to a decision, though the group asked is not necessarily affected by the
result. Typical examples of such polls are “how did you like the new version of
our software?’ or ‘which version of the software do you use, the Android or the
iOS-based implementation?”. Users participating in polls can be allowed to select
one or more alternatives. A poll on the selection of the employee of the year could
allow only one voting per user whereas a poll related to the selection of the best
performer of a casting show could allow more than one vote. Systems supporting
polls do not include any type of group recommendation functionality, in terms of
supporting users in their decision making process. The aggregation mechanism
applied in the context of polls is used to summarize the feedback of users (ADD-
based aggregation) in terms of relative percentages per alternative (e.g., number of
persons who voted for a candidate) (Table 7.10). In contrast to polls, questionnaires
often consist of a collection of questions where the answer type of the questions can
be defined in a flexible fashion (e.g., free text answers, multiple-choice answers,
and single-choice answers). In some cases, questionnaires are defined on the basis
of decision trees that specify in which context a question should be posed.

Table 7.10 Evaluation
scheme of polls and
questionnaires—persons
providing feedback often do
not participate in the related
decision making process

u1 u2 u3 Feedback (ADD)

q1(1,2) 1 1 1 1 (100%)

q2(1,2,3) 2 3 2 2 (67%) 3 (33%)

q3(1,2) 1 1 2 1 (67%) 2 (33%)

q4(1,2,3) 1 2 3 1 (33.3%) 2 (33.3%) 3 (33.3%)
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Table 7.11 A voting process u1 u2 u3 Result (ADD)

a1(0,1) 1 0 1 2
p

a2(0,1) 0 1 0 1

a3(0,1) 0 0 0 0

a4(0,1) 0 0 0 0

Each user is allowed to give only one
vote—a decision is made on the basis of
the ADD aggregation function

7.11 Voting

Voting has a structure that is similar to polls, however, there is a decision aspect in
voting since a group or a community decides on which alternative should be chosen,
i.e., there is a clear pragmatics of the decision outcome. Typical examples of the
application of voting are the player of the month (e.g., in soccer), the reporter of the
year, and the president of a country. In many cases, the goal of voting is to select
one alternative (e.g., the president), however, there are also scenarios where more
than one alternative is selected. For example, in the context of a best paper award:
if majority voting is used for determining a best paper and there is a tie (depending
on the process) multiple alternatives could be selected as best papers. In the context
of elections, the determined ranking of the alternatives has clear pragmatics. For
example, the identified person becomes the new president. Elections can be single
shot or iterative and different tie-breaking rules can be applied (an example thereof
can also be a new election). An example of a voting process is shown in Table 7.11.

7.12 Further Aspects of Choice Scenarios

Tie-Breaking Rules can help in situations where there is no clear winner but a
decision has to be made. A tie-breaking method could be selected before the
decision making process starts. This is used in situations where all group members
agree on the method (or the method has to be accepted “per-se”). Elections are an
example of a situation where a group (in this case, a community) has to decide, and
the method is already pre-defined. Further related examples are voting procedures in
(public) organizations and companies, for example, when selecting a new rector for
a university, selecting a new pope, or selecting the new president of the labor union.
Situations where groups try to determine the tie-breaking method ahead of time also
occur in less business-related decision processes. For example, what is the impact
(weight) of the expert jury compared to the opinion of the audience collected via
SMS votes in a TV show (in a situation where the jury ranking combined with the
ranking of the audience does not result in a clear winner). Similar situations occur
when it comes to the selection of the best paper at a conference—example resolution
strategies in this context can be a simple majority-rules vote or the average rating
the paper received from the reviewers.
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Further examples of tie-breaking rules are toss a coin (useful, for example, in
the context of low-involvement items such as restaurants), least misery (useful
in situations where two or more high-involvement alternatives have the same
evaluation), authority voting (if a group did not agree on a specific decision rule and
accepts the decision of a single authority), and fairness (in the context of repetitive
decisions, users who were treated less favorably in previous decisions have priority).
In many situations, a formalized and pre-defined rule for making a final decision
does not exist, but the final decision is made on the basis of an internal discussion.
In the “best paper” scenario this means that the members of the jury simply analyze
all the given alternatives and articulate their preferences, for example, in terms of
an initial ranking. Given that every jury member has defined his/her preferences,
a discussion can be started with the overall goal of achieving consensus between
the group members. Such group decision-making requires the inclusion of forums
which allow the discussion and exchange of views regarding (dis)advantages of
alternatives [18].

Multi-stage Processes Multi-stage choice is performed if the decision making task
can be separated into multiple phases (e.g., first decide about the date of the holidays
and then decide on the location and the hotel), or the process itself may consist of
the phase of identifying a consideration set (a set of candidate items that could
potentially be chosen) and then selecting items from the identified consideration
set. Examples thereof are personnel selections where the relevant candidates are
pre-selected and—on the basis of the consideration set—hiring interviews are
conducted. Further related examples are idea management (e.g., the selection of
a name for a new product or the selection of topics that should be chosen for the
next project proposal), strategic planning (e.g., the definition and selection of new
topics for professorships to be announced as open positions in the upcoming years).

Process Iterations Iterative decisions (in contrast to single-shot decisions) are
typically made in the context of high-involvement items, i.e., items with a higher
negative impact triggered by a suboptimal decision (compared to low-involvement
items). In the context of such decisions, different types of conversational recommen-
dation approaches, such as constraint-based recommendation and critiquing-based
recommendation, are useful [4]. Decisions related to high-involvement items are
typically made in an iterative fashion, i.e., before the decision is made, a couple of
iterations in terms of evaluations and discussions are performed. Examples thereof
are manifold. For instance, a family purchases a new car, a new CEO is hired for
a company, a group of students selects a new shared apartment, or a new ERP
system is purchased by a company. Gamification-based approaches are a special
case of iterative decision making, for example, Planning Poker [13] is a consensus-
and gamification-based approach to effort estimation (often used in requirements
engineering [12]) where group members play cards. Each member holds a full deck
of cards where each card represents a time effort ascending from, for example, 5 min
to 1 month. After each group member has played a card (face-down), these cards
are disclosed and the estimates of individual group members are discussed. After the
discussion, each member plays another card until consensus is achieved. Examples
of single-shot decisions are the selection of a restaurant and the selection of a movie
to be watched on the weekend.
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Degree of Participation Active participation is given if the persons providing
preference feedback on the choice options are also engaged in the corresponding
choice process (see also Chap. 2). This is the case with most of the aforementioned
scenarios, i.e., decision makers are also engaged in the feedback process and provide
their preferences with regard to the given set of alternatives. The exception to the
rule are polls and questionnaires, where communities provide feedback to decision
makers but often do not actively participate in the decision making process.

7.13 Conclusions and Research Issues

In this chapter, we discussed choice scenarios that go beyond those of previous
chapters. We introduced a categorization of these scenarios along the dimensions of
knowledge representation (items vs. parameters) and the inclusion of constraints.
For a more in-depth understanding of these scenarios, we provided a couple of
examples that show how to determine group recommendations. A couple of research
issues also exist in this context. For example, the overall idea of group-based
configuration is to engage user groups in configuration processes for complex
products and services [11]. Examples of such scenarios are the group-based
configuration of software release plans, the configuration of smart homes, and the
configuration of holiday packages. In all of these scenarios, approaches are required
that support solution search that takes into account the preferences of individual
group members. A specific issue is how to guide heuristic search when confronted
with the preferences of a group of users. Initial related work can be found, for
example, in Polat-Erdeniz et al. [20]. Similar aspects play a role when supporting
groups in achieving consensus in the case of contradicting preferences. The research
issue to be solved is how to include social choice mechanisms into preference
elicitation, and corresponding diagnosis and repair processes. Initial work on the
inclusion of personalization into diagnosis processes is presented, for example, in
[5, 9].
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Chapter 8
Biases in Group Decisions

Alexander Felfernig, Müslüm Atas, Martin Stettinger,
Thi Ngoc Trang Tran, and Gerhard Leitner

Abstract Decision biases can be interpreted as tendencies to think and act in
specific ways that result in a systematic deviation of potentially rational and high-
quality decisions. In this chapter, we provide an overview of example decision biases
and show possibilities to counteract these. The overview includes (1) biases that
exist in both single user and group decision making (decoy effects, serial position
effects, framing, and anchoring) and (2) biases that especially occur in the context
of group decision making (GroupThink, polarization, and emotional contagion).

8.1 Introduction

Research suggests that groups have the potential to outperform individuals in terms
of decision quality [39, 47]. The collective memory of a group in many cases
entails more decision-relevant knowledge than the memory of each individual group
member. The same holds for solution knowledge: different group members are able
to recall approaches to solve problems or take decisions from the past. However,
groups often fail to achieve this goal [16]. One reason for explanation of this
phenomenon is decision biases, which are defined as a tendency to think and act
in specific ways which results in deviations from rational and high-quality decisions
[3, 25, 37, 39]. Decision biases occur in single-person decisions as well as in group
decisions. In this chapter, we summarize existing research related to decision biases
in recommender systems (see, e.g., [22, 28]) and point out issues to be dealt with
especially in the context of group decision making. For each of the mentioned
biases, we first explain the basic underlying principle, provide examples, and then
focus on specific aspects that have to be taken into account in group decision
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scenarios. The inclusion of theories of human decision making into recommender
applications is still a relatively young research field with a couple of open research
issues [22].1 The biases discussed in this chapter represent examples but in no way
cover the complete set of biases investigated in psychological research [3, 25].

8.2 Decoy Effects

Within an item list, decoy items are alternatives inferior to all other items. Decoy
items trigger a violation of the regularity choice behavior axiom which says:
the inclusion of a completely inferior option can not change the probability that
an existing option will be chosen [20, 27]. Superiority or inferiority of items is
often measured by comparing item properties with regard to the distance to the
corresponding optimal value. Although not attractive for the user, a decoy item
can manipulate his/her selection behavior. If we assume that T is an item that
should be pushed in terms of purchasing probability and C is a competitor item,
the inclusion of a decoy item D can trigger the following situation: P(T ,{T ,C,D}) >

P(T ,{T ,C}) where P(X,I) denotes the purchase probability of X given the item set I.
Consequently, the regularity choice behavior axiom gets violated.

An example of a decoy effect is provided in Table 8.1: item D represents the
decoy item, T represents a target item (item that should be pushed to increase pur-
chase), and C represents a competitor item. In this case, users perceive an increased
attractiveness of robot T due to the fact that it has a reliability that is similar
to the optimum one provided by robot D. However, robot T has a significantly
lower price which makes this option a compromise between optimal reliability and
corresponding costs. This kind of effect is denoted as compromise effect. Further
related effects are asymmetric dominance (the decoy item is outperformed by the
target item in all dimensions) and attraction effect (the target item is only a little
bit more expensive but completely outperforms the decoy item with regard to
reliability). An overview of decoy effects, their role in recommendation scenarios,
and how to counteract them is provided in [13, 28, 48, 49].

Felfernig et al. [15] show the existence of compromise effects in the financial
service domain. Within the scope of a study that operated on a real-world financial
service dataset, participants had to select items they would prefer to purchase given a

Table 8.1 Example of a compromise effect: item (robot) T is interpreted as a compromise since it
has nearly the same reliability as D but a significantly lower price

Item (robot) T C D

Price 3.000 1.500 5.000

Reliability 9 4.5 10

1See the ACM RecSys Workshop Series on Human Decision Making and Recommender Systems.
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specific set of financial services. The reference set without decoy items consisted of
bonds, gold, and funds whereas a decoy set consisted, for example, of bonds, gold,
funds, and shares. In this setting, shares (the decoy item) make funds (the target
item) a compromise alternative and thus help to increase the selection probability of
funds (under the assumption that shares have a significantly higher risk compared to
funds and often similar return rates). Note that decoy items do not only play a role
when the goal is to push certain items from a list [28]. Decoy items can also help
to reduce the time needed to make a decision, since they provide a good basis for
resolving cognitive dilemmas, and they help to increase the confidence in a decision
by providing an easy means to explain it [28].

An analysis of the existence of decoy effects in the context of group decision
making is presented in [44]. The authors analyze the existence of decoy effects in
employee selection among job applicants on the shortlist. The attributes used as a
basis for comparison are work sample score and promotability score. The relevance
of this analysis is even increased by the fact that only 26% of high-level employee
selection decisions are made by a single person [43]. For decision scenarios with a
low degree of interaction between different group members it seems to be clear that
decoy effects already occur on the individual level and then are propagated to the
group decision level. However, in the study of [44], study participants were sitting
at the same table discussing alternative job applicants. The decoy effect was even
increased in situations where study participants also had the defined role of being
responsible for the chosen candidate (aspect of accountability). An explanation of
this effect is that study participants had to think about arguments and explanations
as to why they made a specific decision (proposal to choose a specific job candidate)
more intensively. Decoy elements provide a basis for the construction of such
explanations [28].

8.3 Serial Position Effects

Serial position effects (primacy/recency effects) can occur in different forms. First,
if a recommendation list is presented to a user, items at the beginning and the
end of this list are investigated more intensively—a related study is presented in
Murphy et al. [36] where users were confronted with a list of weblinks. Second,
serial position effects have a cognitive dimension in terms of the probability of being
able to memorize items included in a list [38].

The impact of serial position effects on user selection behavior has been
investigated in recommendation settings addressing single users (see Fig. 8.1):
Felfernig et al. [12] report that item attributes shown to a user in a sequence have
a higher probability of being recalled if they are mentioned at the beginning or
the end of the sequence. This holds true for popular/well-known properties, and
also for those that are less popular/less well-known. The item attributes recalled
by a user also have an impact on his/her selection behavior, i.e., item attributes
presented at the beginning and the end of a dialog are used as selection criteria with
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Fig. 8.1 Serial position effects when item attributes are presented in a sequence [12]. Item
attributes presented at the beginning and the end of a list are recalled more often than those in the
middle. This holds in situations where popular attributes are positioned at the beginning and the
end of a list (solid line) but also in situations where less known/popular attributes were mentioned
at the beginning and at the end of the list (dashed line)

a higher probability. A similar effect can be observed when analyzing argumentation
sequences related to items: if positive arguments are positioned at the beginning and
the end of an item evaluation, the evaluation of the item tends to be better [46].

The order of items in a list has also an impact on decision making in the context
of group decision scenarios. Highhouse and Gallo [19] show that the order in which
candidates are interviewed has an influence on which candidates are finally chosen.
Specifically, recency effects were observed, i.e., job candidates interviewed at the
end of the selection process had a higher probability of being selected. Stettinger
et al. [46] present the CHOICLA group decision support environment that is based
on social choice-based preference aggregation mechanisms for groups [29]. The
environment supports different types of preference definition mechanisms which
range from a star-based rating that can be used for simple items such as movies to
items that can be evaluated using interest dimensions on the basis of multi-attribute
utility theory (MAUT) [50]. The role of serial position effects in CHOICLA-based
group decisions is discussed in [46] where the impact of the ordering of positive
and negative arguments regarding an item is evaluated. Study participants were
organized into groups of five to six persons who had to evaluate restaurants they
would like to visit for a dinner. The variation points in the study were (1) the
used rating scales (5-star vs. MAUT rating scale based on the interest dimensions
ambience, price, quality, and location of the restaurant) and (2) two different
sequences of a set of arguments in a restaurant review. In one review version,
the positive arguments were positioned at the beginning and at the end of the
evaluation (positive salient version), in the other version the negative arguments
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were positioned at the beginning and at the end (negative salient version). One major
insight of the study was that MAUT-based preference elicitation can counteract
decision biases since there were no significant differences in the evaluation of the
items in the positive and negative salient version. In the case of star ratings, the
overall item evaluation in the negative salient version was significantly lower than
in the positive salient version.

8.4 Framing

The way in which an alternative is presented to the user can influence a user’s
decision making behavior [24]. According to prospect theory [24], decision alter-
natives are evaluated with regard to potential losses and gains, where the impact
of losses is evaluated higher than the impact of gains (user-specific asymmetric
evaluation function). An example of framing is price framing [7]: two companies
(x and y) sell wood pellets. Company x describes its product as pellets for e 24.50
per 100 kg with a e 2.50 discount if the customer pays with cash whereas company
y provides the description e 22.0 per 100 kg, and charges a e 2.50 surcharge if
the customer uses a credit card. Company x rewards buyers with a discount which
would trigger an increased purchasing of items x, even though both offers are
equivalent from the cost perspective. Framing effects can be reduced, for example,
if explanations are required for a final decision [33]. These effects occur more often
when decision heuristics are used, compared to situations where persons follow an
analytic processing style to make a decision [31]. Framing effects also exist in group
decision scenarios [9, 32, 40]. In gain situations, there is a tendency of more risk-
awareness whereas in loss situations there is an increased risk-seeking tendency [9].

8.5 Anchoring

Anchoring represents a tendency to rely too heavily on the first information (the
anchor) received within the scope of a decision process. Anchoring effects trigger
decisions, which are influenced by a group member who first articulated his/her
preferences [21, 45]. Related results in decision support scenarios are confirmed by
social-psychological studies which show the relationship between decision quality
and the visibility of individual user preferences [34]. It was shown that hidden
preferences in early decision phases of a group can increase the amount of decision-
relevant information exchanged by group members, and that a higher degree of
information exchange correlates with a higher quality of related decision outcomes.
Thus, early preference visibility triggers a confirmation bias where a group searches
for information that confirms the initial views of group members and a shared
information bias which reflects the situation where a group focuses on discussing
information available to all group members but not on figuring out and sharing new
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decision-relevant information. In group decision settings, there is also a tendency
to not consider conflict-inducing information related to a preferred alternative if the
group members providing this information are in the minority [26].

Anchoring effects have also been analyzed in the context of recommender sys-
tems. For example, in the context of collaborative filtering recommender systems,
reference ratings of other users shown to the current user within the scope of an item
evaluation (rating) process have an impact on the current user’s ratings [1, 2, 10].
Manipulated higher average ratings shown to the current user trigger higher user
ratings, manipulated lower ratings have the opposite effect. Furthermore, adapting
the preference definition interface (e.g., from a 5-star rating scale to a binary one)
can help to counteract such biases. For recommender user interfaces, this also means
that item rating tasks should not include available rating information from other
users [10].

Felfernig et al. [14] show the existence of anchoring effects in group-based
software engineering scenarios. In this context, preference shifts were detected
when software teams engaged in a university course on software requirements
engineering had to make decisions regarding different aspects of their software
project (e.g., type of evaluation, presentation, programming language, and database
technology). Stettinger et al. [45] also analyze group decision scenarios in software
engineering. In this context, they focus on requirements engineering where groups
of software developers have to complete a requirements prioritization task in terms
of deciding which requirements should be implemented in their software project.
The existence of anchoring effects could be shown: the earlier the preferences of
individual group members were shown to other users, the higher the probability
of the occurrence of anchoring effects (see Fig. 8.2). The earlier user-individual
preferences are disclosed, the lower the perceived quality of the decision outcome
and of the perceived decision support.

Late preference disclosure increases discussion intensity and information
exchange between group members, which has a positive impact on decision quality
[8, 18]. Schulz-Hardt [42] point out that overconfidence within a group can be
triggered by a shared information bias. Atas et al. [5] show the application of
recommendation technologies in group decision scenarios to foster information
exchange between group members. In the presented study, recommendations with
different degrees of diversity were delivered to group members—the degree of
information exchange between group members increased with an increased degree
of recommendation diversity.

8.6 GroupThink

GroupThink [11, 23] occurs in situations where members of a cohesive group
have a clear preference in terms of avoiding conflicts and maintaining unanimity,
and are not primarily interested in analyzing existing decision alternatives [23].
In such situations, groups often fail to analyze relevant alternatives in detail, do
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Fig. 8.2 Anchoring effect in requirements prioritization [45]. The earlier individual preferences
are shown to other users (e.g., after 1 user has defined his/her preferences), the less ratings of users
differ (measured in terms of standard deviation)

not adequately take risk into account, and do not focus on the exchange of addi-
tional decision-relevant information. GroupThink can be increased by encouraging
conformity within a group [4] (when the majority of group members expresses
an opinion different from an individual [30]), by an unwillingness to analyze
existing alternatives, and by decision environments that do not tolerate dissent,
a major ingredient and precondition for fostering information exchange between
group members. Finally, GroupThink also increases the confirmation effect, i.e.,
the tendency to favor and recall information units in a way that confirms existing
preferences [23, 39]. There are different ways to avoid GroupThink. Leaders should
not articulate their opinion to other group members before discussing relevant
alternatives in detail. Experts outside the group should be integrated in order to
stimulate diverse opinions, related debates, and information exchange which are
crucial for high-quality decision making. As already mentioned, an approach to
exploit recommender systems functionality to stimulate information exchange in
group decision processes is presented in [5].

8.7 Emotional Contagion

Emotional contagion describes the influence of the affective state of an individual
on the affective state of other individuals within a group [6]. This effect can have
a positive or a negative impact on overall satisfaction with a group decision [6].
The strength of the effect also depends on the item domain. For example, emotional
contagion is more likely to happen in a music recommender system than in TV
watching, since people are often more aware of others when not solely staring at
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a screen [30]. An approach to counteract this effect in group decision scenarios is
not to allow information exchange between group members in the very early phase
of a group decision process. On the level of recommendation algorithms, emotional
contagion and different personality aspects can be used to improve, for example, the
prediction quality of the group recommender [30, 41] (see also Chap. 9).

8.8 Polarization

There is often a tendency in groups to shift towards more extreme decisions
compared to the original positions/preferences of the individual group members
[9]. For example, in group-based investment decisions it can be the case that—
although individual group members prefer an average risk investment strategy—the
final chosen risk level is higher than the preferred risk levels of individual group
members. This tendency to shift towards more extreme decisions in the context
of group decision making is denoted as group polarization [35]. Group decisions
can be more risky if the original opinions of individual group members tend
to be risky (risky shift). Vice-versa, there also exists a cautious shift if group
individuals are supporting more conservative alternatives [17]. In the context of
group investment decisions, Cheng and Chiou [9] show that group decisions appear
to be more cautious in gain situations and more risky in loss situations. A reduction
of such a polarization effect can be achieved by including dissent, which also helps
to trigger discussions more related to potential negative impacts of a decision.
Recommender systems aware of polarization can adapt, for example, the utility
estimates of recommendations and provide corresponding explanations. To the
best of our knowledge, such concepts have not been integrated into recommender
systems up to now.

8.9 Conclusions and Research Issues

Although groups have the potential to perform better than individuals in solving
decision tasks, suboptimal decisions are made due to different types of biases (e.g.,
decoy effects, serial position effects, framing, anchoring, GroupThink, emotional
contagion, and polarization). Without claiming to have provided a complete dis-
cussion of possible biases in group decision making, we have emphasized biases
that have been analyzed in single-user recommendation contexts and, to a lesser
extent, in the context of group decision making. There exist a couple of research
contributions related to the analysis of decision biases, especially with regard to
their impact on the development of recommender applications. A major focus of
existing work in the field is to show the existence of such biases in different item
domains and recommendation contexts. However, it is even more important to
develop approaches that help counteract these effects on different levels, such as
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recommender algorithms and recommender user interfaces. Avoiding biases helps
to increase decision quality; consequently, related research contributions have a
potentially high impact on the quality of future group recommender systems [45].
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Chapter 9
Personality, Emotions, and Group
Dynamics

Marko Tkalčič, Amra Delić, and Alexander Felfernig

Abstract The methods and techniques introduced in the previous chapters provide
a basic means to aggregate the preferences of individual group members and to
determine recommendations suitable for the whole group. However, preference
aggregation can go beyond the integration of the preferences of individual group
members. In this chapter, we show how to take into account the aspects of
personality, emotions, and group dynamics when determining item predictions for
groups. We summarize research related to the integration of these aspects into
recommender systems, and provide some selected examples.

9.1 Personality and Emotions

Research has already demonstrated that various properties of recommender systems
(e.g., prediction quality) can be improved by taking into account the aspects of
personality [9] and emotions [22, 38]. In this chapter, we show how these aspects
can be considered in group recommendation scenarios. In contrast to single user
recommenders [8], group dynamics [11], i.e., the way group members interact (e.g.,
in terms of communicating opinions) have to be taken into account [22, 30].

Personality

According to McCrae and John [24], personality reflects individual differences
in emotional, interpersonal, experiential, attitudinal, and motivational styles. An
overview of different models of personality especially in the context of offering
personalized services is given by Matz et al. [23, 37]. The traditional approach to the
acquisition of personality information are (obtrusive) questionnaires [17, 18] which
should not be the first choice when following the objective of integrating personality

© The Author(s) 2018
A. Felfernig et al., Group Recommender Systems, SpringerBriefs in Electrical
and Computer Engineering, https://doi.org/10.1007/978-3-319-75067-5_9

157

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75067-5_9&domain=pdf
https://doi.org/10.1007/978-3-319-75067-5_9


158 9 Personality, Emotions, and Group Dynamics

Fig. 9.1 Thomas-Kilmann
(TKI) model of conflict
resolution styles [18]

aspects into recommender systems. Such questionnaires are often employed in
the context of user studies—see, for example, Quijano-Sanchez et al. [29]. As
an alternative, there are a couple of methods for estimating personality in an
unobtrusive fashion. For example, on the basis of social media features such as the
number of Twitter followers and followees [28] (e.g., an above average number of
followers and followees is correlated with extraversion), FACEBOOK likes [13, 19]
(e.g., music from Leonard Cohen is correlated with openness), and color-based,
low-level features from INSTAGRAM pictures [36] (e.g., extroverted people like a
lot of green color). Related work is presented in Neidhardt et al. [26] who show
how to elicit travel-related personality information in single user recommender
systems. Users had to select pictures which were used to infer tourism-related
personality factors such as sun and chill-out, action and fun, nature and recreation,
etc. Unobtrusive methods come along with a trade-off in terms of lower algorithm
accuracy, however, recent research has shown that using a combination of sensors
and social media traces with advanced machine learning can yield acceptable
predictive quality [10, 35]. Importantly, off-the-shelf solutions such as WATSON

PERSONALITY INSIGHTS (e.g., personality prediction through written texts) are
available.

In this chapter, we will use the Thomas-Kilmann Conflict Style Model (TKI
model) [18] of personality as a basis for our working examples (see Fig. 9.1).
In contrast to other models that primarily take into account characteristics of
individual users, the advantage of this model is that it focuses on the interaction
between group members. In this context, it serves as a basis for the provision
of conflict resolution styles applicable in specific group settings. The TKI model
differentiates between the two aspects of cooperation (low .. high) and assertion
(low .. high). Combinations of these two aspects lead to different personality types
which are competing (assertive and uncooperative, own concerns are pursued at
the expense of other group members), collaborating (cooperative and assertive,
the goal is to find a solution that satisfies the concerns of all group members),



9.2 Group Dynamics 159

compromising (moderate in cooperativeness and assertiveness, focus on finding
trade-offs/solutions acceptable for all group members), avoiding (not assertive and
not cooperative, no concerns are pursued), and accommodating (cooperative and not
assertive, focus is on primarily satisfying concerns of other group members).

Emotions

Emotions can be regarded as base affective occurrences that are usually triggered
by a stimulus, for example, if one wins a race (s)he usually gets happy. There
are different models of emotion which will not be discussed in this chapter—
for a related overview we refer to D’Errico and Poggi [7]. Typical dimensions
covered by base models of emotions are anger, disgust, fear, happiness, sadness,
and surprise. Due to their direct measurability, valence and arousal are often used to
infer emotional categories [1, 25]. For example, anger is related to a high arousal and
low valence. Similar to personality, emotions can also be measured on the basis of
self-assessment questionnaires. Also, off-the-shelf tools (e.g., AFFECTIVA) support
the automated detection of emotions from facial expressions, skin conductance,
EEG (electroencephalography) signals, etc. A survey of existing techniques in
automated emotion detection is given by Schuller [35]. Ho et al. [16] introduce
a single user movie recommender system that takes into account the emotional
states of users. Emotional states are determined with regard to colors that have
to be chosen by users. Depending on this feedback, an emotional state can be
determined and recommendations can be made based on items consumed by users
in a similar emotional state (e.g., on the basis of collaborative filtering). Thus,
emotions can be interpreted as a contextual dimension. Emotions in contextual
recommender systems have also been analyzed by Zheng et al. [39]. The outcome
of their study was that emotions can help to improve the predictive performance of
recommendation algorithms.

9.2 Group Dynamics

Group dynamics account for processes and outcomes that occur in group settings
[4, 11]. Social sciences research has shown that group decisions are not always
rational and cannot always be deduced from (explained solely by) the preferences
of individual group members. Consequently, supporting group decision processes
on the basis of group recommendation technologies also requires knowledge of
group dynamics. In the following, we discuss the aspects of emotional contagion
and conformity which are the major influential aspects to be taken into account when
analyzing group decision processes. We discuss these aspects in the light of existing
research in group recommender systems.
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Emotional Contagion Emotional contagion (see Chap. 8) reflects processes where
the emotional state of one group member influences the emotional state of other
group members [2, 15]. In this context, emotions can (1) be transferred “as-is”
(e.g., the happiness of one group member makes other group members happy
as well) or (2) trigger a counter-contagion (e.g., due to competitive situations
among group members). In this case, the happiness of one person makes another
person annoyed. Usually, this effect occurs automatically, unintentionally, and
uncontrollably. Emotional contagion also occurs in online groups where it has been
shown that, for example, FACEBOOK users confronted with positively formulated
posts also generated more positive ones and vice-versa [20].

Emotional contagion has also been taken into account in the context of group
recommendation scenarios [22]. If, for example, one group member is dissatisfied
with a recommendation, it can be expected that her disappointment has a negative
influence on the other group members. This in turn decreases the overall group
satisfaction even though other group members would have enjoyed a given rec-
ommendation. In the work of Masthoff and Gatt [22], group recommendations are
determined for item sequences (TV programs). In such a context, the satisfaction of
an individual is not only a function of the currently-recommended item, but also a
function of the items presented earlier. Recommendations of sequences to groups is
outside the scope of this chapter—for an in-depth discussion of how to integrate the
concept of emotional contagion on an algorithmic level, we refer to Masthoff and
Gatt [22].

Conformity Conformity can be interpreted as a change in opinion, judgement, or
action to match the opinions, judgements, or actions of other group members or to
match the group’s normative standards [11]. In the context of group recommender
systems, conformity knowledge can be used to better predict the preparedness of
individual group members to adapt their initial evaluations. In Masthoff and Gatt
[22], a function to estimate the degree of conformity of a specific group member
is based on factors such as size of the subgroup with a different opinion, number
of persons outside that subgroup, and difference between the individual’s opinion
and the opinion of the subgroup. Berkovsky and Freyne [3] introduced a model of
influence of specific group members that is based on rating counts. For example, the
higher the share of ratings of one family member in relation to the number of ratings
of all family members, the higher his/her influence. In this context, it is assumed
that the lower the influence, the higher the preparedness of persons to adapt their
evaluations (and the higher the conformity level). Quintarelli et al. [32] introduce
a measure of influence that is based on the idea that the more often the individual
preference of a group member appears as result in the final group choice, the higher
the influence of this group member. Finally, Nguyen and Ricci [27] analyze three
conformity types within the scope of an empirical study: (1) group members do not
change their preferences (independence), (2) preferences of group members tend
to become similar (conversion), and (3) preferences become more divergent (anti-
conformity).
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An approach to combine personality information with conformity in the context
of group recommendations has been introduced by Quijano-Sanchez et al. [29]. The
presented approach is able to estimate the extent of conformity susceptibility (on the
basis of a trust measure) of a specific user and to take this information into account
when generating group recommendations. The personality model used in [29] is
based on the aforementioned TKI model [18]. In the following section, we provide
an example of the group recommendation approach presented by Quijano-Sanchez
et al. [29]. For an in-depth discussion of the integration of emotional contagion into
group recommendation processes, we refer to Masthoff and Gatt [22].

9.3 Example: Taking into Account Personality
and Conformity

In order to show how to integrate aspects of group dynamics into group recommen-
dation processes, we give an example that is based on the approach presented in
[29]. The ratings shown in Table 9.1 have to be considered as the user-specific item
rating predictions determined by the underlying recommender system.

Quijano-Sanchez et al. [29] used a TKI test consisting of 30 questions [18]
to categorize the personality of individual group members. Depending on the
determined scores (categorized as low or high), corresponding assertiveness and
cooperativeness values can be determined. For example, high estimates for compet-
ing and collaborating modes result in high assertiveness values (see Table 9.2).

User-specific assertiveness and cooperativeness evaluations can be represented
as the sum of the five personality modes [29, 33]. After completion of the
questionnaire, the degree of cooperativeness and assertiveness can be determined
for each user. For the approach used to determine the high/low categories shown in
Table 9.3, we refer to [29, 33]. Combining the information contained in Tables 9.2

Table 9.1 Example
predictions of user � item
ratings

User t1 t2 t3 t4 t5
u1 2 4 5 1 3

u2 3 2 3 4 5

u3 1 3 5 2 1

Table 9.2 Coefficients for
determining assertiveness and
cooperativeness [33]

Assertiveness Cooperativeness

TKI mode High Low High Low

Competing 0.375 �0:075 �0:15 0

Collaborating 0.375 �0:075 0.375 �0:075

Compromising 0 0 0 0

Avoiding �0:375 0.075 �0:375 0.075

Accommodating �0:15 0 0.375 �0:075
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Table 9.3 Personality scores of example users ui with regard to (TKI conflict resolution types [18])

User Competing Collaborating Compromising Avoiding Accommodating

u1 High High Low Low Low

u2 High Low Low Low Low

u3 Low High High Low High

Table 9.4 User-specific estimates of assertiveness and cooperativeness and corresponding
conflict mode weight (cmw)—see Formula 9.1

User Assertiveness Cooperativeness cmw.ui)

u1 0:375C 0:375C 0 �0:15C 0:375C 0C 0:075 0.8

C0:075C 0 D 0:825 �0:075 D 0:225

u2 0:375� 0:075C 0 �0:15� 0:075C 0C 0.8

C0:075C 0 D 0:375 0:075� 0:075 D �0:225

u3 �0:075C 0:375C 0 0C 0:375C 0C 0:075 0.2

C0:075� 0:15 D 0:225 C0:375 D 0:825

and 9.3 results in the estimates of assertiveness and cooperativeness depicted in
Table 9.4. For example, group member u1 is highly assertive whereas u3 is highly
cooperative.

The group recommendation approach then is based on the idea of encapsulating
assertiveness (selfishness) and cooperativeness estimates of group members into the
determination of rating predictions. The first step in this context is to determine the
conflict mode weight (cmw) (see Formula 9.1) which represents the predominant
behavior of a group member (on a scale �1 .. C1). The underlying assumption
is that the higher the cmw value, the stronger the influence of that group member
(higher assertiveness and lower cooperativeness). The cmw values determined for
the group members in our example setting are depicted in Table 9.4.

cmw.u/ D
1 C assertiveness.u/ � cooperativeness.u/

2
(9.1)

Personality-Enhanced Rating Prediction Using the cmw value, we are able to
determine a personality-enhanced item rating prediction for each group member
u (ppers.u; i/). This rating serves as an input for determining the item rating
prediction for the whole group (gpers.G; i/)—see Formulae 9.2 and 9.3. In this
context, p.ua; i/ denotes the item-i rating predicted for user ua determined by a
recommendation algorithm. The underlying idea is that the original item ratings
are adapted depending on the cmw value, i.e., users assumed to not be prepared to
downgrade their ratings receive a corresponding positive adaptation.

gpers.G; i/ D
˙u2Gppers.u; i/

jGj
(9.2)

ppers.ua; i/ D
˙u2G.u¤ua/p.ua; i/ C .cmw.ua/ � cmw.u//

jGj � 1
(9.3)
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Table 9.5 Example
personality-based rating
predictions (ratings in 0..5)

p(u,i) ppers(u,i)

User t1 t2 t3 t4 t5 t1 t2 t3 t4 t5
u1 2 4 5 1 3 2.3 4.3 5.0 1.3 3.3

u2 3 2 3 4 5 3.3 2.3 3.3 4.3 5.0

u3 1 3 5 2 1 0.4 2.4 4.4 1.4 0.4

AVG 2 3 4.3 2.3 3 2 3 4.2 2.3 2.9

5.0 is assumed to be the ceiling, i.e., a potential 5.3 rating is
downgraded to 5.0. Predictions are determined on the basis of
Formula 9.3

Table 9.6 Example trust
relationships among group
members ui 2 G

User u1 u2 u3

u1 1.0 0.5 0.6

u2 0.5 1.0 0.2

u3 0.6 0.2 1.0

For simplicity we
assume symmetry, i.e.,
trust.ui; uj/ = trust.uj; ui/

Applying Formulae 9.2 and 9.3 results in the adapted item rating predictions
depicted in Table 9.5. For example, group member u3 has a low cmw value compared
to group members u1 and u2 (see Table 9.4). As a consequence, the rating predictions
for u3 are downgraded whereas those of u1 and u2 get increased.

Influence-Based Rating Prediction The idea of influence-based rating prediction
[31], i.e., rating prediction based on social influence, is to take into account both
the personality of group members and trust relationships between group members
(Table 9.6). In this context, trust between two users (t.u1; u2/) is defined as the
weighted sum over a set of n factors fi that are selected to act as indicators of trust
relationships between group members (u1 and u2 in Formula 9.4).

t.u1; u2/ D ˙n
iD1wi � fi.u1; u2/ (9.4)

Examples of such factors are distance in a social network (e.g., if two users are
friends in a social network or have friends in common), intensity of the relationship
(e.g., how often a user name appears on the wall of the other user), and duration
(how long have two users known each other).1

On the basis of the identified trust level (Formula 9.4), influence-based rating
prediction can be performed [31]. In this context, it is assumed that group members
may adapt their ratings depending on the ratings of their friends. A rating prediction
that integrates both, the level of trust and the personality of individual group
members is defined by Formula 9.5. The positive or negative adaptation of a group
member’s ua original rating is defined by the average positive or negative difference

1For a detailed discussion of these factors, we refer to [31].



164 9 Personality, Emotions, and Group Dynamics

Table 9.7 Example influence-based rating predictions (ratings in 0..5)

p(u,item) ppers(u,item)

User t1 t2 t3 t4 t5 t1 t2 t3 t4 t5
u1 2 4 5 1 3 1.99 3.84 4.9 1.21 2.98

u2 3 2 3 4 5 2.91 2.12 3.14 3.81 4.82

u3 1 3 5 2 1 1.40 3.16 4.84 1.92 1.8

AVG 2 3 4.3 2.3 3 2.1 3.04 4.29 2.31 3.2

Predictions are determined on the basis of Formula 9.5

between the rating of ua on those of the other group members. This difference is
weighted by (1) the level of trust between ua and other group members (t.u; ua/)
and (2) the cmw factor representing a user’s preparedness to adapt his/her rating
[31].

ppers.ua; i/ D p.ua; i/ C .1 � cmw.ua// �
˙u2G.u¤ua/t.u; ua/ � . p.u; i/ � p.ua; i//

jGj � 1
(9.5)

Applying Formulae 9.4 and 9.5 results in the rating predictions in Table 9.7.
As mentioned, different approaches exist to integrate the aspects of personality,

emotion, and group dynamics into the determination of recommenders. In order to
sketch how these aspects can be integrated on the algorithmic level, we demon-
strated one possible approach [31] on the basis of a working example. Related open
issues for future research will be discussed in the following.

9.4 Conclusions and Research Issues

Existing group recommendation techniques usually assume preference indepen-
dence (the preferences of one group member do not have an impact on the
preferences of the other group members) and thus do not take into account
social interactions and relationships among the group members. It is assumed that
rating.user; item/ D rating.user; item; group/ which is not the case, i.e., group
members are influenced in their evaluations by the composition of the group and the
interaction between and social relationships among group members [12, 14, 22, 29].
Groups can significantly differ in terms of, for example, the number of group
members, the roles of persons within a group, the social dynamics within a group,
the underlying goal of the group decision process, the status of group members,
the age of the group members, the history of past group decisions and the related
sentiments of group members, and the implicit decision policies defined within the
group [34]. These examples and many more have to be analyzed in more detail
to better understand how to best support group decision making on the basis of
recommendation technologies. A first approach to take into account the social
dynamics of groups in the context of group recommendation is presented in [5],
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where social networks are analyzed with regard to aspects such as relationships
between group members, social similarity, and social centrality. Related contribu-
tions are also provided by Masthoff [21] who shows how to take into account the
concept of emotional contagion, and Quijano-Sanchez et al. [29] who also show how
to integrate personality-related information into group recommendation approaches.
The role of group dynamics and decision making in recommender systems has
also been analyzed in Delic et al. [6], where a user study is presented that focuses
on measuring and observing the evolution of user preferences in travel decision
making scenarios—more precisely, selecting a destination to visit. To some extent,
not every group member is equally susceptible to emotional contagion and certain
differences exist that depend on the personality of group members. A more in-depth
investigation on how to best combine personality information with the concepts of
emotional contagion is an important issue for future research. For example, a group
recommender system could tailor recommendations more to those group members
with a higher ability to transfer emotions to others.
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38. M. Tkalčič, U. Burnik, A. Košir, Using affective parameters in a content-based recommender
system for images. User Model. User-Adap. Inter. 20(4), 279–311 (2010)

39. Y. Zheng, R. Burke, B. Mobasher, The role of emotions in context-aware recommendation, in
ACM Conference on Recommender Systems (RecSys’13), Hong Kong, 2013, pp. 21–28



Chapter 10
Conclusions

Abstract In this chapter, we shortly summarize the contributions provided in this
book.

The major focus of this book is to provide an integrated view of different
aspects of group recommender systems. Since early group recommender systems
were proposed in the 1990s, many different approaches and systems have been
developed that altogether comprise a huge collection of group recommendation-
related knowledge. With this book we want to provide a basic summary of the
existing state of the art, in order to support persons new to the field as well as
recommender systems researchers and practitioners. Following existing research
approaches, we introduced two major preference aggregation strategies used for
determining group recommendations which are (1) the aggregation of individual
preferences into a group profile and (2) the aggregation of item recommendations (or
item ratings) determined by single-user recommender algorithms. We showed how
these aggregation approaches can be used in the context of collaborative filtering,
content-based filtering, constraint-based (including utility-based), critiquing-based,
and hybrid recommendation. Thereafter, we provided an overview of techniques
useful for evaluating group recommender systems. In order to give insights into
the user interfaces of existing systems, we provided an overview of example
applications and discussed issues related to preference handling and explanations.
Finally, we introduced different examples of group recommendation scenarios
that go beyond the recommendation of single items. Examples include group-
based configuration, packaging, sequencing, and release planning. Furthermore,
we discussed decision biases that can have an impact on the quality of a group
decision process. The book is concluded with an overview of concepts that help to
make group recommender systems more group-aware. In this context, examples
of how to take into account personality and emotion in group recommendation
scenarios have been provided. Since group recommender systems can be regarded

© The Author(s) 2018
A. Felfernig et al., Group Recommender Systems, SpringerBriefs in Electrical
and Computer Engineering, https://doi.org/10.1007/978-3-319-75067-5_10

169

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75067-5_10&domain=pdf
https://doi.org/10.1007/978-3-319-75067-5_10


170 10 Conclusions

as relatively young field of research, there are many open research issues that have
been discussed in the individual book chapters. Examples thereof are explanation
approaches (especially focused on the explanation of recommendations for groups),
dataset synthesis and evaluation approaches for group recommenders, counteracting
biases in group decision making, and extending recommender systems research to
more complex choice scenarios.
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