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Preface

With the next issue of the volume ‘Advances in Intelligent Systems and
Computing,’ we are happy to present the proceedings of the 3rd International
Scientific Conference BCI. The event was held at Opole University of Technology
in Poland between 13 and 14 March 2018. Since 2014, the conference has taken
place every two years at the Faculty of Electrical Engineering, Automatic Control
and Informatics, Opole University of Technology. During the conference, the
speakers and presenters focused on the issues regarding new trends in the modern
brain–computer interfaces and control engineering, including neurobiology–
neurosurgery, cognitive science–bioethics, biophysics–biochemistry, modeling–
neuroinformatics, BCI technology, biomedical engineering, control and robotics,
computer engineering, and neurorehabilitation–biofeedback.

The previous two BCI conferences brought into focus several important solu-
tions with regard to both scientific and engineering problems. We can also
emphasize that the two last events attracted over 1000 followers representing the
biggest national academic centers and industrial companies. In 2016, the collection
of the papers was published in the form of a scientific monograph entitled
‘Contemporary problems in biomedical engineering and neurosciences,’
Szczepan Paszkiel and Jan Sadecki, Eds., Opole University of Technology Press,
2016. Apart from the presentation of full papers, the scientific program also
included a number of practical demonstrations covering, for example, the online
control of mobile robot and unmanned aerial vehicle using the BCI technology. The
awards were sponsored by D-Link Corp., which together with the Faculty of
Electrical Engineering, Automatic Control and Informatics, Opole University of
Technology, also provided financial support to the conference. During two meet-
ings, the experts gave a variety of presentations including two plenary speeches
made by Mieczysław Pokorski, Professor of Medical Sciences from Mossakowski
Medical Research Centre Polish Academy of Sciences, regarding the issues related
to ‘Theory of aging of the body’ and ‘Neural maps of environment: forming of
simple memories.’
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We can also note that IC BCI 2018 takes place under the honorary auspices
of the Minister of Science and Higher Education Republic of Poland; this
year Prof. Janusz Kacprzyk from Systems Research Institute of Polish Academy of
Sciences was appointed to be the chairman of the scientific committee, while
Szczepan Paszkiel, PhD, is the chairman of the organizing committee. Two last
BCI meetings gathered a group of outstanding professionals such as
Prof. Marcin Czerwiński, Prof. Włodzislaw Duch, Prof. Grzegorz Francuz,
Dr. Tomasz Halski, Prof. Michał Kuczyński, Dr. Dariusz Łątka, Prof. Dariusz Man,
Rev. Prof. Piotr Morciniec, Prof. Roman Olejnik, Prof. Tadeusz Skubis,
Prof. Jan Szczegielniak. This year the conference is overseen by a local organizing
committee having the technical skills, and the team consists of the following staff:
Natalia Browarska, Eng., Łukasz Debita, Eng., Robert Kania, Eng., Marek Krok,
MSc Eng., Piotr Szpulak, MSc Eng., Tomasz Wacławek, Eng., etc.

Wojciech P. Hunek
Szczepan Paszkiel
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Abstract. High levels of manual skills, good visual-motor coordination, excel‐
lent imagination and spatial awareness are the main factors determining the
success of neurosurgeons. Proficiency in neurosurgical skills used to be acquired
through hands-on training in cadaver labs and in real operating theatres under
master neurosurgeon supervision. Most recently, virtual reality (VR) and
augmented reality (AR) computer simulations have also been considered as tools
for education in the neurosurgical training. The authors review existing solutions
and present their own concept of a simulator which could become the useful tool
for planning, simulation and training of a specific neurosurgical procedure using
patient’s imaging data. The benefits of simulator are particularly apparent in the
context of neurovascular operations. It is the field in which it is very difficult for
young neurosurgeons to gain proficiency because of the lack of experience caused
by the competition between microsurgery and endovascular techniques.

Keywords: Virtual reality · Medical training · Neurosurgical simulator

1 Introduction

The rapid development of virtual reality (VR) and augmented reality (AR) over the last
few years has created an opportunity for applications in medicine. In the surgical training
virtual simulators have become an attractive and increasingly important alternative to
the classic cadaver hands-on practical exercises. Until now, they have been widely used
in many surgical specialties. An essential part of the surgical residency programs is

© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 1–10, 2018.
https://doi.org/10.1007/978-3-319-75025-5_1



practical training. So far, hands-on training has been done primarily on human cadavers,
rats or live pigs. Technological advances such as 3D printing, provide novel opportu‐
nities for preparation of organ models on which simulation can be performed [11, 17].

VR is a sophisticated computer technology that enables user’s physical presence in
a virtual or imaginary environment by the generation of realistic images, sounds, and
other sensations. This technology has been used in the medical simulation for some time.
The widespread implementation of minimally invasive surgical procedures, which have
a long and steep learning curve, led to the development of VR simulators for different
disciplines and surgical fields like in arthroscopic surgery, endoscopy, intravascular
interventions, orthopedics, ophthalmology, spinal surgery, and most recently neurosur‐
gery. Neurosurgery is becoming a new area for simulators, and it seems that it is a good
development direction, because of the character of neurosurgical procedures.

2 The Rationale for Simulators in Neurosurgery

Neurosurgery is a medical specialty that deals with the surgical treatment of diseases
affecting the central and peripheral nervous system: the brain, spinal cord, peripheral
nerves and their cerebrovascular system. Neurological surgery is a highly demanding
specialty. In addition to knowledge, experience and the empathy necessary to treat crit‐
ically ill people – prerequisites in all medical disciplines, neurosurgery requires a partic‐
ular set of psychophysical skill such as good visual-motor coordination, excellent imag‐
ination and spatial awareness. Physical and mental endurance are also essential.

For over hundred years in all surgical specialties, including neurosurgery, a tradi‐
tional training system has been based on observation. A young adept assists in opera‐
tions by observing his/hers supervisor’s maneuvers until she/he can try to carry them out
independently with varying degree of success. Surgical errors can have catastrophic
consequences. Learning during surgery also increases the length of medical procedures,
increase costs and the overall risk for the patient. This training model has apparent disad‐
vantages: first of all is very time consuming and risky for both parties: the patient and the
surgeon. The increased risk must be honestly brought up in the ethical discussion: after
all, every patient deserves a competent doctor. A patient has the right to be operated by a
fully qualified surgeon and not by a surgeon during training. If this principle were strictly
adhered to, it would be practically impossible to train successive generations of surgeons,
but also to develop any progress because the problem was not only the training of young
adepts but also the introduction of new techniques by experienced and educated doctors.
Learning and implementing new methods requires individual learning. There is a limited
number of instructors and time limits along the road. The number of cases is also signif‐
icant. For example, recent advances have made some very technically challenging proce‐
dures such as microsurgical aneurysm clipping gradually replaced by less technically
demanding endovascular minimally invasive procedures. It can be used in most patients,
but not in everyone. So there is a small group that has to be operated classically [12, 16,
19]. It will be increasingly difficult to train neurosurgeons to perform these most techni‐
cally demanding procedures correctly as the number of “traditional” cases dwindles. It is
the reason why neurosurgeons need to practice and improve their skills outside the

2 D. Latka et al.



operating room. Practice in a controlled environment gives a student the opportunity to
make mistakes without consequences. However, providing such opportunities for prac‐
tice poses several challenges. Institutions responsible for medical education in indi‐
vidual countries increasingly recognize the need to implement simulation scenarios as a
way to overcome these obstacles. Such simulations will include procedural tasks, crisis
management and the introduction of students into clinical situations.

In order to ensure appropriate training opportunities in neurosurgery, plastic, animal
and cadavers models are used. Up to now, practical training has taken place mainly on
human corpses, human-derived formulations or live rats or pigs [13]. However, they are
all less than ideal. Technological advances such as 3D printing, have also provided a
wide range of possibilities for the preparation of organ models and their pathologies,
where simulations can be made on so-called hybrid models, where in a fixed preparation
obtained from human corpses the pathology delivered from 3D printing can be imple‐
mented. However, even in this way prepared artificial training model we are not able to
completely replace the sensations of natural tissues, and simulation of dynamic situa‐
tions that take into account even the flow of blood is extremely difficult or impossible.

Thus, plastic models and human anatomical specimens do not have the same proper‐
ties as living human tissues, and the anatomy of animal models is different from human
anatomy. A significant cost of exercise on animal models and cadavers is also the limitation.

It is only recently that an important part of the residential training program in surgical
disciplines is the practice of surgical simulators, which are gradually emerging through
the cooperation of physicians and engineers.

After all, it is evident and long accepted that in many areas of life in which occupa‐
tions requiring intense psycho-physical training such as a sports driver or airplane pilot
are used for training simulators. There are often very complex systems based on complex
computer technologies, sometimes using the most sophisticated information technology.
The similar systems have also been utilized for some time in medical education. At many
colleges in the world, medical students learn algorithms in medical simulation centers,
also based on the so-called augmented virtual reality (AR). VR and AR training simu‐
lators also provide a promising opportunity to expand simulation in surgery.

These simulators work analogous to flight simulators, where students spend hours
before they are allowed to exercise in the sky. Surgeons also should gain access to tools
to practice complicated procedures without exposing patients to unnecessary danger.
Also, doctors can practice procedures at any time without the limitations of being avail‐
able to cases, severity, and location. In addition, VR is a unique source of education with
the anatomical structure. One of the greatest challenges in medical education is to
provide a realistic sense of interdependence between anatomical structures in 3D. With
the VR, learners can re-examine relevant structures, split them, stack and display them
from almost any 3D perspective [10].

VR simulation is most often used for training by combining patient data with
anatomical information from the atlas to own visualization of known structures. It can
be employed for routine training or to focus on particularly difficult cases and new
surgical techniques. Possible and most obvious applications include extensions of previ‐
ously used intraoperative navigation systems such as neuro-endoscopy, stereotaxy,
robotic surgery. The final objectives, however, include the simulations of all

Virtual Reality Based Simulators for Neurosurgeons 3



neurosurgical procedures: neurological and microsurgical procedures. The potential
limitations of VR training simulators are related to the transfer of skills from simulation
to the real patient. The interaction method should be similar as in the real case to simulate
the surgical procedure realistically. Even if this ideal situation is not entirely possible,
then you have to strive for it.

But even such imperfect VR system can serve as a valuable part of the anatomical
education system. Another important factor in surgical training is the transmission of
information between surgeons when evaluating a given data set. Systems have been
developed that enable manipulation of 3D data with a large stereoscopic projection system
so that the instructor can manipulate the image and share information and insights with a
number of recipients in the audience. The role of such systems in teaching surgical
strategy and neurosurgical anatomy is invaluable. The person using the virtual reality
device can “look around” the artificial world, move and interact with virtual functions or
elements. This technology has also been used for some time in simulation surgery. Wide‐
spread implementation of minimally invasive surgical procedures, which have a long and
steep learning curve, led to the development of simulators VR arthroscopic surgery,
endoscopy, the intervention of vascular, orthopedics, ophthalmology, spine surgery, and
recently there are attempts to use this technology in neurosurgical education.

The nature of neurosurgical specialty, which requires first and foremost an excellent
spatial orientation in neural structures with a high degree of complexity, simulation in
virtual reality seems to be the perfect path of development in the mode of training of
young neurosurgeons. Initial tests on the simulator manual skills also allow for better
pre-selection of candidates for costly training - especially in systems where health
training is financed by public funds [1].

Experienced neurosurgeons can also appreciate the benefits of implementing such
systems. The ability to create a virtual environment based on actual imaging data offers
the opportunity for better preparation and planning of surgery. It may, therefore, be an
essential element of the so-called individualized therapy, focusing on specific patholo‐
gies in a particular patient.

3 The State of Art in the Field

The use of modern 3-D technology in neurosurgical training and planning has begun
with 3-D printed models. These models are primarily used in simulating vascular proce‐
dures such as aneurysm clipping. The treatment for cerebral aneurysms to prevent re-
rupture is performed either with coils (endovascularly) or clips (microsurgically), which
are ubiquitously-accepted approaches. After the publication of ISAT study [16], an
increasing number of patients receive the endovascular treatment of aneurysms, but still,
there is a number of aneurysms for which primary treatment remains microsurgical
approach (depending on lesion morphology, their size, and location) [8]. Reduction of
the frequency of these microsurgical treatments results in a loss of skills and fewer
opportunities for training of residents. Therefore, the demand for developing various
efficient and safe surgical training methods has risen under such a circumstance. Several
publications have been published in the literature describing the production and testing
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of three-dimensional cerebral models in this particular medical situation requiring simu‐
lation. Mashiko et al. composed models of a trimmed skull, retractable brain, and a
hollow elastic aneurysm with its parent artery [15]. The models were created using 3D
printers. Residents and junior neurosurgeons attended the training courses. The trainees
retracted the brain, observed the parent arteries and aneurysmal neck, selected the proper
clip, and clipped the neck of an aneurysm. These trainees succeeded in performing the
simulations, and their skills improved in comparison with those exhibited before
training.

Wang L et al. compared two types of 3-D aneurysm models: “the regional model”
and “the whole model.” The regional one included only the aneurysm and adjacent
arteries. The whole design included an aneurysm with adjacent arteries, skull base, and
nerves. The three-dimensional models were used for surgical planning of the craniotomy
and clipping and rated by neurosurgeons via questionnaires. The regional model was
judged more realistic for simulating the clipping itself while the “whole 3D model”
improved understanding of the surgical view more realistic than the “regional model”
did [20].

3D models can also be used in spine surgery as reported by Xu et al. [22]. They used
a 3D printer to plan proper insertion of transpedicular screws within the thoracic spine.
In their work, they performed models of spine segments in seven post-traumatic patients.
Based on the 3D models, surgeons selected the appropriate screw entry points and angles
that were then used during the operation. The results suggest that the utilization of the
3D-printed model in preoperative planning improves the outcome.

VR and AR training simulators also provide a promising opportunity to expand
simulation in neurosurgery. At present, at least two competing models of neurosurgical
simulators have already appeared on the world market. One of the first solutions of this
kind in neurosurgery is NeuroTouch® system, which is based on a finite element method
and using real-time computing which can assess the multiple features of simulated
surgical procedures such as brain tumor resection and healthy tissue associated injury.
The elimination of patient risks associated with technical skills learning is the ultimate
goal of this simulation-based training [1, 9]. In a safe, simulated environment, the learner
achieves the desired learning outcomes where one can repeat the simulated procedure(s)
with appropriate demonstrator and performance feedback [4, 18]. The utilization of VR
simulators like NeuroTouch® and adequate metric technologies designed to address
specific educational, psychomotor, and cognitive issues could improve surgical skill
acquisition and assessment, enhance procedural outcomes, and further our under‐
standing of surgical expertise. The NeuroTouch® platform generates output metrics
data, which provides quantitative assessment measures used to track and compare
psychomotor performance during simulated operative procedures [5].

A critical component of the collaborative studies of the fifteen members of the
NeuroTouch® Consortium spread across three continents is the standardization of vali‐
dated performance metrics [9, 15]. The output data file about a particular task performed
on NeuroTouch® contains valuable information concerning psychomotor and cognitive
performance. Critical data extraction from this file necessitates the use of sophisticated
software and engineering expertise. A pilot validation study of the tumor resection
module was conducted in 2014 during which participants expressed the wish for it to be
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incorporated into their training. The simulator was able to distinguish participants by
training level. Being a video game player or musician had no effect on performance,
which is important as such associations could skew performance on a simulator such
that it may not reflect live surgical performance. NeuroTouch® has been used to assess
performance metrics in tumor resection, many of which cannot be measured in live
surgery, such as a percentage of tumor removed [4–6]. Furthermore, changing the
parameters of the session (for example consistency of tumor, a color of the tumor, and
tumor complexity) had a significant influence on the performance of the participants.
Interestingly, this change could distinguish between seniority of the performing surgeon,
e.g. increasing tumor complexity affected the bimanual psychomotor performance of
the residents significantly more than the neurosurgeons [3]. The ability to distinguish
participants by training level from these metrics suggests that this simulation environ‐
ment may be used to evaluate trainees’ performance versus their expected performance.
There is as yet, little evidence of the usefulness of NeuroTouch® in the acquisition of
skills, but these results suggest it may soon be used for learning. The biggest disadvan‐
tages of the system are at present limited number of procedures that can be simulated -
twelve oncological cases, as well as high price - over hundred thousand USD.

ImmersiveTouch® integrates a haptic device and high-resolution stereoscopic
display into VR goggles. It is a joint effort of engineers and neurosurgeons at the
University of Illinois at Chicago and the University of Chicago [2]. This simulation
platform uses a variety of sensory methods, including visual, auditory, tactile, and
kinesthetic, reproducing the sensations experienced during the actual procedure. This is
a flexible system that allows you to develop various training applications for different
types of skills, not just neurosurgery. Ventriculostomy was the first programmed neuro‐
surgical procedure, but other cranial procedures, such as trepanation, rhizotomy,
oncology, spine surgery, such as percutaneous insertion of screws and vertebroplasty,
are currently being introduced [7, 14]. The system is still being developed, more afford‐
able from a competitor, but like its predecessor, it does not make it possible to create a
virtual environment based on imaging studies of a particular patient.

4 The Description of the Project

The project to be carried out by the interdisciplinary team involves neurosurgeons asso‐
ciated with Vital Medic Education in Kluczbork and Department of Neurosurgery of
the University Hospital in Opole is intended to be devoid of most of the drawbacks and
disadvantages mentioned above.

The goal of the project is to create a universal neurosurgical simulator (NS) that will
be a tool for planning, simulation and training of a specific neurosurgical procedure for
a particular patient based on his/her own imaging data such as computer tomography
(CT), magnetic resonance imaging (MRI), angiography (DSA) or positron emission
tomography (PET). The simulator will enable the import of DICOM volumetric medical
imaging data and generation of anatomically accurate patient’s skull model rendered by
HTC Vive goggles.
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Such electronic glasses produce an image with a refresh rate of 90 Hz on two
1080 × 1200 screens (one for each eye). The device employs more than 70 sensors such
as MEMS accelerometers and gyros and laser position sensors, which, in conjunction
with lighthouse stations, allow determination of a position of a user with submillimeter
accuracy in areas up to 4.6 by 4.6 m. We will use data controllers offered by Manus VR
or Neurodigital Technologies. The choice of the controller will be made when the
manufacturers start their official distribution (end of 2017). Manus VR glove offers the
accuracy of ±3°. Gloveone gloves from Neurodigital Technologies potentially offer far
greater possibilities. In addition to the smart gesture controller, the ten built-in haptic
transducers enable you to recognize objects texture and mechanical properties. The user
will be able to freely navigate through the intracranial space (translation, rotation,
scaling) with the possibility of selecting the anatomical structures to be analyzed, for
example, the cerebral vascularization in the localization and supply of vascular malfor‐
mations. The software will offer 3D annotations, selection and export of region of
interest (ROI) for further analysis or 3D printing. The fundamental problem of onco‐
logical neurosurgery is the need to remove as much of the pathological focal lesions (for
example, tumors) while minimizing potential neurological deficits. Thus, the area of
resection should not include the essential nerve fibers of the white matter or the eloquent
areas of the cerebral cortex. Diffusion tensor imaging (DTI) - non-invasive magnetic

Fig. 1. The patient brain and skull model rendered from DICOM medical imaging data
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resonance imaging technique, allows visualization of the direction and continuity of the
nerve fibers in vivo. The original and innovative functionality of the neurosurgical
simulator will be the visualization of the nerve network from the perspective of the risk
of neurological complications. The algorithm developed by the research team will
determine optimal access routes to neurosurgical intervention sites that minimize post‐
operative complications. Using the 3D annotation system, the user will be able to mark
the volume of resection and visualize it against the background of the surrounding blood
vessels and nerve fibers. The VR images will be generated from the perspective of the
operator taking into account the position of the patient on the operating table and
magnification of microscopes used in clinical practice (Fig. 1).

5 Conclusion

The younger generation of neurosurgeons need VR neurosurgical simulators to facilitate
their educational development. Experienced neurosurgeons can employ them for
surgery planning, especially in the fields of rare pathologies. These needs is the rationale
for close cooperation between neurosurgeons and biomedical engineers.
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Abstract. In this article we have proposed a novel method for ECG signal
processing in biometric applications. The main idea is to correct anomalies in
various segments of ECG waveform rather than skipping a corrupted ECG heart‐
beat, as it is commonly done in most cases. The proposed approach is taking into
consideration that biosignals are of quasi-periodic nature.

Neighbouring ECG heartbeats are analysed using a sliding window. Within
such a window the analysis of samples distributions is being performed. This
information allows to detect outlying samples and correct them with expected
values. Such an approach allows to collect better statistical representation which
improves identification models performance.

In order to validate our method we used open-source Physionet ECG-ID
database. This database contains 310 records per 90 unique persons. The classi‐
fication result reported on this data set using commonly known outlier detection
approach was 91%. We carried out a number of experiments and then compared
the obtained results to those obtained using the outlier correction method
described above. Classification results for our method exceeded 95%. Thus,
misclassification error rate has been improved twice.

Keywords: Outlier correction · Anomaly detection · Biometrics
Human identification · ECG · Physionet · ECG-ID database

1 Introduction

Electrocardiogram (ECG) is representation of bio-electrical heart activity. ECG signal
is typically registered using electrodes as voltage difference appearing on body surface.
Because of very low voltage levels, the ECG signal is sensitive to various kinds of
disturbances (artefacts related to muscles activity, power supply related disturbances
and others) [1]. In order to guarantee appropriate quality of the registered ECG signal,
in the clinical practice the following conditions are typically satisfied: overall body-to-
electrode conductivity is being improved by the use of a conductive gel, multichannel
bio-potentials acquisition from different parts of chest and limbs (typically 12 leads) is
used, comfortable conditions throughout the acquisition process (patient is laying on a
sofa), also, patients are typically holding their breath for the registering duration [2, 3].
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Recently the ECG signal is not only used for medical purposes (like e.g. widely used
diagnostics) but also for other purposes, e.g. in biometric for persons identification. In
[4, 5] the authors discuss a number of ECG signal features that carry individual properties
of a human being:

• originating from a vital and living organ,
• more reliable and robust due to their internal and not external biometric making it

very difficult to mimic or forge,
• allowing to provide a fresh biometric readings continuously.

The aims of biometrics differ from aims of medical diagnostics. The conditions of
ECG signal acquisition are also different. In biometrics the main focus is on not very
sophisticated signal acquisition from a person, for example from the first lead using dry
electrodes measuring signals from fingers on the right and left hand. There is also a
possibility to acquire the ECG signals from chest using T-shirt with embedded textile
electronic(s) or from neck using necklace and a necklet [6, 7]. Similar non-intrusive
methods of the ECG signal recording are becoming more and more useful for regular
application and also widens the range of their potential application.

A commonly known problem is that typically the dry electrodes do not guarantee
appropriate quality of the acquired ECG signal. In order to increase the signal/noise ratio
(SNR) various kinds of digital signal processing methods (DSP) are used and most of
all – various filtration methods. Conventional filtration methods ensure only efficient
attenuation of harmonics (50 or 60 Hz – notch filters) sourced from power supply
network or noises from outside of useful signal.

However, the filtration process in itself results in some remaining distortions and to
eliminate them some very advanced signal processing and analysis methods are being
used. These methods first detect deviations from norm and further elimination of anom‐
alous segments from the ECG recording. As a result this increases the level of correct
decisions made by system of biometric identification.

Until today there have been proposed numerous outlier detection methods and algo‐
rithms. In machine learning terminology these methods can be divided into to classes
[8, 9]:

• supervised, meaning that these methods are based on the “normal” data model and
observing the level of deviation of the analysed ECG signal recording from that
model,

• unsupervised, meaning that these methods do not require prior knowledge of data
characteristic, actually, their operation is based on finding condensed data groups
and referring the analysed recording to one of such groups (clustering-based classi‐
fication).

All known outlier detection methods are used for eliminating those heartbeats that
have been qualified as anomalous [10]. Typically, in the biometrics applications the
ECG recordings are not very long (from a few up to several dozens of heartbeats) and
hence removing parts of abnormal heartbeats leads to reducing the data set being subject
to classification. As a result it may have a negative impact on the performance of the
biometrical identification system.
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Authors of this paper propose a completely new approach toward improved ECG-
based human identification system and rather than removing the abnormal ECG signal
beats, we propose to correct even those records that were assessed as abnormal even
after pre-processing stage.

The aim of this paper is to present the Authors’ method for detection and correction
of anomalies in the ECG recordings as well as its validation and comparison to existing
methods.

The remaining part of the paper is structured as follows: in Sect. 2 the structure of
human identification system based on the ECG signals is described along with descrip‐
tion of essence of signal processing at different stages. Section 3 presents the proposed
method of the ECG signal segments outlier detection and correction together with its
implementation details. Sections 4 and 5 includes description of the methodology and
results of outlier detection and correction methods in application to real ECG signals
followed by some concluding statements.

2 Human Identification System Based on ECG

The typical process of human identification based on ECG analysis consisting of the
following phases: ECG signal acquisition, signal and data pre-processing, feature
extraction, feature reduction and classification [10–12]. The block diagram of such a
human identification system based on ECG is shown in Fig. 1.

Systems of biometrical identification commonly known from literature use various
algorithms of data processing at respective stages [12–14]. Because the main aim of this
paper primarily is to estimate the efficiency of the proposed outlier detection and correc‐
tion method, for the comparison purposes the Authors have chosen the research results
described in [12]. This choice was resulting from the two following factors: ECG data
base availability [15] as well as a very detailed description of the research methodology
making possible the verification of the presented results.

Furthermore, while our research was carried out, we have come to the conclusion
that the algorithms used at the pre-processing stage in [12] can be simplified. Main
features of the algorithms have been outlined below.

ECG acquisition. Due to the practical reasons, the input signal to the identification
system was measured as difference between bio-potentials between the left and right
hand (so called I-lead). The data acquired during this research included in the ECG-ID
Database comprise of 310 recordings of ECG signals from 90 persons [15]. Each
recording is of 20 s long and was sampled with the frequency of 500 Hz at 12-bit preci‐
sion.

Signal and data pre-processing. The aim of this stage is improvement of the quality of
the raw ECG signal, usually being subject of disturbances of different nature. In [12]
the baseline drift correction was being done using wavelet transform (wname = ‘db8’,
N = 9). Adaptive band stop (notch) filter (Ws = 50, dA = 1.5) was used to attenuate the
power-line noise. Additionally, remaining noises were eliminated from the raw ECG
signal using digital low-pass Butterworth filter with the following parameters:
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Wp = 40 Hz, Ws = 60 Hz, Rp = 0.1 dB, Rs = 30 dB. In this work we present the
possibility of elimination of deformations using IIR filter with parameters further
described in Sect. 4. The proposed pre-processing solution is computationally less
complex yet guaranteeing comparable identification results.

The cardiac electrical activity information is contained in the cardiac cycle segment
containing the central QRS complex, opening P and closing T waves [1]. For the
segmentation purpose usually there are used various R-peaks detection algorithms, for
example based on Hamilton algorithm or Pan-Tompkins [16]. Furthermore, changea‐
bility of the analysed segments can be reduced based on normalisation of the ECG signal.

Feature extraction. In order to form the initial feature space from the ECG segments,
Authors have proposed their own solution relying on detection of anomalous sections
in ECG segments and their corrections. Details of the proposed solution are further
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Fig. 1. The block diagram of human identification system based on ECG
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explained in Sect. 3. As a result application of this method the initial feature space
contains 250 samples in 12-bit format.
Feature reduction and classification. In order to decrease the computational complexity
of the classifier, feature reduction operation was performed using well known algorithm
– Principal Component Analysis [17]. The classifier was also built based on well known
Linear Discriminant Analysis algorithm [18]. Both algorithms have proven their effec‐
tiveness in the research carried out in [12].

3 Outlier Correction

In order to improve the classifier operation, Authors propose the presented below method
for detection and correction of anomalies in the ECG segments. Those anomalies are
usually arising as a result of inadequacies of the measurement process. Example anoma‐
lies are shown in Fig. 2.

Fig. 2. Segmented ECG signal including of sizable (blue curve) and small size (black curve)
anomalies

In practice the ECG segments (heartbeats) that contain big anomalies can be rela‐
tively easy to detect. In most cases for this purpose the Euclid distance estimation is
used and typically an erroneous segment is being dropped even if the anomaly affects
small amount of samples. It is worth emphasising that even for small anomalies their
detection is extremely important because they can disturb the classifier operation. The
advantage of the proposed method is that it remains valid for detection of both, small
and big anomalies. Furthermore, in the contrary to some other known solutions, the
proposed method allows to correct the anomalies without the need of eliminating the
whole heartbeat. This is of utmost importance from the point of view of keeping the
sufficient number of heart beats necessary for the biometric system to work correctly.
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The main idea of the proposed method is as follows:

1. Finding anomalous sections (windows) in each heartbeat, within which deviation of
even one sample exceeds a defined threshold.

2. Replacing those anomalous sections with equivalent sections acquired as a result of
averaging of all heartbeats.

In the first stage, namely outlier detection, it is being defined a vector of average
values for each sample

x̄(n) =
1
K

∑K

k=1
x(k, n), (1)

Where x(k, n) – element of the ECG record data matrix 𝐗(K, N); k ∈ 1 ÷ K – rows
representing number of heartbeats; n ∈ 1 ÷ N – columns representing number of samples
per beat.

Also, the vector of standard deviations is calculated using formula (2)

std(n) = 1
K − 1

√∑K

k=1
x(k, n) − x̄(n). (2)

Further, average value of standard deviation for matrix X(K, N) can be calculated as

std =
1
N

∑N

n=1
std(n). (3)

At last, the original matrix 𝐗(K, N) of samples of the ECG record can be replaced
with a binary matrix 𝐎(K, N) the same dimension

o(k, n) =
abs[x(k, n) − x̄(n)]

std
> gain, (4)

where o(k, n) – element of the binary matrix 𝐎(K, N), where each non-zero value repre‐
sents the detected outlier (for a given index of sample and record).

In the second stage, namely outlier correction, following transformation is
performed:

x(k, n:n + L) =

{
x̄(n:n + L), if any in o(k, n:n + L) = 1
x(k, n:n + L), if all in o(k, n:n + L) = 0 , (5)

where x̄(n:n + L) – all averaged samples within window of length L,
x(k, n:n + L) – all samples of record k, within window of length L,
o(k, n:n + L) – all outliers indexes of record within window of length L.
The pseudocode of the algorithm fulfilling the proposed method is shown in Fig. 3.
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function outliers_correction (ecg_records)
Input: The ECG record data matrix with dimension of KxN 
(number of heartbeats * number of samples per beat) 
Output: The outlier corrected matrix with the same dimen-
sion as the input one

mean_vector ← mean values for each sample (eq. 1)
std_vector← standard deviations for each sample (eq. 2)
averaged_std ← mean value of std_vector (eq. 3)

# outlier detection stage (eq. 4)
for beat inecg_records
outliers[beat, :] ←abs(ecg_records[beat, :] -  
mean_vector)/averaged_std> gain
end
# outlier correction stage (eq. 5)
for beat in ecg_record
for window in beat
ifany(outliers[beat, window] istrue)
ecg_records[beat,window] ← mean_vector [window]

end
end
end

Fig. 3. Windows outliers correction algorithm

The described algorithm is using two hyper parameters: gain and window length. As
a result, although the hyper parameters are identical across the whole base, the outlier
criteria is being adaptively changed and adjusted for each record, as it takes into consid‐
eration averaged standard deviation value.

The choice of parameters is being done in the following manner:

1. Rough tuning is being performed visually in application to a part of the data, which
allows to detect and correct some big anomalies. The main results of this stage are
hyper parameters values that are then used as initial point for further optimization
(fine tuning),

2. Fine tuning is being performed along with the rough tuning. The main goal of this
stage is to find such values of the hyper parameters that would lead to minimal
classification error. In fact, this is a conventional numerical optimization task.

It is worth emphasising that the algorithm accuracy is strongly dependant on how
well the initial values of the hyper parameters were selected. In case the gain is too much
loose-fitting, the whole correction algorithm may even entirely loose its accuracy,
leaving deformed segments in data sets fed into the classifier. On the other hand, in case
the gain is too much stiff-fitting, too many segments of the actual data may be replaced
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with the segment averaged within a record. So, any improper choice of parameters results
leads to improper operation of the whole algorithm of anomalies correction.

In Fig. 4. one can see results of the operation of the proposed correction algorithm
using the ECG signal shown in Fig. 2.

Fig. 4. Results of the operation of the anomaly detection and correction algorithm with stiff-
fitting gain (above) and visual assessment based gain (below)

According to our research it becomes evident that the sections of the ECG signal
that are subject of the most frequent corrections are the P and T waves. The number of
corrections though varies depending on the class of the records. On the records of one
class there can be by average 2–3 corrections per 10 heartbeats whilst on some other
class records it can even be 18–20 corrections. Each of the corrected segments can be
used as a separate template for the identification system classifier.
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4 Experimental Results

In order to estimate the efficiency of outliers correction in biometrics applications it is
reasonable to compare the proposed method with other methods, for example the one
described in study [12]. The study was conducted on the open database and it provides
a very detailed description of the experiment. These are two main reasons to choose it
as baseline for further comparison and analysis.

At first, it was planned to reproduce the exact experimental results as described in
the paper. However, it was implemented with minor modifications because of following
reasons:

1. Training and test data. This publication does not describe all the details of how
records were split into training and test subsets. General idea is that “differentiation
between the training and test sets aimed to provide maximum performance
complexity, i.e., maximum difference between records in different sets both in moni‐
toring time and human physical state” [12]. This statement is unfortunately not very
precise and as such it does not allow to reproduce the results one to one. So, in our
experiments, in order to achieve the fair performance estimation all data have been
split randomly for 30 times. The distribution with the lowest accuracy was then being
chosen for further investigations as the worst case scenario.

2. Heart rate correction. The paper indicated that heart rate may very strongly for
different records. To address to this issue the raw ECG waveform was modified in
a way to obtain a heart rate of 60 beats per second for each record. For this purpose
the Framingham or Bazett’s formulas were considered. Although these formulas are
well known in cardiology they are typically used to normalize the duration of QT
interval1 as a parameter, which can indicate some health problems. Thus from a
medical point of view there is no need to adjust the waveform of ECG signal itself.
So this stage was entirely omitted and records without heart rate correction were
used for further experiments.

3. Signal pre-processing. In [12] the complex and multilevel process of drifts correction
is described together with harmonic attenuation and noise reduction. The paper does
not specify the criteria that were used to select the particular pre-processing algo‐
rithms and more importantly, how this choice affected the overall accuracy of the
classification/identification. Therefore, pre-processing described in [12] was
replaced with simple IIR bandpass filter. The filter parameters were selected as
follows: polynomial type – Butterworth, sampling rate - 500 Hz, stopband - below
1 Hz and above 50 Hz, passband - between 4 and 35 Hz, stopband gain - 20 dB,
passband gain - 1 dB. The filter was designed using SciPy library [19]. Heartbeat
segmentations were performed using Hamilton algorithm from BioSPPy
library [20].

1 QT interval is defined from the beginning of the QRS complex to the end of the T wave and
represents total ventricular activity (depolarization and repolarization).
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Experiments have proven that the classification accuracy remains the same in both
cases, but the IIR filter has much lower computational complexity. Therefore, it is
reasonable to use this approach for ECG signals pre-processing.

Linear Discriminant Analysis (LDA) was used as classification algorithm. Dimen‐
sion of the input data was reduced from 270 to 30 features (samples) using PCA trans‐
formation (Principal Component Analysis). Experiments were considered in the
following circumstances:

1. No outlier processing,
2. Outlier detection described at [12],
3. Outlier correction algorithm describe above (for different hyperparameters).

All experiments have been carried out using Python 2.7. Furthermore, the following
frameworks and libraries have been used: SciPy, NumPy, matplotlib, sci-kit learn. The
source code of the project can be found here [21]. To estimate the classification perform‐
ance the accuracy score was used [22]. Results are gathered in the Table 1.

Table 1. Classification results

Outlier
processing
algorithm

No outlier
processing

Processing
described
in [12]

Proposed approach
length = 5 samples gain = 0.5
gain = 5 gain = 0.5 gain = 0.05 length = 3 length = 10

Train set
accuracy, %

93.07 99.17 97.66 99.33 99.19 99.07 99.15

Test set
accuracy, %

84.37 91.22 92.80 95.18 93.77 95.03 93.88

Performance of the classification systems is presented for both, train and test sets.
It’s quite common for most of the machine learning applications. Train set demonstrates
a theoretical limit for accuracy that can be achieved by chosen algorithm on a dedicated
data set. Test set gives more realistic performance estimation in real-life applications,
which can be expected when classifier will operate on a new and previously unseen data.
Grid search algorithm has been chosen for hyper parameter optimization. Results gath‐
ered in the Table 1 show how sensitive the developed algorithm is to each parameter
change. Values presented in the Table 1 cover the range around the found optimum,
which is: length = 5, gain = 0.5. Error rate was reduced for more than twice from 9%
to 4% in comparison to the approach proposed in [12].

5 Conclusions

Biometrics is the science that uses statistical methods to recognize the human identity
based on the physiological and behavioural attributes of the individual such as finger‐
prints, face and voice recognition, etc. However, huge ubiquity of Internet of Things
and wearable solutions enables to extend existing system with new channels. One of the
most promising examples is electrocardiogram signal. Plenty of studies have been done
in this area. Typically ECG based biometric systems consists of three major stages: data
preprocessing, feature extraction/selection and classification.
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Data pre-processing stage is focused on drift correction, de-noising, harmonic distor‐
tions attenuation and outlier detection and thus is very critical to develop some reliable
and robust identification systems. The aim of this paper was to develop and validate a
new algorithm for detection and further correction of abnormal ECG heartbeats
(outliers).

According to this algorithm, 10 neighbouring heartbeats are analysed simultaneously
using sliding window (without overlap). Then samples distribution is analysed within
each window. If samples deviation for a separate heartbeat exceeds the threshold they
are considered as outliers. After outliers have been detected they are replaced with
expected values from neighbouring heartbeats.

To estimate the efficiency of outliers correction in biometrics applications we found
it reasonable to make comparison with the study described at [12]. The study was
conducted on the open ECG-ID database and experiment description is available in
details which were the two main reasons to choose it as baseline for further analysis.

Experiment presented in [12] was reproduced, although with some minor alterations.
One of the most important observations was that rather than using separate algorithms
for de-noising, drift correction, etc. a simple bandpass IIR filter can be applied without
significant impact on the resulting performance.

Experiments have proven that outlier leads to approximately 15% error rate. For the
approach proposed in [12] the error rate is less than 9%. The outlier correction method
proposed in this paper allows to reduce the classification error down to 5%. Experiments
were performed for different hyper parameters. Furthermore, it turned out that the
threshold value is more critical parameter than the window size. Empirically, the best
configuration is window length of 5 samples and threshold gain 0.5.

The following ideas can potentially be helpful to improve the proposed outlier
correction approach:

• use median instead of mean value to estimate samples deviation,
• add recursive loop to outlier correction process (run correction multiple times, should

a need arise),
• create some sort of analytical framework for hyper parameters selection.
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Abstract. Surface electromyography (sEMG) and posturography are some of
the most useful tools applied in the assessment of the motor skills of humans.
The scope and objective of this paper is to report on concurrent and synchro-
nized application of the Kistler platform for postural balance and electromyo-
graphy analysis (sEMG Noraxon) with the purpose of the registration of the
bioelectric muscle tension of selected muscles (soleus, tibialis anterior). A ran-
dom group of senior subjects aged 60–70 years, who participate in regular
fitness program involving the formation of psychomotor activities (once a week)
and focusing primarily on the motor coordination and low-intensity aerobic
performance capacity was subjected to 4 tasks involving postural assessment.
The results of the study were concerned with the analysis of the correlation
between the sEMG and COP parameters and confirm the initial hypothesis
regarding the existence of a positive correlation between the level of muscular
coactivation (soleus, tibialis anterior) and the scatter parameters of COP.

Keywords: Electromyography � Posturography � Age � Coordination

1 Introduction

Surface electromyography (sEMG) and posturography are some of the most useful
tools applied in the assessment of the motor skills of humans. Described on the grounds
of theory of the control and regulation of motor activities of humans, the motor system
is based on reflexes occurring at the level of the spinal cord and along afferent and
efferent pathways, thus involving a small degree of the conscience. This type of motor
activity deals with the maintenance of the postural balance and walking activity. The
motor habits in the form of automatism and voluntary movement (VM) are subjected to
the control of the central nervous system (CNS) in particular in the motor cortex and
cerebellum. The commands are carried from the decision centers initiate motor units
(MU) through motoneurons, and result in the activation of skeletal muscles. The
number of motor units activated gives the bioelectric muscle tension that can be
expressed by means of the value of the sEMG signal [1]. In research, the measurement
of bioelectric tension provides information about the level of the activity of the motor
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units, which is correlated with the muscle strength. In addition, due to the timing
applied to describe the excitement of particular muscles and muscle groups, it is
possible to gain insight into the structure of the desired and pathological movement
patterns. The approach that is described here can be applied in the analysis of the
structure of the sEMG signal as the flow of information processes in combination with
the feedback networks and outcomes perceptible in the form of postural control models
[2]. In this sense, sEMG analysis forms a valuable tool as it can be applied in the
teaching of sport technique, preventing injuries, and performing therapy applying the
phenomenon of biofeedback [3]. The temporary loss of function, e.g. loss of lower
extremity function is accompanied by a neuro-physiological process in which the
neuronal representations are deteriorated in the motor control region of the cortex. In
this sense, therapeutic strategy forms a psychomotor process by integrating the muscle
functions with the CNS.

A systematic approach to this reveals the existence of interactions between the
external stimulation and the stimuli originating from inside the human body. The
internal excitation and the response to external stimuli are responsible for the control of
the biological system based on feedback. The process of information exchange occurs
constantly between the spinal cord and proprioceptors located inside tendons and
muscles. This process is responsible for the spatial orientation, and maintenance of
dynamic and static balance.

The assessment of the balance control is performed by the application of force plate
posturography and the results are gained by analysis of the oscillations (sways) of the
subjects’ bodies based on knowledge of the center of pressure (COP) trajectory and
measured in the frontal and sagittal plane as a result of the foot pressure exerted on a
force plate. The adequate balance control in the healthy persons results from the set of
sensory inputs from the vestibular system [4]. In this context, the authors decided to put
the subjects to a testing procedure involving postural balance and proprioception tests.
The tests of balance and visual control were performed with the subjects’ open and
closed eyes while the testing of the tactile sense distortion was undertaken on surface
covered with a foam pad with a thickness of 10 cm.

The scope and objective of this paper is to report on concurrent and synchronized
application of the Kistler platform for postural balance and electromyography analysis
(sEMG Noraxon) with the purpose of the registration of the bioelectric muscle tension
of selected muscles (soleus, tibialis anterior). From the review of the literature, we can
conclude that there should be a positive correlation between the level of muscle
co-activation (soleus, tibialis anterior) and the stabilogram parameters of COP.

The study applied a random group of senior subjects aged 60–70 years, who
participate in regular fitness program involving the formation of psychomotor activities
(once a week) and focusing primarily on the motor coordination and low-intensity
aerobic performance capacity. In such exercise, we adopt the presumption that aging
affects the processes of atrophy of the neural system, deterioration in functional
capacities and a general neuro-muscular decline. These processes can be counteracted
by a fitness program that focuses on aspects helping to provide well-being adequate to
the age of the participants [5, 6].
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2 Materiałs and Methods

The study involved a group of 53 aged 60–70 (height 160.3 ± 6.7, body mass
71.4 ± 13.6). The participants of the study were with provided information regarding
the objective and course of the study and were asked to give legal consent to participate
in the study. In addition, the scope and goal was approved by the Bioethics Committee
of the Chamber of Physicians, so study was performed in accordance with the
guidelines defined in the Helsinki Declaration for the conduct of clinical trials in
humans.

The registrations of COP was performed by a force plate (Kistler type 9286AA,
Winterthur, Switzerland), with a sampling frequency of 100 Hz, test duration: 30 s.
The electromyographic study applied 16 channel sEMG signals (DTS type, Noraxon,
Scottsdale, USA) recorded with the 16 bit resolution and a sampling frequency of
1500 Hz. The procedure of the registration of the bioelectric activity of the right and
left tibialis anterior and soleus muscles followed SENIAM methodology [7, 8]. Prior to
the procedure, the measurements spot on the body was prepared by removing hair so as
to improve the electrical contact between the electrodes and the skin. The surface
electrodes (Ag/AgCl) were situated on the belly of the muscle between the motion
point and the tendon origin along the midline of the muscle. The signal processing and
sEMG analysis applied NORAXON MR-XP 1.07 Master Edition software.

Prior to performing the projected tasks, each of the subjects was asked to move the
foot to create the maximum dorsiflexion to gain the measurement of the maximum
voluntary contraction (MVC) of the tibialis anterior muscle (TA) and then subjects
performed plantar flexion so as to gain information regarding the MVC of the soleus
muscle (SOL). The measurements were performed over a five-second voluntary con-
traction. The registered maximum bioelectric muscle activity was registered as a ref-
erence value applied in the normalization of the sEMG signal amplitude.

The major experiment involved the following four trials: (1) standing with open
eyes on the plate (OO), (2) standing with closed eyes on the plate (OZ), (3) standing
with open eyes on a foam pad placed on a force plate (OG), (4) standing with closed
eyes on a foam pad placed on a force plate (ZG).

The subjects maintained the following position: 14° angle between the feet and
17 cm distance between the heels [9].

The instantaneous center of foot pressure (COP) were calculated from the com-
ponents of forces of the registered plate response were separately analyzed in then
medio-lateral (ML) and anterior-posterior planes (AP). The COP signal was applied for
calculation of the linear and nonlinear parameters characterizing the postural control.
The linear parameters include standard deviation of the time series (SD in mm) and
mean velocity (MV w mm/s). The lower values of these parameters denote a more
effective postural control. The entropy (SE, non-linear and dimensionless parameter)
forms the measure of the irregularity and unpredictability of the time series. In the
literature, this measure is associated with the amount of attention needed to perform a
postural ask and level of automatism in performing this activity [10, 11].

The sEMG signals were smoothened by calculation of the root mean square
(RMS) that was derived in the time window of 300 ms. The reference value of the
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MVC was automatically derived in the time window of 1000 ms for which the mean
value of the sEMG signal was the highest.

The coactivation of the muscles was calculated using the Falconer and Winter
method [12] based on the formula: CI = 2Iant/Itot � 100%, where: Iant is the magnitude
of the antagonist muscle activity, and Itot is the total muscle activity. The co-activation
was derived separately for the left (CI L) and right (CI R) lower extremity.

The parameters of the COP and sEMG signals were subjected to the Shapiro-Wilk
test for normality. The distributions of the analyzed variables were not found to be
significant so the assumption of normality was fulfilled. For correlations between
values of sEMG and COP signal parameters, Pearson r tests were performed. P-values
� 0.05 were considered as statistically significant. All statistics were performed using
Statistica v.13.1 (StatSoft, Inc., OK, USA).

3 Results

The descriptive statistics with regard to all tasks performed by the subjects are sum-
marized in Table 1, whereas the correlations are found in Table 2.

The mean values of SD and MV COP are considerably greater in both planes for
the task performed on a foam pad. A reverse relation was recorded for the case of the
SE coefficient. Similar differences as the ones for SE can be noted for the value of CI,
however, this happens only for the task performed with the subjects’ open eyes.

A statistically significant correlation can be recorded only for the case of the
dependence between MV AP and CI L parameters. The remaining correlations are low
and statistically non-significant.

The plot with the exemplary courses of COP and sEMG for the right lower
extremity during the task involving standing on a foam pad is presented in Fig. 1.

Table 1. Mean and standard deviations of COP and sEMG throughout all performed tasks.

Task
OO OG OZ ZG

ML
SD (mm) 2.72 ± 1.08 4.86 ± 1.82 2.62 ± 0.84 6.31 ± 2.21
MV (mm/s) 5.69 ± 1.80 11.32 ± 3.36 6.39 ± 2.15 17.75 ± 7.10
SE 0.74 ± 0.23 0.62 ± 0.15 0.76 ± 0.17 0.62 ± 0.08
AP
SD (mm) 4.53 ± 1.41 7.04 ± 2.67 4.72 ± 1.31 8.81 ± 2.87
MV (mm/s) 10.51 ± 4.11 14.80 ± 3.78 14.03 ± 7.56 26.23 ± 11.99
SE 0.75 ± 0.20 0.62 ± 0.15 0.80 ± 0.20 0.66 ± 0.11
CI R (%) 46.93 ± 28.99 28.89 ± 23.37 45.93 ± 28.57 44.07 ± 25.37
CI L (%) 48.88 ± 29.30 31.10 ± 22.37 49.54 ± 27.75 47.17 ± 26.32
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4 Discussion

The objective in the current study involved the demonstration of the applicability of
sEMG and posturography as the tools for the analysis of biosignals in the aging process
in subjects in the post-production age, who keep regular activity by participating in the
classes organized as part of the University of the Third Age. The results of the study
were concerned with the analysis of the correlation between the sEMG and COP
parameters and confirm the initial hypothesis regarding the existence of a positive
correlation between the level of muscular coactivation (soleus, tibialis anterior) and the
scatter parameters of COP. The statistically significant correlation between the coac-
tivation of the muscles of the left lower extremity and the mean COP velocity in the

Table 2. Correlation coefficients for COP and sEMG parameters registered throughout
particular tasks

Task

OO OG OZ ZG
CI R CI L CI R CI L CI R CI L CI R CI L

SD ML −0.148 −0.024 0.006 0.162 −0.166 −0.066 0.204 0.093
SD AP −0.082 0.041 0.053 0.126 0.001 0.114 0.187 0.184
MV ML −0.095 0.009 0.050 0.152 0.036 0.167 0.172 0.126
MV AP −0.001 0.168 0.266 0.298* −0.014 0.231 0.164 0.142
SE ML 0.081 −0.076 0.098 −0.084 0.208 0.119 0.015 0.128
SE AP 0.072 0.014 0.070 −0.047 0.042 0.024 0.046 0.041
*denotes statistically significant correlation coefficients p < 0.05

Fig. 1. Exemplary plot of sEMG and COP time series for foam pad with eyes open task.
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anterior-posterior plane at a level of 0.298 was recorded only for the case of the task
performed on a foam pad with open eyes.

The reports in the literature contain the results which differ considerably from the
ones that were gained in the present study. The studies in [13, 14] gained a correlation
between the coactivation and the magnitude of the oscillations equal to 0.278; however,
the task involved standing with legs closed for only 10 s and coactivation that was
analyzed throughout a three-second sample of sEMG. In a study reported by Kouzaki
and Shinohara [15], a positive correlation was established between sEMG normalized
in relation to MVC and the fluctuations of COP in the senior subjects. This study
involved a comparison of the fluctuations of the force during a plantar bending with an
equal intensity in the young and senior persons and their relations with fluctuations of
COP in the standing still position. The results of this study demonstrate the variability
of COP has a positive correlation with the coefficient of variation of force-time curves
during plantar bending test of the feet. The seniors demonstrated an increased activity
of antagonist muscles, which was found to relate to greater fluctuations of COP. The
authors of this study conclude that this approach can be also applied to compare the
results gained in healthy persons and the subjects with neurological disorders.

In a study performed by Donath et al. [16], an attempt was undertaken to determine
the postutral stability in the senior and young subjects by analyzing the sEMG activity
of the muscles (tibialis anterior, soleus, peroneus longus, gastrocnemius medialis) and
COP displacement. This test applied a standing on both legs with eyes closed test and
standing on one leg with eyes open. The authors in this study applied interval exercises
with a high intensity performed on a treadmill between the tasks included in the testing
procedure. The analysis involved the co-activation of the tibialis anterior and soleus
muscles by application of the index (CAI = 2 � TA/TA + SOL). The results
demonstrate that an increased coactivation of the ankle joint occurs in the
anterior-posterior plane only for test involving standing on one leg. In the group of
seniors, a decreased postural control was observed accompanied by an increased
bioelectric activity of the tibialis anterior muscle. In addition, this study demonstrated
that the high-intensity exercise does not affect the results of the test.

The differences between the current study and the reports from the literature could
be attributable to the differences in the testing protocol, use of analytical tools, test
duration and position of the feet throughout the tasks. The results of the experiments
demonstrate a good level of applicability of the presented approach involving testing
balance control in senior subject.
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Abstract. The paper presents capabilities of building devices dedicated
for persons with heavy mobility dysfunction and indicates the role of
interfaces connecting brain with computer (Brain Computer Interface,
BCI). Impulses coming from closing eyes, clenching teeth, and tongue
movement were proposed as optimal in controlling the applications that
manage executable systems. A group of electrodes giving a strong electric
signal characteristic for the activity were designated and on the basis of
conducted research a proposition of a scientific project concerning build-
ing of supporting devices for persons with heavy mobility dysfunction
was presented.
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1 Introduction

In the past years it has been possible to notice the rapid growth of digital tech-
nology which utilizes action potential of the brain. Technological support of
neurophysiology allowed relatively simple way to register brain waves which in
consequence led to creation of integrated BCI (Brain Computer Interface) inter-
faces [1–3] used e.g. in EEG biofeedback sets. This technology found its use in
managing adequately prepared applications for PC computers, smartphones, and
tablets. It is also possible to use this technology to control everyday electronics
as well as technologically advanced devices by persons with severe neurological
diseases which is important in rehabilitation process and improvement of quality
of life for such persons [3–7]. It is impossible to overestimate the potential of BCI
technology in biocybernetics and biomedical technology. Our goal was to find out
whether cheap and effective ways of implementing BCI technology for applica-
tion and device control that would support persons with movement dysfunction
exist. Signal analysis shows that strong, characteristic electric impulses exist and
are located in specific brain areas. The shape and amplitude of impulses were
similar in every case. The results also show a possibility to create a universal
algorithm for technical devices, PC computers and mobile devices applications
control, supporting the use by multiple users.

c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 30–37, 2018.
https://doi.org/10.1007/978-3-319-75025-5_4
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2 Materials and Methods

Action potential mapping sets allowing monitoring and recording complete EEG
image were used during the research. EMOTIV brand devices used during the
research consisted of 14 channel helmets (AF3, F7, F3, FC5,T, P7,O1, O2, P8,
T8, FC6, F4, F8, AF4) with two reference electrodes (P3/P4) in CMS/DRL
configuration, BCI interface, and PC software. Basic parameters of measuring
system used in research were: 128 or 256 SPS sampling frequency, 14 or 16 bit
resolution, built-in Sinc 5-row filter. Figure 1 depicts electrode arrangement on
the head of test subject.

In order to gather the characteristic EEG impulses, 20 persons (10 men and
10 women) of various ages (age ranging from 22 to 81) were tested During testing
a special algorithm was used which consisted of sequence of commands that the
test subjects were to follow. This allowed the precise time measurement of brain
responses to requested psychomotoric activities. The conducted research shows
that the best results with high repetitiveness rate and amplitude were observed
during the device reacting to blinking of eyes, clenching of teeth, and tongue
movements. Figure 2 depicts exemplary EEG spectrum during the test in which
test subjects were blinking with the left and right eyes simultaneously. Test
subjects also performed two blinking cycles of 9 activities with 0,5 s interval. As
presented on the diagram a strong and repetitive signal was registered by AF3
(left eye) and AF4 (right eye) electrodes.

F7, F3 (left eye) and F4,F8 (right eye) electrodes also registered a slightly
weaker signal. Subtle changes can also be observed on FC5 and FC6 electrodes.
The remaining electrodes located further away from the eyes did not register
action potential of the blinking activity.

Figure 3 depicts exemplary EEG signal image of individual blinking activity
of the left and right eye. Test subject performed series of 3 blinks in a 2 s inter-
val. Diagram shows strong signal registered for the left eye with AF3 and F7
electrodes, and AF4 and F8 electrodes respectively.

Fig. 1. Schematic of electrodes arrangement and identification on the head of test
subject.
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Fig. 2. EEG signal registered during simultaneous left and right eye blinking activity.
EMOTIV brand 14 electrode EEG helmet.

Fig. 3. EEG signal registered during individual blinking activity with left and right
eye. EMOTIV brand 14 electrode EEG helmet.
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Fig. 4. EEG signal registered during teeth clenching activity. EMOTIV brand 14 elec-
trode EEG helmet.

Fig. 5. EEG signal registered during tongue movement activity. EMOTIV brand 14
electrode EEG helmet.
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Figure 4, depicts exemplary EEG signal image of teeth clenching activity.
Test subject performed series of 2 clenches in a 2 s interval. A clear signal was
registered with almost all electrodes which may be surprising particularly in case
of O1 and O2, and P7 and P8 electrodes.

Figure 5 depicts exemplary EEG signal image of tongue movement activity.
Test subject performed series of several movements. Similar to teeth clench-
ing, signals were registered by almost all electrodes, however with much weaker
amplitude.

3 Data Processing

EMOTIV brand software allows for data registry of particular electrode together
with the clock signal information. The file format is based on the European Data
Format (EDF) widely used for exchange and storage of multichannel biological
and physical signals. However, data format used by EMOTIV do not follow
requirements of the EDF standard which makes it impossible to directly open
the files with software other than EMOTIV. On the other hand, the exceptions
are minuscule enough to make it possible to individually create software that
allows for data extraction for further processing.

The primary goal of data processing is extraction and identification of signals
connected to particular action potentials presented in Figures 2, 3, 4 and 5. High
amplitude of such signals and strong connection to specific electrodes allows for
reliably identification and assignment of action potentials.

The first phase of registered data processing is noise elimination in signals
fe(tn), with e standing for electrode, and tn for sampling time. To do this, dis-
crete Fourier transform is used ge(ωk) = DFT [fe(tn)], and after eliminating
components with higher frequencies ωk = 0 for ωk > ωh a reverse Fourier trans-
form is performed. FFT algorithms allow for performing this activity in real time
using ARM, and even ARV, energy-saving microcontrollers. Drift of the con-
stant component observable in the beginning phase of registering in Fig. 2 can
be easily eliminated by subtracting registered potential on reference electrode:
fe(tn) := fe(tn)−fr(tn), with fr(tn) being the signal on the reference electrode.
After the initial preparation signals undergo threshold analysis that allows for
identification of high amplitude signal sequences coming from action potentials.
In order to increase reliability during the processing, the signals undergo the
process of normalization by scaling to established amplitude. Signals normalized
in this way are then compared with a template in order to eliminate signals
coming from different sources. The measure δ of matching to a template, equals
to squared average deviation between the pattern w(tn) and the signal fe(tn)
which can be written as

δ = 〈(fe(tntp) − w(tn))2〉tn .

Parameter tp of this equation determines the signal time delay in relation to
the pattern and is set in a way that makes δ take the minimal value. This
approach enables reliable signal identification and precise time mark of the
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registered event. Thanks to good time determination it is possible to precisely
inspect time sequences. The presented algorithm of signal processing is possible
to implement on miniature microcontrollers without the use of PC computer.
Further interpretation of various combinations and sequences of activities per-
formed with the use of eyes, teeth clenching or tongue movements enables enor-
mous possibilities of device control. Such controls can be managed by the same
microcontroller through the use of adequate states on its external ports. Imagine
generating a text by moving the cursor over the virtual keyboard or with some
experience by sequences of blinks basing on the Morse code.

4 Discussion of Results

On the basis of conducted research it is possible to state that activities con-
nected with blinking and teeth clenching are accompanied by clear and recur-
ring impulses. This makes it possible to use these currents to control supporting
devices by persons with movement dysfunction. EEG signal analysis allows point-
ing the optimal placement of electrodes on the patient’s head. Diagrams Figs. 2,
3 and 4 show that headband with two electrodes placed in the same location as
electrodes AF3 and AF4 in EEG Helmet is just enough. A two-electrode head-
band is also enough in the case of teeth clenching. This solution considerably
decreases the price of the apparatus and the inconvenience of use for the patient
which in return increases the comfort of use of technical devices. In our opinion
there is a real possibility to create a set of supporting devices for persons with
movement dysfunction. In case of measurement necessity of currents coming from
tongue movements, more complex algorithms are needed due to relatively weak
impulses with heterogeneous shapes [8–10]. Measurement headband will have to
be equipped with 4 electrodes.

5 Summary

The solution we propose in Fig. 6 assumes using electronic components to build
a headband dedicated to control the rehabilitation bed, wheelchair, and appli-
cations that enable the use of editors and web browsers. Initial works show the
possibility of complete execution of the project with building prototypes for
about 200,000 which is financially attractive considering the nature of medical
projects.

Planned realization date of the project is in 3 years from acquiring the fund-
ing. In the first year we plan wide research on various patient groups in agree-
ment with neurological hospitals. The phase of executable algorithm and EEG
headband creation will begin after data collection (minimum of 100 persons)
and processing (second year of the project). During the third year the first pro-
totypes will be created, rehabilitation beds and wheelchairs will be adjusted
to EEG communication, and PC computers and mobile devices communication
software will be developed.
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Fig. 6. Schematic representation of the project’s idea of support for persons with move-
ment dysfunction
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Abstract. The paper presents connections between perception, aware-
ness, and creativity from the biophysical point of view. Attention was
drawn to human senses’ limitations and their influence on cognition. The
role of interfaces connecting brain with computer and particular role of
Brain Computer Interface (BCI) are indicated which the authors believe
will be the next stage of human brain supporting technology evolution.
It will enable the growth of perception, awareness, and creativity, and
consequently lead to social development.
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1 Introduction

Human brain is the most complex biophysical structure that the science tries to
describe. Despite multiple attempts to recreate the essence of brain, it’s func-
tioning is still a mystery. It may be tied to large amount of it’s building elements
[1] or not yet discovered mechanisms of this complex environment. By analyz-
ing brain as a physical structure it is possible to distinguish high number of
logical elements (neurons) above all. This number is estimated to be 1011, and
due to numerous synapses (about seven thousand per neuron) results in 7×1014

functional connections. The human brain has been estimated to contain approxi-
mately 100 trillion synapses [2]. Such amount equals to about 88 TB of computer
data storage and nowadays does not seem shocking. The estimated connection
amount of 7 × 1014 is achieved in an assumption that every synapse is perma-
nently tied to one other neuron. In this case, a selected synapse can be attributed
with logical value of 1 if it is connected to a selected neuron or logical value of
0 if it is not connected. However, if we consider the dynamic nature of synapse
and neuron connections and assume it may connect with any other neuron, it is
possible to attribute synapse with logical value of 0 if it is not connected with
any neuron or logical values from 1 to (1011 − 1) in case of connection with
one of (1011 − 1) remaining neurons. This results in a drastic increase in pos-
sible functional connections configurations. Excluding configurations in which
c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 38–44, 2018.
https://doi.org/10.1007/978-3-319-75025-5_5
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two synapses of the same neuron connect with the same one from the remaining
neurons, the number of connections of one neuron with others equals to number
of combinations without repetitions given by Newton binomial series(

1011 − 1
7 × 103

)
.

Total number of neuron connection configurations can be given by equation
(
1011−1
7×103

) × 1011

2
,

with division by two allowing to avoid counting the same connection between
neurons twice. The approximate value of this equation is 1053132. Each of the
connections forms a logical path that can be responsible for a specific action
[3]. Synapses may be in one of two states: conduction, that is conducting the
neural impulse (logical 1); or no conduction, that is blocking the neural impulse
(logical 0). Therefore, on the basic level the brain functions in a binary system,
similar to processors in our computers. Each stimulated neuron is accompa-
nied by electric current which in turn induces electromagnetic field. Similar to
computers, brain functioning is accompanied by a specific background of varying
electric and electromagnetic potentials. These potentials can be registered in the
form of EEG signal (electroencephalograph). Richard Catona was the first man
to register these potentials on open brains of rabbits and monkeys. The results
together with experiment description were published in British Medical Journal
in 1875. Many years later, in 1924 psychiatrist Hans Berger conducted research
on EEG use on people and published his results in 1929 [4]. However, EEG
was fully approved by scientific community only in 1937. Currently, encephalog-
raphy is one of routine medical diagnosis methods used by neurologists and
psychiatrists despite its nature still not being sufficiently clarified. EEG mea-
surement technology evolved together with development of electronics, physics,
and neurology. Microelectronics and digital technology in particular accelerated
its development by creating modern tools and opening new areas of research
for scientists. One of such areas is brain-computer-interface (BCI) which allows
direct brain control of adequately prepared applications [5–7]. It appears that
researches on brain functioning enter a new phase and leave medical practices to
become subjects of physics and engineering studies. This is an obvious success as
the complex nature of the problem requires involvement of researchers of many
scientific disciplines.

2 Perception

Perception is organization, identification, and interpretation of sensory informa-
tion coming to brain through sensory organs in order to understand the environ-
ment [8]. On this basis we build ideas - a model of the world that surrounds us. In
reality, it is subjective and far incomplete idea. We will now approach this prob-
lem from the physicist’s perspective instead of the psychologist’s. The first thing
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to notice is tremendous limitations of sensory organs which means that we miss
an information, or rather a really big amount of it, in relation to what our senses
can register and process. Our brains acquire about 90% of information from two
senses only: sight (about 80%) and hearing (about 10%). The remaining 10% of
information is distributed between smell, touch, and taste senses Fig. 1.

Fig. 1. The percentage schema input form of information acquired by the human senses:
sight, hearing, smell, touch, taste.

The idea of reality built by brain is therefore mostly based on sight. We
will now explore the physical capabilities of this detector which converts electro-
magnetic energy into nerve impulses (electric current). Eye construction ensures
good processing of quanta of the energy E (E = h �: h - Planck’s constant, � -
frequency) of the wave length scope from 380 nm to 740 nm [9,10]. However, the
multitude of information that surrounds our brains is placed in scope of energy
ranging from several thousand kilometers to a ten thousandth of a picometer of
wave length Table 1.

For this reason majority of information in form of electromagnetic radiation
that reaches the sight organ is invisible. The Universe and nature that surrounds
us constantly sends out information about its energetic state at the speed of light
but most of it eludes our perception. Similar to this situation is a problem of
information acquisition via the hearing organ. Sound wave travels the air at
the speed of about 340 m/s and our ears can process acoustic waves ranging
from 20 Hz to 20,000 Hz (cycles per second) [11] which equals wave lengths from
17 m to 2 cm, Table 2. The reality is far worse as majority of us cannot register
the full hearing range. While it is true that everyday communication (human
speech) requires much narrower frequency range: 130–1000 Hz for women, 65–
500 Hz for men; the world that surrounds us emits acoustic waves ranging from
a fraction to millions Hz. A sound that is lower in frequency than 20 Hz is
infrasound, and a sound above 20 kHz ultrasound. Many natural phenomena
including water waves, wind, wing movement of birds, fan centrifugation, etc.
generate infrasounds, often high powered, that may have negative influence on
human organism. On the other hand phenomena including surface tension of
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Table 1. Summary of parameters of electromagnetic waves (frequency and length) for
various types of waves.

Types of electromagnetic waves.

Sources

Frequency [Hz] Wavelength [m]

Power engineering: Variable

currents and pulse

1 to 102 300000× 103 to 3000× 103

Corded phones 102 to 104 3000× 103 to 30× 103

Hertz’s waves 104 to 1013 30× 103 to 0.03× 10−3

Radio waves:

Long waves 1.5× 105 to 3× 105 2000 to 1000

Medium waves 0.5× 106 to 2× 106 600 to 150

Short waves 0.6× 107 to 2× 107 50 to 15

Ultrafast waves 0.2× 108 to 3× 108 15 to 1

Microwaves: Radar, Technologies

military

3× 108 to 1013 1 to 0.03× 10−3

Infrared: matter of temperature

higher up 0K

1012 to 4× 1014 0.03× 10−3 to 790× 10−9

Visible light: Sun 4× 1014 to 8× 1014 790 to 390× 10−9

UV: sun, electric arc 8× 1014 to 3× 1016 390 to 5× 10−9

Radiation of character quantum

Roentgen’s rays 3× 1016 to 3× 1020 10000 to 1× 10−12

Rays γ 1018 to 1022 300 to 0.03× 10−12

Cosmic rays 1022 to 1024 0.03 to 0.0003× 10−12

Table 2. Summary of parameters of acoustic waves in the human hearing range. The
range most frequently used in voice communication is marked in bold.

Frequency [Hz] Length [m]

20 17

25 13.60

40 8.50

80 4.25

160 2.125

320 1.062

500 0.68

1000 0.34

2000 0.17

4000 0.085

10000 0.034

20000 0.017
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crystal structures (e.g. rocks, steel, glass), piezoelectric effects, and echolocation
in animals (e.g. bats, dolphins), generate ultrasounds. Unfortunately, this kind
of information is unavailable for human mind. The world we build in our imagi-
nation is imperfect and perhaps even in certain cases entirely wrong. Therefore,
how are we to perceive nature if our perception is flawed. Correct stimuli iden-
tification and interpretation by our brains is a completely different matter (we
will leave this task for psychologists and psychiatrists).

3 Awareness

State or ability of being aware that is condition of thoughts, feelings, and will
as well as accompanying phenomena; recognition of own deeds and feelings by a
subject [12]. If awareness is mind’s ability to reflect “objective reality” and con-
stitutes the highest level of psychological development, we must consider what
decides and builds awareness. It would appear that there are five distinct compo-
nents that influence the level of. The first is perception which is responsible for
gathering the information. Because the information must be processed and cor-
rectly allocated, knowledge and experience are necessary. In order to draw con-
clusions and take optimal decisions based on the processed informations we use
intelligence. Our decisions and assessment are further verified by ethics. There-
fore, perception, intelligence, knowledge, experience and ethics Fig. 2 model our
awareness.

Fig. 2. Elements influencing the development of awareness.

It would appear that broadening the area of our knowledge through studying
and perception by e.g. using certain interfaces we are able to influence our aware-
ness. Physics, and particularly biophysics and BCI technology, play an important
role here which is broadening the electromagnetic and acoustic waves registering
and processing capabilities to an area currently unavailable for our senses. This
will create entirely new cognitive capacity, particularly when linked directly to
brain and will most probably have a significant influence on our awareness.

4 Creativity

Currently, there are a few more or less extensive definitions of creativity.
The word itself is derived from Latin creatus which means creative. There-
fore, creativity is a process which leads to emergence of new solutions, exactly
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“Over the course of the last decade, however, we seem to have reached a gen-
eral agreement that creativity involves the production of novel, useful products”
Michael Mumford 2003 [13]. Social development is the effect of creativity which
we owe to the growing awareness and the rapid human development during past
decades is amazing. In the beginning of the XX century horses were the basic
means of transportation, a solution that lasting for thousands of years. Half
a century age text written on paper was the basic mean of information and
nowadays thanks to digital technology we have a variety of options. In 1969
people landed on the Moon and there are thousands of satellites over our heads
including the International Space Station. We are now timidly begin the era
of space exploration, however what we have achieved as a species for the last
hundred years can be considered a miracle when compared to everything our
civilization achieved during thousands of years. There can be only one diagnosis
of this enormous developmental acceleration - considerable increase in sciences’
development, physics and chemistry in particular. This development was made
possible thanks to the discovery and use of new devices that broadened our per-
ception which became a positive feedback Fig. 3. Creativity provides the means
to broaden perception which in consequence leads to the development of aware-
ness and creativity.

Fig. 3. Diagram of positive feedback reinforcing development of civilization.

5 Conclusion

It would appear that humanity stands before another phase of development
acceleration. Technology allows significant broadening of cognition. Interfaces
that connect our brains with computers and mediate the use of machines allow
exploration of entirely new areas. Imagine a device that processes electromag-
netic wave lengths ranging from radio waves to gamma waves in a way under-
standable for human brain instead of eyes with a limited functionality. Addition-
ally, such device could increase the optic sensitivity and allowing magnification
in any range (physically possible). Imagine a wide range interface that processes
sounds from hearing range as well as infra- and ultrasounds instead of ears. This
would certainly change our perception of the world and introduce the new area
of awareness. In order to achieve it, we must further develop the BCI technology
and create safe and non-invasive Brain Computer Interface. We must once again
look at the problem from the biophysics’ perspective to fully understand new
capabilities that could appear thanks to this technology. The so-called reality is
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in fact a virtual world based on the acquired data and created by the neurons of
our brains (this problem was discussed in detail during a lecture cycle in Opole
University Institute of Physics and I and II Konferencja Mózg Komputer (BCI
Conference) in Opole University of Technology and described [14]). The current
state and perception capabilities of our main senses are surprisingly weak. If we
assume that length of electromagnetic waves ranges from about 3 × 10−16 m to
3 × 108 m in nature (24 orders of magnitude), our sight registers barely 10−9%
of available information. What does that mean? It is as if one was to make
an opinion on the content of a library that contains a billion (109) books after
reading a single book! Food for thought. In case of hearing, we are able to only
register about 2 × 10−2% of all acoustic information. Our main senses do not
allow for reasonable data collection about the Universe. Here physics comes to
our aid once again. Microscopes, telescopes, and spectroscopes built by scientists
further increase the capabilities of sight. However, this knowledge is available to
a small group of people. This, coupled with growing specialization in sciences
often makes it impossible to take a holistic approach to problems. This is why
creating new tools, most importantly the BCI, appears to be a necessity on one
hand and on the other a natural process of creativity evolution of our civilization.
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lemy w zakresie inżynierii biomedycznej i neuronauk, Opole 7–14 (2016)

https://www.livescience.com/50678-visible-light.html
https://hypertextbook.com/facts/2003/ChrisDAmbrose.shtml
https://hypertextbook.com/facts/2003/ChrisDAmbrose.shtml


The Neglected Problem of the Neurofeedback
Learning (In)Ability

Rafał Łukasz Szewczyk1(&), Marta Ratomska2,
and Marta Jaśkiewicz2

1 Department of Cognitive Psychology, SWPS University of Social Sciences
and Humanities, Warsaw, Poland

rafal.lukasz.szewczyk@gmail.com
2 Department of Experimental Psychology, The John Paul II Catholic University

of Lublin, Lublin, Poland

Abstract. Neurofeedback (NFB) as one of the biofeedback modalities has a
very wide range of applications. Surprisingly, despite of its popularity, research
on its effectiveness in many cases remains inconclusive. What is more, there are
studies that have even brought contradictory results. For instance, the need to
use individualised vs standard neurofeedback protocol is still under debate. In
this article we point out the problem of the neurofeedback effectiveness
underestimation which might result from the neglected neurofeedback learning
inability phenomenon (also called as BCI-illiteracy). We suggest that there are
three preconditions of the neurofeedback loop establishment, and subsequently,
we reflect on their potential obstacles. We conclude by encouraging neuro-
feedback researchers and practitioners to pay more attention to observing and
reporting the problem of the neurofeedback learning inability, as it is crucial
factor for determining its real effectiveness.

1 Introduction

Neurofeedback is a method of creating a feedback loop between a subject’s mental
state and an external device. This can be done by registration of a subject’s electro-
physiological parameters in order to use them in an algorithm that ‘translates’ these
parameters into an external visible feedback. There are diverse forms of such a feed-
back, e.g. a computer animation - in case of biofeedback training - or a control over a
movement of a specific device, as in case of brain-computer interface (BCI) application
[1, 2]. The main difference between the NFB training/therapy and the BCI application
lays in the purpose of creating this kind of biological feedback loop. The NFB training
or NFB therapy is used to help people in acquiring a desired psychophysical state, e.g.
relaxation or deeper concentration. The BCI, on the other hand, in most cases serves as
functional substitution of missing or paralysed limbs or other body parts. Nevertheless,
the starting point of using both methods is the human ability to learn self-regulation of
a given electrophysiological parameter. In this article we concentrate mostly on issues
related to NFB training and therapy. However, we also refer to the BCI research results,
since they might help in elucidation of some aspects of the NFB (in)efficacy.
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Neurofeedback is a narrower term than biofeedback, as it concerns physiological
correlates of the central nervous system (CNS) activity, exclusively (Fig. 1). Other
physiological parameters that might be used in a biofeedback training are: e.g. tem-
perature, skin conductance, heart-rate variability (HRV) or respiration. They have all
the same functional principle (creating an algorithm that uses the registered physio-
logical parameters and translates them into a comprehensible form of a computer
feedback), but may differ in terms of complexity and field of use. Apart from elec-
trophysiological, there are also other parameters of the CNS activity, that might be used
in NFB training/therapy (Fig. 2; see also: [3, 4]).

Specific functional principle of the EEG-biofeedback consists of learning the
self-regulation of the electrophysiological signal generated by the brain cells. The signal
is recorded by the electrodes attached to the subject’s scalp and transferred through an
amplifier to a computer. In order to establish this kind of neurofeedback, the elec-
troencephalogram (EEG), which is a very complex signal, must be decomposed into
several band-passes. This is done thanks to the fast Fourier transform (FFT) which
differentiates the following brain waves frequencies: delta (0.5–3.5 Hz), theta (4–8 Hz),
alpha (8–12 Hz), beta and gamma (>13 Hz) [5]. In a healthy human brain, each fre-
quency attains an individual range of amplitudes. Once the signal is decomposed and the
amplitude of each frequency is measured, the brain waves with their amplitudes can be
depicted on a computer screen so that the subject sees how is his mental state represented
in the neural activity. This is the first step to learning the biological feedback loop. If the
subject knows how does his brain activity look like depending on his mental state, he is
instructed by a neurotherapist (or a trainer) to increase or decrease the amplitude of a
given brainwave. Since each of the brainwave frequencies is related to the human
cognitive and emotional functions or - more generally - to human psychological states, it

BIOFEEDBACK

NEUROFEEDBACK 

Fig. 1. The place of neurofeedback in biofeedback (Source: Szewczyk [3])
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is assumed that a change in the brainwave amplitude results in a change in the subject’s
mental state. The stage of gaining an intentional control over the brainwaves’ charac-
teristics is the most difficult stage of establishing the neurofeedback loop [6]. This is why
the neurofeedback training is based on the rules of instrumental conditioning, consisting
of symbolic visual or auditory reinforcements given to subject each time he successfully
attaints the desired value of the trained parameter (for an examplary description of the
threshold adjustment see: [7]). Apart from amplitudes, the neurofeedback training may
also concern the interhemispheric coherence, power, z-score or other neurophysiolog-
ical metrics of brain activity see: [6]. It should be emphasized that changes in the EEG
pattern are evoked by the subject, exclusively, and there is no possibility of ‘putting’ any
electrical current into the brain.

2 Area of Bio- and Neurofeedback Use and Evaluation of Its
Effectiveness

Although neurofeedback was initially used to reduce the number of epileptic seizures
[8], for more recent results see: [9–12], it shortly became a very popular,
non-pharmacological and non-invasive method of treating many other disorders of
different nature, e.g. ADHD [13–16], depression [17, 18], substance abuse [19],
schizophrenia [20–22], stroke [23, 24], autistic spectrum disorder (ASD) [25, 26],
emotional disorders [27–29] and tinnitus [30, 31]. Interestingly, it can be also used to
enhance cognitive performance of healthy individuals [32, 33], or to enhance their
memory [33, 34], peripheral visual performance [35] and even creativity and artistic
performance [36–39].

The effectiveness of neuro- and biofeedback has been a widely-debated issue since
the very beginnings of the neurofeedback. Yucha and Gilbert [40] presented a 5-point
scale of the biofeedback effectiveness’ assessment. The first level stands for Not
Empirically Supported, 2nd for Possibly Efficacious, 3rd for Probably Efficacious, 4th
for Efficacious and 5th for Efficacious and Specific - which means that: “The inves-
tigational treatment has been shown to be statistically superior to credible sham

Biofeedback 

Neurofeedback 

•Temperature 
•Respira on 
•HRV (Heart Rate Variability) 
•EMG (Electromyography) 
•SC (Skin Conduc on) 

•EEG 
•SCP (Slow Cor cal Poten als) 
•HEG (hemoencephalography) 
•fMRI (func onal magne c 

resonance imaging) 

Fig. 2. Biofeedback and neurofeedback modalities (Source: Szewczyk [3])
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therapy, pill, or alternative bona fide treatment in at least two independent research
settings.” Therefore, the fact that a given disease or disorder gets one or two points
does not mean that the BFB is ineffective. It might simply mean that there is still not
enough evidence in order to make a reliable statement about its effectiveness. However,
if the research on NFB effectiveness in a given disorder or disease is being conducted
for many years, it can already be a meaningful sign of the NFB weakness.

The biofeedback efficacy was noticed in many different disorders (Table 1).
Although, with reference to the question of the neurofeedback effectiveness, the
hitherto studies do not allow for any conclusive statement. Many promising publica-
tions may be found but they should always be interpreted cautiously, as some
methodological limitations can be observed. By the example of the ADHD, we want to
show how challenging it is to determine the exact level of neurofeedback effectiveness.

One of the first studies on ADHD treatment showed that 20 sessions of NFB may
cause comparable improvements in attention and concentration to taking Ritalin [42].
Subsequent studies confirmed these results stating that the NFB may be considered as
effective as pharmacotherapy in terms of reducing ADHD symptoms [43, 44]. Later

Table 1. Biofeedback efficacy – state of the art in 2004 and in 2008, prepared based on Yucha
and Gilbert [40]; Yucha and Montgomery [41].

Efficacy
level

Diseases/disorders classified in 2004 Diseases/disorders classified in 2008

5 Incontinence (in women) Incontinence (in women)
4 Anxiety Anxiety

ADHD ADHD
Headaches (adults) Chronic pain
Hypertension Epilepsy
Bruxism Constipation
Incontinence (in men) Headaches (adults)

Hypertension
Motion sickness
Raynaud’s disease
Bruxism

3 Addiction to alcohol and
psychoactive substances

Addiction to alcohol and
psychoactive substances

Arthritis Arthritis
Chronic pain Diabetes
Epilepsy Excretion disorders
Excretion disorders Children’s headaches
Children’s headaches Insomnia
Insomnia Concussion
Concussion Incontinence (in men)
Vulvar Vestibulitis (vaginal pain) Vulvar Vestibulitis (vaginal pain)
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research, which were conducted with more scientific rigour, i.e. randomized,
double-blind placebo controlled, yielded similar positive results [45]. Even more
interestingly, improvements were found to be stable on 6-months follow-up [46, 47].
This kind of evidence raised high hopes among the NFB practitioners, which is not
surprising, given the side effects related to the traditional pharmacotherapy. Neuro-
feedback, in turn, as long as is conducted under the supervision of appropriately
educated and experienced therapist, is considered as safe and having no unintended
side effects [48–52]. Consistent with the aforementioned outcomes, Arns et al. [13]
based on their meta-analysis, rated the efficacy of NFB in ADHD treatment as having
the 5th level of Yucha and Gilbert classification.

Nevertheless, not all of the studies yield similar results. For instance, in a research
by Micoulaud-Franchi et al. [53] who took into consideration assessment provided by
the patients’ parents, only the inattention symptoms were found to be diminished after
the NFB treatment. No improvements in impulsiveness nor hyperactivity were
observed. This type of evidence is somehow striking, as it is more common to overrate
the NFB effectiveness based on subjective ratings, since the placebo effect has its
strong influence. On the other hand, however, while the placebo effect might be the
reason why the first studies seemed to be so promising, an opposite to the placebo
effect has been also reported. Namely, research by Lansbergen et al. [54] showed an
unexpected significant decrease of ADHD symptoms (rated by an investigator who was
unaware of the subjects’ group assignment) despite very low expectations of partici-
pants’ from experimental as well as from control group. In fact, only 2 out of 8 subjects
from the experimental group and 3 out of 6 subjects from the placebo group believed
that they had been receiving a real NFB training. What is even more surprising is the
fact that there were no between groups differences in terms of ADHD symptoms
reduction, meaning that children who received 30 sessions of a real NFB did not
outperform children who underwent 30 session of sham protocol (which was not
intended to evoke any reliable improvements). Interestingly, the authors put forward
some arguments in attempt to explain the lack of evidence for the NFB efficacy, which
are the opposite of what other researchers claim when trying to explain similar lack of
proof for NFB effectiveness, but with use of a different training protocol. Namely,
Lansbergen et al. [54] suggest that the use of individualized EEG-neurofeedback (based
on the results of the QEEG assessment) may be not as efficient as the standardised
neurofeedback protocol, while other authors emphasize the need of using individu-
alised protocol as potentially safer and more effective [55]. Importantly, one of the most
recent meta-analysis by Cortese et al. [56] concludes that ‘evidence from
well-controlled trials with probably blinded outcomes does not support neurofeedback
as an effective treatment for ADHD, in terms of either ADHD symptoms or other
cognitive correlates’ (p. 453).

The above mentioned results indicate that there is still a need for further research in
order to confirm the NFB effectiveness in treating ADHD symptoms. In this context it is
worth to cite some recommendations proposed by Cortese et al. [56] which should be
implemented in order to ensure more valid and reliable outcomes of any future research
in this topic. These are the following: ‘identifying the most appropriate electrophysio-
logical treatment target; increasing the use of standard EEG and learning protocols;
developing new methods to optimize the chances that neurofeedback leads to learning at
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the brain level; and identifying predictors of treatment response for individual patients or
at least in distinctive subgroups of children’ (p. 453). In the third part of this article, we
will discuss the current state of the art about the possible causes of the NFB learning
inability, which has to be distinguished from the neurofeedback ineffectiveness.

3 Preconditions and Moderators of Neurofeedback
Learning Ability

As it was already mentioned in the introduction, in order to establish a reliable neu-
rofeedback loop, the three basic conditions must be fulfilled. First, the brainwaves
recorded from the scalp surface reflect in the real-time the subjects’ current state of
mind [5, 57]. Second, once the EEG signal is decomposed and translated into a
comprehensible visual or auditory (or even multisensory) feedback, the subject is able
to intentionally change a given parameter of the neural activity. Third, changes in the
trained parameter, evoked by the subject, should result in changes of his mental state,
and these changes should occur adequately to the functional characteristics of the
brainwaves’ parameters. If not all of these requirements are met, any effects of the
neurofeedback training could be expected. While the first assumption is already a well
confirmed fact constituting the background for many currently conducted research in
the field of cognitive neuroscience, the second and the third assumptions can not be
taken for granted. The reason for this uncertainty is the BCI-illiteracy phenomenon,
which is the inability in taking control over one’s neural activity. Noteworthy are the
remarks by Gruzelier [58] and Egner and Gruzelier [36] who claim that the learning
ability is a crucial mediator of the neurofeedback training outcome. The same idea is
put forward by Kouijzer et al. [25] and Hanslmayr et al. [59] who showed that only in
these subjects who were able to learn the self-regulation of the brain activity a sig-
nificant behavioural improvements were observed. In the neurofeedback literature these
persons are defined as ‘performers’ or ‘non-performers’ e.g. [60], good and poor
performers [61], ‘regulators’ and ‘non-regulators’ [6]. All of these terms simply mean
that despite the subject’s good will and his efforts put into creating the neurofeedback
loop, such a person is unable to intentionally evoke the desired direction of changes in
his brain activity pattern [25, 59–66]. This phenomenon is not limited to the
EEG-biofeedback but may also occur in case of fMRI NFB modality [67]. The
BCI-illiteracy phenomenon is as old as the research in that field itself, as Kamiya was
the first to report in 1958 that 20% of his patients did not succeed in self-regulation of
the trained brainwaves’ amplitudes [68]. However, in spite of its long history, the
problem is still present and far from being resolved. There are several potential factors
that make this situation so persistent, i.e. (1) since most of the researchers simply do not
report how many participants cannot establish the neurofeedback loop, there is a lack of
systematic data about the extent of the BCI-illiteracy phenomenon; (2) diverse
nomenclature of the phenomenon and (3) diverse methods of assessment the ability to
self-regulation the neural activity which do not allow for a systematic and compre-
hensive literature review.

Just to give an example of the first factor, we searched for ‘EEG biofeedback’ and
‘neurofeedback’ terms in the Google Scholar search engine and get 1800 records.
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Twenty-one out of 70 randomly chosen articles were considered in a deeper review (we
excluded general reviews, articles on technical issues, and unobtainable papers). The
authors of only two out of 21 analysed articles took into account the problem of
EEG-inefficacy in their research. Although the exact percentage is very difficult to
obtain, some researchers estimate that the BCI-illiteracy may be the case of up to 50%
of the neurofeedback research participants [7, 59], but according to other authors’
estimations this number is not higher than 25% [66] or even 21.4% [65].

With regard to the second and third factor, the authors, who mention the problem of
non-performance, use many different parameters of this phenomenon, e.g. difference
between the first and the last session of NFB training [69], between the baseline and the
last session [65], between the resting state measured before and after the NFB training
[59] or between the resting state before NFB and the change evoked by the training
[59]. There are also cases of reporting more than one parameter, e.g. [7, 60, 66, 70]. For
instance, Enriquez-Geppert [66] tracked how was the trained parameter changing in the
course of one session as well as its changes across all of the sessions. Wan et al. [7], in
turn, assessed the performance rate based on three indicators: the changes between two
periods, within a short period and across the whole training time. What makes the
comparisons so challenging is the fact that they should be made for each type of
neurofeedback separately. The observation that a person is not able to establish a stable
neurofeedback loop of one type (e.g. EEG) does not have to be equivalent to her
inability to establish the neurofeedback loop with another type (e.g. fMRI). Wan et al.
[7] claim that there is no universal assessment of NFB learning ability, as it should
always be chosen with reference to the objective of the NFB training. For example, if
the NFB training aims at improving behavioural symptoms, any neurophysiological
change indicator should be correlated with the assessment of the observed behavioural
changes.

The NFB learning inability problem is very often obscure, and thus neglected, by
the NFB practitioners. Therapists tend to suspect their patients for the lack of
engagement into the neurofeedback training, while it is not necessarily the case or not
the best way to succeed. In contrast, it might be that too much effort put into the
training brings the opposite results. For instance, Witte et al. [71] demonstrated that
subjects’ strong beliefs about their ability to control an external device may be in fact
an obstacle, especially in the relaxation training. People may try to do their best in an
effortful manner in order to obtain the desired amplitude value and, as a consequence,
they become more focused and tensed, which results in decrease instead of increase of
the SMR waves. Other type of obstacles leading to the NFB learning inability may be
of biophysical nature. In some people, changes in the target feature of the electro-
physiological signal are so small that it is very hard to extract them from the back-
ground noise. For instance, the P300 deflection is unobserved in 10% of the research
participants [72, 73]. It does not have to indicate any neurological disorder or dys-
function, but may simply mean that the source of a given signal generation lays very
deeply in a cortical sulcus so that the signal is not strong enough to reach the electrode
[74]. Another example of a similar nature is the case when the target signal is
‘drowned’ by a strong concurrent signal generated by an adjacent cluster of neurons.

Alkoby et al. [6] in their review draw the attention to the role of specific mental
strategies that may prove to be effective or not, depending on the type of the
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neurofeedback protocol. On one hand, Kober et al. [75] reported that in the SMR
training people who used no mental strategies (i.e. did not think of anything specific)
performed better in terms of the trained SMR amplitude than people who were trying to
evoke some particular thoughts. On the other hand, in another protocol aimed at
increasing the alpha amplitude, it is better to create some positive thoughts, e.g. pic-
turing one’s relatives or recalling other comforting memories, since these strategies
help to acquire an optimal state of relaxation [34]. Nonetheless, there are also protocols
for which no effect of mental strategies was found, e.g. Kober et al. [75] in case of
gamma amplitude training or Hardman et al. [76] for interhemispheric coherence
asymmetry training of Slow Cortical Potentials.

There is also some evidence that some psychological traits, states and abilities may
moderate the NFB learning ability. Namely, individuals of higher working memory
capacity and better attentional resources may be more successful in establishing the
neurofeedback loop [77–79]. Nijboer et al. [80] highlights the role of the subjects’
mood and motivation to perform the training. Mathiak et al. [81] showed also that
people who received a kind of ‘social feedback’ exhibited better training outcomes in
comparison to people who get a classical abstract form of feedback. Although these
questions are rarely discussed in scientific papers, NFB practitioner are well aware of
how important these issues are. It is important to mention the suggestion of Alkoby
et al. [6] concerning the sensibility to rewards as another potential moderator of the
NFB learning effectiveness. The authors note that it might be possible that the estab-
lishment of the neurofeedback loop would be easier for people who are more sensible
to the external reinforcements in comparison to those who are less reward-sensitive.
Their hypothesis is based on reinforcement sensitivity theory (RST) [82, 83] and on
observations by Mathiak et al. [81].

Before passing to the conclusions, some issues of the NFB effectiveness that are
important from the applied neurofeedback perspective will be discussed. Namely, due
to the negligence of some technical aspects, even the first assumption of the NFB
effectiveness is violated. It occurs, for instance, when the electrophysiological signal is
drowned by the muscular artifacts resulting from jaw clenching. This problem seems to
be encountered by the NFB practitioners who work with children. It is difficult to
understand for some young patients what does it mean ‘to be focused’ or ‘to be relaxed’
as these are rather abstract expressions. During the first NFB sessions, children
sometimes clench their jaws as a result of putting great mental and/or physical effort to
increase or decrease the target brainwave amplitude. It can be relatively easily elimi-
nated by a massage applied to this part of face or by instruction to decontract the facial
muscles. It is also the therapist’s task to give a clear instruction of what to do, or rather
of what not to do, in order to reduce the artifacts’ proportion in the recorded EEG
signal. The above mentioned problem is relatively trivial, but there can be also an
alternative cause of the applied neurofeedback inefficacy. While the scientific research
paradigm imposes very strict rules of appropriate variables measurement and manip-
ulation, practitioners may lack such a rigour when conducting the NFB training or
therapy. Thus, many unintentional mistakes - mostly of technical nature - are possible
to occur. During our practice, we saw few cases of inappropriate electrode placement,
which used to be stick to the patient’s hair, not even touching the scalp. We hope that
continuous therapists’ education and supervision will eliminate this type of erroneous
practice.
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4 Conclusions

Neurofeedback, as one the biofeedback’s modalities is a widely used non-
pharmacological and non-invasive method of treating disorders and dysfunctions of
different kinds. Although its effectiveness has been investigated for many years, in many
cases the research results are still inconclusive. The NFB learning inability is a potential
cause of the NFB effectiveness underestimation. It is hard to determine the scale of this
phenomenon because (1) very few researchers report this problem, (2) there is no
consensus on the problem’s terminology and (3) different methods of the NFB learning
ability are used. Despite of, or rather because of these difficulties, further research should
aim to elucidate the scale and the nature of the NFB learning inability, as it is crucial for
a reliable NFB effectiveness estimation. Additionally, more efforts should be put in
order to raise the awareness of the problem amongst NFB practitioners.
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Abstract. This paper deals with influence of LED radiation on brain
wave signals. Diodes that emit light radiation for room lighting are being
increasingly used, and are also used in tablet screens, laptops, televisions,
and smartphones. Recent research shows that the light emitted by the
LEDs affects various physiological functions because they emit light in
the 400–490 nm range, which is blue. This work presents the effect of
the LED light coming from the computer monitor on the brain electrical
activity record.
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1 Introduction

Without a doubt the light has a huge influence on the way a human being is
functioning not only in the physiological but also mental meaning. Because of
that we can consider two different ways this influence may be considered:

– Therapeutic effect may be used as means of medical treatment against certain
mental health issues,

– Pathogenic effect (resulting from too much exposure related for example a
specific job that requires using computers, monitors, etc.) may ultimately
lead to violating a very delicate chemical and electrical brain balance and
hence have a very negative impact on an individual’s mental condition.

Numerous research reveal that light deficit may affect mood, especially when
in some seasons, periodically, there is significantly less light. It is very likely
related to de-regulation of the circadin rhythm. For example, animals kept in
dark light, roughly 50 lux, were showing symptoms of depressive behaviour [5].
There is more and more new therapies that are using various sorts of light,
including muscle therapy, brain-related disorders, etc. TCLT (Transcranial LED
Therapy) is a very effective therapy using LED light for trating disorders that
c© Springer International Publishing AG, part of Springer Nature 2018
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require improvements of the brain blood circulation decreasing among others
cell apoptosis [6,7].

More and more often attention is paid to harmfulness of the LED light in
the context of blue light emission, which according to the latest research may
damage eye receptors. This kind of light is emitted by bulbs, monitors, etc. In
general, the LED light colour is very important as certain results reveal that blue
LED light of higher colour correlation may lead to eye lense epithelium [4,10].

2 Related Work

Both, the light intensity and the source of light may have a huge impact on
various biological processes, including circadian rhythm, and this is typical not
only for animals, like mice [1], but also human beings.

Various tests conducted on people by the use of electroluminescent diode
(LED) have proven that this kind of light does not only propagate through sight-
ing (which is perfectly understandable), but also they permeate through skull
leading to regulating of certain cognitive functions but also improving patholog-
ical states of brain [2]. Additionally, it was determined that to much exposure to
a LED light may affect many physiological functions and hence it may be used
therapeutically against circadian rhythm disorders as well as sleeping-related
issues.

Apart from the source of light, what may alternate the light influence is also
its colour. For example, too much exposure to blue light may lead to photore-
ceptors damages as well as retina damages [3,9]. It has also been investigated
that LED light, depending on its colour may increase attention and relaxation
levels or work quite the opposite way [8].

In this work the main focus is on monitoring changes occurring in human
brain once exposed to LED light. Analysis of frequency spectrum reveals changes
affecting different types of brain waves.

3 Test Group and Research Methodology

Only 5 adult people were subject of the designed tests to determine influence
of the LED light on the electric brain activity record - 2 men and 3 women, all
aged 25–35 years old. All of them had very high qualifications (MSc degree) and
were spending similar amount of time in front of the LED monitors. None of
the persons takes medication of any kind that would potentially affect the EEG
activity. The low number of people involved into all tests was intentional as the
aim of our research was to not to provide some statistically meaningful analysis
but rater do some kind of preliminary study of the problem and depending on
its results carry on with a bigger scale research (subject to future work).

Using QEEG method all the subjects were thoroughly tested with regard to
determine particular influence of the LED light on their brain waves characteris-
tics after 90 min exposure to this type of radiation. The research was carried out
in so called mid line area, which means C3, C4, Cz and Fz places (see Fig. 1).
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Fig. 1. Positions of the QEEG electrodes

The brain waves frequency ranges are gathered in the Table 1.

Table 1. Brain waves frequency ranges

Delta Theta Alpha SMR Beta1 Beta2

0.5–4.0 Hz 4.0–8.0 Hz 8.0–12.0 Hz 12.0–15.0 Hz 15.0–22.0 Hz 22.0–55.0 Hz

Based on the EEG signals recorded with these persons in the aforementioned
places, the average amplitudes for the selected waves frequency ranges (absolute
values) and their percentage share in the whole spectrum (relative values) as
well as average values for amplitudes for the whole spectrum in these places.
Then all the registered signals were filtered and a number of spectrograms were
obtained.

As a reference sample the EEG signals acquired from people who had not used
any LED emitting device since at least 8 h. The signals recording time was very
similar for all tested people. Then all the people were asked to watch continuously
for at least 90 min some not very much emotionally engaging content on the
internet, such as mems, films and pictures. In general, this content was intended
to be considered nice or neutral the least. After 90 min of watching and being
exposed to the LED light from monitor those people were tested again. Each test,
including the reference sample and the sample after LED light exposure, took
2 min in the sequence: 1 min with open eyes (simulating day-time brain activity)
and 1 min with closed eyes (simulating night-time/sleep brain activity). None of
these tests was of diagnostic purpose but only to register changes that appear
in the EEG record after being exposed to the LED light.
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3.1 Filtration Method

In order to focus on the relevant frequency range we used a cascade filter (rather
than band-pass filter) comprising of:

– low-pass filter with the cut off frequency of 49 Hz,
– notch filter (to eliminate the power supply network frequency components)

with the cut off frequency 50 Hz,
– high-pass filter with the cut-off frequency of 1 Hz.

The filters themselves were not very much sophisticated as we decided to
stick with the classical digital filters. After carrying out a number of numerical
experiments we decided to choose the Chebyshev II filter mainly due to its satis-
factory frequency selectivity. All tests and filtrations were performed in Matlab
using a number of dedicated script files.

The main filtration was being done in the processEEG.m file of the structure
shown in the Fig. 2.

% EEG frequency analysis. Script to import EDF data in Matlab

% Clearing whole Matlab workspace and closing all figures

clear all;

close all;

clc;

% Load EDF data files

[hdr, alldata] = LoadEdfFile(’Person1Data.edf’);

% Select one out of 4 registered data channels

ch1 = alldata(1,1:4096);

% Example analysis for channel 1

[ch1] = FilterNotch(ch1);

[ch1] = FilterLowPass(ch1);

[ch1] = FilterHighPass(ch1);

% Display Example Spectogram

[s,f,t,p]=spectrogram(ch1,hanning(512),511,[1:80],250,’yaxis’);

figure;

spectrogram(ch1,hanning(512),511,[1:80],250,’yaxis’);

ylim([0 30])

Fig. 2. Main Matlab script performing the whole frequency analysis

The LoadEdfFile() function is another Matlab script of form (see Fig. 3):

function [hdr, alldata] = LoadEdfFile(fname)

% Prompt the user to choose the file

[hdr, alldata] = edfread(fname);

end

Fig. 3. The LoadEdfFile.m script to read EDF data
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The edfread() function seen in the LoadEdfFile.m script is one of available
Matlab functions.

function [eegdata_f] = FilterNotch(eegdata_f)

% Notch filter

N_ch=size(eegdata_f,1);

fsamp = 250; % sampling frequency

nf_f_low = 49; % low-pass frequency

nf_f_high = 51; % high-pass frequency

order = 2; % 2nd order

RippleF = 80; % ripple factor

disp(N_ch);

% Chebyshev II filter used

[bn,an]=cheby2(order,RippleF,[nf_f_low nf_f_high]/(fsamp/2),’stop’);

% Applying the filter to the EEG data

for i=1:N_ch

eegdata_f(i,:)=filtfilt(bn,an,eegdata_f(i,:));

end

end

Fig. 4. The FilterNotch.m script to implement notch filter

The filters used for the filtration purposes (notch, low-pass and high-pass)
are shown in Figs. 4, 5 and 6. The notch filter is set to eliminate 50 Hz harmonic
present in the power supply.

The low-pass filter is set to cut-off frequencies above 60 Hz, but in practice,
due to non-ideal filter characteristic the cut-off band is rather closer to 50 Hz,
which is fine for the considered brain waves frequency ranges.

The cut-off frequency set to 1 Hz in practice (due to non-ideal filter charac-
teristic) results in bandwidth starting around 2 Hz. As a result all filters produce
“working” range between around 2–55 Hz.

4 Results and Interpretations

As mentioned before, all the tests were carried out with 5 adults. However, in
order to illustrate how the LED light affects brain waves we have selected most
representative results for 4 people.

The biggest change in the EEG signal in comparison to the reference sample
were spotted in the 5–15 Hz range, which includes from the point of view of
bio-feedback EEG analysis Theta waves (4–8 Hz), Alpha waves (8–12 Hz) and
SMR rhythm (12–15 Hz). This maps to EEG Alpha waves (8–13 Hz) and Beta
(14–30 Hz). In the Fig. 7 one can see filtration results for the Fz point for 4 out
of 5 people.

In the Fig. 8 one can see changes that occurred in the same place after 90 min
spent in front of the LCD monitor. There is easy to notice significantly less area
of dark colour (lower amplitudes of given frequencies).



64 Z. Magda and M. Pelc

function [eegdata_f] = FilterLowPass(eegdata_f)

N_ch=size(eegdata_f,1);

fsamp = 250; % sampling frequency

lp_f_low = 60; % cut-off frequency

order = 5; % 5th order

RippleF = 80; % ripple factor

disp(N_ch);

% Low-pass EEG filter

[b,a]=cheby2(order,RippleF,lp_f_low/(fsamp/2),’low’);

for i=1:N_ch

eegdata_f(i,:)=filtfilt(b,a,eegdata_f(i,:));

end

end

Fig. 5. The FilterLowPass.m script to cut-off high frequencies

function [eegdata_f] = FilterHighPass(eegdata_f)

N_ch=size(eegdata_f,1);

fsamp = 250; % sampling frequency

hp_f_high = 1; % cut-off frequency

order = 5; % 5th order

RippleF = 80; % ripple factor

disp(N_ch);

% High-pass EEG filter

[b,a]=cheby2(order,RippleF,hp_f_high/(fsamp/2),’high’);

for i=1:N_ch

eegdata_f(i,:)=filtfilt(b,a,eegdata_f(i,:));

end

end

Fig. 6. The FilterHighPass.m script to cut-off low frequencies

As one can see from the Fig. 8, 3 out of 5 people have noticeably increased
values of Alpha waves for Fz, C3 and C43 points (see additionally in Fig. 9).
In case of Beta1 and SMR rhythm, if amplitudes were increasing, it was for all
persons whilst if amplitudes were decreasing, it also was for all persons.

There was only one exception, for one person (the fourth subject) the SMR
rhythm decreased in all measured points and Beta1 increased (see additionally
in Fig. 11).

In case of the slow Theta waves, for 2 people it has increased in the tem-
ple area, for the remaining people it has decreased in all measured points (see
Fig. 10).

It is also noticeable that the Theta waves frequency changes depending on
whether a given person has open or closed eyes (see Fig. 12).
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a) b)

c) d)

Fig. 7. Reference sample for the Fz place for 4 out of 5 testet people

a) b)

c) d)

Fig. 8. Results for the the Fz place for 4 out of 5 testet people after 90 min exposure
to the LED light
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Fig. 9. Alpha waves frequency change for the tested people

Fig. 10. SMR rhythm and Beta1 frequency change for the tested people

Fig. 11. Theta frequency change for the tested people
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a) b)

Fig. 12. Visible drop of the Theta for closed eyes (L) after LED light exposure; (a)
reference sample, (b) after exposure to the LED light

5 Conclusions

Although the research we conducted was of preliminary nature, certain observa-
tions are definitely worth commenting on and may be drive for further research
involving more representative sample of people.

First of all, changes for the open eyes within Theta wave frequency range may
suggest that the LSED light may be of significance with regard to sleep regulation
because it can affect positively the falling asleep phase through increasing the
slow waves but in the same time increase in the slow waves frequency range
may negatively affect sleep quality. In the spectrograms it is easy to spot that
for tested people when they had their eyes closed the Theta waves frequency
visibly decreased in comparison to the reference sample. This unambiguously
would confirm that the LED light affects sleep regulation (as shown in Fig. 12
for one of the tested people).

Increase of the Alpha waves frequency for open eyes for tested people, as long
as it remains within norm, may positively affect passive attention and memory.
After 90 min exposure to the LED light one can see visible and measurable
changes which after such a relatively short exposure do not affect in great extent
on the brain functioning. This is because this does not concern all measurable
frequencies in full range but only some bigger changes within 5–15 Hz frequency
range. But if the exposure time would increase, this may lead to affecting the
circadian rhythm.
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Abstract. Neurofeedback is a very effective technique that may be con-
sidered as an alternative to drug therapy to support development of
children with different mental disorders such as ADD. The aim of this
paper is to show how neurofeedback can be used for therapeutic pur-
poses to increase selected signal parameters. For the test purposes 30
therapeutic sessions with 13-year old boy are presented showing theta
waves frequency and SMR increase in the frontal part of head and par-
tial improvements in the central part. Another sessions lead to bringing
the relevant signals frequencies near to desired, correct values. Overall
outcome of the training has lead to increased ability to concentrate and
to lengthening the time through which the patient was able to work
without distractions.

Keywords: Neurofeedback · Mental therapy

1 Introduction

Human’s brain is a very complex system and it diagnostics and treatment is
extremely difficult task. Brain functioning and its overall performance is strongly
dependent on a very delicate balance between its chemical and electrical activ-
ity which nature and dependencies have not yet been fully discovered (despite
research going on since actually decades) but on the other side, due to a very
significant level of individual features any potential any potential therapy must
be strongly individualised.

The most typical method that is used to address various kind of brain dys-
functions are medication-based. A patient is being diagnosed regarding the type
and level of dysfunction and an appropriate medication is being prescribed to
bring the brain functioning back to balance. The problem is that there is vir-
tually no medication that would be 100% side effects free (assuming that the
therapy is carried out correctly as incorrect therapy may lead to even further

c© Springer International Publishing AG, part of Springer Nature 2018
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worsening of the patient condition). The situation becomes particularly prob-
lematic when its aim becomes humans brain. What is needed in order to achieve
the desired outcome, not only the proper choice of medicine is critical but also its
very specific dosing. Underdose or overdose may ultimately lead to completely
unpredictable consequences (for example, it may handicap mental capabilities
of the patients).

As a very promising alternative to the drug-based therapy, one can use neuro-
feedback methods and targeted training. An experienced trainer may run certain
preliminary tests (like registering EEG waves) and spot some deviations from
“norm”. Then, after planning a series of trainings and using neurofeedback to
assess their effects on the brain functioning the trainer may mitigate certain
problems and improve overall patient’s health condition. In this paper we are
aiming to show this very approach in application to a teenager boy with ADD
symptoms.

In the reminder of this paper we’ll describe our approach in more detail,
provide results, then we’ll discuss progress and it’s all outcomes.

2 Related Work

The QEEG signals have already proven to provide sufficient information for
diagnosing various kind of disorders or brain impairments. In general, QEEG
stands for Quantitative Electroencephalography and it is, as the name indicates,
quantitative and not qualitative method in the contrary to EEG. As such it
provides more information that EEG because it may provide information about
percentage share of different kind of brain waves and their amplitudes, Fast
Fourier Transform, etc.

Typically the diagnosis is being done by running a very specific tests where
the patients revealing certain symptoms of some sort of abnormal mental func-
tioning. Such tests have a repetitive nature where patients are exposed to the
same or very similar stimuli, every time being very carefully monitored so that
some sort of progress analysis could be performed. A series of such specialised
and dedicated tests can be for example used to detect autism or classify epilepsy
attacks.

Measuring QEEG signals in a specific place allows to detect abnormalities
as well as to determine some typical deviations for a given disorders in selected
regions of the human brain [4]. As far as autistic children are concerned, typ-
ical efficiency of verification of this kind of disorder based on signals analy-
sis may reach around 95% [2,8]. But as such the QEEG is useful in order to
detect changes characteristic for autism spectrum, and its efficiency is primarily
lays in actually indicating that there is something wrong whilst some dedicated
psychologically-development tests may actually fully confirm the case and also
assess how advanced it is.

Monitoring the EEG signals continuously (using neurofeedback method) for
patients suffering e.g. from epilepsy allows to classify epilepsy attacks and also
allows quantitative analysis to create patterns for epilepsy attacks and result-
ingly - to predict how likely it is that the patient will have such attacks in
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the future. A very exact cognition of the brain neurophysiology along with widely
understood neuroimaging contribute to a better and quicker diagnosis of such
disorders as Attention Deficit Disorder (ADD) or Attention Deficit Hyperac-
tivity Disorder (ADHD) [6,7]. This kind of diagnostics brings equally positive
effects with elderly people [14].

Neurofeedback as such can not only be used for diagnostics purposes but also
for widely understood therapy. And even if results achieved using bio-feedback
cannot compete with medication, it certainly does have significantly less side
effects as far as ADHD therapy is concerned [5]. Combining various neuroimaging
techniques in real-time allows testing many brain regions at the same time,
which is exceptionally useful among others in neurosurgery, potentially limiting
the extent of resection [15]. Diagnostics results using QEEG signals suggest,
that measuring signal spectrum power for alpha and beta waves can represent
translative pharmaco-dynamic bio-marker for proving functional effects selected
medicines [9].

As mentioned before, detecting many of the above disorders is doable on-line
during recording the EEG signal. However, as far as the diagnostics based on the
EEG signal is concerned, a holistic view on various deviations of the signal from
norm is needed due to the fact that typically one kind of mental disorder can
trigger changes of different signal parameters. Here comes the expert knowledge
which allows to narrow down a very specific few markers and map them into
a specific type of abnormality. This knowledge can be expressed (at least to a
level) in a policy.

In [12] some results of therapy applied to 59 children with ADHD are pre-
sented and discussed. The focus of this work is to compare neurofeedback ther-
apy (biofeedback-EEG) with other behavioural or pharmacological therapies. It
was proven that the neurofeedback therapy improves attention and behavioural
response deficits which could not have been achieved using the behavioural or
pharmacological therapies [12]. Furthermore, neurofeedback was also tested in
OCD (obsessive compulsive disorder), ASD (Autism Spectrum Disorder), GAD
(Generalised Anxiety Disorder) as well as depression proving that neurofeedback
was more effective than passive or semi-active treatment [1]. In the biofeedback-
EEG therapy its efficiency is guaranteed by regularity and appropriate selection
of protocols adjusted to individual patients needs [11]. Neurofeedback as ther-
apy is not only applicable to children aged 7–10 years old, but also adults, as
indicated in [3,11].

In this work we show results of neurofeedback therapy applied to a teenager
boy as an alternative to pharmacological therapy.

3 Training and Tests

In this section we’ll provide a very detailed explanation regarding what kind of
problems were spotted while recording the EEG signal for the teenager boy, how
the training looked liked and what kind of progress was being made throughout
the process and finally, we’ll show some evident improvements in certain areas
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of the brain activity. A very thorough discussion of the results will allow to
understand the ground from which our statements and conclusions have come.

3.1 Equipment Used

For the purpose of signal analysis all the signals and data presented in this
section were recorded using QEEG equipment shown in the Fig. 1.

Fig. 1. QEEG equipment

In the Fig. 1 one can see annotations from 1 to 5 which identify the following
system components:

1. Reference electrode.
2. Cup-shape electrode.
3. Cabling.
4. Measurement interfaces.
5. Transducer used to analyse/pre-process the signal.

During real-time EEG signal acquisition using the QEEG equipment one can
monitor any undesirable changes such as seizures disorder and other abnormal-
ities in brain functioning.

3.2 Test Scenario

In order to show how the neurofeedback-based therapy looks like, we have
arranged a very simple test scenario comprising of the following steps:
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– initial evaluation - in this step the QEEG equipment was used to acquire a set
of different brain waves to determine a base-line for a teenager boy diagnosed
with ADD,

– a set of 10 trainings was applied and the boy’s condition was re-evaluated in
order to determine if there is any need for further training,

– a set of 10 follow-by trainings was re-applied until the brain waves have
reached the desired levels.

In terms of the trainings, they use gamification techniques where patients
play an interactive game having electrodes fixed to their scalp. As it is practi-
cally impossible to fully control any particular brain wave, what usually happens
is that the patient is trying to somehow change state of his mind by thinking of
something, focusing on something, using relaxation techniques, etc. This obvi-
ously affects some/all brain waves. By watching effects on the screen (the way
the game responds to the state of mind changes) he can train himself to reach
such a state of mind on demand and as a result - modify electrical and chemical
features of the brain. Which is to a level comparable to what happens when a
patient is being medicated.

In order to determine EEG levels for all relevant wave types, the QEEG elec-
trodes should be positioned precisely in appropriate and relevant brain regions.
For the signal acquisition purposes the electrodes were placed in the following
places: C3, C4, Fz, Cz and additionally P3, P4, F3, F4. Location of these places
is shown in Fig. 2.

Fig. 2. Example brain waves registered with the QEEG equipment showing learning
curve

Frequency ranges for the relevant brain waves are as follows:

– Delta: 0.5–4.0 Hz,
– Theta: 4.0–8.0 Hz,
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– Alpha: 8.0–12.0 Hz,
– SMR: 12.0–15.0 Hz,
– Beta: 15.0–22.0 Hz,
– Beta2: 22.0–50.0 Hz.

In the Fig. 3 one can see example time characteristics for all relevant brain
wave types (Delta, Theta, Alpha, Beta2, Beta1) and SMR rhythm. Some of the
traces indicate some artifacts (see Delta waves). In turn, in the Beta2 time trace
one can clearly see the so called “learning curve”.

Fig. 3. Example brain waves registered with the QEEG equipment with visible learning
curve

3.3 Results and Interpretations

Based on control (preliminary) EEG signals acquisition, in each of the previously
mentioned points, a number of average values of all the waves types amplitudes
were registered (their absolute values) and their percentage contribution to the
whole spectrum (their relative values) as well as average amplitudes values for
the whole spectrum in the mentioned points. The signals were acquired with
the patient having first open, then closed eyes. All results were gathered in the
Tables 1 and 2.

Interpretation of the baseline results. These results are treated as baseline
results to which those results obtained after certain number of trainings will
be compared. As one can see, although the Theta waves are within norm, their
amplitude are on the high side, especially in the F3, Cz and Fz places. Such raised
Theta waves amplitudes may lead to worse remembering, inability to focus, etc.
Alpha wave percentage is lowered with amplitudes raised at the back of head.
The SMR is significantly lowered which ultimately may lead to so called focus
tension. Beta1 waves lowered especially at the mid line.
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Table 1. Base line signal recording - open eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 68.35 51.0 Fz 98.71 54.5 F4 63.91 51.6

C3 52.21 44.2 Cz 58.39 44.9 C4 51.74 46.8

P3 33.26 37.1 – – – P4 47.34 44.2

Theta F3 29.94 22.3 Fz 43.14 23.8 F4 27.96 22.6

C3 25.65 21.7 Cz 41.14 24.0 C4 27.96 22.6

P3 18.86 21.0 – – – P4 17.82 16.6

Alpha F3 14.66 10.9 Fz 15.94 8.80 F4 12.67 10.2

C3 17.33 14.7 Cz 15.92 12.3 C4 12.23 11.1

P3 17.06 19.0 – – – P4 15.54 14.5

SMR F3 6.32 4.7 Fz 7.19 4.0 F4 5.55 4.5

C3 6.85 5.8 Cz 7.37 5.7 C4 6.24 5.6

P3 7.05 7.9 – – – P4 6.29 5.9

Beta1 F3 7.05 5.3 Fz 7.20 4.0 F4 6.72 5.4

C3 7.09 6.0 Cz 7.23 5.9 C4 6.60 6.0

P3 6.94 7.7 – – – P4 6.72 6.3

Beta2 F3 7.76 5.8 Fz 9.10 5.0 F4 7.09 5.9

C3 9.0 7.6 Cz 9.42 7.2 C4 8.97 8.1

P3 6.46 7.2 – – – P4 13.39 12.5

Interpretation of the baseline results. The amplitude values for Delta waves
are above norm and amplitude values for Theta waves are raised in all measure-
ment points. Similarly for the Alpha waves. The SMR rhythm amplitude values
and Beta2 waves within norm, however, the percentage share is a bit lowered.

Interpretation of the results after 10 trainings. Trainings were carried out in
the mid line area (meaning that here was the main training focus) in the C3
and Cz places. As a result the Alpha waves levels have dropped and the Theta
waves, although still above norm, have also dropped in comparison to the base-
line results. The SMR rhythm amplitudes are within norm despite slightly low-
ered percentage share. Beta1 waves amplitudes, despite a bit lowered percentage
share, remain at appropriate level.

Interpretation of the results after 10 trainings. Closer look at the amplitude
levels and percentage share clearly shows that for Alpha and Theta waves they
have visibly dropped from their initial values. However, majority of them are still
above norm either, with the amplitude or percentage shares respect (Tables 3, 4
and 5).

Interpretation of the results after 12 trainings. Increased level of Delta waves
is very likely resulting from artifacts, like eye blinking. Percentage share for
Theta waves in places a bit above norm or just below, only in Fz and Cz places



76 Z. Magda and M. Pelc

Table 2. Base line signal recording - closed eyes

Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 98.52 58.3 Fz 87.99 55.0 F4 76.91 56.3

C3 52.91 39.8 Cz 54.17 39.6 C4 44.01 40.1

P3 40.78 27.3 – – – P4 36.13 26.0

Theta F3 28.61 16.9 Fz 28.66 17.9 F4 27.67 19.3

C3 25.68 19.3 Cz 31.21 22.8 C4 23.98 22.0

P3 37.93 25.4 – – – P4 35.42 25.5

Alpha F3 21.75 12.9 Fz 21.73 13.6 F4 20.48 14.3

C3 30.35 22.8 Cz 26.39 19.3 C4 20.80 19.1

P3 44.53 29.8 – – – P4 43.35 31.2

SMR F3 6.42 3.8 Fz 6.09 3.8 F4 5.97 4.2

C3 6.98 5.3 Cz 7.30 5.3 C4 5.89 5.4

P3 9.22 6.2 – – – P4 8.34 6.0

Beta1 F3 7.20 4.3 Fz 7.09 3.8 F4 5.97 4.2

C3 7.48 7.8 Cz 7.09 4.4 C4 6.63 4.6

P3 10.08 6.7 – – – P4 8.95 6.4

Beta2 F3 6.61 3.9 Fz 8.42 5.3 F4 5.77 4.0

C3 8.60 6.5 Cz 8.99 6.6 C4 7.57 7.0

P3 6.97 4.24.7 – – P4 5.80 4.1

at high level. But the level is lower than previously. SMR rhythm and Beta2
lowered with respect to percentage share (Table 6).

Interpretation of the results after 20 trainings. Increased level of Delta and
Theta may indicate tiredness as being so called “slow waves” they increase while
tiredness or sleepiness. The same happens with the Alpha waves after closing
eyes.

Interpretation of the results after 30 trainings. In comparison to the situa-
tion after 20 trainings, one can see that the Theta waves amplitudes have
dropped the norm or very little above. Actually, the only waves that very visibly
stand out and are significantly above norm are Alpha waves. Incorrect percentage
share for SMR rhythm (Tables 7 and 8).

Interpretation of the results after 30 trainings. One can observe significant
drop of Alpha, Delta and Theta waves in comparison to signals registered after
20 trainings. Overall, they are all slightly above norm.
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Table 3. Signals acquired after 10 trainings - open eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 48.99 41.3 Fz 40.47 36.7 F4 56.79 44.9

C3 29.89 30.2 Cz 31.74 29.7 C4 29.12 34.4

P3 27.70 28.3 – – – P4 25.10 29.1

Theta F3 24.99 21.1 Fz 28.38 25.7 F4 26.34 20.8

C3 24.04 24.3 Cz 30.14 28.2 C4 22.26 26.3

P3 23.22 23.7 – – – P4 22.23 25.8

Alpha F3 15.49 13.0 Fz 17.93 16.3 F4 13.94 11.0

C3 22.48 22.7 Cz 21.59 20.2 C4 14.44 17.1

P3 18.48 18.9 – – – P4 19.11 22.2

SMR F3 6.64 5.6 Fz 6.37 5.8 F4 5.30 4.2

C3 6.66 6.7 Cz 6.78 6.3 C4 5.47 6.5

P3 7.46 7.6 – – – P4 5.93 6.9

Beta1 F3 6.83 5.8 Fz 7.59 6.9 F4 6.33 5.0

C3 7.99 8.1 Cz 8.45 7.9 C4 6.66 7.9

P3 7.22 7.4 – – – P4 6.54 7.6

Beta2 F3 15.73 13.3 Fz 9.59 8.7 F4 17.79 14.1

C3 8.01 8.1 Cz 8.27 7.7 C4 6.71 7.9

P3 13.75 14.1 – – – P4 7.34 8.5
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Table 4. Signals acquired after 10 trainings - closed eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 70.42 44.9 Fz 38.37 29.7 F4 59.23 39.5

C3 34.72 26.8 Cz 36.05 26.3 C4 29.16 25.8

P3 40.21 24.1 – – – P4 34.01 24.6

Theta F3 33.24 21.2 Fz 38.64 30.0 F4 36.53 24.4

C3 37.21 28.7 Cz 42.62 31.1 C4 35.18 31.2

P3 44.54 26.8 – – – P4 39.54 28.6

Alpha F3 22.27 14.2 Fz 23.65 18.3 F4 22.14 14.8

C3 29.42 22.7 Cz 28.71 20.9 C4 22.32 19.8

P3 43.46 26.1 – – – P4 35.94 26.0

SMR F3 7.38 4.7 Fz 9.04 7.0 F4 7.27 4.8

C3 10.19 7.9 Cz 10.90 7.9 C4 9.73 8.6

P3 12.61 7.6 – – – P4 11.57 8.4

Beta1 F3 7.48 4.8 Fz 8.76 6.8 F4 6.95 4.6

C3 9.51 7.3 Cz 10.01 7.3 C4 8.52 7.5

P3 10.87 6.5 – – – P4 9.42 6.8

Beta2 F3 16.07 10.2 Fz 10.55 8.2 F4 17.73 11.8

C3 8.66 6.7 Cz 8.93 6.5 C4 7.97 7.1

P3 14.58 8.8 – – – P4 7.91 5.7
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Table 5. Signals acquired after 20 trainings - open eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 51.86 48.0 Fz 59.75 49.4 F4 41.61 44.7

C3 38.95 36.2 Cz 41.94 38.1 C4 37.73 41.3

P3 31.43 35.1 – – – P4 26.56 33.7

Theta F3 23.61 21.9 Fz 25.30 20.9 F4 21.81 23.4

C3 21.96 20.4 Cz 25.70 23.4 C4 20.60 22.5

P3 19.75 22.3 – – – P4 18.53 23.5

Alpha F3 12.20 11.3 Fz 16.40 13.6 F4 11.50 12.4

C3 24.82 23.0 Cz 19.88 18.1 C4 17.17 16.6

P3 15.45 17.4 – – – P4 14.35 18.2

SMR F3 5.91 5.5 Fz 6.41 5.3 F4 5.50 5.9

C3 7.23 6.7 Cz 7.35 6.7 C4 6.06 6.6

P3 7.84 8.8 – – – P4 6.74 8.6

Beta1 F3 6.51 6.6 Fz 6.90 5.7 F4 5.84 6.3

C3 7.78 7.2 Cz 7.81 7.1 C4 6.18 6.8

P3 6.71 7.6 – – – P4 5.95 7.5

Beta2 F3 7.93 7.3 Fz 6.13 5.1 F4 6.86 7.4

C3 6.96 6.5 Cz 7.25 6.6 C4 5.69 6.2

P3 7.55 8.5 – – – P4 6.69 8.5
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Table 6. Signals acquired after 20 trainings - closed eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 60.03 44.9 Fz 41.91 33.2 F4 47.63 39.4

C3 36.52 27.2 Cz 39.37 27.2 C4 33.18 29.2

P3 37.75 23.3 – – – P4 33.58 23.6

Theta F3 32.74 24.5 Fz 36.51 28.9 F4 33.85 28.7

C3 35.40 26.4 Cz 43.53 30.1 C4 32.59 28.7

P3 48.78 30.2 – – – P4 46.70 32.8

Alpha F3 19.94 14.9 Fz 24.27 19.2 F4 19.45 16.1

C3 34.38 25.6 Cz 33.29 23 C4 25.15 22.1

P3 41.66 25.8 – – – P4 33.3 23.4

SMR F3 7.43 5.6 Fz 7.55 6.0 F4 7.37 6.1

C3 9.30 6.9 Cz 9.49 6.6 C4 7.64 6.7

P3 13.6 8.4 – – – P4 12.26 8.6

Beta1 F3 7.02 5.3 Fz 8.91 7.1 F4 6.69 5.5

C3 9.30 6.9 Cz 10.78 7.4 C4 8.69 7.6

P3 12.11 7.5 – – – P4 10.14 7.1

Beta2 F3 6.43 4.8 Fz 7.14 5.7 F4 6.05 5.0

C3 8.11 6.0 Cz 8.36 5.8 C4 6.36 5.6

P3 7.81 4.8 – – – P4 6.59 8.5
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Table 7. Signals registered after 30 trainings - open eyes

Wave Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 25.91 31.5 Fz 30.05 36.3 F4 23.77 33.6

C3 31.26 38.5 Cz 27.35 30.7 C4 36.61 43.6

P3 26.99 30.4 – – – P4 23.85 29.7

Theta F3 19.99 24.3 Fz 20.83 25.2 F4 17.39 24.6

C3 18.50 22.8 Cz 23.18 26.0 C4 19.47 23.2

P3 18.76 21.1 – – – P4 17.38 21.6

Alpha F3 17.54 21.3 Fz 15.10 18.3 F4 13.08 15.5

C3 15.43 19.0 Cz 19.29 21.6 C4 13.05 15.5

P3 23.74 26.7 – – – P4 21.09 26.2

SMR F3 7.04 8.6 Fz 5.77 7.0 F4 5.66 8.0

C3 5.42 6.7 Cz 6.89 7.7 C4 4.97 5.9

P3 7.70 8.7 – – – P4 6.95 8.7

Beta1 F3 6.72 8.2 Fz 6.08 7.4 F4 6.09 8.6

C3 5.99 7.4 Cz 7.18 8.1 C4 5.42 6.5

P3 6.82 7.7 – – – P4 6.26 7.8

Beta2 F3 4.99 6.1 Fz 4.84 5.9 F4 4.83 6.8

C3 4.66 5.7 Cz 5.23 5.9 C4 4.42 5.3

P3 4.85 5.5 – – – P4 4.81
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Table 8. Signals registered after 30 trainings - closed eyes

empty Left hemisphere Mid line Right hemisphere

Point uV % Point uV % Point uV %

Delta F3 32.18 29.6 Fz 33.44 31.7 F4 27.63 28.9

C3 28.75 30.1 Cz 33.86 29.1 C4 31.62 34.1

P3 32.24 22.4 – – – P4 33.04 23.2

Theta F3 29.53 27.1 Fz 30.64 29.1 F4 27.76 29.1

C3 27.00 28.3 Cz 33.69 28.9 C4 25.95 27.9

P3 41.53 28.9 – – – P4 40.55 28.5

Alpha F3 24.57 22.6 Fz 21.33 20.3 F4 19.66 20.6

C3 19.91 20.8 Cz 25.46 21.9 C4 17.63 19.0

P3 42.10 29.3 – – – P4 42.59 29.9

SMR F3 8.93 8.2 Fz 7.49 7.1 F4 7.79 8.2

C3 7.59 7.9 Cz 9.06 7.8 C4 6.58 7.1

P3 11.10 7.7 – – – P4 10.08 7.1

Beta1 F3 8.34 7.7 Fz 7.55 7.2 F4 7.88 8.3

C3 7.48 7.8 Cz 8.87 7.6 C4 6.58 7.1

P3 10.73 7.5 – – – P4 10.36 7.3

Beta2 F3 5.30 4.9 Fz 4.88 4.6 F4 4.74 5.0

C3 4.76 5.0 Cz 5.50 4.7 C4 4.50 4.8

P3 6.09 4.2 – – – P4 5.80 4.1
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4 Conclusion

The aim of this paper was to show an alternative to mediciation-based therapy
for people suffering from ADD. For this purpose we have carried out a number
of tests where a number of patients were applied QEEG-based therapy. Dur-
ing this therapy the trainer was controlling all its aspects, starting from the
pace/intensity up to selecting the most appropriate, individualised training.

The therapy was in a way iterative, because after each 10 of training ses-
sions the previous results were fed into next sessions for adjustment purposes.
This allowed to make actually constant improvement of the patients condition.
The results we gathered during the therapy sessions clearly show that such an
approach can bring measurable and visible effects. The relevant electrical brain
activity (especially the Theta waves) changes in response to increasing the num-
ber of training sessions, reaching in the end close-to-norm (or even within-norm)
levels. And that is being achieved with virtually not side effects whatsoever,
which are so much typical for traditional, medication-based therapies.

Of course, the sample (number of people) was not statistically meaningful
hence we are fully aware that drawing some far-fetched conclusions based on the
obtained results might be a bit of a stretch. However, without a doubt those
results are interesting enough to plan some more tests, especially including more
subjects (patients).
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Abstract. This paper presents the application of statistical methods for
Electrocardiography (ECG) examinations. Computer program designed
to assessment of deceleration capacity (DC) and acceleration capacity
(AC) of the heart rate in the LabVIEW environment with Biomedical
Toolkit can be used to analyze the health status of patients with heart
diseases or patients after myocardial infarction (MI). A study on ECG
recordings from Holter or biomedical data files is executed using specific
tools of Digital Signal Processing (DSP).

Keywords: Deceleration capacity · Acceleration capacity
LabVIEW Biomedical Toolkit · Heart rate · Electrocardiography
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1 Introduction

Deceleration capacity is a strong predictor of mortality for patients after myocar-
dial infarction and is much more precise than left-ventricular ejection fraction
(LVEF) [1,2]. According to the research, patients after myocardial infarction
have a low DC value and their mortality is greater than the healthy subjects [1].
Healthy individuals have a DC parameter greater than 4, 5 ms [1]. An important
element for the analysis of the ECG signal from Holter recordings is recognition
of R-R intervals from the QRS complex and the noise and artifacts elimination.

In this article, the authors present three programs designed in LabVIEW
environment and use the LabVIEW Biomedical Toolkit for ECG analysis as well
as assessment of deceleration capacity and acceleration capacity of recorded sig-
nals. Computer applications used LabVIEW Advanced Signal Processing Toolkit
and LabVIEW 2016 Digital Filter Design Toolkit as well. The aim of the pre-
sented study was to examine whether the age of people after myocardial infarc-
tion has an influence on DC and AC parameters. No researches have been found
that might define the dependance between age and DC and AC values for heart
muscle. It is assumed that both parameters are not dependent on age of peo-
ple. Received results obtained to verify the null hypothesis, assuming, that the
patient’s age does not affect the value of the DC and AC parameters for the
patient after myocardial infarction.

c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 85–97, 2018.
https://doi.org/10.1007/978-3-319-75025-5_9
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2 Study Population

The study group consisted of 26 adults with heart disease of both sex at age
of 18–74 years. Recorded Twelve-lead ECG signals was downloaded from Phys-
ioBank ATM and used St. Petersburg INCART 12-lead Arrhythmia Database
(incartdb). Examination covered 13 males and 13 females. In the four subjects
diagnosed coronary artery disease, arterial hypertension and left ventricular
hypertrophy, in the three subjects diagnosed earlier MI, in the three subjects
diagnosed transient ischemic attack, in the one subject diagnosed ventricular
trigeminy, in the one subject diagnosed sinus node dysfunction and in the eight
subjects recognized another heart diseases [5]. The subjects were divided into
two age subgroups: 18–58 and 59–74 years.

3 Methods

3.1 Calculating of R-R Intervals

In order to perform DC and AC estimations, the author’s designed in LabVIEW
program: Preprocessing and Identification (PaI) recognizes R waves from the
ECG signal. Front panel of Preprocessing and Identification program is shown
in Fig. 1.

Fig. 1. View of the Front Panel of the Preprocessing and identification program in
LabVIEW environment.

The following R-R intervals were counted and saved to a file. The PaI program
also enumerates the anchors DC and anchors AC as well and write data to
the files. It is also possible to select the appropriate ECG channel whose QRS
complexes are the most expressive.
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3.2 Artifacts Elimination

An author’s program: Elimination of 5% (AE) for eliminating artifacts has been
designed to remove those intervals R-R whose values are greater or less than
5% of the average value. Front panel of Elimination of 5% program is shown in
Fig. 2.

Fig. 2. View of the Front Panel of the Elimination of 5% program in LabVIEW envi-
ronment.

The AE program after elimination of artifacts designates a new anchors DC
and anchors AC and saves them into the files. Program writes data with matrix
of R-R intervals as well.

3.3 Assessment of Deceleration Capacity and Acceleration Capacity

The third author’s program: Calculation of DC program (CoC) to designate of
deceleration capacity and acceleration capacity parameters performs calculations
according to the formula [2]:

DC(AC) = [X(0) + X(1) − X(−1) − X(−2)]/4 (1)

where X(0) = average value of the Anchors DC of the 60th column, X(1) =
61st column, X(−1) = 59th column, X(−2) = 58th column.

Implemented function in the program makes a matrix with saved anchors DC
and as well as anchors AC. Front panel of Calculation of DC program is shown
in Fig. 3.

The program loads the R-R interval after the elimination and the file from
the DC anchors. The calculated value of the DC parameter is presented in the
program and saved to the file.
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Fig. 3. View of the Front Panel of the Calculation of DC program in LabVIEW
environment.

3.4 Statistical Calculations

In order to characterize a series of measurement data properties used the fol-
lowing statistical methods: mean, variance, standard deviation and Student’s
t-distribution.

Arithmetic Mean of the Measurements. Mathematically, the mean, or
average, of N separate values of a sequence x, denoted Xave, is defined as [3]

Xave =
1

N

N∑

n=1

x(n) =
x(1) + x(2) + x(3) + ... + x(N)

N
(2)

Variance of the Measurements. To designate a variance of a sequence, equa-
tion, defined as [3]

σ2 =
1

N

N∑

n=1

[x(n)− Xave]2

=
[x(1)− Xave]2 + [x(2)− Xave]2 + [x(3)− Xave]2 + ... + [x(N)− Xave]2

N

(3)
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Standard Deviation of the Measurements. Another measure of a signal
sequence is the square root of the variance known as the standard deviation [3]

σ =
√

σ2 =

√√√√ 1
N

N∑

n=1

[x(n) − Xave]2 (4)

T-test for Independent Groups. To designate a student’s t-distribution of
DC and AC parameter used equation [4]:

t =
X − μ

S

√
ν (5)

where S = a standard deviation of the measurement.

S =

√√√√ 1
n − 1

n∑

i=1

(Xi − X)2 (6)

Where n - degrees of freedom.
Student’s probability density function given by

f(t) =
Γ

(
n
2

)

Γ
(

ν
2

)√
νπ

(
1 +

t2

ν

)−n
2

(7)

The above methods have been used for statistical analysis of DC and AC
parameters in patients age range 18–58 and 59–60 years.

4 Results

4.1 Collation of AC and DC Parameters of the Subjects

All the values of the measurement of the DC and AC were shown in Table 1.
Figure 4 presents a correlation between values of the AC and DC parameters of
the subjects.

The table above shows the results of the estimated DC and AC values before
(Value of DC and Value of AC) and after elimination of 5% of the interval
(Value of DC 5% and Value of AC 5%). In the first and second column is being
presented the numbering assigned to patients along with the file name in the
PhysioBank database [5]. Next two columns characterize the gender and the age
of the patient. V and VII columns describe the DC and AC values established by
the CoC program for every patient with exclusion of R-R interval, whose value
is about 5% higher of the average. VI and VIII columns describes the values
established by DC and AC parameters for every patient without exclusion of
any R-R interval. The method of calculation of DC and AC parameters is shown
in the Sect. 3.3.

Both AC and DC do not exceed 0.9. The presence of local extremes for the
DC factor is more pronounced, while the AC parameter has a lower dispersion
of its value.
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Table 1. Results of the calculating of deceleration capacity (DC) and acceleration
capacity (AC) by cohort.

Patient File name Sex Age Value of
DC 5%

Value of DC Value of
AC 5%

Value of AC

Patient 9 I19.dat F 18 0,370 0,486 0,389 0,598

Patient 19 I42.dat M 19 0,027 0,232 0,138 0,056

Patient 16 I35.dat F 38 0,026 0,398 0,166 0,756

Patient 6 I12.dat F 39 0,305 0,339 0,130 0,121

Patient 15 I33.dat M 40 0,281 0,735 0,437 0,766

Patient 14 I29.dat F 41 0,269 0,019 0,240 0,330

Patient 25 I58.dat F 45 0,175 0,147 0,165 0,069

Patient 26 I60.dat F 49 0,849 0,182 0,204 0,148

Patient 11 I23.dat M 52 0,544 0,259 0,151 0,275

Patient 20 I44.dat F 53 0,296 0,071 0,066 0,018

Patient 23 I51.dat M 56 0,018 0,238 0,180 0,119

Patient 7 I15.dat M 57 0,340 0,366 0,183 0,183

Patient 28 I67.dat F 58 0,169 0,273 0,183 0,206

Patient 10 I20.dat F 59 0,113 1,126 0,116 0,716

Patient 13 I27.dat M 60 0,222 0,146 0,215 0,001

Patient 17 I38.dat F 60 0,073 0,098 0,230 0,038

Patient 294 s0559 re.dat F 61 0,219 0,335 0,073 0,048

Patient 8 I17.dat M 64 0,216 0,212 0,090 0,038

Patient 12 I25.dat F 66 0,234 0,890 0,035 0,025

Patient 18 I40.dat M 66 0,132 0,093 0,149 0,118

Patient 32 I75.dat M 66 0,249 0,061 0,145 0,105

Patient 5 I11.dat M 68 0,053 2,678 0,177 0,327

Patient 21 I47.dat F 68 0,232 0,427 0,137 0,546

Patient 22 I49.dat M 70 0,298 0,062 0,512 0,189

Patient 31 I73.dat M 73 0,229 0,059 0,150 0,211

Patient 24 I55.dat M 74 0,258 0,145 0,219 0,178

4.2 Calculation Results

Table 2 shows the results of calculation of three statistical methods: average
value, variance and standard deviation for DC and AC parameters in selected
age groups.

The calculation was made for the age group of 18–58, 59–74 and the whole
population taking part of the research in age of 18–74.

In order to analyze the results of the study, two age groups were compared in
terms of DC and AC values. Age groups included women and men between 18
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Fig. 4. Collation of AC and DC parameters of subjects.

Table 2. Results of statistical calculations.

Statistical methods DC [ms] AC [ms]

Arithmetic mean for subjects in group 18–74 years: 0,238 0,188

Arithmetic mean for subjects in group 18–58 years: 0,282 0,203

Arithmetic mean for subjects in group 59–74 years: 0,194 0,173

Variance for subjects in group 18–74 years: 0,030 0,012

Variance for subjects in group 18–58 years: 0,052 0,010

Variance for subjects in group 59–74 years: 0,006 0,014

Standard deviation for subjects in group 18–74 years: 0,173 0,109

Standard deviation for subjects in group 18–58 years: 0,228 0,102

Standard deviation for subjects in group 59–74 years: 0,076 0,117

and 54 and between 59 and 74 years. Both groups consisted of 13 people. Two
mean DC and AC values were obtained.

At this point two hypotheses should be put forth:

– a null hypothesis, which assumes that the mean DC and AC values for the
two age groups are equal:

p > a

– an alternative hypothesis assuming that the mean DC and AC values for the
two age groups are significantly different:

p � a

Where: p value - calculated correction for a given test
a - significance - significance level assumed at 0,05.
By performing a Student t-test for independent samples, it can be verified

whether the mean values of DC and AC for two age groups are statistically
significant. The conditions for applying the Student t test are as follows:
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– data distribution in groups is similar to the normal distribution
– the variance in groups is equal
– the groups are equal in numbers.

The Kolmogorov-Smirnov test was used to verify whether the results of the
estimated DC and AC parameters had normal distribution. A null hypothesis
was put forth, assuming that the distribution of the variable is close to normal.

Using PQStat software it was calculated that p-value for Kolmogorov-
Smirnov test has a value above the significance level of 0,05. Consequently, the
distribution of the variable in the sample is a normal distribution. As a result of
the aforementioned assumptions for both age groups for the AC parameter, the
probability p was compared with the significance level a (0,05). The value of p
was 0,500082, hence the null hypothesis, assuming that the mean value of the AC
parameter for the two age groups is equal. In the case of the DC parameter, the
variances for the two age groups are not equal, and the condition of the Student
t test use is not met. In this case it is possible to use the Mann-Whitney U test
(Table 4). This test does not need to meet the conditions of homogeneity of vari-
ance and the normality of distribution assumptions. The following hypotheses
are presented for Mann-Whitney U test:

– the null hypothesis assuming that there is no difference in the medians (dis-
tributions) of the DC parameter between two age groups:

p > a

– alternative hypothesis assuming that there are differences in the medians
(distributions) of the DC parameter between two age groups:

p � a

– The value of p is 0,222576 and is compared to the significance level, thus con-
firming the null hypothesis (Table 4). The results of the normal distribution
test are presented in Table 3.

Table 3. Results of normality tests.

Analysed variables DC DC AC AC
Significance level 0,05 0,05 0,05 0,05
Data Filter Group 18-58 Group 59-74 Group 18-58 Group 59-74
Group size 13 13 13 13
Group mean 0,282231 0,194462 0,202462 0,172923
Group standard deviation 0,228512 0,075842 0,102424 0,117059
Kolmogorov-Smirnov test
D statistic 0,196609 0,3041 0,267657 0,235996
Degrees of freedom 13 13 13 13
p-value 0,627792 0,145597 0,259311 0,401383
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Table 4. Mann-Whitney U test for DC parameter.

Analysed variables DC;Age group
Significance level 0,05
Continuity correction Yes
Grouping variable Age group
Group name Group 18-58
Group size 13
Sum of the ranks for group 200
Mean of the ranks for the group 15,384615
Group median 0,281
Group name Group 59-74
Group size 13
Sum of the ranks for group 151
Mean of the ranks for the group 11,615385
Group median 0,222

06citsitatsU
901citsitatsU

p-value (exact) 0,222576
967032,1citsitatsZ

p-value (asymptotic) 0,218409

Table 4 presents the results of the Mann-Whitney U test for DC parameter.
Normal distribution plots are shown in the Figs. 5, 6, 7, 8.
Table 5 presents the results of the T-student test for the two age subgroups:

18–58 and 59–74 years for the AC parameter.
Plots (Figs. 9 and 10) show the medians for the DC and AC parameters.
Due to the nature of data distribution in the test, which is similar to normal,

it was possible to perform Student t-test for the AC parameter and the Mann-
Whitney test for the DC parameter.

Fig. 5. Plot of the normal distribution for DC parameter for age group 18–58.
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Fig. 6. Plot of the normal distribution for DC parameter for age group 59–74.

Fig. 7. Plot of the normal distribution for AC parameter for age group 18–58.

Fig. 8. Plot of the normal distribution for AC parameter for age group 59–74.
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Table 5. T-test for AC parameter.

Analysed variables AC 5% [ms];Age group
Significance level 0,05
Correction for different
variances No

Grouping variable Age group
Group name 18-58
Group size 13
Group mean 0,202462
Group standard deviation 0,102424
-95% CI for the group mean 0,140568
+95% CI for the group mean 0,264356
Group name 59-74
Group size 13
Group mean 0,172923
Group standard deviation 0,117059
-95% CI for the group mean 0,102185
+95% CI for the group mean 0,243661
Difference of the means 0,029538
-95% CI for the difference -0,059497
+95% CI for the difference 0,118574
Standard error of the
difference 0,04314

Pooled standard deviation 0,109985
t-statistic 0,684718
Degrees of freedom 24
Two sided p-value 0,500082
Fisher-Snedecor test
Variance ratio F 0,765584
p-value 0,650927

Fig. 9. Plot of the median group for DC parameter.
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Fig. 10. Plot of the median group for AC parameter.

The statistical analysis indicated no significant differences between the mean
values of DC and AC in the two age groups. It can be concluded that the
patient’s age has no influence on the DC and AC parameters and their value
mainly depends on the cardiovascular status of the patient.

As a result of the study performed on patients in London and Oulu, the DC
parameter was assigned to a three groups of mortality risk [2]. The proposed
boundaries for DC parameter: DC parameters for high-risk group (deceleration
capacity � 2,5 [ms]), intermediate-risk (2,6 to � 4,5 [ms]), and low risk (> 4,5
[ms]) [2]. In the test the calculated arithmetic mean for subjects in group 18–
58 years gives value 0,28 [ms] and for subjects in group 59–74 years 0,19 [ms]. The
DC parameters specified in this article are considered to be expected in view of
the fact that DC values are less than 2,5 [ms] and the study was performed on a
group of patients after myocardial infarction with the high-risk of mortality. The
data analysis has included statistical analysis of DC and also AC parameter. In
the examination case study used the T-Student test (AC) and Mann-Whitney U
test (DC) for independent variables. As the results of the study it was proved the
null hypothesis, that assumes that the patient’s age after myocardial infarction
does not affects the value of the DC and AC parameters.

5 Conclusion

This article presents three author programs designed in the LabVIEW environ-
ment for electrocardiographic analysis. For research purposes, we used ECG sig-
nals from the free PhysioNet database. Using the LabVIEW Biomedical Toolkit,
one can determine QRS complexes from a digital heart beat record, and then
estimate the DC and AC parameters. This article focuses on the analysis of
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statistical data, calculating such measures as mean, variance, or standard devi-
ation. Student t-test was also used for data analysis for DC and AC param-
eters in the age range of 18–58 and 59–74 years. According to the results of
Kolmogorov-Smirnov test, it was proved that the data have normal distribution.
Student t-test showed that the null hypothesis assuming that the mean value
of the AC parameter for the two age groups does not differ significantly. For
the DC parameter, the Mann-Whitney test confirms the hypothesis that there
is no difference in the median DC values between the two age groups. Estimated
results of the DC and AC parameters were performed for a small population of
only 26 persons. In addition, it was observed that the digital data contained in
the PhysioNet database had numerous errors in the form of artifacts, so that the
LabVIEW Biomedical Toolkit was having trouble identifying all the R segments.
The subject is developmental and the study of DC and AC parameters will be
continued using the appropriate medical equipment including ECG holter with
advanced RR interval determining software.
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Abstract. The paper covers the current state of the art regarding the
use of machine learning mechanisms, and in particular the deep con-
volutional neural networks used in the field of computer vision. In the
article there has been presented the current definition of deep learning
and specific dependencies between related fields such as machine learn-
ing and artificial intelligence. The practical part of the work consists
of three components: the features of the structure of the convolutional
neural network, the distinction of its key elements, the description of
their actions, the compilation of information about available learning
sets used in network testing and verification processes, and the review
of the implementation of convolutional neural networks, which had a
significant impact on development of discipline. To illustrate the great
potential of the presented tools for solving computer vision tasks, the
study highlites examples of their applications. The possibility of using
convolutional neural networks for identification of technical objects in
digital images is indicated.
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1 Introduction

Processing the large data sets (big data) is currently a rapidly growing discipline
due to increasing demand in a number of areas, such as medical data processing
[1], supporting the movement of autonomous cars [2], or the processing of the
digital images [3]. Machines, as a tool to replace people’s work, are now equipped
with sets of sensors that respond to human senses. In the case of people, the
sense of sight is one of the most important senses, and provides a great deal of
information about the surroundings. Despite the fact that for a long time there
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has been a wide range of vision sensors available to record images in various
electromagnetic fields, it is still troublesome to process the vision information in
the shortest time possible, especially since many of these tasks require real-time
analysis. The autonomous machine that performs the tasks required should very
often have the ability to determine its position relative to the surroundings, such
as furniture, traffic congestion in rooms or other road users [4,5]. Machines, like
people, must make a specific decision based on acquired images. Another issue is
to identify elements of the environment, which is widely analyzed by researchers
around the world [6].

Another task, pattern recognition, which for most people is not difficult, in
the case of computers turns out to be a much more complicated process. This
is most often caused by the necessity to map 3D objects with a single image or
a set of two-dimensional images. Additionally, the recording of images can be
done in different lighting conditions, which also affects the degree of difficulty
of the process. Another difficulty may be partial occlusion of the subject or
image projection from another perspective as compared to the master image.
Despite the differences in lighting and in spite of the various points of view,
the task of classifying a facility by man in most cases is still successful. In the
case of automated processes performed by the machines it is required to use one
of the common patterns matching algorithms, such as Scale Invariant Feature
Transform (SIFT), Speed Up Robust Feature (SURF) or Robust Independent
Elementary Features (BRIEF). Some variants of these algorithms, for example
Oriented FAST or Rotated BRIEF (ORB) can accurately detect a pattern with
deformations such as the change of scaling or rotation [7]. The key to a good
object recognition is the set of features which describe it. Such features are then
sought for in test images, and on this basis a set of features, describing the object
being tested, is created.

Classic Computer Vision (CV) algorithms unfortunately have their limita-
tions and usually get the correct results with small deformations of objects, and
under similar lighting conditions, which were associated with the building of a
model set of characteristics describing an object. Widespread use of Convolu-
tional Neural Networks (CNN) as a tool to aid the machines to make decisions
based on a set of images of the surrounding world was possible through two
processes. The first was the appearance of CPUs with high computing abilities,
especially high-performance graphics cards processors which do very well in the
network learning process. The second was the development of Machine Learning
(ML) techniques, in particular Deep Learning (DL) algorithms.

Both ML and DL are concepts in the field of research of Artificial Intelligence
(AI) or Computational Intelligence (CI). The machine learning process can be
divided into two main groups: unsupervised learning and supervised learning,
where the machine learns based on test data. The test data usually comes in
the form of input/output pairs, written to give you basic information to make
learning the future decisions of the system. Such a learning process involves the
participation of man in the learning process. During supervised learning process
for each input information must first be assigned a correct response at the output
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of the circuit. It’s not always possible to use this automatic learning method, then
the use of unattended teaching remains an alternative. DL is implemented by
large-scale neural networks, which the best example are the deepest convolutional
neural networks described in this paper.

The rapid development of AI techniques is measured with some troubles,
resulting from the activity of the proposed algorithms. In the discussion initiated
by the authors in [8], the main limitations of AI were identified. During the
processing large collections of learning, it’s an difficult task to automatically
identify costly and often repetitive activities in the process of searching for a
solution. With limited information, the algorithm has no basis for automatically
eliminating certain sets of solutions, even if it might seem pointless to humans.
One of the limitations is also the insufficient skill of AI algorithms to adapt to
changing conditions. Their work runs smoothly if they are powered with data for
which they have been prepared, or more broadly, to solve even complex problems
but with the right structure.

2 Deep Learning

DL is based on in-depth AI research and is part of ML, and was created dur-
ing the explosion of popularity of AI-related IT tools. The illustration below
(Fig. 1) shows technologies sometimes called “narrow AI” – they perform pre-
cisely defined tasks with similar efficiency as humans, and sometimes even better.
Examples of such tools can be automatic classification of photos in Pinterest or
face recognition in photos posted on Facebook.

Fig. 1. Relationships between artificial intelligence, machine learning, deep learning
and convolutional neural networks and examples of applications in computer vision.

In the simplest sense, ML is a process that comprises of parsing data, auto-
matic learning based on them, and subsequent results determination or predic-
tion estimation. ML is rather training to perform specific tasks using a large set
of data than manually algorithms coding to solve problems.
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ML is an attempt to tackle the challenges of AI at the beginning of its
development, which have been tried before with, for instance: decision tree learn-
ing, clustering, reinforcing learning, Bayesian networks, inductive logic program-
ming, etc. Those methods allowed to perform a narrow range AI only. Nowadays
researchers try to solve these issues using ML. One of the first major projects
in ML was Google Brain, which created the TensorFlow library, which is one
of the popular tools for creating and teaching neural networks, published under
the open Apache license. Another interesting use of deep learning in practice is
the voice recognition implemented in applications like Google Now and Apple
Inc.’s Siri.

DL has enabled the practical solution of many tasks where ML was not
enough. Issues such as the navigation of autonomous cars, recommendations for
consumers in sales systems or support for preventive health care are currently
being implemented by the DL. One of the areas where using such algorithms is
nowadays broadly implemented is CV.

3 Convolutional Neural Networks as a Technique
for Deep Learning

According to [9], Deep Learning is a section of Machine Learning, centered
around algorithms modeling high-level abstraction in data sets, using multi-
ple layers of nonlinear transformations. The most well-known and used group
of deep learning algorithms are Convolutional Neural Networks because of their
wide application possibilities in recognizing different patterns, particularly in
detecting objects in digital images.

The idea of CNN has been around for a long time, but there were many
problems that inhibited its development. For example, with the enlarging num-
ber of network’s layers, the number of model parameters increases, which, in
conjunction with the simultaneous rise in the size of the input training base,
significantly expands the demand for computing power. The vanishing gradi-
ent problem, associated with the use of the reverse propagation algorithm, also
required a solution.

In recent years there has been a rapid development of CNN, and the impact of
many difficulties has been significantly reduced as a result of research into new
concepts for the broader neural network, including [9–16]. At the same time,
there has been an increase in the ability to create very large datasets [17] based
on a big data revolution.

4 Components of the Convolutional Neural Networks

What are Convolutional Neural Networks? In the construction of these networks,
there are four main types of layers that perform the basic tasks of such networks:
convolution, pooling, normalization and connection. As a result of the Convo-
lution Layer, the input image is processed by a variety of convolutional filters
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to extract the characteristics contained in those parts. Pooling Layer is being
use for reduce the size of the information being analyzed, thereby decreasing
the sensitivity of the network to the distortion of the analyzed scene. The basic
methods used in this layer are max pooling, when the largest value is selected in
the parsed window and averaging, when its value is averaged. The ReLED layer
(Rectified Linear Units Layer) by data normalisation increases the network’s
ability to solve nonlinear problems. CNN consist of multiple layers on successive
levels, but the last link in such a network is the submission of results to the final
layer – Fully Connected Layer. This layer results in the final rating, allowing the
various training categories assignment.

The distinguishing feature of CNN over classical neural networks is that the
number of layers is much higher. The Fig. 2 shows the structure of CNN. The
depth of neural network architecture is defined as the length of the longest path
between the input and output neurons. There is no precise threshold of the layers
number, allowing one to call the network “deep”, but it has been assumed that
it refers to the network with more than two hidden layers.

Fig. 2. The general structure of the convolutional neural network with distinction of
the most essential components.

The general structure of the CNN described above can be modified. An alter-
native to the ReLU layer may be to use the Softmax or Parametric Rectified
Linear Units (PReLU) function [16], which could improve the network structure.
Another interesting approach to CNN modification using the parallel processing
of several convolutional layers (Inception Module) is presented in [18].

The process of designing a CNN requires matching its structure - determin-
ing the number of layers and their respective layout, as well as the parameters
of their work. The preparation of each layer consists in defining the so-called
hyperparameters, such as depth defining the number of neurons (different type
and size features or filters on each of the Convolutional Layers), stride deciding
how dense sampling of layers will be performed, zero-padding specifying how to
supplement incomplete information (eg. on the edges of the processed images),
and the number of neurons in the Fully Connected Layer.
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The CNN learning involves processing input datasets (e.g. image collection)
with assigned categories. This is done in unattended mode. The mechanism
used to train the network that distinguishes the convolutional neural networks
is the error backpropagation. This method allows to improve the grading scales
of the individual layers based on the observation of the adjustment evaluation
error function. The purpose of the operation is to modify the weight of the
classifier so that the observed adjustment error is lower. The phenomenon of the
overfitting CNN is also worth mentioning. Especially Fully Connected Layer,
which stores most of the information for the network, is susceptible to this treat.
A special technique, called dropout, allows to stop sub-elements learning before
overtraining the entire network.

5 ImageNet as a Source of Data for Convolutional
Neural Network

Since the widespread use of digital documents and the availability of global data
interchange (internet development), digital imaging specialists have worked to
design more sophisticated algorithms for indexing, downloading, organizing, and
commenting on multimedia data. CNNs learning to recognize specific objects
in digital images requires a large number of digital images to be stored in a
database which must be catalogued according to a specific hierarchy. This led to
the idea of creating a large, indexed database of digital images - datasets. The
most commonly used database for this purpose is the ImageNet [19] project,
which is designed to conduct research to identify a variety of objects. ImageNet
is a collection of digital images organized according to the hierarchy used in the
WordNet dictionary. In this Princeton University dictionary, every significant
term which is possible to be described by many words or phrases is called a “set
of synonyms” or “synset”. Today there are more than 100,000 synonyms in the
WordNet glossary, most of them nouns (80,000+).

Table 1. ImageNet database (April 30, 2010) [19].

Total number of non-empty synsets 21,841

Total number of images 14,197,122

Number of images with bounding box annotations 1,034,908

Number of synsets with SIFT features 1000

Number of images with SIFT features 1,200,000

Based on dependencies defined in WordNet, nearly 15 million URLs of digital
images have been added to ImageNet by 2016, which were manually described
to name the objects. Additionally, over a million digital images have bordered
named objects. There has been created a giant set of digital images used by
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scientists from around the world. Table 1 shows selected statistics of ImageNet
database.

Currently ImageNet is widely used by scientists around the world in devel-
oping new methods in the field of CV, particularly as a training material for
CNNs. Since 2010, ImageNet has been organizing the annual ImageNet Large
Scale Visual Recognition Challenge (ILSVRC), where teams of researchers cre-
ate competitive software in the field of valid classification and object and scene
detection, based on ImageNet. The Contest is a natural successor to the Caltech
101 and PASCAL VOC projects, but on a much larger scale - for comparison,
the PASCAL VOC image database in 2012 contained only about 21,738 images
grouped in 20 classes.

Fig. 3. Achievements in image classification. Based on: [17,19–23].

With each new contest and the growth of the ImageNet database, there
has been a sharp increase in the processing of digital images year after year
(Fig. 3). In 2011, the ILSVRC rate of error was 25%. Compared to the winner
of the Pascal VOC the average error rate was 40.65% in 2007 [22] and 17.8% in
2012 [23] respectively. In the following years, the development of digital image
processing techniques for analysis and the use of CNNs have reduced error rates
in subsequent years to a few percent. It was announced in 2015 [17] that the
software outperformed human capabilities in narrow image analysis tasks from
ImageNet. ResNet, the winner of the ILSVCR in 2015, achieved 4.8% during,
and 3.57% after the competition.

Recognizing the positive results of the research that has been made with
the ImageNet database, other similarly developed data sets have recently been
launched. For example, DigitalGlobe has released a free of charge SpaceNet [24]



Convolutional Neural Networks Implementations for Computer Vision 105

repository of high resolution satellite imagery to support the development of
new remote sensing applications (automatic recognition and extraction of satel-
lite imagery). ImageNet is currently the largest categorized database of digital
images, but it contains images in low resolution. Data provided in the SpaceNet
repository will primarily help in developing computer vision algorithms for auto-
matic building detection, but the authors believe that they can also be used to
identify technical objects (power lines, transport infrastructure, industrial net-
works). In the near future, SpaceNet’s repository will offer far greater possibili-
ties, with DigitalGlobe announcing it will include as many as 60 million satellite
scenes.

As building large (massive) datasets is time consuming and costly, a number
of work is being done to optimize these activities. Recent interest in Generative
Adversarial Networks (GAN) has been raised in [15]. These are methods that
could be used to create data sets that are similar to input data. In order to
approximate the concept of the GAN, the distinction between generative models
and discriminatory models must first be indicated.

The discriminant model in the learning process fits a function that assigns the
input data (x) to the desired category (y). Under probabilistic circumstances,
the conditional distribution P (y|x) is directly taught. In this way, extended
hierarchical models [13] are created that represent the probability distributions of
data processed by deep CNN. The generative model tries to learn simultaneously
the probability of a set of input and category data simultaneously, e.g. P (x, y).
This probability can be converted to P (y|x), respectively, for assigning an object
to a set, using the Bayes’ theorem, but additionally generative capabilities can
also be used to create new sets of data (x, y).

GAN implementation is based on two models of neural networks compet-
ing with each other. One model gets unclassified input and generates samples
(generator). The second model (discriminator) receives samples from both the
generator and the input learning data, and must be able to distinguish between
the two data sources. These two networks play a continuous game of fixed sum,
where one player’s profit is the loss of the other. During the game the generator
learns to produce more realistic samples, and the discriminator learns better and
better distinguishes the generated data from the real data. The most important
benefit of GAN is that we can provide information about the backpropagation
gradient from the generator to discriminator network. Both types of models are
useful, but generative models have one interesting advantage over discrimina-
tory models - they can understand and explain the basic structure of input data
even when they are not assigned to any category. This is particularly impor-
tant when working on real-world data modeling, where uncategorized data is
very extensive, and the acquisition of the described data is expensive and often
impractical.
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6 Selected Examples of Convolutional Neural Networks

LeNet

CNNs are a type of network that try imitate the human perception of the envi-
ronment. It is the first stage in the processing of information that is received
through the senses. The originator of the concept of processing information in
a similar manner by machines was a scholar, Frank Rosenblatt, a psycholo-
gist who studied the processes of animal learning. He was also the creator of
the first image recognition system which he called the perceptron. Minsky and
Seymour Papert some years later showed limitations on perceptrons that tem-
porarily inhibited work in this field [25]. Another important discovery was the
development of neocognitron, which was developed as a handwriting recognition
system [26]. The first significant CNN was the LeNet-5 network created by Yann
LeCun. LeNet-5 had a multilayered structure and allowed the use of backward
error propagation algorithm in the network learning process [10]. The network
was designed to recognize handwriting and print and was able to correctly clas-
sify characters after tampering (inter alia translation, scale, rotation, squeezing,
stroke). As input, a 32×32 pixel image was provided. The network structure con-
sisted of 6 layers (3 convolutional layers, 2 subsampling layers, 1 fully connected
layers). The network was learned using the MINIST dataset.

AlexNet

The AlexNet is the implementation that achieved the highest score in the
ILSVRC test in 2012, obtaining a Top5 test error of 16.4% (Top5 error is an
indicator of whether the search object was in the one out of 5 best-fit cate-
gories). The author of the network is Alex Krizhevsky, his network is based on
5 convolutional layers, max pooling, dropout, and 3 fully connected layers [14].
The network structure uses also the Rectified Linear Unit (ReLU) activation
function. Input to the first convolutional layer is given in the form of a matrix
of 224 × 224 × 3. Filters used in the first layer have a dimension of 11 × 11.
The network has been pre-trained using the ImageNet database and allows clas-
sifying objects for 1000 possible classes. Network learning was done using the
stochastic gradient descent method. The network has 650 K neurons and using
630 M connections generates 60 million parameters, so its authors have devised
a dropout mechanism to remove some neurons and their connections during the
learning process. Implementation of ReLU activation with dropout during the
network learning process let one to skip the pre-training phase when very large
amount of labeled data is available [27]. The AlexNet learning lasted 5 days with
2 GTX 580 graphics cards.

ZF NET

Another network to focus on ZF Net was developed by two researchers, Matthew
Zeiler and Rob Fergus in 2013 and it get a Top5 error rating of 11.2% in ILSVRC.
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The network has been developed on the basis of the AlexNet with several mod-
ifications. The main advantage is the reduction of the filter window to 7 × 7,
resulting in much more information concerning the original image and the use of
the activation functions: cross-entropy and the loss for the error function. The
network was taught using the GTX 580 for twelve days. The most interesting
component of the network was the deconvolutional layer that could reverse the
convolution process, resulting i.e. in the ability to visualize activation of neurons
in intermediate layers. The deconvolutional network, using grouping and regular-
ization, in a reversed way, allow to obtain the corresponding pixels to the input
image [28]. The visualization mechanism, developed in ZF Net, could be used
to preview how each layer works, and allows to introduce network architecture
improvements.

VGG

The VGG Net was created in 2014 by the Visual Geometry Group team, which,
unlike the previously mentioned networks, distinguishes the increased number of
layers used. The network structure was originally developed in several variants
ranging from 11 up to 19 layers. The aim of this approach, developed by Karen
Simonyan and Andrew Zisserman, was the idea of to investigate how the depth
of the network affects the results [29]. The main difference with respect to earlier
networks is the use of 3 × 3 filters, in comparison AlexNet uses 11 × 11 and ZF
Net 7 × 7. Consecutive convolution of two 3 × 3 filter layers yields an effective
5 × 5 receptive field and a combination of three 3 × 3 convolution layers results
in a effective 7 × 7 receptive field. This approach allows to maintain benefits
of a large filter with the use of several smaller ones and to reduce the number
of parameters to learn. The network was learned using the mini-batch gradient
descent method.

GoogLeNet

GoogLeNet is the network that won the ILSVRC competition in 2014 and
achieved 6.7% error rate in the Top5 category. The network developed by Google
has a different structure than the previously discussed. It consists of 22 layers so
the trend of deepening the network structure (shown in Fig. 3) is preserved. The
increasing number of layers causes the raise in the number of parameters and
could lead to overfitting and the computational cost growth. The GoogLeNet
network generates up to 12 times less parameters than AlexNet, and while being
significantly more accurate. Such optimization has been achieved by introduc-
ing a mechanism called the Inception Module, what is an important enhance-
ment over the sequential approach of the remaining networks. In the previous
implementations of the CNNs it was necessary to choose whether to perform a
pooling or a convolution operation, and to determine the filter size. The Incep-
tion Module allows the parallel use of different size filters [18]. For example, it
distinguishes general (5× 5) and local (1× 1) filters at the same time. Then the
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concatenation of all results into a single vector, used as the next layer input,
has to be performed. Overall, the GoogLeNet architecture comprises of a total
of over 100 layers, 9 of which were the inception modules. The network struc-
ture is currently being developed under the codename Inception, with the most
up-to-date version called Inception V4 [30].

ResNet

ResNet was developed by a Microsoft Research Asia team in 2015. It comprises of
152 layers and in the ILSVRC 2015 competition it got an error rate of 3.57%. This
result is spectacular, it was the first time when AI achieve better results than
human who in the image classification task, depending on their knowledge and
experience, oscillate between 5 and 10%. The researchers while defining ResNet
found out that the shallow structures are less error-prone during the learning
process due to use of residual transition between layers [31]. The concept of
residual transition assumes that after passing through several layers, the result
is summed up with the input of the CNN. This results in faster learning process
of the network. Another change from previous approaches is the abandonment
of the fully connected layer to the global average pooling in order to simplify the
relation between feature maps and categories, what makes the network results
more meaningful and interpretable.

7 Summary and Conclusions

The progress in the classification of objects in digital images by CNN is signif-
icant, exceeding even human capabilities. However, it is important to remem-
ber that deep learning algorithms can classify only images belonging to strictly
defined set of categories. People can recognize a much larger number of classes,
create a new ones, while simultaneously being able to analyze the context of
the scene [17]. Despite the significant development of CNN there are still some
limitations to their common application. In order to achieve higher universality
of current solutions the learning mechanisms has to be developed. Many ongo-
ing CNN work is currently centered around the implementation of this tool for
solving further Computer Vision tasks. Current editions of ILSVRC competition
are focused on object detection, scene classification and scene parsing.

The authors now recognize the wide potential for the development of spe-
cialized applications of automated inspection methods, mainly for objects that
have not yet become a part of training datasets. The CNNs seems to be suitable
to use with technical facilities and equipment, such as power infrastructure. The
monitoring systems in this sector already collect the vast amount of data and
this brings the need of automated tools introduction to process them. Prepar-
ing datasets for new domains and advancing analysis mechanisms on its basis
may be necessary. Deep learning mechanisms require very large sets of data, but
their preparation requires a considerable effort, it is time and cost consuming,
since the assignment of categories to specific objects is still performed manually.
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Currently, the work is being done on optimizing these activities, such as the min-
imizing required learning sets size, while the maintaining the same effectiveness
of the trained networks. In order to achieve this the current learning algorithms
improvement is essential, for instance using GAN.

The present challenge for the CNN development is the proposal of their
new structures (of higher number of layers or enhanced architectures). Network
hyper-parameters such as: depth, the number of filters in each convolution, and
their size, are correlated, and their fitting requires later verification. A lot of
work is currently underway to optimize this process (inter alia [9,16,18,29,32])
and the authors anticipate the appearance new deep learning solutions.
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Abstract. An agent searching information on the Web processes finite
sets of knowledge descriptions. By analogy to processes of consciousness,
the knowledge is (1) assertions – what agent knows, (2) concepts – what
agent has knowledge of and (3) axioms – what agent conceives by con-
ceiving rules. An information retrieval system in which the agent knows
about itself, is called an autodiagnosis of searching information on the
Web. This work presents a theoretical description of autodiagnosis and
its references to selected issues of neuropsychology related to processes
of consciousness.
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1 Introduction

A simulation of consciousness processes in the human brain by the information
systems is understood in two ways. First one is understood, accordingly to the
bionic defined in 1958 by Jack E. Steele, as a science about systems that behave
like a pattern one which is a living system [13]. The second one is understood as
an artificial intelligence research on the human brain, which was formulated in
1972 by Arbiib [2]. In these days, mostly analyzed such information systems are
artificial neural networks, which are inspired by the biological neural network
in the human brain [12]. These neural networks can be, for example, used in
the autonomous control systems for cars [4,16] or other machines (like robots)
[17]. The engineering of these systems refers only to such aspects of simulating
conscious processes, as representing the searched information in a system envi-
ronment and regulating the behavior of these systems as their response to the
searched information [5]. This approach does not include simulation of such con-
scious processes that allow us to search information in the environment, react on
them and also autodiagnose ourselves based on this information. This autodiag-
nosis is possible because the human organism can react on the stimuli from the
environment. Moreover, the systems, based on this reaction, can autodiagnose
c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 111–120, 2018.
https://doi.org/10.1007/978-3-319-75025-5_11
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themselves based on the searched information [10]. This aspect of information
processing by the human brain is connected with a mind [10] and is called a self-
diagnosis of information retrieval by human. The information retrieval concerns
an external and internal environment of human, and also information about
himself. In this context, the self-diagnosis is also in some part a self-awareness.

The main motivation of this paper was preparing theoretical project of an
information system - the Web agent [6] - which simulates the self-diagnosis of
information retrieval. This research is partly inspired by ‘The Engineering of
Mind’ presented by Albus in the paper [1]. As Albus writes ‘While the mind
remains a mysterious and inaccessible phenomenon, many of the components of
mind, such as perception, behavior generation, knowledge representation, value
judgment, reason, intention, emotion, memory, imagination, recognition, learn-
ing, attention, and intelligence are becoming well defined and amenable to anal-
ysis’. That is why the simulation of self-diagnosis is possible. This simulation will
be called the autodiagnosis of information retrieval on the Web. In this paper is
described a model of consciousness and its interpretation in the computer sci-
ence. Next, there are presented the logical basis of this interpretation, which will
be the starting point for the construction of the autodiagnostic algorithm.

2 Neurological Consciousness Model and Its Simulation

In order to develop a scheme of the agent which simulates the autodiagnosis
processes of consciousness, are used a neurobiological models of consciousness
[9,11,19]. The famous ‘binding problem’ – the problem of how we mentally
represent distinct objects and theirs characteristics – is at least partly resolved
by the phenomenon of neuronal synchronization around 40 Hz. But that does not
tell us how the representation of a given object enters our consciousness while
the representations of others remain unconscious [19].

In the 1990s, Rodolfo Llinas and his colleagues performed a series of detailed
studies on thalamocortical interactions [14]. From these studies, they developed a
theory that simultaneously integrates the data from the conscious state of waking
and from dreaming, addresses the binding problem, and provides a criterion for
determining which conscious representation is going to be selected at any given
time.

These oscillations are apparently produced by the non-specific nuclei of the
thalamus, whose projections pass through the cortex from front to back. The
thalamus is often compared to a railroad switching yard, because the signals
from all of the senses (except smell) must pass through it before they can reach
the cortex. The cortex also sends many connections back to the thalamus. Most of
the nuclei in the thalamus are considered ‘specific’ because their neurons make
connections with relatively circumscribed areas in the cortex. Rodolfo Llinas
hypothesizes that the oscillations of certain neurons in the thalamus serve as a
sort of basic rhythm with which the cortical oscillations of the various sensory
modalities synchronize themselves to form a unified image of the environment –
somewhat like an orchestra conductor who provides the beat for all the musicians
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to follow. This is an original solution to the binding problem. In this approach,
neurons that are active at the same time are believed to be ‘perceiving the same
thing’.

For the described neurological model of consciousness can be designed an
information system, simulating processes of consciousness. This system is pre-
sented in Table 1.

Table 1. Comparison of the neurological model of consciousness with its simulation.

Neurological model of consciousness [19] Information system simulating processes of

consciousness

The mind: information network in the

universe in which human exists [10]

The network of the Semantic Web

The conscious mind, i.e. a mind of specific

human: part of the mind, including external

and internal environment of this human

The autodiagnosis agent: a program

diagnosing actions of the browser and

searching on the Web information about

realization of this program [6]

The brain - neurological processes The computer (with the Internet browser)

The cortex: projection and associative areas

of cortex

The active browser window: areas in the

browser window in which are entered

Internet addresses and language expressions

The thalamus The Internet browser

The cycle of discharging of neurons stimuli

on roads cortex-thalamus and

thalamus-cortex [13,19]

The cycle of diagnosing information that is

passed from the search engine to the active

browser window and other way

The left hemisphere of the brain, in which

are correlations of communication by

language [19]

The part of browser which shows in the

active window searched information as a text

in webpages

The right hemisphere of the brain, an

interpreter of the language expressions

provided by sensory and motor stimuli [19]

The part of browser which shows in the

active window searched information as its

Internet addresses

The corpus callosum linking both

hemispheres and in the cortex area allowing

interpret sensory and motor stimuli by

language expressions [19]

The interface which allows to search

information on the Web or display this

information in the active browser window

The process of consciousness: discharging of

neurons stimuli in the cortex during the

roads cortex-thalamus and thalamus-cortex

[19]

The diagnostic process of information

displayed in the active window of the

browser by autodiagnosis agent, accordingly

to the confidence range

Conceiving: The process of consciousness in

the associative area of the cortex

Using by the autodiagnosis agent conceiving

rules

Consciousness and self-awareness [19] The cyclical actualization of the diagnose by

autodiagnosis agent



114 A. Bryniarska

3 Information Retrieval on the Semantic Web

The information retrieval systems are widely described in the literature. In this
paper the theoretical apparatus of the Information Retrieval Logic IRL [6] is
widened. The information retrieval logic allows us to search knowledge in the
semantic network, especially on the Semantic Web, which is described by the
Fuzzy Description Logic (fuzzyDL).

In the paper [7] is presented a method of obtaining precise results for searched
information, based on the IRL logic on the Web and also the postulates of
this logic. Furthermore, it is shown that by the defuzzification process can be
obtained few results, which are in the confidence range, accepted by experts. The
confidence range is a set of acceptable fuzzy degrees of searched information. In
this situation, even if we have uncertain, unclear or vague information, we can
obtain exact answer about searched information. Then, the positive result of
searching information, not only depends on the appropriate choice of the fuzzy
degrees acceptable by experts, but also depends on the appropriate description
of the concepts and roles interpretation in the appropriate relational structure
(a granule system), which corresponds to granulation made by the human brain.
The problem of describing such interpretations is formulated in the paper [7].

Furthermore, is used the theoretical apparatus from the paper [8] in order
to formulate this problem. To resolve this problem, is proposed to define the
granule system and the confidence range as a part of the Web, in which searched
information can be considered as credible for experts. For the confidence range,
the granule system is a relational structure of the abstract sets.

3.1 The Concept of the Semantic Network

The semantic network of the first order is a system:

SN = 〈U,AS, {DSi}i∈N,i<n+1〉 (1)

Where sets:
U (individual names) – is a set of unit names of described objects or pro-

nouns indicating singularly on the described objects (identified with nodes of
the semantic network, corresponds to the Web addresses),

AS (a relational structure) – is a set of the network edges designating a
certain relational structure.

Descriptive sets DSn, n ∈ N , are called sets of the n-argument relations
descriptions and satisfy following conditions:

AS ⊆ (DS1 × U) ∪ (DS2 × U2) ∪ ... ∪ (DSn × Un) (2)

where dsi ∈ DSi is a relations description R such that:

{dsi} × R = ({dsi} × U i) ∩ AS (3)

And the sum of all such relations is equal Ugen = U × U2 × ... × Un.
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Let SN+ be a subsystem of the semantic network SN , considered by experts
as the confidence range. The elements of the set AS we called the assertions.
Any relation R, when it is one-argument relation, which satisfy Eq. 3, is called a
concept, while any relation R, when it is two-argument relation, is called a role.

For example, the role ‘son’ binds a person with name ‘John’ with a per-
son with name ‘Brandon’, who is his father. This leads us to assertion:
(son, John, Brandon), what can also be written as: son(John, Brandon) or
(John,Brandon):son.

The assertion which is in the sentence ‘Eva seats between John and
Michael’ is written: seat between (Eva, John, Michael) or (Eva, John, Michael):
seat between. The roles which are functions of the last argument are called the
operations, for example in assertion go to(John, New York).

We can notice that in the triple (Eva, John, Michael) if we rotate names
clockwise, then we get the triple (John, Michael, Eva), which is also an
instance of some role. For example this role can be expressed by sentence ‘John
and Michael seat next to Eva’. This assertion we write as: (John, Michael,
Eva):seat next to. About role seat next to we say that it is a cyclical reverse
to the role seat between.

When the triple (Eva, John, Michael), which is an instance of an asser-
tion seat between, we reduce and remove first name, then the pair (John,
Michael), is also an instance of some assertion. For example this assertion can
be expressed by sentence ‘someone seats between John and Michael’: (John,
Michael): someone seat between. About this role we say it is a reduction of the
role seat between.

In the first order semantic network, the set of nodes is extended by con-
cepts and roles of this network as in examples above. Then we get the second
order semantic network. By extending this network, as long as exists appropriate
concepts and roles, we can obtain the n-th order semantic network.

3.2 An Information Representation on the Web

In the context of the Semantic Web research [3], the knowledge representation
is described by two systems: a terminology called TBox and a set of assertion
representations called ABox.

The Semantic Web can be extended by some nodes which correspond to
concepts and roles. It can be also extended by edges which correspond to depen-
dences between these concepts and roles. The descriptions of these dependences
are called axioms, and the system which represents this knowledge is called
RBox. In presented research, the knowledge base represented in the attributive
language AL of the Description Logic DL, is described as a triple 〈Ab, Tb,Rb〉,
where sets Ab, Tb,Rb are possible to computer processing, finite sets of expres-
sions (descriptions of nodes in this network): assertions, concepts and axioms,
respectively. In order to describe approximate knowledge in the information sys-
tem designated by the semantic network SN (especially the Semantic Web), we
use reformulated and expanded AL language. The extension of this language
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allows us to unambiguously interpret concepts and roles of the Semantic Web in
various systems of information granules.

We called this language a granular attributive language (GAL; the set of its
expressions is denoted as GAL) for the semantic network SN. The part of this lan-
guage GAL+, is a granular attributive language for the confidence range SN+.
Let data be some non-empty sets of: individual variables, individual names, con-
cept names, roles names and symbols of concepts modifiers.

Syntax of Concepts and Roles Instances. The concepts instances are sym-
bols x, y, z, v, ..., x1, y1, ... of variables and symbols a, b, c, ..., a1, b1, ... describing
individual names. Variables mean any established individual names. Intuitively,
they describe nodes of the semantic network.

The roles instances are tuples (t1, t2, ..., tk) of the concept instances.
For the instance (t1, t2, ..., tk), the transposed instance is (t1, t2, ..., tk)T =

(tk, tk−1, ..., t1).

Syntax of TBox. For the set of concepts and roles names are included names:

– � (Top) – an universal concept or role, includes all instances of concepts and
roles,

– ⊥ (Bottom) – an empty concept or role, is knowledge about lack of any
instance of concept or role,

– {t} – a singleton of the instance t, concept is uniquely determined by the
concept instance t,

– {(t1, t2, ..., tk)} – a role which is a singleton of instances tuples.

Let A,B be the concepts names, R is a role name and m is a modifier symbol.
Then concepts are:

– ¬A – a concept negation - it means all concept instances which are not
instances of the concept A;

– A∧B – an intersection of concepts A and B - it means all instances of concepts
A and B;

– A ∨ B – a union of concepts A and B - it means all instances of concepts A
or B;

– A\B – a difference of concepts A and B - it means all instances of the concept
A, which are not instances of the concept B;

– ∃A.R – an existential quantification - it means all instances of the concept A
which are in the role R with at least once occurrence of the concept A;

– ∀A.R – a universal quantification - it means all occurrences of the concept A
which are in the role R with some occurrence of the concept A;

– m(A) – a modification m of the concept A - it means a concept, which is
changed concept A by the word m, for example m can have such instances as:
yes, no, very, more, most or high, higher, highest; in the approximate calculus
modifications are lower or upper approximation.

– m(R) – a modification m of the role R, for m ∈ M ,
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– R−1 – a role cyclically reversed to the role R,
– A.R – a limitation of the role R instances by the instances of the concept A

or a property of being the object A in the role R
– RT – a transposed role of the role R - it means roles that have transposed

instances of the role R,
– R− – a reduction of the role R of a first element - it is a role if R is at least

three-argument role and it is a concept if R is at least two-argument role.

Syntax of ABox. For any variables x, y, individual names a, b, a concept name
C and a two-argument role name R, assertions are denoted by expressions: x : C,
a : C, (x, y) : R, (a, y) : R, (x, b) : R, (a, b) : R. Generally, for the n-argument
role R, the assertions expressions are (t1, t2, ..., tn) : R, where ti is any concept
instance. The expressions t1 : A, (t1, t2, ..., tk) : R we read: t1 is the concept A
instance, a tuple (t1, t2, ..., tk) is the role R instance, respectively.

F is a property of the object x, if for some concept A and the role R, F = A.R
and x : A.F .

Syntax of RBox. For any concepts names A,B, roles names R1, R2, and asser-
tion expressions α, β the axioms are expressions:

– A ⊆ B – a conclusion of concepts; A = B – an equality of concepts;
– R1 ⊆ R2 – a conclusion of roles; R1 = R2 – an equality of roles;
– α :− β – a Horn’s clause for assertions α, β; we read: if there is an occurrence

of the assertion β, then there is also occurrence of the assertion α.

3.3 Semantic of the Attributive Language GAL

The expressions of the GAL language are interpreted uniquely in different infor-
mation granules systems [15], defined in: the set theory [3], the stochastic [18],
the theory of possible data sets, the fuzzy set theory [7] and the rough sets theory
[8]. The GAL language expressions are interpreted in chosen granules system:

G =< G,MG,∪G,∩G, \G, ‘G,∈G,⊆G,=G, 0G, 1G, G0 >, (4)

where G is a set of all granules; \G is a granules difference; ‘G is a granules
closure; ∈G is a relation of being an element of the granule; ⊆G is a relation
of the granules conclusion; =G is a relation of the granules closure. Operations
∪G,∩G are generalized operations of addition and product defined on subsets of
the granules G family. For an empty set, value of these operation is an empty
granule 0G and for the set G is a full granule 1G.

Let a function {}G : Ugen → G has property G0 = {{s}G : s ∈ Ugen}.
We define an interpretation I = (G,I ) of the GAL language, for which the
interpretation function I : GAL → G (values I(E) we write as EI) satisfy
following conditions (all interpretations are presented in paper [8]).
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I1. For any concept and role instances are assigned granules elements:

tI ∈G xG, for some x ∈ U, (t1, t2, ..., tk)I ∈G {〈x1, x2, ..., xk〉}G
for 〈x1, x2, ..., xk〉 ∈ Uk, tI1 ∈G {x1}G, tI2 ∈G {x2}G, ..., tIk ∈G {xk}G (5)

I2. For concept names C, including singletons {t}, are assigned granules:

{t}I = {x}G, for some x ∈ U, {(t1, t2, ..., tk)}I = {〈x1, x2, ..., xk〉}G
for 〈x1, x2, ..., xk〉 ∈ Uk, tI1 ∈G {x1}G, tI2 ∈G {x2}G, ..., tIk ∈G {xk}G

CI ∈ G,CI = ∪G{{t}I : tI ∈G CI} (6)

I3. For k-argument role R names are assigned granules:

RI ∈ G,RI = ∪G{{(t1, t2, ..., tk)}I : (t1, t2, ..., tk)I ∈G RI} (7)

I4. For modifiers m ∈ M are assigned some functions mI : G → G, where
mI ∈ MG.

4 Adequate Axioms and Conceiving Rules in the GAL+

We assume that for the confidence range SN+ = 〈U+, AS+, {DSi}i∈N,i<n+1〉,
the language GAL+ has interpretations in the granules system:

G+ = 〈G+,M+
G ,∪,∩, \, ‘,∈,⊆,=, 0+G, 1+G, G0〉 (8)

where:

– G+ = U+
gen ∪ ℘(U+

gen), for U+
gen = U+ ∪ (U+)2 ∪ ... ∪ (U+)n;

– 0+G = ∅; 1+G = U+
gen;

– G0 = {{s} : s ∈ U+
gen},M+

G is a set of operations on the set G+;
– ∪,∩, \, ‘,∈,⊆,= of standard operations and relations in the set theory.

Based on the set theory, can be defined following highlighted axioms of the
GAL+ language, called adequate, which by any interpretation I are satisfied in
the granules system G+.

The highlighted adequate axioms are:
Ax1. � = ¬⊥, A ⊆ �,⊥ ⊆ A,A ⊆ A.
Ax2. A = A,R = R.
Ax3. A ∨ ⊥ = A,A ∧ � = A.
Ax4. A ∧ ⊥ = ⊥, A ∨ � = �.
Ax5. A ∨ B = B ∨ A,A ∧ B = B ∧ A.
Ax6. (A ∨ B) ∨ C = A ∨ (B ∨ C), (A ∧ B) ∧ C = A ∧ (B ∧ C).
Ax7. (A ∨ B) ∧ C = (A ∧ C) ∨ (B ∧ C), (A ∧ B) ∨ C = (A ∨ C) ∧ (B ∨ C).
Ax8. A ∨ ¬A ⊆ �, A ∧ ¬A = ⊥.
Ax9. ¬A ⊆ � \ A.
Ax10. ∀C.R ⊆ ∃C.R.
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Ax11. t : � :− t : A.
Ax12. t : {t} :− t : A.
Ax13. (t1, t2, ..., tk) : {(t1, t2, ..., tk)} :− (t1, t2, ..., tk) : R.
Ax14. ∃{t1}.R :− (t1, t2, ..., tk) : R.
Ax15. (t1, t2, ..., tk) : R :− ∀{t1}.R.
Ax16. (t2, t3, ..., tk, t1) : R−1 :− (t1, t2, ..., tk) : R.
Ax17. (t2, ..., tk) : R− :− (t1, t2, ..., tk) : R, for k > 2.
Ax18. t2 : R− :− (t1, t2) : R.
The axiom conceiving rule is called an expression α1, α2, ..., αk/β, for any

axioms α1, α2, ..., αk, β. This rule is adequate for some interpretation function I ,
if the interpretation βI is a result from the interpretations αI

1, α
I
2, ..., α

I
k.

The highlighted adequate conceiving rules are:
Rule1. A ⊆ B,B ⊆ C/A ⊆ C.
Rule2. A ⊆ B,B ⊆ A/A = B.
Rule3. A ⊆ B/(t : B) :− (t : A).
Rule4. R1 ⊆ R2/((t1, t2, ..., tk) : R2) :− ((t1, t2, ..., tk) : R1).
Rule5. tk : ({tk−1}.(...({t2}.({t1}.R)−)−)...)−)−/(t1, t2, ..., tk) : R.
Adequate conceiving rules are not used for proving theorems. They only

establish logical relationships between axioms. If agents in the pragmatic system
of knowledge representation use these rules, it means that they correctly conceive
axioms interpretations in the granules system.

5 Conclusion

As a simulation of consciousness processes in the left and right hemisphere of
human brain, can be proposed autodiagnosis of information retrieval on the
Web. This system diagnoses syntax and semantic in the confidence range and
also is the autodiagnosis agent which uses conceiving rules as a simulation of con-
sciousness processes. However, there are some problems and tasks which should
be considered and solved:

– Prepare autodiagnosis algorithm,
– Use conception of ‘conceiving ways’ proposed in the paper [8],
– Built logic for information retrieval which theoretical apparatus is presented

in this paper,
– Describe autodiagnosis of a concept ‘I am’ for autodiagnosis agent,
– Consider if frequency of autodiagnostic cycles (frequency of actualizations

of autodiagnosis history) should be complies with frequency 40 Hz of the
thalamocortical loops,

– Consider if frequency of synchronization of autodiagnosis cycles with auto-
diagnosis history stability should be complies with brain waves: alpha (8–12
Hz), beta (above 12 Hz), theta (4–8 Hz), and delta (0.5–4 Hz).
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Effect of Spatial Filtering on Object Detection
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Abstract. The article presents a preliminary study into the detection of
electrical insulators in digital images aquired during a power line inspec-
tion. Due to the enormous amount of digital data generated during a
high voltage lines inspection, there is a need to automate the detection
process of power insulators in digital images. As part of the study, the
effects of applying spatial filtering into digital images for the purpose of
the identification of electrical insulators with the use of a local feature
detector and descriptor SURF (Speeded Up Robust Features) were ana-
lyzed. The recognition and designation of an insulator’s ROI (Region Of
Interest) in a digital image will allow the application of more advanced
methods aimed at the identification of possible damages in further stages
of the analysis.

Keywords: Spatial filtering · SURF algorithm · Object detection
Electrical insulator

1 Introduction

The last few decades have seen a surge in the significance of electrical energy
in the economy and society as a whole. With that surge grew the requirements
concerning the continuity of power supply. As all technical objects, power lines
are subject to the ageing process and failures, which are a natural result of their
exploitation. In order to ensure continuous supply of energy, operators of an
electrical grid are obliged to make regular preventive inspections, whose main
goal is to evaluate the technical condition of power lines. Due to the specificity
of transmission infrastructure (vast area, complex structure, exposure to various
forms of impact etc.), this is a complicated and time-consuming task requiring
expert knowledge and the application of suitable technical measures.

The development of various machine vision technologies for the observation
of public space and conservation of various objects, accompanied by a rapid
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growth of communication systems, create premises for their broad application in
power engineering [1–5] in combination with the computer image analysis tech-
nology. Comprehensive recognition of the state of infrastructure objects visible
in digital images allows for a broad spectrum of potential applications, such as
precise measurement of the position of the structural components of power lines,
monitoring that supports emergency population warnings or, indeed, regular
maintenance checks and localization of damage to transmission and distribu-
tion networks. Controlling the condition of the identified objects with the use
of advanced processing methods requires development of solutions dedicated to
individual structural components of power lines.

2 Types of Electrical Insulators

An overhead power line is composed of three key elements: electrical conductors,
transmission poles and insulators. Overhead power line insulators serve two basic
functions. They separate electrical conductors from the ground and the struc-
ture of the tower, and they provide those conductors with mechanical support.
Overhead power line insulators are built in a way so as to maximize the leakage
path from one end of the insulator to the other. This is why they are molded into
a series of corrugations or downward-facing cup-shaped surfaces. These “cups”
(or skirts) act as umbrellas that keep part of the insulator’s surface dry in wet
weather [6,7].

Currently, insulators are made out of porcelain, glass or composite materials.
Porcelain insulators have been used for over one hundred years and so far they
have been appreciated by electrical energy distributors. These are produced with
the use of clay, quartz or feldspar, and coated with smooth glaze to shed water
more effectively. The quality of these insulators is largely dependent on such
parameters as the composition of the porcelain used, production temperature
and surface quality [7,8]. Depending on the type of application, porcelain insu-
lators come in several forms. The first form are suspension insulators, which are
attached to poles vertically on spindles. The conductors are fixed to the neck of
such insulators with the use of special clasps or wires [8–10].

Another type of porcelain insulators are strain insulators. Designed to work in
mechanical tension, they are often used with high voltage overhead power lines.
They are composed of modules consisting of a disc, cup and pin. The advantage
of this type of insulators is that any number of modules can be used depending
on the needs. Additionally, in case of damage, one disc can be replaced without
the need to replace the whole insulator. Another type of porcelain insulators are
stand-off insulators. They consist of a full porcelain cylinder with steel clasps on
either end. These are used to support high-voltage lines in substations. Similar
to these types of porcelain insulators are long rod line insulators. They are
narrower, lighter and used as string insulators. An exemplary photo of a long
rod insulator is provided in Fig. 1(a).

Another group of insulators are composite insulators, which currently repre-
sent a large part of the market. These insulators offer a multitude of advantages,



Effect of Spatial Filtering on Object Detection with the SURF Algorithm 123

Fig. 1. Examples of electrical insulators: (a) Porcelain long rod line insulator (LP
75/14/860), (b) Composite string insulator (CS 70 E24 170/650).

such as lower weight and greater mechanical resistance, and they are more resis-
tant to acts of vandalism than those made of glass and porcelain. It is estimated
that approximately 60% to 70% of newly mounted insulators are composite. An
exemplary photo of a composite insulator is provided in Fig. 1(b).

Insulators used with overhead power lines, especially high-voltage ones,
require regular inspections. This is vital due to their degradation as a result
of the influence of atmospheric conditions, temperature, as well as high strain
and mechanical stress. The safety and stability of a high-voltage power line may
have a profound effect on the conditions and the quality of life of its users. In
order to prevent power cuts, and to shorten their time to an absolute minimum,
companies dealing in electricity distribution should conduct regular and detailed
inspections of overhead power lines [11–13]. An insulator fails when one or both
of its main functions (isolation and mechanical support) are no longer fulfilled.
Based on the type, insulators are susceptible to different kinds of failures. There
is a number of factors that may lead to damaging an insulator, including: man-
ufacturing defects, errors made when selecting an insulator, vandalism, difficult
working conditions, environmental pollution and weather conditions. The most
common cause of failure for strain insulators is rupture of the discs as a result
of the expansion of the adhesive used to bind the cap and pin to the disc.
Another type of failure is the corrosion of the insulator’s hooks. It occurs on
those fragments of the insulator which are exposed to moisture and pollution.
The corrosion weakens the insulator and, in the worst case scenario, results in
the detachment of the conductor. Another type of damage is the disintegration
of the rod. This type of damage occurs only in composite insulators. These insu-
lators are also susceptible to other types of failures, the most serious of which
are: erosion of the discs due to accumulation of dirt and salt, bursting of the
discs by strong winds and damage to discs caused by birds [14–17]. The skirts
of glass and porcelain insulators often break as a result of vandalism. In porce-
lain insulators, the result of vandalism is most often confined to a chipped disc
(Fig. 2), but this is not the case in glass insulators. Since glass is tempered, even
the smallest damage to such an insulator causes the rapture of the entire disc.
These insulators also have the tendency to burst spontaneously as a result of
the release of stresses accumulated in the tempering process.

It is estimated that approximately 50% of the costs of maintaining over-
head power lines pertain to the replacement, repair and technical diagnostics of
insulators, while insulator failures account for approximately 70% of power line
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Fig. 2. Example of a porcelain long rod insulator (type LP 75/14/860) with a chipped
disc.

downtime [7]. The data presented above show the importance of diagnosis and
early detection of insulator failures.

3 Spatial Filtering of Digital Images

The filters used in advanced digital image processing constitute mathematical
operations conducted on pixels of an original image, as a result of which a new,
transformed image is obtained. Filtering is defined as contextual transformation,
because the designation of a new value of a pixel in the output image is based on
specific computations made on a number of pixels of the original image. Filtering
can be carried out both in the spatial domain and in frequency domain. Filtering
in the spatial domain is obtained through an operation called convolution. In the
frequency domain, the equivalent of convolution is the operation of multiplying
Fourier transforms of signal and filter [18].

When considering functions implementing spatial filtering, we use the term
convolution, which is defined by the following formula:

g(x) = (f × h)(x) =
∫ +∞

−∞
f(x − t)h(t)dt

where:
f, h − convoluted functions.

Convolution (g) is defined on the whole R, and the product of f(x− t)h(t) is
integratable on the whole R, but function h may have a finite domain. In that
case, the convolution that applies function h becomes the filter.

Convolution is an algorithm consisting in the recalculation of the value of each
input pixel of the digital image based on the values of pixels and the values of
neighboring pixels according to the weighted coefficients of a defined convolution
matrix (convolution kernel). The sum of obtained values is then divided by the
sum of elements in the matrix, resulting in a new value of the pixel in the output
image. A convolution matrix usually assumes the shape of a square or a rectangle
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(3 × 3, 5 × 5, 7 × 7, etc.) centered on P(i,j) and can also assume other shapes.
The study presented in this article involved the application of the following
additional convolution kernels (for filters implemented in MathWorks Matlab
environment): (a) nhood, (b) diamond, (c) disk, (d) line, (e) octagon, (f) pair,
(g) periodicline, (h) square, which are presented in Fig. 3.

Fig. 3. Convolution kernels applied for erosion and dilation filters, which were imple-
mented in MathWorks Matlab environment.

Spatial filters have a number of uses, such as detecting edges of a particu-
lar direction, deleting unwanted elements, reducing noises, and sharpening and
smoothing digital image. The following filtering functions implemented in the
National Instrument Vision (NI Vision) and MathWorks Matlab environments
were used during the study: Lowpass Filter, Nth Order Filter, Differentiation
Filter, Gradient Filter, Prewitt Filter, Roberts Filter, Sigma Filter, Maximal
Filter, Minimal Filter.

4 Filters Implemented in the National Instruments
Vision Environment

The following spatial filters were applied within the NI Vision environment:
Lowpass, Nth Order, Differentiation, Gradient, Prewitt, Roberts, Sigma and
Sobel.

Lowpass Filters pass low-frequency signals, while high-frequency elements
(noise, small details) are either attenuated or blocked. A lowpass filter decreases
the number of details and blurs edges by setting the value of individual pixels to
the mean value found in their neighborhood, if their deviation from this value is
high. The result of the application of these filters is noise reduction, smoothing
and blurring of the image. In the NI Vision environment, a lowpass filter is
implemented as follows [19]:

if P(i,j) − M < S then P(i,j) = P(i,j) else P(i,j) = M
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Given M , the mean value of P(i,j) and its neighbors, and S, their standard
deviation, each pixel P(i,j) is set to the mean value M if the pixel being processed
has a variation greater than a specified percentage (tolerance).

In the NI Vision environment, when applying the Nth Order Filter func-
tion, each pixel obtains a new value defined on the basis of the number of pixels
from its neighborhood and a selected N value [19].

P(i,j) = Nth value on the sorted series[P(n,m)]

According to the defined size of the convolution kernel, the pixels that neigh-
bor the output pixel are selected and sorted in ascending order. The N coefficient
(order) defines the selection of the next value from the ordered sequence of the
neighboring pixels. For a given filter size f , the Nth order can rank from 0 to
f2 − 1. In the case of choosing coefficient (f2 − 1)/2 for a convolution kernel
size f × f , we obtain a special case - median filter. It follows from the above
description that the Nth Order filter is an expansion of the median filter with
an additional option to select a value of a feature in the sorted series. Choosing
coefficient values lower than (f2−1)/2 will yield a darkened digital image, while
higher values will make the image brighter.

In Differentiation Filter the new value of a pixel P(i,j) becomes the abso-
lute value of its maximum deviation from its upper left neighbors (highlighting
each pixel where an intensity variation occurs between itself and its three upper
left neighbors) [19].

P(i,j) = max[|P(i−1,j) − P(i,j)|, |P(i−1,j−1) − P(i,j)|, |P(i,j−1) − P(i,j)|]

The new value of a pixel P(i,j) in Gradient Filter becomes the maximum
absolute value between its deviation from the upper neighbor and the deviation
of its two left neighbors [19].

P(i,j) = max[|P(i,j−1) − P(i,j)|, |P(i−1,j−1) − P(i−1,j |]

This action results in the enhancement of those contours in which the devi-
ation of intensity occurs along the vertical axis.

Prewitt Filter extracts the outer contours of objects. It highlights signifi-
cant variations of the light intensity along the vertical and horizontal axes [19].

P(i,j) = max[|P(i+1,j−1) − P(i−1,j−1) + P(i+1,j) − P(i−1,j) + P(i+1,j+1) − P(i−1,j+1)|,
|P(i−1,j+1) − P(i−1,j−1) + P(i,j+1) − P(i,j−1) + P(i+1,j+1) − P(i+1,j−1)|]

In Roberts Filter the new value of a pixel becomes the maximum absolute
value between the deviation of its upper-left neighbor and the deviation of its
two other neighbors [19].

P(i,j) = max[|P(i−1,j−1) − P(i,j)|, |P(i,j−1) − P(i−1,j)|]
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This filter outlines the contours that highlight pixels where an intensity vari-
ation occurs along the diagonal axes.

Sigma Filter outlines contours by setting pixels to the mean value found in
their neighborhood, if their deviation from this value is not important [19]:

if P(i,j) − M > S then P(i,j) = P(i,j) else P(i,j) = M

Given M , the mean value of P(i,j) and its neighbors, and S, their standard
deviation, each pixel P(i,j) is set to the mean value M if it falls inside the range
[M − S,M + S].

Similarly to Prewitt Filter, Sobel Filter emphasizes outer edges of objects.
As opposed to the Prewitt filter, the Sobel filter assigns a higher weight to the
horizontal and vertical neighbors of the central pixel P(i,j) [19].

P(i,j) = max[|P(i+1,j−1) − P(i−1,j−1) + 2P(i+1,j) − 2P(i−1,j) + P(i+1,j+1)

−P(i−1,j+1)|], |P(i−1,j+1) − P(i−1,j−1) + P(i,j+1) − P(i,j−1) + P(i+1,j+1) − P(i+1,j−1)|]

5 Filters Implemented in MathWorks Matlab
Environment

The following spatial filters were implemented in MathWorks Matlab environ-
ment:

– Minimal (erosion) filter,
– Maximal (dilation) filter.

One of the basic operations in spatial filtering is Minimal Filtration, which
narrows the shapes of objects in the processed image based on the defined con-
volution kernel.

P(i,j) = min[Pk]

Where P(i,j) denotes the central point of the kernel and Pk is the next pixel
depending on the selected shape of the kernel.

Maximal filtering is an operation opposite to erosion, resulting in the
expansion of the shapes of objects in the processed image, also based on a defined
convolution kernel.

P(i,j) = max[Pk]

Where Pi,j denotes the central point of the kernel and Pk is the next pixel
depending on the selected shape of the kernel.

Minimal filtering in MathWorks Matlab environment is implemented by
imerode() function, while maximal filtering is implemented by imdilate() func-
tion. The kernels applied for both these kinds of filtering are shown in Fig. 3.
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6 SURF and Other Algorithms for Detecting Local
Features in Images

The task of detecting matches between two images or objects is part of a num-
ber of applications concerned with the methods of processing digital images, i.e.
3D reconstruction, image recording or object recognition. Identifying matches
between images may be divided into three main stages. Firstly, algorithms based
on the detection of local features detect interest points in given images, such as
corners. Next, the neighbors of the keypoints are recorded in the form of vectors
which are then matched between different images. Based on their location, vec-
tors of displacement are computed. The quality of the algorithm largely depends
on the quality of the determined interest points and their description. Algo-
rithms should detect those points in suitable locations independently of changes
to the exposure, location and orientation of the image, and to a certain extent
independently of changes to the viewpoint or scale [20].

One of the most commonly used algorithms for the detection and description
of local features is SIFT (Scale Invariant Feature Transform). This algorithm
transforms an image into a large collection of local feature vectors, generating
image pyramids with smaller and smaller resolutions. The images that constitute
a pyramid are differentiated, as they are obtained by subtracting two images cre-
ated as a result of filtering the initial image using the Gaussian filters of different
parameters. This operation is therefore a type of low-frequency filtration, which
yields gradient images. The pyramids are divided into so-called octaves. The
images that make up one octave have the same resolution, but they differ in the
scale of the applied Gaussian filter. The subsequent octave contains images with
lower resolution, filtered with the use of the same filters. The local features are
the minima and maxima detected in the images of the pyramids. A vector for
local features (which constitute a type of a histogram of the gradients counted
in their neighborhood) is then computed for the designated points. Such local
features are mostly insensitive to changes in lighting, rotation and scale thanks
to the application of the DoG (Difference of Gaussians) pyramid. Another algo-
rithm characterized by high operation speed and stability of detected keypoints
is FAST (Features from Accelerated Segment Test). This algorithm contains a
segment test criterion, based on a circle made up of 16 pixels surrounding a candi-
date point p. The keypoint detector classifies p as a keypoint if the circle contains
n contiguous pixels, all of which are brighter than the intensity of the candidate
point plus a threshold value t, or darker than Ip−t. Due to the fact that the data
returned by FAST algorithm cannot be used as a basis for generating a descrip-
tor, SIFT descriptor is often used to describe the features. Another algorithm
for the detection and description of features is BRISK (Binary Robust Invari-
ant Scalable Keypoints), which is based ob the FAST spatial-octave algorithm
for detection purposes, and on testing binary patterns to describe the detected
points. The descriptors for BRISK contain 512 bits. They compute the weighted
Gaussian mean on a set derived from a point pattern located in the proximity of
a characteristic point. Another algorithm for describing local features is BRIEF
(Binary robust independent elementary features). It is a lightweight descriptor
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which can be easily implemented based on binary number sequences. Binary tests
are made based on FERN algorithm, which is the most simplified version of the
Bayes classifier. BRIEF descriptor is speed-oriented, which makes it ideal for
appliances with lower computational power. Nevertheless, it only describes local
features, which first need to be detected. ORB (oriented BRIEF) is an expan-
sion of BRIEF. It incorporates invariance to rotation. It uses a FAST detector,
and, as a descriptor, it uses BRIEF that rotates its pattern. Based on strong
orientation changes, it selects a suitable pattern [21,22].

For the detection and description of local features, the presented study
applied SURF (Speeded-Up Robust Features) algorithm, which is partly based
on SIFT, but it is characterized by substantially accelerated speed with only
slightly deteriorated accuracy of local feature matching. Another reason for
choosing this particular algorithm was that it was already applied, with some
success, in the detection of insulators of high-voltage power lines [23]. SURF
detection uses the determinant of the Hessian matrix, but it only applies basic
approximation methods. The determinant of the Hessian matrix is applied as a
measure of local variation around a point, and the point is selected when the
determinant is the highest. Given a point x = (x, y) in an image I, the Hessian
matrix H(x, σ) in x at scale σ is defined as follows:

H(x, σ) =
(

Lxx(x, σ) Lxy(x, σ)
Lyx(x, σ) Lyy(x, σ)

)

where Lxx(x, σ) is the convolution of the Gaussian second order derivative g(σ)
with the image I in point x, and similarly for Lxy(x, σ) and Lyy(x, σ).

In order to accelerate computation, the algorithm uses indirect image rep-
resentation, i.e. the so-called integral image. It is computed based on the input
image by summing pixel values. Thanks to the application of this method, the
size of the image does not influence the operation of the algorithm. This allows
processing of high-resolution images. The entry of an integral image IΣ(x) at
a location x = (x, y) represents the sum of all pixels in the input image I of a
rectangular region formed by the point x and the origin.

IΣ(x) =
i≤x∑
i=1

j≤y∑
j=1

= I(i, j)

SURF descriptor uses Haar wavelet distribution in the region of interest.
First, orientation is ascribed to the keypoint. Then, a square region is built
around it. This region is then arranged according to the designated orientation
for the keypoint. The resulting region is divided into smaller 4×4 regions. Thanks
to that, the spatial information is retained. For each of the subregions, features
for exemplary points, distributed regularly in the vertices of a 5 × 5 grid, are
computed. With the use of Haar wavelet, the dx and dy values are computed.
These values are then summed after each of the subregions, and the first set of
local features (vector) is generated. The computed values, along with absolute
values, create a four-dimension descriptor.
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7 Preliminary Assumptions

The comprehensive system for digital image recognition is composed of the fol-
lowing elements:

– low-level processing, which includes image acquisition, initial processing,
image quality enhancement (e.g. elimination of noise and other undesirable
distortions, increased contrast, filtering etc.),

– medium-level processing, which concerns image segmentation, as well as
extraction and description of the local features of objects, (e.g. edge and
contour detection, extraction of closed-off regions etc.),

– high-level processing, which involves classification, recognition of objects in
digital images and interpretation of the analyzed scene.

The final effects obtained in the last stage depend on the proper recording and
preparation of the obtained digital image in preliminary stages. The described
works are focused on the effect of the selected filters on the increase in the
number of local features present on selected objects in the form of electrical
insulators in the analyzed digital images. The applied filters were implemented
in National Instruments LabView and MathWorks Matlab environments. The
order of individual measures is presented in Fig. 4.

The main objective of the measures taken was to analyze the possibility
of enhancing selected elements that match a given pattern (insulator) in an
image. Additional objectives include: reduction of noise and distortions in digital

Fig. 4. Stages and course of the study process.
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images to the minimum, increase of image quality (sharpening, increased con-
trast, improvement of low technical quality), and removal of specified image flaws
(e.g. blurred objects observed in images recorded by flying and ground vehicles in
motion). The set of data on which the study was based was comprised of images
obtained with the use of different tools and acquisition methods. The images
depicted scenes recorded from a UAV (Unmanned Aerial Vehicle), a helicopter,
and as a result of personal inspection by foot. The devices used were Canon
5D Mark II and GoPro Hero 4. The set of data includes scenes with real and
working insulators (Fig. 5).

Fig. 5. Selected digital images depicting insulators on existing power lines.

For the purpose of analysis, when detecting an insulator with the use of
SURF algorithm, digital images of a porcelain long rod insulator (type LP) were
additionally recorded under laboratory conditions. Figure 1 illustrates a scene
which was used in further study, and the results of detecting local features with
the use of SURF for a non-filtered input image.

Figure 6 illustrates matching of defined local features from the insulator pat-
tern and the local features detected in the image of the laboratory scene.

Fig. 6. Matching of local features between the pattern of an insulator and laboratory
scene (scene nr 11): ◦ local feature on the insulator, + local feature outside the insulator.
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8 Results of the Analysis

The main criterion in evaluating the effect of different types of filtering on SURF
algorithm for the detection and description of local features was the designation
of the number of local features detected on the insulator (Fig. 6 ◦) and in the
regions of the digital photo outside the insulator (Fig. 6 +). As part of the study,
the percentage of the local features that the algorithm detected in the regions
containing the insulator was compared with the percentages for the scenes from
before filtering, and for different kinds of filtering and different filtering param-
eters. As a result of the study, we obtained charts of the dependency of the
percentage of local features detected on the insulator depending on filtration
types and the parameters for different selected scenes (scenes nr 1–10 - photos of
insulators on existing power lines, scene nr 11 - photos of an insulator taken in
the laboratory). Figure 7 shows the results of the conducted study for the images
from the data set used during the analysis.

Fig. 7. List of results of the conducted study.

The chart illustrates the effect of filtration on the percentage of the local
features detected on the insulator depending on the type of filter and its param-
eters. Blue color represents the percentage of the local features detected on the
insulator without filtration. Green color represents the cases (filter type and
parameters) where the percentage of the local features detected on the insula-
tor was increased, and red represents a decrease in the percentage of the local
features detected on the insulator.

As can be seen, the applied filters had a noticeable (positive or negative)
influence on the number of the detected local features and on their distribution
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over the surface of the scene (percentage on the insulator). In some cases the
percentage of the local features on the insulator was higher by up to 37.19%.

Below are the conclusions derived from the conducted analyses for selected
filters and their settings.

Fig. 8. Dependency between the percentage of the local features detected on the insula-
tor and the parameter setting of a low-frequency tolerance filter with a 7 × 7 convolution
matrix.

Figure 8 illustrates the change in the percentage of the local features detected
on the insulator after applying a lowpass filter with a 7 × 7 convolution matrix.
For all the applied sizes of the convolution matrix (3 × 3, 4 × 4, 5 × 5, 6 × 6,
7 × 7), the lowpass filter in most of the scenes and types of insulators caused an
increase in the percentage of the local features detected on the studied object,
especially in the case of a low tolerance value (0, 10, 20). A directly proportional
dependency was found between the convolution matrix and an increase in the
percentage of the local features detected on the insulator (the larger the matrix,
the more local features were detected). Additionally, it was noted that in all of
the studied cases (various sizes of the convolution kernels and tolerance values)
the lowpass filter did not cause a significant decrease in the percentage of the
local features detected.

As can be seen in Fig. 9 the application of the Nth Order Filter had a signif-
icant influence on the percentage of the local features detected on the insulator.
For some scenes, a change in the order parameter resulted in an increase of the
number of the detected local features, and for others that number decreased. In
the laboratory scene (no. 11) the negative influence of filtering with the filter
order values lower than the median, and a positive influence with the values set
to higher than the median, is particularly noticed. Similar results were obtained
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Fig. 9. Dependency between the percentage of the local features detected on the insu-
lator and the order settings of the Nth Order Filter with the convolution matrix of
3 × 3.

when applying min and max filters and the examples of these results are pre-
sented in Figs. 10 and 11.

As for the maximal (dilation) filter, the shape of the convolution matrix had
a significant effect on the number of the local features detected on the insu-
lator. An increased percentage of the local features detected on the insulator
was observed with the following kernel shapes: Dilate Dimond Radious, Dilate

Fig. 10. Dependency between the percentage of the local features detected on the
insulator and the radius of the convolution matrix of the dilation (maximal) filter.
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Fig. 11. Dependency between the percentage of the local features detected on the
insulator and the radius of the convolution matrix of the erosion (minimal) filter.

Disk Radious, Dilate Pair Radious, Dilate Peridicline Radious, Dilate Octagon
Radious, Dilate Line Radious - the highest percentage in the laboratory scene
and a smaller (but noticeable) one in the remaining scenes. For the vast majority
of the analyzed scenes and different configurations of input parameters, improve-
ment was observed when applying a filter with the peridicline convolution matrix
(improvement in 31 out of 33 cases). The most significant positive effect (increase
by 18.31%) was observed after applying a filter with an octagon convolution ker-
nel, but the improvement occurred in 27 cases out of 33.

The minimal (erosion) filter had mostly a negative effect on the results of the
study (decrease in the number of the local features detected on the insulator).
However, an increased percentage of the local features detected on the insulator
was also observed, when applying the following convolution kernel shapes: Dilate
Peridicline Radious, Dilate Octagon Radious.

The next stage of the study involved an analysis of the effect of the following
edge filters: Differentiation filter, Sobel filter, Sigma filter, Prewitt filter, Roberts
filter, Gradient filter. Figure 12 illustrates the effect of applying the Sigma filter.
Although edge filters increased the percentage of the local features detected
on the insulator significantly (green color), they also significantly decreased the
overall number of the local features found in the analyzed scene (in one extreme
case the number of local features decreased from 2156 in the non-filtered image
to 11 local features after applying sigma filtering). As shown in the further stage
of the study, such reduction of the amount of local features was insufficient for
the detection of the insulator after applying SURF algorithm.

The next criterion of filtering evaluation was an analysis of the matching
of local features from the reference image to the local features detected in the
output image. The study involved the measurement of the number of the local
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Fig. 12. Dependency between the percentage of the local features detected on the
insulator and the threshold parameter of the Sigma filter.

features matched on the insulator before and after geometric transformation, and
the duration of detection, description and matching of local features. Moreover,
the study also allowed for the way in which the algorithm delineated the ROI.
The obtained results were divided into three groups, the examples of which are
presented in Fig. 13. The study was carried out only for the laboratory scene
(scene 11).

Fig. 13. Various examples of ROI delineation.

Figure 15 illustrates a chart of the dependency between the duration of algo-
rithm implementation (including: duration of local feature detection, duration
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of descriptor computation and duration of local feature matching between the
reference and the analyzed scene) and the number of the matched local features.

In Fig. 15 the green color (rhombus) represents the cases in which the ROI
comprises the whole shape of the insulator and distinctly identifies the detected
object. Red color (circle) denotes the cases in which the algorithm was unable
to determine the ROI at all. Blue color (square) indicates ambiguous cases in
which the algorithm did mark the ROI located on the analyzed insulator, but
the ROI only comprised a fragment of the searched object, or - in extreme cases
- the ROI was determined only as a line located on the searched object. Selected
examples of such cases are presented in Fig. 14.

Fig. 14. Selected examples of imprecise ROI delineation.

The minimum duration of accurate ROI marking was 2.5 s. Although shorter
durations of algorithm implementation were noted for a smaller number of the
local features than the above-mentioned (20), in these cases ROI was not prop-
erly marked. Thirty-five local features were identified in the non-filtered image.
After filtering, in some cases increased numbers of local features were observed.
However, based on the obtained results, it is unclear whether a change in the
number of local features affects the accuracy of ROI marking. It was only
observed that with a small number of local features (20 descriptors in the ana-
lyzed case) the ROI could not be marked properly.

As for edge-detecting filters (in all cases) there was a significant decrease in
the number of local features, but in these cases the ROI could not be properly
marked. The best results were obtained for the minimal filter. For different fil-
tering parameters (shape and size of the kernel) the algorithm was able to mark
the ROI properly (18 cases out of 25–72%). The results for the maximal filter
were significantly worse (6 out of 25 cases - 24%). The results of the analysis
of ROI marking accuracy in a selected scene in the case of low-frequency and
Nth Order filters did not allow us to determine their effect on the success of the
studied algorithm for the detection and description of local features.
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Fig. 15. Dependency between the duration of the algorithm operation and the number
of the matched local features.

The above-mentioned results should be treated as strictly indicative, as they
require further verification with a significantly greater number of test images.

9 Summary and Conclusions

For the studied scenes, in the case of applying a lowpass filter, in the majority
of the analyzed cases the results involved an increased number of local features
detected on the insulator. The application of Nth order filters, minimal and
maximal, yielded similar results and in some cases the numbers of local fea-
tures were increased, and in others - decreased. In the case of the laboratory
scene, the best results were obtained for a dilation filter (kernel shapes: Dilate
Dimond Radious, Dilate Disk Radious, Dilate Pair Radious, Dilate Peridicline
Radious, Dilate Octagon Radious, Dilate Line Radious), and for the Nth order
filter (order values higher than the median). Edge filters significantly increased
the percentage of the local features detected on the insulator, but at the same
time they significantly decreased the overall number of the local features found
in the analyzed scene, which did not allow the detection of the insulator with
the use of SURF.

During the study of the accuracy of ROI marking, carried out for different
filters in the laboratory scene, the best results were obtained for the minimal
filter. When applying different filtration parameters that affect the number of
local features, the algorithm most often marked the ROI properly.
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The preliminary analyses presented in this article were carried out based on
a relatively small set of data, and a more comprehensive interpretation of the
presented mode of action requires a much complex set of data (different types
of insulators, various scenes, differentiated equipment and lighting).

The filters applied in the presented analysis were widely available in National
Instruments LabVIEW and MathWorks Matlab. A more extensive analysis
should involve an expanded set of spatial filters and frequency filters. Further
studies are to implement the whole study process in one programming envi-
ronment, which will facilitate the process of experimentation and allow for the
analysis of the durations of all computation stages.
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Abstract. The article describes the possibilities of motion tracking and
electroencephalography as the methods through creating a new type of
powered exoskeleton control system. Modern motion tracking methods
for three-dimensional space were presented with their advantages and
disadvantages. Brain-computer interface was introduced as a possible
control system for the robotic exoskeleton. Combined data model was
proposed as the hypothetical solution based on electroencephalographic
signals for the steering method.
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1 Introduction

Motion tracking is a process of acquisition the movement data measurements for
each three axes in three-dimensional Euclidean space, in the function of time. In
the last few years motion tracking methods have reached a considerable develop-
ment. Those methods have a multiple professional applications, beginning with
game industry, going through surface measurements, navigation systems, mili-
tary, sports motion analysis, object selection or manipulation and ending with
medical area, especially in surgery applications [1].

Brain-computer interface (BCI) is the way of communication between brain
and computer. It collects the data of neural activity, which is generated by
brain and transfer it to the computer for further transformations. Normal output
pathways of muscles and peripheral nerves are excluded from the signal [2].

Powered exoskeleton is the artificial mechanical skeleton on the outside of
the body, in which kinematics are commonly implemented with servomecha-
nisms controlled by the central driver. Exoskeletons are often used by physically
handicapped disabled people to restore and regain the physical movements. They
are also used in military to increase the strength of soldiers [3].

The concept assume parsing the acquired motion tracking data and the neural
activity data from EEG to create the control system for the powered exoskeleton.
c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 141–149, 2018.
https://doi.org/10.1007/978-3-319-75025-5_13
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This method can also be used for a many more applications, such as steering
humanoid robots with wireless interfaces, steering robotic arm, etc.

2 Motion Tracking Methods

Nowadays, there are a plenty of motion tracking solutions. The oldest methods,
based on electro-mechanical systems, were innovated for the game industry. The
most popular solution was the joystick, which processed the movement into sim-
ple two-dimensional direction data and usually has some buttons to increase the
possibilities. Another popular solutions were pads and old generation of com-
puter mouse devices. The amazing technological complex solution based on that
system type is the da Vinci Surgical System. It is a real-time surgical medical
robotic system, where doctor operate by triggers and grippers on the user con-
sole, the view is shown on the screen, the movement is repeated by the robotic
arms on the patient. In the case of the exoskeleton, it can have by oneself inte-
grated electro-mechanical parts for movement and angles measuring.

Motion tracking based on microelectromechanical systems (MEMS) is the
next method. Accelerometer, gyroscope and magnetometer are the sensors which
can be used to track the movement. Accelerometer measures the current accel-
eration, gyroscope - the rotation velocity and the magnetometer - the magnetic
field in the surround of device. All of those sensors operate on three-dimensional
coordinate system. Because of that the acceleration is the second derivative of
a way with respect to time, the movement can be estimated within physical
equations. On the accelerometer sensor indications, the force due to gravity
has a strong influence to an acceleration values. Therefore, the gravitational
acceleration values must be eliminated from the signal to get the proprietary
acceleration of the device. Furthermore, the zero-g offset has an impact on this
signal. It is a typical noise source of the sensor, which results from device pro-
duction imperfection. Noise filtering process, based only on the accelerometer
data is heavy to accomplish and not always gives efficient results, thus this data
is combined with the data from gyroscope and magnetometer signals and this
solutions is termed “sensor fusion” method. Gyroscope sensor have one funda-
mental flaw, which is the drift and means that the angle values are deviating in
a longer time interval. The magnetometer signal is helpful to get the constant
waypoint of direction, because this sensor lead the position of Earth’s magnetic
field. Nevertheless, the other external magnetic fields biases depending on the
magnetometer can disrupt the motion measurements [4]. The most interesting
innovation in that type of technology was made by Xsens Technologies B.V.
as the product named Xsens MVN, which is the wearable suit with embedded
motion sensors. Movement output data is processed with the sensor fusion algo-
rithms into 3D kinematic model using biomechanical model [5]. This solution
is commonly used in the cinematography as a motion capture method for the
animated movie characters [6].

Another motion tracking method is based on the point cloud technology.
The main principle of this technology depends on building three-dimensional
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Fig. 1. Motion measurements with XSens MVN [7]

objects from the real world acquired by the external devices, such as cameras,
3D scanners, tomographs or even radars (Fig. 1).

Point cloud methods based on camera devices are performed most often
with two popular methods. First is implemented among others within Microsoft
Kinect. The functional principle of this method consists of emitting the grid
of markers as infrared light points within the IR projector and receiving this
projection with IR camera. The application of infrared light allows to hide the
visibility of projected points, because the frequency of those light is invisible
for human eye. The depth of the objects in scene is estimated with an internal
triangulation process of projected scene with infrared lights and objects, where
lights are shifted. With an image correlation process a disparity map is calcu-
lated. The distances to the sensor are retrieved from the corresponding disparity
pixels [8]. Kinect have second RGB camera, but it is used for other features,
such as webcam, textures mapping, face recognition, etc. This technology have
some limitations, like the infrared light interference on direct sunlight exposure,
objects recognition reduced to the distance between approximately 0,5 m to 3
m [9]. Device construction is shown in Fig. 2. Second motion tracking method
based on point cloud is implemented with Leap Motion controller. This device
was innovated to simplify the usage of three-dimensional user interfaces by a
hands gestures recognition. It has built-in two cameras and three infrared LEDs,
which track light in wide angle lenses for a large interaction space, where the
shapes are taken of an inverted pyramid, which represents the intersection of the
binocular cameras fields of view. The image data is streamed to the computer
via USB and is retrieved by image processing software to reconstruct a 3D rep-
resentation of device view, without generating a depth map. Due to limitation
of LED light propagation through space, maximum distance for this method
equals 80 cm [10]. Point cloud methods based on image processing require effi-
cient computers, because the appropriate algorithms performs high amount of
calculations.
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Fig. 2. Microsoft Kinect construction [11]

In the case of movement data capturing, the most accurate results and high
computing efficiency gives the radar technology. The method is based on electro-
magnetic waves emitting in a broad beam. Waves are scattered by real objects
and some energy portions are reflected back towards the radar antenna. Object
characteristics and dynamics are computated from signal parameters, such as
energy quantity, frequency and time delay. On the grounds of gained signal it is
possible to build three-dimensional dynamic object with full movement charac-
teristics. This solution is used in the project Soli provided by Google company
[12]. The affirmation of this technology importance is that, it has been used in
all Tesla cars as a supplementary sensor to increase the performance of stan-
dard camera image processing system based on point cloud, essentially when the
weather is foggy, dusty, rainy and snowy, therefore when RGB camera have a lot
of noise in signal. The main weakness of that technology is that some materials
are transparent for radars [13].

3 Electroencephalography

Electroencephalography (EEG) is a method of reading, recording and analyzing
electrical potentials generated by the central nervous system (CNS) within the
electroencephalogram device, which are in the weak order of 5–100 µV. It is
the most popular method of brain-computer interface (BCI) systems. Signal
acquisition is performed by the electrodes placed on the human scalp within the
conductive paste to decrease a contact impedance, therefore it is noninvasive
communication channel. Difference between the potential of the signal electrode
and the reference electrode is an output value. The determined frequency bands
corresponding with a specific brain rhythms are examined. Those bands are:

– delta (0.5–4 Hz), human is in a deep dream,
– theta (4–7 Hz), drowsiness, early slow-wave sleep,
– alpha (8–13 Hz), relaxed wakefulness,
– beta (13–30 Hz), more prominent mental activity,
– gamma (40–100 Hz), human in movement.

After acquiring signals generated by cortical activity, brain-computer interface
perform some preprocessing due to high levels of signals noise and interference.
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In the next step, features which corresponds to specific EEG components are
estimated and classified. For an effective communication user should partici-
pate in a couple of training sessions [14]. Extracted and classified features can
represent accurate reflection of human mental activity, including motor control
activity. The sample of this device type is presented in Fig. 3.

Fig. 3. Emotiv EPOC+ headset [15]

4 Electromyography

Electromyography (EMG) is a method of acquiring, recording and analyzing bio-
electrical signals, defined as myoelectric signals, generated by muscles and read
within the EMG sensor and electrodes. Those signals reflects the neural-muscles
activity and its respond to the behavior tasks, functional movement, work, train-
ing or therapy, therefore it is a complex muscle functionality examination. The
most popular electrode types are superficial and needle electrodes, where only
the first one belong to noninvasive method. The realization of exploration with
this method is to put two electrodes on a particular muscle with 1–2 cm distance
between them. Those electrodes are used for a signal sensing. Besides, one refer-
ence electrode (termed also ground electrode) must be also set, on an electrically

Fig. 4. Robotic arm control via EMG signal [17]
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neutral tissue. It is used for a quality and signal adequateness evaluation. In the
next step, raw signal is processed in order to filter the disruptions, which can be
inherent noise in the electronics components, ambient noise of electromagnetic
radiation, motion artifacts from the interference between detection surface and
the skin, inherent instability of the signal and EKG artifacts. Electromyography
is directly used to estimate the force generated by the muscle, to determine the
activation of the muscle and to analyze the muscle index of the rate. This tech-
nique applies in medical experiments, rehabilitation, ergonomics, sports science
[16]. EMG-based control of a robot arm is shown in Fig. 4.

5 Data Fusion Model

In order to create a powered exoskeleton using brain-computer interface as a
steering method it is important to combine the data from motion tracking meth-
ods and the data from BCI. Data fusion is the process of combining multiple
data sources into one, consistent and accurate integrated data source.

Motion tracking methods can generate movement data distances with respect
to time, regardless of used technique. The best choice to create the powered
exoskeleton control system will be to use the XSens MVN solution, because it
can map the movements directly into three-dimensional data set and is highly
resistant for a noise sources. Owing to the fact that this solution is expensive,
using the Microsoft Kinect for a testing platform is also good enough, because
it can map a whole body, but with lesser accuracy.

Within the electroencephalography method the signal shows changes in men-
tal activity as an electrical potentials and is recorded with respect to time. Due
to this method it is possible to extract the motor control activity data from a
whole signal. With regard to the signal noise and sometimes user frustration in
EEG experiments, which can change his mental state, the correct signal process-
ing can be improved with an additional electromyography analysis in the same
time as a verification method [14].

Data model based on combining data sets from motion tracking measure-
ments and electroencephalography method correlated in a function of time can
be a groundwork for knowledge how human brain reacts on exact, direct body
movements performed in a three-dimensional space.

6 Powered Exoskeleton Control System

Nowadays, there are several methods for control the powered exoskeleton. The
most popular are the force and torque verification at real time, techniques based
only on the force sensors and methods performed within the electromyography
signals processing [15]. Example of this type of device is presented in Fig. 5. Pow-
ered exoskeletons controlled by brain-computer interfaces were also innovated.
These interfaces belong to a group termed brain-machine interfaces (BMI), tech-
nical solutions which translates neuronal activity information into commands
capable of controlling external devices or software. One of the current methods
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concentrate on exact things, what can be recognized with EEG signal analysis
after some trainings. Solution based on that method was showed with spectac-
ular public appearance on the World Cup football competition when the first
ball of the tournament was kicked by a paralyzed person wear in robotic suit
[18]. Another method is about observing five LEDs, which flickers at a different
frequency. When the person focusses attention to one specific diode, reliant fre-
quency band is reflected within the EEG readout, therefore exact signal is used
to control the powered exoskeleton [19].

Fig. 5. Phoenix robotic exoskeleton [20]

Because of the fact that BMI solutions described above are not intuitive
methods, developing a new method based on natural user thoughts is worth
considering. A good hypothetical choice seems to be the possibility of using the
motion tracking and EEG data fusion model. Process, where the brain activity
signal was recorded while the movements with measurements where done, can
be inverted. In that case, the mental activity which was before recorded, can be
a basis for a similar or this same activity recognized once again to perform the
control of the exoskeleton robotic limbs, where original movements are mapped
into exoskeleton movements.

7 Summary and Conclusions

Powered exoskeleton based on described concept can be a great solution for
handicapped people to enhance and restore functional ability and quality of life
within rehabilitation trainings and sessions. It can be applied to substitute the
amputated limbs or even can be used when spinal cord was injured. Modern
solutions are not giving satisfying results because of complicated control meth-
ods. System based on the mental potentials can comprise this remedy as the
natural user interface control method.
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Contemporary development of motion tracking methods allows to get the
correct movement measurements for the data model. By a contrast, an elec-
troencephalography signal is strongly disturbed by a noise. In any case, signal
related to the motion must be dissected from whole signal band. The first task as
well as the second is very difficult to accomplish. Many artifacts removal methods
from EEG signal was developed and can be used to improve the signal process-
ing. Moreover, for the recording brain activity when human is in movement the
EMG method can be applied as a verification solution. In the case of thinking
about real control system for the powered exoskeleton, all impediments must be
removed. In a test environment, steering can be applied with 3D visualization
on the computer.

Important issue is to verify the correctness of this solution on greater sta-
tistical assay. Other essential thing is to improve the possibilities of exoskeleton
by adding the feedback as the response for a collisions. A sound, vibration or
information on the screen can be used as the returnable response signal.
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Abstract. In this chapter a project of a system to communicate disabled
people with environment using Brain-Computer Interfaces was described.
The user interface was developed basing on a pictogram writing system.
In the test phase EPOC+ Neuroheadset by Emotiv was used. The sys-
tem was adapted for a young disabled girl with Dandy-Walker syndrome
(DWS). The girl uses this type of communication with her family under
the care of a speech therapist on a daily basis.
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1 Introduction

The human brain is considered to be the most complicated computer in the
world. So far no one has successfully managed to simulate the entire brain
work. Thanks to development of medicine and information technology electroen-
cephalography examination (EEG) was used to build Brain-Computer Interfaces
(BCI) technology. BCI devices are mainly dedicated for disabled people e.g. to
control electrical wheelchairs, neuroprostheses, exoskeletons, speech prostheses,
intelligent home systems or any computer applications [5]. In this chapter a con-
cept of using BCI to handle a dedicated communicator for disabled people based
on a pictogram writing system was described.

2 Brain-Computer Interfaces

Every year Brain-Computer Technology is applied for new tasks. Depending on
the user’s needs, BCI can be used in different areas of life. Brain-Computer
Interfaces are successors of nowadays mainly used mechanical interfaces such as:
a computer mouse, a keyboard or a joystick - controlled by human muscles. BCI
let people communicate with external devices. This correlation allows wireless
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communication (without using muscles) [5]. BCI technology combines many sci-
entific disciplines, such as: biomedical engineering, IT, medicine, electronic and
signal analysis, automatic control and robotics [4,10]. The main idea of using
BCI is to help disabled people handle a computer, a wheelchair or neuroprosthe-
ses. BCI devices can be also applied in entertainment - neurogaming [11]. With
the Emotiv device people are able to compose music using only one instrument -
their mind. Mindtunes is a project that was developed through the collaboration
of Smirnoff, Dj Fresh and a neurotechnology expert - Julien Castet. Thanks to
the possibility of detecting emotional states of users and electrical neuroimaging,
BCI was implemented in a marketing research - neuromarketing [7]. Addition-
ally, marketers are able to integrate EEG signals with eye tracking data. The
results are more satisfying than in a standard marketing research [6]. For a daily
use BCI devices can be paired with smartphones e.g. to monitor biological func-
tions when working out or when sleeping. There are two leading BCI companies
which develop this kind of devices: Emotiv Inc. and Neurosky.

3 Emotiv EPOC+ Neuroheadset

The device made by Emotiv Inc. is the most recognized commercial device.
EPOC+ Neuroheadset (shown in Fig. 1) is a 14 channel wireless EEG. The device
uses sensors to identify electrical signals generated by human brain in order to
detect user’s thoughts, feelings and facial expression. All this just by wireless
connection with a computer. This device has also a build-in gyroscope [1–3].

Fig. 1. Emotiv EPOC+ Neuroheadset device.

The software shipped by Emotiv Inc. allows extraction of a raw EEG sig-
nal, but the most popular tool among users of EPOC+ Neuroheadset is EPOC
Control Panel. In this software the user can communicate nonverbally with a
computer by EPOC+ Neuroheadset. The user can assign some action or a key
press to specific types of a facial expression. Working with this software is much
easier due to the animated avatar - Emobot (Fig. 2) which imitates the user’s
facial expression.
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Fig. 2. Emobot avatar in EPOC control panel.

4 Concept of Brain-Computer Interfaces

The aim of Brain-Computer Technology is EEG examination - a non-invasive
diagnostic method which records electrical activity of the brain [9]. Electrodes are
placed along the scalp. This examination measures voltage of potential changes
in particular parts of the brain. An example of the electroencephalogy record is
shown in Fig. 3.

Fig. 3. The sample of human EEG with in resting state.

Human body movements or facial expressions affect the EEG record. Eyeball
moves or limb moves cause artifacts directly on the EEG signal. The method of
event-related potentials (ERP) returns brain response of a specific event. Figure 4
presents a signal reaction when the examined person clenched teeth three times
- the signal amplitude grows.

The order of BCI stages is shown in Fig. 5. First, the procedure begins with
signal acquisition when the device is connected to a computer. The process-
ing signal consists of identifying features of the signal and then classifying the
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Fig. 4. The sample of human EEG with clenched teeth artifact - recorded in Emotiv
Xavier TestBench.

selected features. With these measures the control signal is gained and then
translated into commands. The received results determine the user’s reaction
which causes a feedback loop.

Fig. 5. The BCI system.

5 Picture Script

Picture script is used in a daily life. It is completely natural for their users
because they have been accustomed to it since their childhood. Pictogram
Ideogram Communication (PIC) is the simplest and most efficient method of
communication with speech impaired persons or persons having difficulty to
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communicate with their family or friends. Pictogram symbols are monochro-
matic 10× 10 cm pictures (Fig. 6). Every pictogram is signed on the top which
helps understand the symbol by a person who does not know them and let per-
sons who use pictograms remember letter writing. The set of pictograms consist
of over 1000 signs divided into several categories. The imaging system is still
developing and is being supplemented with new symbols adapted to specific
regions or cultures of users [8].

Fig. 6. Pictograms communication symbols.

Every pictogram represents a word or a term describing: an object, a person
or an activity. The use of pictograms is very different - they can be applied as
communication signs, activity plans, boards, daily plans, shopping lists, e-mails
or even traditional letters. In everyday life picture script surrounds us in public
zones as road signs, smartphone icons or symbols in public places. The alternative
systems to verbal speech can perform two functions. Firstly, of course, making
contact with other persons, conducting a conversation or expressing an opinion.
Secondly, exploring the world. Thanks to communication systems humans can
explore the environment and establish relationships with it.

6 System Concept

The aim of the research was to create a communication system for disabled
people. The priority was to design minimalistic user interface based on a pic-
togram system. The application is specifically designed for a physically disabled
person that is speech impaired. The speech therapist working with the disabled
person uses pictogram boards for therapy. In practice, the person points the fin-
ger at the symbol. People who are not able to move an arm use a special sign
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to select a pictogram symbol - e.g. nod of the head or facial expression. The
application functionality, interface design and controlling were consulted with
a speech therapist who uses pictograms in her daily work. Particular symbols
and categories implemented in this system are based on everyday needs of a dis-
abled teenage girl with Dandy-Walker syndrome. This system requires the use
of brain-computer interface EPOC+ Neuroheadset by Emotiv Inc. The device

Fig. 7. BCI semantic network.

Fig. 8. Category panel: family.
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placed on a head imitates a mouse cursor due to an embedded gyroscope. The
facial expression (in this particular case clenching teeth) causes the left button
click (Fig. 7).

The application is created in a Java programming language. The interface
consists of over 30 categories which contain 4 or 5 symbols - e.g. in the doctor’s
office, weather, food or family (Fig. 8) [12]. This minimalistic form eliminates the
loss of the user’s focus and it also affects the low level of application difficulty.

7 Test Phase

The presented system complements a verbal communication. Depending on the
type of disability, the user is able to operate the application by a touch screen, a
keyboard, a computer mouse or a BCI device. In this particular case the author
is using EPOC+ Neuroheadset device paired with a software developed by the
Emotiv Inc. The first step was to activate gyroscope and set clench teeth as the
left mouse button. Based on the mentioned earlier family category, the therapist
can ask simple questions - e.g.: Who is waiting for you?, Do you have a sibling?,
Who helps you get dressed today? and many others. To answer a question the
user is moving her head which causes mouse cursor moves. When this one is
placed on a selected symbol, the user has to confirm it by clenching her teeth.
This kind of a nonverbal communication brings much more comfort into the
disabled person’s life.

8 Discussion

The system fully serves its purpose. The user interface is clear and user-friendly.
It contains only the necessary functionalities. The people for whom it is dedicated
require maximum reduction of all unnecessary functions or keys due to their lim-
ited needs. The permanent position of symbols allows the user to remember the
arrangement relative to tabs or categories, which affects faster and more effective
communication. Using Brain-Computer Interface in order to control the applica-
tion (communicator) extends the scope of its use relative to different disabilities.
It helps physically disabled persons and persons with speech impediment. It can
also diversify a therapy in mental disability. The system can be a combination
of all these features. This type of solution is the most efficient method of com-
munication at this moment. It gives disabled people the possibility to become
partially independent in their daily life. Brain-Computer Interfaces have huge
potential, they are innovative and definitely they will expand on the market. It
is also a great issue for further research.
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Abstract. The following article sets out four acquisition methods of
data obtained on the basis of brain signals: EEG, NIRS, fMRI as well as
PET. Moreover, it provides the readout analysis of the signals occurring
within the human brain and a possible manner of archiving and pro-
cessing them. For an illustrative readout of the signals, a multi-channel
encephalograph was applied. With the use of Emotiv Xavier TestBench
application, time-varying EEG signals from individual electrodes were
recorded in the .edf format which were subsequently subjected to Tool-
box EEGLab for Matlab.

Keywords: EEG · NIRS · edf · Data analysis

1 Introduction

Currently, a dynamic increase in the demand of modern acquisition methods
can be noted. It implicates development in the area of the biomedical engineer-
ing, which empowers the medical world with a growing number of equipment
possibilities every year. Though, sole data collection is not the only possibility
afforded by modern technology. The market of medical solutions offers more and
more applications suitable for archiving and biomedical data analysis. In this
view, the human brain seems to be the area of a particular interest, which pro-
vides basis of archiving huge collections of specific signals/images [1]. To carry
out a quick and impressive patient’s diagnosis, doctors more often exploit sys-
tems supporting their decisions in this sphere. Expanding data files gathered in
data bases and warehouses require newer and challenging algorithms of explo-
ration and inventing some behaviour benchmarks for the purpose of repetitive
dependencies identification.
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2 Data Acquisition Methods

Clinical encephalography lays among the available acquisition methods of human
brain data. It was introduced by Hans Berger, a German psychiatrist, in the 1930s.
It belongs to the non-invasive methods involving both detection and registering
electric brain functions with the use of electrodes distributed on the head sur-
face and recording changes of electric potential on the skin surface originating
from the activity of cerebral cortex neurons which are appropriately intensified
prior to their recording-encephalography. The EEG records (Fig. 1) the following
waves: Alpha, Beta, Theta, Delta, Gamma, Mu. The waves investigated during
the tests are mainly beta ones with frequencies ranging from 13 to about 30 Hz
and amplitude under 30µV. They depict the cerebral cortex engagement into cog-
nitive functions (hearing, sight, taste and touch). Small amplitude beta rhythms
occur during attention concentration [2]. Additionally, they may be induced by
various pathologies as well as chemicals such as benzodiazepines.

Fig. 1. An example of EEG signal recording in a function of time, horizontal axis time
[ms], vertical axis amplitude [mV].

Near Infrared Spectroscopy (NIRS) serves as another technique of brain func-
tioning visualization that involves laser rays to pass through a skull. Such lasers
are very weak, thus they operate with a frequency of a light wave approaching
an infrared value ranging from about 700 nm to 2500 nm, in the scope of which
the scull becomes transparent. Blood containing oxygen absorbs light waves fre-
quencies different from blood values, where oxygen has already been taken up.
Therefore, observing the amount of light with various frequencies, it is possi-
ble for the scientists to monitor the blood flow. In case of activities mapping,
such a concept is known as an optic tomography of Diffused Optical Technique
(DOT). As far as registering of light dispersion is concerned due to the fluc-
tuations generated during neurons stimulation, it is the Event-Related Optical
Signal (EROS). It constitutes a brain scanning technique that applies infrared
light through optical fibres for the evaluation of the optical features fluctuations
within the active cerebral cortex areas. While such techniques as diffused optical
imaging and NIRS measure the optical absorption of haemoglobin, thus basing
on the blood flow, EROS makes use of the dispersion attributes of the neu-
rons themselves, at the same time ensuring a significantly more direct measures
of cellular activity. EROS can indicate brain activity in millimetres and mil-
liseconds. Currently, lack of activity detection possibility for the depth beyond
few centimetres displays its substantial limitation since it constraints a quick
image processing within the cerebral cortex. Functional Magnetic Resonance
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Imaging (fMRI) - constitutes the third specialized imaging mode with the use
of magnetic resonance method which enables to measure the increase of blood
flow as well as oxygenation of an active brain area. This method utilizes the
fact that together with the nervous cells activity their oxygen demand rockets
and carbon dioxide production is intensified. The increase in the activity of a
specific area is measured with a Blood-Oxygenation-Level-Dependent response
(BOLD) which defines the dependency of magnetic resonance signal intensity
on the blood oxygenation leverage. The fMRI (Fig. 2) concept stems from the
exploitation of MRI test, extending it to an observation based properties on the
oxygenated and not oxygenated blood values. A subject undergoing the test is
placed into a strong parallel-lines magnetic field. The coils built into the scanner
transmit short electromagnetic impulses with a specified frequency towards the
tested subject inducing the protons’ spins inside the nuclei of hydrogen atoms
which are mandatory components of water particles present in living organisms.
In case of a static magnetic field with a value of 1,5 Tesla, the frequency is
about 64 MHz. Due to the impulse operation, nuclei atoms are magnetized and
become the electromagnetic field source themselves. After the impulse operation
ceases, the electromagnetic radiation, generated by the spins returning to their
de-energised state, is recorded by the coils functioning as receivers. Coming to
the initial position, the protons’ electromagnetic emission is decreasing with time
with a frequency similar to the electromagnetic impulse sent towards them. The
speed of wave disappearance relies on the characteristic properties of magnetic
atoms inside individual tissues. Recording these waves, with the use of the so-
called static magnetic field gradients, enables to recreate the image of the tested
object interiors with a computer.

Fig. 2. fMRI test result depicting brain activities mapping [3], Anterior Cingulate
Cortex (ACC), Left Inferior Frontal Gyrus (IFG).
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Positron emission tomography (PET) is an imaging technique where instead
of an outer X-ray or radioactive radiation source, as in computer tomography, the
radiation generated during positrons annihilation is recorded (Fig. 3). A radioac-
tive substance, undergoing beta plus decomposition, administered to a patient
serves as the positrons’ source. That substance contains radioactive isotopes of
low half-life values allowing most of the radiation to occur during the test what
in turn causes limitation of tissue damage due to radiation. It is also associated
with a need to mobilise a cyclotron nearby that significantly increases costs.
Nowadays, practically all the available positron emission tomography scanners
are hybrid-type: PET-CT, PET/CT - a connection of PET with a multislice com-
puter tomography, PET-MRI, PET/MRI - a connection of PET with magnetic
resonance. Generated in the course of a radioactive decay and after passing a
few millimetres way, the positrons collide with the electrons present in the body
tissues, undergoing annihilation. As a result of this pair of electron–positron
annihilation, two pieces of electromagnetic radiation quanta arise (photons) of
511 keV energy value each, moving in the opposite directions (at an angle of
180◦). These photons are simultaneously recorded by two of many detectors set
at various angles to a patient’s body (most often in a ring form) which allows to
determine the exact place of forming the positrons. The data, digitally registered
onto a computer disk, enables to create the sectional images of a patient’s body
which are analogical to the images obtained with a magnetic resonance imaging
method (3D image of a tested element is obtained).

Fig. 3. Overall PET implementation pattern.
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3 EEG Signal Artefacts and Data Signals Archiving

Disturbances distort the actual progress of brain impulses. They result from e.g.:
eye movements, muscles pulsations, head movement etc. (biological artefacts).
The impact of the results is directly proportional to the generated signal ampli-
tude and inversely proportional to the distance between the sources and EEG
electrodes. An insufficient contact of an electrode with a head surface belongs
to significant sources of technical artefacts. In that case, minor head movements
result in a decrease of an electrode adhesion to a skull causing a sudden, short
rise of an electrode impedance. That outcerebral potential is registered by an
electrode due to which it arises. Removing the disturbances may be facilitated,
among others, either by means of relevant referential electrodes or by the received
signal filtration (e.g. through low-pass or band-pass filters).

The data obtained in the course of the acquisition shall be properly stored
with the aim of its further processing. The *.edf - European Data Format belongs
to a very popular and standardized format. Such a format is also applied by the
Emotiv Xavier TestBench application. The European data format is a standard
file type intended to exchange and store medical time series. *.edf is commonly
used for archiving, exchange and analysis of commercial appliances data in a for-
mat independent on the acquisition system. It permits the data to be downloaded
and analyzed by an independent software. *.edf, introduced in 1992, stores multi-
channel data offering various sampling frequencies for each signal. *.edf format
contains a heading and one or more data registers. The heading features some
general information (patient identification, start date etc.) as well as technical
specifications of every signal (calibration, sampling rate, filtration) designated as
ASCII symbols. Data registers incorporate samples as 16-bites whole numbers.

4 Devices Used for EEG Data, Signal Archiving

The Emotiv EPOC+ NeuroHeadset device (Fig. 4) is produced by Emotiv Sys-
tems Inc. and, according to the manufacturer, it can read four mental conditions,
13 conscious conditions, mimics and head movements. The company operates
since 2003 and specialises in BCI technique basing on EEG that is electroen-
cephalography. The Emotiv EPOC+ NeuroHeadset exploits 14 biosensors which
may test brain waves activity after the saturation with saline solution.

The appliance is compatible enough to operate with Windows, Linux, MAC
OSX, Android and iOS systems. It has an in-built Intel Premium 4 processor,
2 GB RAM and USB port 2.0. The battery working time is supposed to be 12 h. A
number of electrodes located in appropriate spots over the head surface register
the electrical brain activity. The sensor areas are determined according to pro-
fessor Jasper’s scheme from 1958 - 10–20 system. The given figures correspond to
10 or 20% distance values of three segments designated on the head surface due
to standard orientation points (sagittal line, coronary line and a transverse line).
Together with the implementation of the Emotiv EPOC ControPanel application
it was possible to configure a connection between the Emotiv EPOC+ Neuro-
Headset and a computer. The result was presented in Fig. 5. Green colour depicts
the correct correlation of an electrode with the head skin.
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Fig. 4. The Emotiv EPOC+ NeuroHeadset appliance.

Followingly, with the use of Emotiv Xavier TestBench application it was
possible to observe the behaviour of signals obtained from the biosensors in the
testee’s relevant response. Neurons’ behaviour of a testee at rest was presented in
Fig. 6. It can be noted that the signals oscillate around a relatively low amplitude
at standstill. Correctly connected biosensors are visible in this picture on the
left. Two of them, marked with grey-green (placed behind an ear) are reference
detectors which serve as measurement benchmarks for further sensors.

Responses to slight movements of eye lids are depicted in Fig. 7. Arrows
indicate the spots where neuron response for closing a left or right eye is visible.
Disturbances occurring due to the testee’s reaction can also be noted, when the
right eye simultaneously made a minor movement while the left eye was being
closed.

Fig. 5. Configuration of the Emotiv EPOC+ NeuroHeadset.
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Fig. 6. Standstill condition.

Fig. 7. Minor eye movements.
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5 Data Analysis in EEGLAB for Matlab

The data acquired in the Emotiv Xavier TestBench environment may be used for
further processing. The data format (*.edf) is compatible with Toolbox EEGLAB
[4]. It is an interactive tool within the Matlab environment for processing con-
tinuous data connected with EEG, MEG and other electrophysiological events
covering Independent Components Analysis (ICA), time analysis, frequency and
artefacts removal [5]. EEGLAB operates under Linux, Unix, Windows and Mac
OS X systems. Toolbox EEGLAB is not available in the default version of Mat-
lab, therefore it must be installed. Figure 8 presents a EEGLAB configuration
window, where data processing runs. Figure 8 also delineates an access path for
reading the obtained data.

Fig. 8. Toolbox EEGLAB window for Matlab.

It can be noted that a structure occurred within the working space where all
the parameters are incorporated. Raw data itself is stored in the matrix form
(Fig. 9), for which the data from subsequent sensors is provided in the following
verses and the data from subsequent time spans - in columns.

It is easy to observe that the data in Fig. 10 is complex for identification
and analysis. There are multiple disturbances (artefacts). Thus, the EEGLAB
environment enables to process the data in order to gain e.g. only the specified
signal frequencies. It is widely known that the beta waves frequency ranges from
13 to 30 Hz, therefore a band-pass filter has been applied for the aim of receiving
only this signal on the individual electrodes. The configuration of this filter was
presented in Fig. 11.
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Fig. 9. Input data - Matlab.

Fig. 10. Received data characteristics (without processing).

Deployment of this filter causes another data object to occur with the infor-
mation generated as a result of passing a primary signal through the filter
(Fig. 9).
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Fig. 11. Band-pass filter configuration for f: 13–30Hz.

Fig. 12. Band-pass filter for f: 13–30 Hz.

Figure 12 also represents Bode’s plot characteristics of the applied filter. It
pinpoints that for the 13–30 Hz range, both the module and the signal phase
undergo fluctuations.

Figure 13 proffers the received signal transformed by the filter. As a result
of comparing Figs. 10, 11, 12 and 13, it is highlighted that a band-pass filter
serves as an excellent tool for filtration of artefacts and disturbances influencing
the received signal. The data generated in that way may be helpful to conduct
various processes. Figure 14 uncovers further exemplary information. It may be
noted that in the working space a new structure appeared where all parameters
are present. Raw data itself is stored in the matrix form, for which the data
from subsequent sensors is provided in the following verses and the data from
subsequent time spans - in columns.

Figure 15 depicts heavily distorted data. It involves multiple disturbances
(artefacts). Thus, The EEGLAB environment enables to process this data to
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Fig. 13. Characteristics of the received data (after filter verification).

Fig. 14. Subsequent input data in Matlab environment.

acquire e.g. only the specified signal frequencies. As it has already been noted,
beta waves range between 13 and 30 Hz, and therefore a band-pass filter has
been applied to acquire this signal only on the individual electrodes.

The application of this filter prompts to generate another object with the
data that were recorded due to a primary signal conversion (Fig. 15) through
the filter.
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Fig. 15. Characteristics of the received data (without processing).

Fig. 16. Band-pass filter configuration for f: 13–30Hz

Figure 17 also provides Bode’s plot characteristics of the applied filter.
Figure 18 presents the received signal after passing the filter. As a result of
comparison of Figs. 15, 16, 17 and 18, it is possible to delineate an excellent fea-
ture of the band-pass tool to filter artefacts. In both cases, the band-pass filter
of 13–30 Hz frequency values enabled to receive relatively “clear” signals which
might be further used for processing or for application in a control process [6].
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Fig. 17. Band-pass filter for f: 13–30 Hz.

Fig. 18. Characteristics of the received data (after filter processing).

6 Discussion

The devices basing on the Brain-Computer Interface (BCI) technology allow for
exchange of the brain signal into the digital one, which is transmitted to various
kinds of instruments controlling computer applications and electronic equipment
(e.g. wheelchair remote) without any muscle intervention [7]. An important issue
of that aspect is connected with the fact that the *.edf format is widely applied
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through standardisation (it is not the only format of data archiving, however
it belongs to a very commonly used one), what results in rapid and increased
development of devices produced by different companies as well as their relatively
better synergies and compatibilities. Due to the theory exploitation, including
knowledge of individual waves frequencies, among others, and appropriate filters
reducing artefacts, a greater volume of human brain activity conditions seems to
be read with progressive precision. Having achieved the exact data concerning
brain functioning of e.g. a person suffering from epilepsy, through relevant stim-
ulation of specific neurons, it will theoretically be possible to entail limitations
of some negative consequences stemming from that illness or even to reduce the
prevalence of the illness itself.

References

1. Mathewson, K.E., Lleras, A., Beck, D.M., Fabiani, M., Ro, T., Gratton, G.: Pulsed
out of awareness: EEG alpha oscillations represent a pulsed-inhibition of ongoing
cortical processing. Front. Psychol., February 2011. https://doi.org/10.3389/fpsyg.
2011.00099

2. Ghaemi, A., Rashedi, E., Pourrahimi, A.M., Kamandar, M., Rahdari, F.: Automatic
channel selection in EEG signals for classification of left or right hand movement
in BCI using improved binary gravitation search algorithm. Biomed. Sig. Process.
Control 33, 109–118 (2017). https://doi.org/10.1016/j.bspc.2016.11.018

3. Ovaysikia, S., Tahir, K.A., Chan, J.L., DeSouza, J.F.X.: Word wins over face: emo-
tional Stroop effect activates the frontal cortical network. Front. Hum. Neurosci.,
January 2011. https://doi.org/10.3389/fnhum.2010.00234

4. Delorme, A., Makeig, S.: EEGLAB: an open source toolbox for analysis of single-trial
EEG dynamics including independent component analysis. J. Neurosci. Methods
134(1), 9–21 (2004). https://doi.org/10.1016/j.jneumeth.2003.10.009

5. Ghaemia, A., Rashedia, E., Mohammad, P.A., Kamandara, M., Rahdaric, F.: Auto-
matic channel selection in EEG signals for classification of left or right hand move-
ment in Brain Computer Interfaces using improved binary gravitation search algo-
rithm. Biomed. Sig. Process. Control 33, 109–118 (2017). https://doi.org/10.1016/
j.bspc.2016.11.018

6. Paszkiel, S., Hunek, W., Shylenko, A.: Project and simulation of a portable pro-
prietary device for measuring bioelectrical signals from the brain for verification
states of consciousness with visualization on LEDs, Recent research in automation,
robotics and measuring techniques. In: Szewczyk, R., Zielinski, C., Kaliczynska, M.
(eds.) Challenges in Automation, Robotics and Measurement Techniques. Advances
in Intelligent Systems and Computing, vol. 440, pp. 25–36. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-29357-8

7. Wei-Yen, H.: Brain-computer interface connected to telemedicine and telecommu-
nication in virtual reality applications. Telematics Inform. 34(4), 224–238 (2017).
https://doi.org/10.1016/j.tele.2016.01.003

https://doi.org/10.3389/fpsyg.2011.00099
https://doi.org/10.3389/fpsyg.2011.00099
https://doi.org/10.1016/j.bspc.2016.11.018
https://doi.org/10.3389/fnhum.2010.00234
https://doi.org/10.1016/j.jneumeth.2003.10.009
https://doi.org/10.1016/j.bspc.2016.11.018
https://doi.org/10.1016/j.bspc.2016.11.018
https://doi.org/10.1007/978-3-319-29357-8
https://doi.org/10.1016/j.tele.2016.01.003


Making Eye Contact with a Robot - Exploring
User Experience in Interacting with Pepper

Michal Podpora(B) and Agnieszka Rozanska

Faculty of Electrical Engineering, Automatic Control and Informatics,
Institute of Computer Science, Opole University of Technology,

ul. Proszkowska 76, 45-758 Opole, Poland
m.podpora@po.opole.pl, a.rozanska@gmail.com,

http://we.po.opole.pl/

Abstract. In this paper authors describe a new approach to analy-
sis of user experience in interacting with a humanoid robot Pepper.
The designers and engineers of humanoid robots struggle to make the
robots appear friendly and welcoming – not only to surpass the so-called
Uncanny Valley, but also to make the human-machine interaction con-
sistent and comfortable. The paper includes description of an experi-
ment involving humanoid robot Pepper and human volunteers in a form
of a short verbal interaction. The result of the experiment consists not
only of a questionnaire, but also other parameters measured and cal-
culated by a robot, inter alia the time of the eye contact. The authors
evaluate the correlation between the time of eye contact and the overall
opinion of volunteers.

Keywords: Pepper robot · Robot · Humanoid · Uncanny valley
HMI · Eye contact · User experience

1 Introduction

The genesis of robots dates back to the ancient China [1]. Robots, especially those
that resembled animals and humans, were built to fulfill a specific movement,
behavior or function. Some of them were built to write, others to play music.
Robots that resemble humans are nowadays called humanoids, whilst robots
that appear nearly impossible to distinguish from a human, are called androids.
In this paper, authors will focus on a specific humanoid robot, named Pepper.

Pepper is a humanoid robot introduced in 2014 by Aldebaran Robotics (now
SoftBank Robotics) [2]. It is designed to make contact with a human as natural
as possible [3]. Pepper’s purpose is said to enhance people’s lives and “to make
people happy” [4]. It is able to localize a person talking to it, distinguish multiple
faces, determine eye contact or even recognize and react to basic emotions of the
person it is talking with. Voice-based human localization is possible due to four
directional microphones installed inside Pepper’s head.

c© Springer International Publishing AG, part of Springer Nature 2018
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Pepper is able to recognize someone’s emotion not only by voice, but also
by parameterizing facial expressions of interlocutors by using machine vision.
Pepper has two RGB HD cameras: one in the “mouth”, and the other one on
its forehead – seen as a black dot. The robot is also equipped with a three-
dimensional Asus XTION depth sensor [5], installed inside one of its eyes. Also
other, more physical, interactions with Pepper can be made – its design includes
three touch sensor regions on Pepper’s head and two more on its hands. A touch-
capable display (tablet) is located on its chest, and it can also be easily used as
one of the means of communication in the overall Human-Machine Interaction
(HMI) system. The tablet supports showing images and other media content on
its 10.1-inch display, as well as the ability for human to interact (e.g. by choosing
some options, pressing virtual buttons).

The robot itself can actively interact with human not only by generating voice
(using its built-in text-to-speech engine) or by showing content and options on
the tablet, but also by using gestures. Pepper’s body design includes twenty
motors and three omnidirectional wheels that enable wide range of movement
for the robot. It has a built-in anti-collision system to detect people and obstacles
in its way to reduce the risk of collisions. Pepper is able to maintain its balance
using its inertial unit, including 3D gyroscope and 3D accelerometer.

2 Programming Pepper

Pepper can acquire new functionalities by implementing packages for the NAOqi
Operating System preinstalled in the robot. Programming Pepper can be per-
formed in two ways: by using graphical interface (see Fig. 1) and/or in Python
programming language (Fig. 2).

Using the Choregraphe environment, a simple background module applica-
tion was implemented in order to evaluate time interval of eye contact as well
as to “remember” the identity of a particular interlocutor. The application is
presented briefly in following chapters.

The Choregraphe environment, presented in Fig. 1, offers the possibility to
design, implement and run custom packages/applications (behaviors, interac-
tions) using a simulator or a physical robot. The center part of the Chore-
graphe’s interface is used for graphical programming of the robot? by putting
specific action blocks and connecting their inputs and outputs. On the bottom
left there are ready-to-use preprogrammed blocks for specific movements or sen-
sors of the robot. Right side of the interface includes simulator view of the current
robot pose/movement and a memory window for viewing values of shared vari-
ables. Designing a simple package/application for a robot is fairly easy, but for
advanced (non-trivial) functionalities, behaviors and algorithms, developer has
to use Python programming language. This can be done in two ways: either
by modifying the underlying Python code of any of the preprogrammed blocks
(double-clicking a block brings up a simple script editor – Fig. 2) or by using any
external IDE (integrated development environment).
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Fig. 1. The Choregraphe – GUI for graphical programming of a robot

Fig. 2. Programming a robot in Python
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3 Parameterizing User Experience – Testing Method

Pepper’s NAOqi Application Programming Interface (API) includes a wide vari-
ety of preprogrammed modules and methods so that programming Pepper’s
behavior would be easier and the interaction would include more complex actions
and responses. One of the modules useful for efficient and seamless user inter-
action and experience is the PeoplePerception module, which enables the possi-
bility to detect and recognize faces. The PeoplePerception module includes the
ALGazeAnalysis API, which offers special events that are being triggered when-
ever a human (present in the robot’s field of vision) starts or stops looking at
the robot. These events (ALGazeAnalysis/PersonStartsLookingAtRobot() and
ALGazeAnalysis/ PersonStopsLookingAtRobot()) were used. Figure 3 presents
the diagram view of a simple Choregraphe application implemented for the
research.

Fig. 3. The application for detection and measurement of eye contact duration (one
“Take Picture” block and three custom Python blocks)

The application was configured to be executed automatically upon boot-
ing the robot, and then to continue to run in the background, regardless of
other applications and behaviors. The very first block of the application, labeled
“Insert Data”, initializes shared memory resources and variables, using the
ALMemory module. It is being triggered only once, when the robot’s operating
system triggers the “onStart” Input, indicating the successfully finished bootup
sequence of the robot. Below the “input” icon (with black “play” triangle) there
are three icons with a wave drawing. These represent events. In first attempts,
authors had tried to use ALBasicAwareness/HumanTracked event, but it turned
out that the robot was able to detect a human far before it was possible to dis-
tinguish who the person was. For this reason this event is not being used in
the current version. The second event, visible in the Fig. 3, is the ALGazeAnaly-
sis/ PersonStartsLookingAtRobot event [6]. It triggers the “startslooking” block,
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containing code for saving face ID number (called id humana) in a shared mem-
ory variable, as well as the exact time when that person engaged the eye contact
with the robot. After that, Pepper takes a picture containing the face of the
person. Photos are taken only for the purpose of linking a particular person
and their ID number. The photo is then saved as *.jpg file with the person’s
ID used as a file name. The resolution of the photo is 640× 480 pixels. The
third event, ALGazeAnalysis/PersonStopsLookingAtRobot, triggers the “stop-
slooking” block, which also checks the system time and calculates milliseconds
between engaging the eye contact and its loss, and the time in milliseconds is
saved into a text file with corresponding ID.

After the interaction with Pepper, the person is being interviewed or com-
pletes a survey. The survey includes several questions, presented below:

1. What is your age and gender?
2. How often do you use internet?
3. What is your first impression of communication with (this) robot?
4. Do you think (this) robot would be useful as a companion?
5. What makes (this) robot trustworthy?
6. What makes you comfortable/uncomfortable in interaction with (this) robot?
7. How do you feel about (the) robot looking at you? Does the eye contact make

you feel uncomfortable?

The results of the completed tests and the survey are presented and com-
mented in the next chapter.

4 Procedure and Quantitative Study

The application was active for 23 days of Pepper’s “everyday life”. During this
period, Pepper interacted 763 times (over 95% of interactions took place in 10 of
those 23 days). The authors did not interfere with the interaction between Pepper
and any of the interlocutors – neither the content of nor quality of interaction,
not to alter the user experience. Nearly half of the photos were blurry and it
was not easy to recognize who (or which) was the interlocutor. However, most of
the photos were sharp and authors were able to recognize the person, talk with
them and complete the survey.

All of the people that interacted with Pepper and completed the survey are
familiar to technology – they use internet daily. Their age ranges from 24 to 56
years (with median value at 29).

The graph below (Fig. 4) presents the eye contact duration time data
collected by Pepper, only for those interlocutors who agreed for the inter-
view/survey, sorted ascending. The graph is followed by visualizations of the
survey answers regarding the overall user experience of the interaction and robot
(Figs. 6, 7, 8, 9 and 10).

Figure 4 clearly shows, that there are more of the shorter duration recorded
than longer, however it might be surprising that the shortest one was 1630 ms
and that there is no shorter one. It seems to be intuitive that the graph should
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Fig. 4. Eye contact duration time data

Fig. 5. Eye contact duration time data, grouped in ranges

start with one-frame (1/30 s) “saccades”, than longer “glances”, and finally eye
contact measured in more than 1000 ms. The reason for not recording anything
shorter than 1630 ms may be limitations of the proposed methodology – indeed
there were a lot of shorter duration times, but there was no readable image
corresponding to those recordings. The authors’ interpretation for this is that
the ALGazeAnalysis library may require some time to detect and report an event
of a person actually looking at the robot.

Graph below (Fig. 5) shows eye contact duration grouped in ranges – for
better interpretation of the graph shown in Fig. 4.
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Fig. 6. Answers to the “first impression” question in questionnaire

Keeping in mind that the first bar (“under 3 s”) of the Fig. 5 should be
higher, the graph shows similar tendency – shorter duration. However, the last
bar seems to be an exception – it is longer than the preceding one. This can also
be seen in the Fig. 4 – there are some results which seem to stand out, which
seem to form a group of instances, the are surely not incidental. The authors
have investigated this issue and the explanation has been found – the robot’s
active “foreground” application for interacting with human involved a possibility
of telling jokes, and the longest eye contact duration (Fig. 4) were similar to the
duration of the jokes. It is also an interesting finding, that people (at least some
of them) can establish longer eye contact with the humanoid and they do not
look away for any reason.

The figures below present the information collected during the interview
(and/or using the questionnaire). The first graph (Fig. 6) presents answers for
question regarding interlocutor’s first impression of the robot as well as its
appearance/behavior (before first interaction). The answers were quantized and
grouped to be represented as single adjectives.

As seen in the Fig. 6, most of the people said, that either they were fascinated
about the robot or they consider it to be a modern technology. It can only prove
that people nowadays are not afraid of robots and that the society becomes
ready for a true coexistence of robots in our lives. The terms “modern” and
“fascinated” are undoubtedly positive expressions, which gives a hint on how
to improve future robots to be even more advanced (modern and fascinating).
Other answers, such as “surprised”, “sympathetic” and “functional”, are also
positive, which also proves the point.

The next graph – shown in Fig. 7 – presents answers to a question if the
robot would be useful as a companion. This question was asked to see, if today’s
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Fig. 7. Answers for a question if robot will be useful as a companion

society would find a humanoid robot trustworthy, and thus it could be treated
as a companion.

In Fig. 7, first bar is significantly lower than the rest of the answers. Most of
the answers were yes and definitely yes, which can be seen in the right side of
the graph. The results can lead to a conclusion that most of the people have a
positive opinion about robot being a companion.

Figure 8 presents answers for question “what makes (this) robot trustwor-
thy?” Most of the people in today’s society see robots as modern appliances or
gadgets for not-everyday use. However, some of the people can be interested if
such a machine would be safe to work with.

Answers for the question “what makes (this) robot trustworthy” can be inter-
preted that the design and human-like movement were the elements of a robot
that made people more trusting the robot. However, there were some individuals
that appreciated more the state-of-the-art interaction algorithms presented by
the Pepper running interaction software implemented by the Weegree company.

The next graph, shown in Fig. 9, presents the answers to the question: what
makes you feel uncomfortable in interacting with (the) robot. The reality and
the experience of working with people and with humanoids give the following
conclusion: the society (especially the oldest and the youngest parts of society)
seem to be afraid of humanoid robots. Educators who work with both robots
and children say that there are some incidents in which the little children may
become a threat to robot – it has been also observed and analyzed in literature
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Fig. 8. Answers for the question “what makes (this) robot trustworthy?”

Fig. 9. What makes you feel uncomfortable in interacting with (the) robot?

[7]. Some adults though feel uncomfortable regarding the construction of the
robot, or its way of generating speech. Those factors may be caused by the
Uncanny Valley effect – on both sides of the valley – either too robotic or too
real.
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As seen in the graph above (Fig. 9), people gave (only) four answers to the
question. The smallest group of the interlocutors said that the robot is not
versatile, or universal. People said that this made them a little bit confused and
uncomfortable to work with a robot, because Pepper – for example – is not able
to hold anything heavy in its hands properly. It limits the usage of the robot
and people have noticed that.

Two answers were said almost by the same number of people: “fear of nov-
elty” and “construction of a robot”. As authors said before, modern technology,
or to put it in another way, novelty may be a reason for some people to feel
uncomfortable when dealing with a robot. When it comes to the “construction”
answer – humanoid movement, gesticulation, simulated facial expressions, etc.
is in a way similar for the people when they say they feel uncomfortable in
interactions with a robot.

The reason of the most uncomfortable situation when interacting with a
robot was speech. Many people were not familiar with how Pepper was talking
– high-pitched, robotic and loud voice influenced the overall user experience.

The last chart, presented in Fig. 10, reveals the answers to the key question:
“does the eye contact make you feel uncomfortable?”. It should be noticed, that
especially for those interlocutors who think that the modern technology makes
them feel uneasy and uncomfortable, asking question “does the eye contact make
you feel uncomfortable” might imply the suggestion for the answer for it, such
as yes or probably yes.

Fig. 10. Graph shows answers for a question: does the eye contact make you uncom-
fortable?
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The authors’ main research goal was to determine the reasons and population
parameters of those individuals that have lower user experience due to the robot’s
eye contact. However, there was not a single answer to fit this view. In the Fig. 10
it can clearly be seen, that all of the answers were more or less disagreeing
with the “suggested” answer. Even though most of the people were not fully
comfortable with the construction or speech, such an aspect as the eye contact
was not fundamental in making tester feel uncomfortable.

Overall conclusions of the graphs above are discussed in chapter conclusion
and future work.

5 Conclusion and Future Work

In this paper authors have described significant aspects of user experience when
interacting with a robot as well as its capabilities and advantages. Testing pro-
cedure, application and questionnaire were developed and discussed.

In the chapter Procedure and quantitative study authors included graphs pre-
senting the data acquired during test procedure. It can be clearly seen (Fig. 5.),
that the eye contact duration time may vary from person to person, but most
of the people looked into Pepper’s eyes between three and five seconds.

There were few questions asked in questionnaire before the final question (if
eye contact makes them uncomfortable) was asked. It was done so for better
conclusion to give as well as to get the background information before a person
notices the point of the research. Answers for question about first impression
(Fig. 6) show that the majority of people were impressed with modern technology
and were fascinated about this. These answers show that young people look at
the technology of modern devices, and that they are not overwhelmed by the
functionality or behavior of the robot.

Figure 7 presents answers to the question if the robot would be useful as a
companion. Most of the people would like to have a companion such as Pepper.

Another two graphs (Figs. 8 and 9) present answers to questions: “what makes
robot trustworthy” and “what makes you feel uncomfortable”. Unexpectedly,
most of the answers for the first question were about humanoid movement capa-
bilities and its design, and regarding the second question: speech and voice pitch
were the main factors making testers feel uncomfortable. Because the age range
of testers was between 24 to 56 years old, so those people are expected to be used
to modern technology. In future studies, age range of people will be significantly
expanded.

When asked if eye contact makes them uncomfortable, all the answers were
“no” or “probably not”. When authors were completing the questionnaires
together with testers during interviews, most of those people said, that eye con-
tact is not disturbing them at all. Furthermore, testers said that the eye contact
is crucial to be able to fully experience human-like level of interaction, and that
it significantly influences overall user experience of the robot.

Concluding, the eye contact was not making people feel uncomfortable or
anxious in any way.
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Future work will relate to human-robot interaction, including comparative
study of human reactions to various AI engines installed on the same robotic
platform, as well as non-verbal communication reinforcement by using context-
aware gestures.
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Abstract. In this paper a comparison of energy cost for different types
of perfect control structures is presented. It is shown, that there is a
possibility to improve the said control strategy for nonsquare LTI MIMO
discrete-time state-space systems in terms of robustness through seeking
of minimum control energy. It is remarkable, that simulation examples
made in Matlab/Simulink environment confirm the potential of pole-free
control design not only in the context of maximum-speed and maximum-
accuracy properties, but, what is important, in terms of minimum energy
behavior.
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1 Introduction

The energy of control signals is, right after the speed and steady-error, one of
most frequently used quality criteria for different control strategies. As the pole-
free perfect control [1] has just solved the maximum-speed/maximum-accuracy
problem, the minimum control energy seeking is still open issue worth of the
future scientific research. In the classic perfect control design the minimum-
norm right T -inverse has been used as its properties has been corresponded with
the minimum-energy of control runs [2–5].

Despite all possible advantages of pole-free perfect control manner, the struc-
tural stability still should be highlighted. The classical minimum-norm right
T -inverse in some cases could result in unstable control signals while the newly
presented pole-free method always guarantees stability for all systems with stable
transmission zeros, if any [6–10]. Nevertheless, for all already presented simula-
tion examples the pole-free perfect control energy was incomparably higher than
in cases with stable non-zero poles of the closed-loop plants.

A recently published study of interesting facts about minimum energy of
perfect control [6] give rise to undertake the deeper scientific research concerning
the pole-free version of said control strategy [1]. While the pole-free perfect
c© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 184–194, 2018.
https://doi.org/10.1007/978-3-319-75025-5_17
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control is remarkably faster in terms of achieving the steady-state of interior
signals, the relation between energy cost in different scheme scenarios is rather
still unpredictable.

Now, having two equivalent perfect control designs it is right place to under-
take effort of comparing them through the prism of stability and energy, oscil-
lations and amplitudes of input signals in a number of simulation examples.

The paper is organized as follows. At the beginning, the description of con-
sidered systems is given in Sect. 2. In this paper it will be the classic state-space
framework. In Unit 3 the perfect control algorithm for nonsquare LTI MIMO
plants is reminded. In Sect. 4 the perfect control design implementing different
types of inverses will be presented. The simulation examples in Unit 5 show cru-
cial runs obtained in Matlab/Simulink environment. In the penultimate section
the open problems will be briefed. The final conclusions will be given in last
section of this paper.

2 System Description

Let us consider the nonsquare LTI MIMO discrete-time state-space systems
described in the following manner

x(k + 1) = Ax(k) + Bu(k), x(0) = x0,

y(k) = Cx(k), (1)

with corresponding matrices of dimensions A ∈ �n×n,B ∈ �n×nu , C ∈ �ny×n,
where n, nu and ny are the numbers of state, input and output variables, respec-
tively. Additionally, x(k) is the state vector in discrete time k whilst x0 denotes
its initial condition. Due to well-known fact, that the perfect control is achiev-
able only for systems with more input then output signals, we will only refer
to right-invertible systems. The reachability of perfect control entails the last
limitation that the parameter matrix CB need to be of full rank. At the very
end we also need to assume, that the pairs (A,C) and (A,B) are observable
and detectable, respectively.

3 Perfect Control for Nonsquare Systems

The perfect control algorithm is one of the Inverse Model Control (IMC). The
most characteristic property of the mentioned control strategy is fact, that due
to using the performance index in form of

arg min
u(k)

{[y(k + 1) − yref(k + 1)]T[y(k + 1) − yref(k + 1)]}, (2)

the output reaches its reference value right after time delay deriving from the
system description. For classic state-space framework with single unit delay the
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perfect control law can be obtained by equating the one-step output predictor
y(k + 1) = CAx(k) + CBu(k) to the reference/setpoint yref(k + 1) as follows

CAx(k) + CBu(k) = yref(k + 1), (3)

finally to obtain

u(k) = (CB)R[yref(k + 1) − CAx(k)], (4)

where (CB)R denotes any right-inverse of matrix product CB. The different
types of inverses has been widely presented in plethora of literature, see e.g.
Refs. [1,11–13]. Now, for zero reference value the above-mentioned algorithm
reducing to the perfect control law in form of

u(k) = −(CB)RCAx(k). (5)

Note that the presented formula will be used to obtain the perfect control
runs in simulation examples. It is crucial, that this equation clearly corresponds
to the well-known state-feedback formula

u(k) = −Kx(k), (6)

which will be useful during calculation of poles of closed-loop perfect control
plants.

Remark 1. It is clear that in case of perfect control the linear state-feedback
matrix K from Eq. (6) equals

K = (CB)RCA. (7)

Now, the poles of system being under perfect control will now be calculated
according to the following equation

det(zI − A + BK) = 0, (8)

where In denotes identity n-matrix. Of course, the calculation of poles of closed-
loop system can be referred to the poles of plant itself with the following relation

det(zI − A∗) = 0, (9)

where, naturally, the matrix A∗ represents the closed-loop system as follows

A∗ = A − BK. (10)

From now, the above presented matrix A∗ will be used to the analysis of the
state-feedback systems, i.e. perfect control systems, in context of stability, both
in stability analysis and under simulation examples.

Knowing the basics of perfect control theory, let us now start, in the next
section, the comparison between the pole-free and ‘minimum-norm’ perfect con-
trol designs.
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4 Pole-Free vs. ‘Minimum-Norm’ Perfect Control Designs

The perfect control design has attracted considerable research interest due to
the affinity with widely explored topic of matrix inverse calculation. In case of
parameter matrices frequently used is minimum-norm right T -inverse in form of

(CB)R0 = (CB)T[CB(CB)T]−1, (11)

which is unique one and there is no possibility to influence the parameters giving
the inverse calculation result [7,14]. Due to the uniqueness there is a threat of
unstable control signals depending of the nonminimum-phase property of con-
trolled perfect control system. It is clear now, that the right T -inverse can be
used as a comparison for all other inverses. On the other side, there is nonunique
right σ-inverse described in the following manner

(CB)R = βT(CBβT)−1, (12)

where β ∈ �ny×nu is so-called degree of freedom. The non-unique inverse can be
used in particular to increase the robustness of said control strategy as a rem-
edy for possible inconviniences deriving from both instability or later achieved
steady-state [1,14,15].

Remark 2. Sometimes we refer to term of ‘pole-free inverse’. Of course, the sen-
tence should be understood in the context of all the poles of closed-loop perfect
control are placed in zero during an application of specified right inverse.

For now it has been shown, that the pole-free scenario of perfect control algo-
rithm results in faster achieved the steady-state of control signals, while for all
perfect control cases the output remains at its reference. Moreover, for second-
systems being under perfect control the sufficient condition of pole-free manner
has already been presented in form of

A∗(1, 1) = −A∗(2, 2), (13)

where the whole issue reduces to the process of selecting the proper degrees of
freedom of right σ-inverse [1].

As the perfect control is remarkably faster under using the pole-free inverse
there is a need to compare it with control scheme after application of the
minimum-norm unique inverse in terms of this properties. Now, the energy cost
of perfect control described in following manner

E =
nu∑

i=0

K∑

k=0

u2
i (k), (14)
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where K stands for a time horizon, will be used to compare the minimum norm
and pole-free σ-inverse in the context of possibly low energy of perfect control
input signals. The crucial simulation examples are included in the next section.

5 Simulation Examples

5.1 Example 1

Let us consider an LTI MIMO nonsquare plant described in state-space frame-

work with corresponding matrices A =
[

0.4 0.11
0.21 0.37

]
, B =

[
0.17 0.04
−0.2 −0.3

]
, C =

[
0.9 0.3

]
and xT

0 =
[
9 4

]
. After using the minimum-norm inverse we obtain the

poles of closed-loop perfect control system equal to z1 = 0, z2 = 0.1813 and
energy of control runs Es-p = 501.7899. Plots of signals obtained in this scenario
are shown in Fig. 1.

Fig. 1. Stable-pole perfect control, case: T -inverse

Now, under pole-free inverse case with proper selected β = [−23.9808 46.9484]
we have

A∗ =
[−0.5430 −0.1810

1.6291 0.5430

]
,

with all poles of closed-loop perfect control system equal to zero. It is not worth
worrying, that in this case the control energy is higher than in ‘minimum-norm’
scenario and is equal to Ep-f = 1508.2478. The maximum-speed/maximum accu-
racy runs obtained through an application of the pole-free perfect control design
are shown in Fig. 2.

We also present the graph of output variable, valid for both stable-pole and
pole-free cases (Fig. 3).
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Fig. 2. Pole-free perfect control, case: σ-inverse

Fig. 3. Perfect control, both cases

5.2 Example 2

Let us consider, again, the LTI MIMO nonsquare plant described in the state-space

framework with corresponding matrices A =
[
0.3 −0.81
0.4 0.1

]
, B =

[
0.88 0.12
−0.2 0.5

]
,

C =
[
0.1 0.3

]
and xT

0 =
[
5 −5

]
. Signals obtained during the simulation of the

minimum-norm stable-pole perfect control system are shown in Fig. 4.
In this scenario the control energy is Es-p = 54.6864 while the poles are equal

to z1 = 0 and z2 = 0.2976. In opposite, the pole-free runs are shown in Fig. 5.
The pole-free runs were obtained for β = [7.6336 13.8313], which clearly

placed all eigenvalues of matrix

A∗ =
[

0.2112 0.6359
−0.0707 −0.2112

]
,

exactly at zero. In this case, the control energy is Ep-f = 47.0366. It is rather
strange, that there is a solution, for which the energy cost is lower than in case of
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Fig. 4. Stable-pole perfect control, case: T -inverse

Fig. 5. Pole-free perfect control, case: σ-inverse

Fig. 6. Perfect control, both cases
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previous stable-pole perfect control scenario. Especially noteworthy is the fact,
that the pole-free perfect control was not only faster than the minimum-norm
case, but also the zero-steady state is just reached under lower energy cost.
Naturally, we present also the perfect control output in Fig. 6.

5.3 Example 3

Finally, let us consider an LTI MIMO nonsquare plant described in the state-

space framework with corresponding matrices A =
[
0.4 −0.7
1.1 0.2

]
, B =

[
0.4 0.8

−0.1 0.4

]
,

C =
[
0.2 0.4

]
and xT

0 =
[
7 5

]
. After using the minimum-norm right T -inverse

we immediately arrive at poles equal to z1 = 0 and z2 = −0.6885. The control
and state signals can be observed in Fig. 7. In this case the control energy is
Es-p = 599.2593.

Fig. 7. Stable-pole perfect control, case: T -inverse

Again, after using the right σ-inverse with appropriate degree(s) of freedom
β = [5.2632 − 5.0000] we obtain

A∗ =
[−0.3091 0.6182
−0.1545 −0.3091

]
.

with all closed-loop perfect control poles equal to zero. In this pole-free scenario
the control energy is Ep-f = 532.5040. The following runs of control and state
signals are shown in Fig. 8.

Again, the energy needed to obtain the steady-state is much lower then the
energy obtained in the minimum-norm scenario. Moreover, we can observe that
in this pole-free case the minimum-norm inverse was outperformed in design of
perfect control not in terms of speed and energy cost, but also in the context of
the maximum amplitude of the control signals. At last, in Fig. 9 we present the
output run received it the last simulation example.
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Fig. 8. Pole-free perfect control, case: σ-inverse

Fig. 9. Perfect control, both cases

6 Open Problems

6.1 The Global Minimum of Control Energy

Recently presented results show, that the minimum-norm right inverse do not
ensure the minimum energy of the control signals for plants being under per-
fect control. This fact raises a question about existence of inverses, that will
always result in the possible minimum control energy. There might be a need
to introduce the performance index which will take into consideration both the
minimum-error and minimum-energy requirements.

6.2 The Minimum State Energy

As the pole-free perfect control can compete with the minimum-norm stable-
pole perfect control in sense of control energy, the energy of state variables still
might be the challenging topic. So the issue is to find such inverse that will
lead to the minimum energy of the state variables, naturally with respect to the
minimum-error demand.
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6.3 The Initial Condition Issue

It is possible, that the initial conditions play undeniable role in determining
whether the minimum-norm or pole-free inverse will have lower control energy.
The wide research study is still needed to explore in this field of control theory. As
the energy cost is a result of transition between the initial and steady state under
control action, not only the parameters of system matrices may be important.
Nevertheless, coupling the parameters of system matrices with initial conditions
is interesting research problem.

7 Summary

The comparison of two different perfect control designs has been presented in
this paper. The pole-free perfect control obtained through the special selected
degree(s) of freedom of right σ-inverse clearly outperforms in many terms the
stable-pole one involving the unique right T -inverse. Notwithstanding, the sim-
ulation examples show, that the topic of minimum-energy perfect control is very
complex problem, not to be simplified to one-sided study of different inverses.
The properties of closed-loop perfect control under different design strategies
seems to be rather unpredictable, so this topic still needs to be scientifically
explored.
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Abstract. This paper describes the problems of modeling graph-based
structures in Association-Oriented Database Metamodel in the context
of knowledge representation system. The basics of Association-Oriented
Metamodel solutions, principles of modeling and sample implementations
of graph structures have been presented, including labeled graphs aswell as
generalization of graphs, i.e. hypergraphs. Subsequently, metastructural
ontological design patterns dedicated to knowledge representation systems
are presented based on example of standard class-instance-feature-value
and relationship patterns.

1 Introduction

One of the fundamental issues that knowledge engineering focuses on is the prob-
lem of knowledge representation. It concentrates on building such data structures
that are a structural basis for artificial intelligence systems. It also means the
construction of such data models, which will be able to store the description
of knowledge in an efficient way, including the least possible restrictions, and
unequivocal, especially with regard to the possibility of its subsequent use in
the inference process. The knowledge should be considered as data along with
information on how to interpret it.

It is worth mentioning that the structures of data and knowledge representa-
tion do not have semantics by themselves. It is contained in the domain model
of represented reality, e.g. in the form of ontology [13,21]. In information sys-
tems the semantics of data and relations between them is very often contained
in a description provided in natural language, or it remains in the mind of the
modeling engineer. This happens when the model expressiveness1 in relation to
complexity of modeled structures. In particular, this applies to very complex
models, e.g. those that are the foundations of knowledge representation.

1 By the term expressiveness authors understand the ability of language to express
constructions and concepts of thought. It is a measure of phrases brevity in the
language in relation to the complexity of the structure of thought, which it carries.
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Modeling the structure of knowledge bases designers are faced with the need
to resolve issues of conceptualization. Conceptualization is understood as a pro-
cess of extracting the concepts and the relations between them from the domain
or part of reality. It should be stressed that each concept shall be defined by
relationships to other concepts. There may be any number of such relationships,
they can have different meaning, as well as there may also be many participants
taking part in them. In this approach, while modeling concept-oriented knowl-
edge representation system, the relationship becomes basic semantic category.
Therefore, a natural need for a model oriented on relationships, that allows a
comprehensive approach arises. The relationships should be defined precisely to
include as much semantics as possible. Due to that, structures taken from graph
theory are commonly used, including simple graph, directed graph and hyper-
graphs [3,8,24] which are a graph structures generalization in terms of edge arit
Graphs are an abstract tool i.e. they are separated from the implementation
and specific use cases. This approach has long been used in the modeling of
knowledge representation structures [14–16,18]. Lets consider the concept of the
semantic networks, that in its basic form is nothing more than a graph, where the
vertices represent concepts, while the edges represent the relationships between
those concepts [1,12,20]. No restrictions given to the labeling of edges allows the
representation of any relationships between concepts.

The paper is organized in the following order. The next section contains the
research problem. Section 3 shows the basic properties of AODB crucial in terms
of its use as data layer for graph-based knowledge representation structures,
what is presented in Sects. 4 and 5. The native support for graphs and hyper-
graphs has been outlined there, including such features as possibility to create
n-ary associations, free definition of multiplicity on both sides of roles as well as
separation of data and relationships.

2 Modeling Problem

Graph theory provides a powerful theoretical tool for modeling knowledge repre-
sentation structures. Graphs and hypergraphs in a natural way model the rela-
tions between objects appearing in a modeled reality. In graph the relationships
are binary while the notion of hypergraph removes this limitation. However, the
concept of graph is too general and abstract to use it directly as knowledge rep-
resentation structure. It is a concept which constitutes an abstract, high-level
perception model of data and data structures, and at the same time also per-
ception of knowledge representation structures. Graph theory presents a value
to knowledge representation. Such support is given only by models and tools
that natively support n-ary relations, which is, among others, the metamodel
described in the Sect. 3 of the paper.

The paper provides a discussion on the usage of graph structures in knowl-
edge representation, that is not limited to semantic networks. In authors’ opinion
most of the nowadays approaches are inevitably based on graph structures. The
main research problem was to find a data layer flexible enough to support such
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structures. The Association-Oriented Database Metamodel (AODB) [10] is pre-
sented as lingual platform for knowledge representation structure patterns based
on the hypergraphs. This metamodel natively support e.g. n-ary relations, what
makes it a perfect choice as data layer for knowledge representation systems
such as Semantic Knowledge Base (SKB) [12]. However due to the fact, SKB
is outside of paper’s scope, the expressiveness of presented database metamodel
is shown through basic graph and hypergraph structures. It should be noted
that the design patterns presented in this paper have meta-structural character-
istics. This means that they are a description of how to create data structures.
Thus, they set the framework for the creation of graphs, which will represent a
specific occurrence (instance) of created meta-structures. Following, the support
given by the use of graphs to the implementation of the fundamental ontological
properties is described. Let us consider the meta-structure representing relation-
ship of part-whole or gen-spec, and their instances will be specific relations that
describe relationships of a part-whole or gen-spec e.g. car-engine or vehicle-car.

2.1 Related Work

The problem of the representation of ontological knowledge is known in informa-
tion sciences since 1960s [23]. There are number of solutions elaborated, as well as
many ways to specify ontological knowledge. The survey in regard to languages
used in ontology definition has been very well presented in [2,4]. Nowadays, a
large emphasis is put on the development of Semantic Web [17,22]. The majority
of proposed solutions concern primarily on the idea of a semantic web based on
Web Ontology Language (OWL) which is built upon the standard of Resource
Description Framework (RDF). and form a separate branch of systems based on
ontological knowledge. There are also other autonomous languages of the ontol-
ogy definition and independent projects, such as KIF [7], OKBC [5], CycL [6] or
Conceptual graphs [19].

3 Main Features of Association-Oriented Database
Metamodel

Association-Oriented Database Metamodel (AODB) is a research project of
database metamodel comprising various elements. All of its components have
been designed from the beginning to the end in a way dedicated for this meta-
model only, i.e. it does not use any languages, models, data storage solutions or
any other elements of known database systems. Association-Oriented Database
Metamodel is based on the following basic primitives [9,10]:

– intensional (structures): database (Db), association (Assoc), collection (Coll),
role (Role), attribute (Attr),

– extensional (data): association object (AssocObj ), object (Obj ), role object
(RoleObj ).
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In the intensional sense two the most important primitives are: association
and collection. Association is the primary concept that implements the relation-
ships of data, while collection is responsible for data storage. Association owns
roles. Roles are lists of references to connected elements. The elements connected
may be either objects (instances of collection) and association objects (instances
of association). The number of roles in the association is not restricted, thus
the relationships can be of any arity. Each role is determined by a number of
properties such as uniqueness within the association identifier (name) of role,
multiplicity on the side of association, multiplicity on the side of the related
element, lifetime dependency of related elements by relating element, as well as
lifetime dependency of relating element by related element, moreover navigabil-
ity and reduction on the number of repetitions of related elements.

In addition to standard roles in AODB there is defined auxiliary type of bind-
ing, namely association description. In a sense, and with some approximation it
can be treated as a specific and predefined type of role, characterized by the fact
that it does not have its name, can occur only between the association and the
collection, is unidirectional i.e. describing objects have no information about this
fact, multiplicity on the side of the collection is 0..1 and there is no possibility
of mutual limitation of lifetimes of any of linked elements.

Collection corresponds to the concept of data storage. In the intensional
sense collection it is determined by a set of attributes that define the types of
values stored in objects. Association does not have the ability to store data, and
collection does not have the ability to create relationships, because the internal
structure of these Association-Oriented Metamodel elements forces completely
unique use of them. Both of these categories are independently subject to the
mechanisms like inheritance. Association can inherit from other associations
and in the same way there can be created inheritance trees of collections. The
separation of data and relations is complete also due to the fact that in AODB
each primitive is completely distinct and performs only one function. That means
that if the database scheme will have any collection by definition of AODB
they perform a one and only one precise function in the grammatical sense.
There is no situation known from the relational metamodel or object model
(OM ODMG 3.0), where relation or respectively class can perform data storage
function (tuples or objects) along with implementing n-ary relationships. AODB
is completely unambiguous in the sense of the function of individual grammar
elements of metamodel. This property is very important not only in modeling
stage but also during the analysis of the existing model or in case of modification
of complex database schemas.

Apart from the formal definition of Association-Oriented Database Metamodel
(M) within AODB there was developed descriptive part (D) and behavioral part
(B). Descriptive part contains Formal Notation (AFN), which is strict, concise,
formal and symbolic language to describe both intensional and extensional parts
of association-oriented database.Association-OrientedModeling Language (AML)
is a graphical language of structures and data in AODB. It is fully consistent with
the AFN and sole definition of metamodel. Both description languages i.e. AFN
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and AML are completely dedicated to AODB and they do not constitute a mod-
ification or a subset of any existing language. Behavioral part of AODB includes
Association-OrientedQueryLanguage (AQL)andAssociation-OrientedDataLan-
guage (ADL). These languages are corresponding fully to the metamodel and are
completely original solution to the problem of data extraction and modification
since they act directly on the hypergraph structures underlyingAODBdatamodel.

4 Graph Structures in Association-Oriented Database
Metamodel

The graph modelling problem solutions prepared in AODB are shown in Figs. 1,
2 and 3. The presented diagrams are designed in AML, a dedicated modeling
language for database schemas in AODB. Associations in AML are represented
by diamonds, while collections by rectangles with three separate areas. The solid
lines represent role with a small circle located at association, which is the owner
of the role. Describing collections LABEL are linked with associations Edge by
the description compound type indicated by a dotted line.

The first model of a AODB structure representing graph located in the Fig. 1
shows an example where the nodes are represented as association Node with
the describing collection NODE that stores additional data referring to the node
(name, value). The edges have been modeled in the form of role Edge belonging
to association Node. In this way, each node has information about its attributes
(collection NODE) and the outgoing edges. This is the easiest way to model
graph structure in the AODB.

Fig. 1. Role-based implementation of simple graph in AODB

The second model (Fig. 2) shows a graph structure in which each edge belongs
to association Edge, and each node belongs to collection NODE. Edges and nodes
are connected by role Node, which has multiplicity equal to exactly 2 on the side
of the node. The multiplicity on the side of edges is not limited, as each node
may be associated with any number of edges.

The third model in the Fig. 3 shows the almost the same idea with just a
small addition of describing collection added to association Edge. It performs
the functionality of the edge labeling. In this way, it can easily be extended from
graph to network structures.
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Fig. 2. Association-based implementation of simple graph in AODB

Fig. 3. Association-based implementation of labeled graph in AODB

The following association-oriented models (Figs. 4 and 5) represent hyper-
graph models that differ from the models in the Figs. 2 and 3 only by the mul-
tiplicity of role Node on the side of collection NODE. This provides the ability
to connect multiple nodes to a single edge, which fulfills the conditions for the
formation of hypergraph.

Fig. 4. Simple hypergraph implementation in AODB

Models presented in this section are the basic physical design patterns imple-
menting the functionality of the graphs and hypergraphs in the Association-
Oriented Database Metamodel. These structures are extremely simple, efficient,
unambiguous and natural for presented data metamodel. These are but a start-
ing point to create more complex structures of a meta structural and ontological
characteristic.

Fig. 5. Labeled hypergraph implementation in AODB
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5 Implementation of Graph-Based Design Patterns
for Knowledge Representation

5.1 Classes, Instances, Attributes, Values, Properties

The Fig. 6 introduces the design pattern for knowledge representation in the area
of basic ontological information. The model comprises classes and instances,
features values and properties thus the pattern will be referred as CIFVP.

Class is modeled as an association Class with describing it collection CLASS.
A class can have multiple instances (role Instance). Instance can be assigned to
at most one class. Classes also have features (collection FEATURE). Properties
are defined as relationship between instance, attribute and values. It should be
interpreted as for a given instance specified feature takes a value or set of values.
Both class, instance, feature and value represent specific types of concepts. For
this reason a generalization relationship has been defined (IS-A) between the
collection CONCEPT and collections corresponding to aforementioned categories.
Generalization relationship ensures both the inheritance of attributes and roles,
rights to perform these roles, but also the inheritance of type. The latter property
of generalization in AODB provides a substitution type in the behavioral context
i.e. in the case of query to a specific node in a formula of dedicated query
language.

Fig. 6. The CIVFP design pattern comprising ontological knowledge representation in
AODB: classes, instances, features, values and properties

Let us consider a class car, which will be represented in the system by appro-
priately collection object CLASS and association object Class. This class may
have features such as brand, model, registration number what will be reflected
by the appropriate objects of class FEATURE. Association Property assigns data
values to the characteristics of each instance.
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Fig. 7. Sample ontological knowledge data defined within the CIFVP design pattern

In terms of extensional part (Fig. 7), the class car appears as the object of
collection CLASS with the value of attribute CONCEPT::name = “car”. This
object describes exactly one association object of association Class, whilst the
association object groups all instances of cars within his Instance role. A specific
car instance (identified by V6891832 ) is the object of INSTANCE collection. The
association object of Property association connects the car instance object with
the object representing the feature and value (objects of FEATURE and VALUE
collections).

5.2 The Types of Relationships and Their Instances

A model presenting the design pattern for knowledge representation in the field
of relationships between concept is presented in Fig. 8. The RR (Relationship-
Role) design pattern is an extension of graph idea, enriching the model with the
ability to define types of relationships and their instances. Thus, data is stored on
two levels: (1) meta-level (structure definition) and (2) the actual data. Associa-
tions Relationship and Role, together with the corresponding collections describ-
ing them, perform the task of the definition of relationships types (first level).
The associations RelationshipInstance and RoleInstance are the second level of
the pattern. The role Concept in association RoleInstance enables to materialize
the relationship by linking it to actual concepts in knowledge base. The relation-
ship part-whole, for example, can be defined as association object Relationship
described by object RELATIONSHIP with the attribute name = “part-whole”.
Association object created this way will have a list of two association objects
Role, where each of them will be accordingly part and whole.

Relationship defined as such may be used repeatedly to create its instances,
which provides association RelationshipInstance and association RoleInstance.
Association RoleInstance has a list of concepts represented by collection CON-
CEPT. It corresponds to the specific concepts that can serve as part or whole.
It should be noted that in AODB it is possible to connect directly associations
with each other, which significantly increases the expressiveness of the meta-
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Fig. 8. The RR design pattern comprising ontological knowledge representation in
AODB: relationship types and its instances

Fig. 9. Sample ontological knowledge data defined within the RR design pattern

model, and contributes significantly to its brevity and unambiguity of models
being described.

Considering the extensional data model shown in the Fig. 9, it exemplifies
some knowledge on the part-whole relationship regarding car structure, namely
that car has the following parts: engine and steering wheel. The meta-level of the
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pattern defines an association object of part-whole relationship linked with two
roles, which are represented by the association objects of association Role: part
and whole (and corresponding describing objects). The data level of this model
contains of the instantiation of the relationship in the form of association object
car-components of association RelationshipInstance. Consequently, there are two
respective instances of association RoleInstance. They are linked to objects rep-
resenting parts (engine and steering wheel) and whole (car) concepts.

6 Summary

The paper presents examples of knowledge representation structures based on
graphs, hypergraphs and ontologies. They should be treated only as a general
description of the concept of knowledge modeling using AODB. The main objec-
tive was to propose structures of knowledge representation. The structures were
modeled in Association-Oriented Database Metamodel and presented in Asso-
ciation Modeling Language. In contrast to e.g. UML the proposed solution is
not purely conceptual, i.e. it does not require the implementation in a separate
database system, since AODB is just such a system. The modeled structures are
the physical form of the database, where users can perform modification opera-
tions (ADL) as well as data extraction operations (AQL). In addition AODB has
grammatical constructions impossible to express in e.g. UML or major database
metamodels such as relational model or object model2 (e.g. n-ary relationships
that directly implement hypergraph structures or constraining cardinality of ele-
ments in the relationship).

Presented models, though extremely simple and general, put special emphasis
on the issues of free meta structures definition and their specific instances. This
is particularly important when the system is built to provide e.g. full freedom
in definition of relationships between concepts (RR design pattern, Fig. 8). The
free relationships defining enables unambiguous and natural modeling of knowl-
edge without the need to seek intermediate solutions or compromises. Figure 6
presents the CIFVP, the model that provides a the combination of the concept
of representation class-instance and at the same time takes into account com-
monly used triple: object–attribute–value. Despite its simplicity, this model is
completely unambiguous and in a very natural way combines extremely com-
mon descriptions of reality.

7 Conclusions

The proposed method of knowledge representation was implemented in AODB,
which is its database layer. These examples demonstrate the high expressive-
ness, and also the unambiguity and naturalness of modeling. That naturalness
of modeling results, among other things, in support of n-ary relationships and

2 The standard of objects databases is OM ODMG 3.0.
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in possibility of direct relationships connecting. One of the most important fea-
tures of AODB is very clear, based on primitives definition, separation of data
and relationships. This is particularly important for modeling the knowledge
representation structures. It provides not only equivalence but also the ease of
interpretation of the modeled structures. Semantics of models is derived in a
very large extent directly from their grammar, and hence there is no problem
of ambiguity in terms of functions performed by the various primitives, such as:
association, collection, role, attribute, value, etc.

AODB enriches the available knowledge representation methods. It has been
designed for complex systems capable of storing knowledge represented by a
variety of methods, such as semantic networks, ontologies, graphs, and object-
oriented or frame approach. The assumptions made before the designing of
AODB focused mainly in the area of unambiguity and productivity in order
to provide direct support to systems of knowledge representation in an efficient
way, while natural for modeling at the same time.

Currently AODB is used to design the knowledge base system known as
Semantic Knowledge Base (SKB) [11,12]. It is based on the knowledge rep-
resentation structure that is fully implemented in AODB. Presented modeling
concepts are directly reflected in the specific modules SKB, however, a thorough
description of SKB is outside of the paper’s scope. The main aim of the paper
was to present alternative way of modeling knowledge representation structures
based on formally defined, fully complementary and consistent metamodel ded-
icated to applications in the area of broadly defined knowledge engineering.
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11. Krótkiewicz, M., Wojtkiewicz, K.: An introduction to ontology based structured
knowledge base system: knowledge acquisition module. Lecture Notes in Computer
Science (Including Subseries Lecture Notes in Artificial Intelligence and Lecture
Notes in Bioinformatics) LNAI, vol. 7802, pp. 497–506 (2013)
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Abstract. This paper presents some concepts of parallel solution of ordinary
differential equations in the context of the Nvidia CUDA technology. Current
research leads to the development of algorithms suitable for mass parallel
architecture. There has been taken into account the potential opportunities of this
architecture, but also significant hardware limitations. Considered conceptions
were implemented on both: the Central Processing Unit (CPU) and Graphics
Processing Unit (GPU). The results of the computation time measurements and
their detailed analysis were provided in this paper.
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1 Introduction

This paper deals with the problem of parallel solution of systems of ordinary differ-
ential equations (ODEs). It is assumed that the nonlinear functions of the right-hand
side of Eq. (1) is known. So, it is considered the initial value problem for the system of
N ordinary differential Eqs. (1) [1–3].

dx1 tð Þ
dt ¼ f1ðx1 tð Þ; x2 tð Þ; . . .; xN tð Þ; tÞ

dx2 tð Þ
dt ¼ f2ðx1 tð Þ; x2 tð Þ; . . .; xN tð Þ; tÞ

� � �
dxN tð Þ
dt

¼ fNðx1 tð Þ; x2 tð Þ; . . .; xN tð Þ; tÞ

ð1Þ

where:

x = [x1, x2, …, xN]
T - N-dimensional state vector,

t 2 \t0; tN [ - time.

The initial conditions are given as follows:

xi t0ð Þ ¼ xi0; i ¼ 1; 2; . . .;N:

© Springer International Publishing AG, part of Springer Nature 2018
W. P. Hunek and S. Paszkiel (Eds.): BCI 2018, AISC 720, pp. 207–217, 2018.
https://doi.org/10.1007/978-3-319-75025-5_19



2 Numerical Methods

In this article, three well-known classical, sequential, numerical methods of solution of
ODEs have been investigated. For these methods the influence of computational
complexity on the efficiency of Nvidia’s CUDA technology applications have been
analyzed.

The first of the implemented methods is the Euler method. This is the simplest
method from the methods outlined in this article. This method is characterized by a
large integration error, which makes it also the least accurate. Its greatest advantages is
however relatively great simplicity of the numerical implementation. Euler’s algorithm
is expressed by the formula (2) [4].

xiþ 1 ¼ xi þ h � f ðxi; tiÞ; ð2Þ

where:

i – iteration counter, i ¼ 1; 2; . . .N;
N – assumed number of integration steps,

h – integration step, h ¼ tN�t0ð Þ
N ;

f xi; tið Þ – function of the right hand side of the Eq. (1).

The above description of symbols is valid for all methods presented in this paper.
The second method implemented in the developed algorithms is the Runge-Kutta II

method. Many versions of this method are known. The most popular of these are the
Intermediate Method, and the Huen Method. The algorithm for the Huen method can
be written as follows: [4]

xiþ 1 ¼ xi þ 1
2
ðk1 þ k2Þ ð3Þ

where:

k1 ¼ h � f ðxi; tiÞ;
k2 ¼ h � f xi þ k1; ti þ hð Þ:
The third implemented method, which is the most complex of the mentioned ones,

is the Runge-Kutta IV method. This is the most well-known and most widely used
method from the wide class of the Runge-Kutta algorithms. This method provides the
relatively good accuracy of computations at relatively large value of the integration
steps. The disadvantage of this method is that it is necessary to calculate the value of
the function on the right hand side of the differential equation four times in each step of
integration. In addition, these values are no longer used in any further computations.
The algorithm of this method is expressed by the formula (4) [4].

xiþ 1 ¼ xi þ 1
6
ðk1 þ 2k2 þ 2k3 þ k4Þ ð4Þ
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where:

k1 ¼ h � f ðxi; tiÞ;
k2 ¼ h � f ðxi þ k1=2; ti þ h=2Þ;
k3 ¼ h � f ðxi þ k2=2; ti þ h=2Þ;
k4 ¼ h � f ðxi þ k3; ti þ hÞ:

3 The Concepts of the Parallel Solution of Ordinary
Differential Equations in the Context of Nvidia
CUDA Technology

Solving of the large systems of ordinary differential equations (ODEs) is still a chal-
lenge for the latest multi-core CPUs, whose architecture has built-in capability of
parallel processing, but still on a relatively small scale. A completely different kind of
architecture and kind of computational organization is provided by Nvidia CUDA
technology used by GPUs. These differences in comparison to the CPU structure
creates a very efficient parallel processing model on a mass scale. The great problem is
that still there no global computational methods and algorithms capable of harnessing
the potential offered by Nvidia’s CUDA technology. In addition, the currently used
numerical methods of solution of ODE have the strictly sequential nature, which makes
it impossible to implement them directly as the parallel algorithm, especially in the
Nvidia’s CUDA architecture.

In references [5–7] it have been shown concepts of parallel solution of ODE
systems. Some of these concepts offer a sufficiently high degree of computation par-
allelism which make possibilities to use Nvidia CUDA technology. They are based on
the use of known sequential methods. One of the such idea assumes division of the
integration interval into a number of sub-intervals that are distinct problems, so each of
which can be solved independently by one of the known sequential methods. However,
this requires estimating of the values of the elements of state vector at the begin of each
sub-interval, before the proper integration of the system of equations. The final solution
is generated by the choice from the all sub-interval and all groups of solution, which is
characterized by the most closely matched values of solution in the points between
sub-intervals. This idea assumes that there exist not one, but many of the initial con-
ditions for each element of the state vector. So, consequently the set of initial condi-
tions is created as it is shown on Fig. 1.

Computations in each of the sub-interval runs for all generated initial conditions,
creating multiple alternative groups of solutions. The final solution is constructed by
the select from each sub-interval and from each group of solutions most closely
matched values between sub-intervals.

This idea named as the Speculative Method was presented in the PhD thesis [8].
The author has made the computations on the base of example of analysis of transient
states for some electrical systems. For the solution of system of ordinary differential
equations the Runge-Kutta IV method has been used. As the computing environment a
cluster system dedicated to conducting scientific calculations (The Department of
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Theoretical Electrical Engineering and Metrology of Bialystok University of Tech-
nology) has been used. According to the author, the cluster was built with 7 nodes
working under Linux, and communication between them was implemented using the
MPI standard. The aim of the study was the development of a parallel numerical
method of analyzing transient states of electrical circuits, which allow to cut the time of
transient analysis. The maximum acceleration of the computations achieved by the
author in all of many analysed cases was 4.09.

It must be noted that the presented concept has greater potential in parallel cal-
culations than presented in the paper [8]. The parallelism offered by this concept is
limited only by the number of available processors, which do not need to communicate
with each other. These features qualify this concept to research into the possibilities of
its implementation in Nvidia CUDA technology.

An alternative idea is to decompose the system of differential equations into blocks
of few equations (or into few blocks of single equations) that can be computed in
parallel (Fig. 2).

This idea does not give such great possibilities of parallel calculations as the
Speculative Method because it is limited by the number of differential equations of the
system. In addition, the concept assumes synchronization and communication between
threads at each integration step, which further limits the possibility of division of work
between two separate CUDA devices. However, it assumes a lower computational cost
and may be more efficient than the Speculative Method when the number of equations

Fig. 1. Scheme of divide problem into N of subproblems [8]

Fig. 2. Distribution of system equations between processors/CUDA cores
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in the system oscillates around, or even exceeds the number of available execution
cores in the GPU. Any concept of implementation of parallelism at the level of the
numerical method (Eqs. 2, 3, 4) was rejected due to the low possibility of imple-
mentation of parallel computations on this level of algorithms, which do not allow to
fully exploit the potential of Nvidia CUDA technology in this case.

4 Parallel Algorithms for Solving of Systems of ODEs

Three ODE algorithms for Nvidia CUDA technology have been developed. Because of
their properties and different organization of computations, these algorithms are a
mutual alternative and are dedicated to different areas of application.

The first of the developed algorithms uses the assumptions of a concept that divides
the system of equations into individual equations or groups of equations. This concept
will be referred as the concept of parallel equations. The work of the algorithm can be
divided into three main stages. The first stage is implemented on the Host side and
involves, among other things, allocation of Host memory, loading of data and placing
them in appropriate memory structures, allocation of CUDA memory, copying data to
device memory and division of the system of equations into few group of equation or
few single equation, depending on their number in the comparison to the number of
available cores.

The second stage is implemented on the CUDA side and involves parallel exe-
cution of calculations, synchronization and communication operations between indi-
vidual computing threads at each step of integration. Each thread executes calculations
using one of the known sequential numerical methods. The third step is done on the
Host side and includes copying the results from the CUDA memory to the Host
memory and releasing CUDA resources.

The second proposed algorithm uses the concept based on the divide of the inte-
gration interval into a number sub-intervals. This idea generates additional computa-
tional problems. This concept will be called as the Speculative concept. In this case the
work of the algorithm can be divided into three main stages. It should be noted that in
this algorithm, the first stage is much more complex and computationally complex than
as it was in the case of the first algorithm. The first stage of the algorithm works on the
Host side and includes such tasks as, allocation of Host memory and loading of data
into it. The integration interval will be divided into P of subintervals. Next, the dif-
ferential equation should by twice solved: first for the h ¼ tN � t0ð Þ=P, and next for the
h ¼ 0:5h. On the base of these two solutions, the initial condition for each of subin-
terval can be designated [8].

Based on the difference in equation solutions obtained for both steps, at the
beginning of each integration sub-interval a predetermined number of initial conditions
(Nv) is generated. On the CUDA device the allocation of memory is performed, and
data are copied from Host to the device. The second stage is realized by the CUDA
device, where the system of (Nv) of speculative equations should be solved for each of
the independent integration sub-interval (P). For the subintervals, computations are
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performed using the selected sequential numerical method. The third and final stage is
the copying of all speculative partial solutions into Host memory. Later, the Host
selects from the all solutions the solutions which fit most closely together in the points
between each pair of adjacent subintervals (Fig. 3).

The third algorithm is a variation of the second algorithm. The difference between
them lies in the different implementation of the second stage. It has been noted that in
the case where more than one equation is solving, we can obtain a greater degree of
computation parallelism by the parallel implementation of solving of equations within
each of the integration subintervals. The third algorithm is based on two concepts, the
concept of parallel equations and the concept of speculation.

5 Hardware Limitations of Nvidia CUDA Technology

The first major limitation of CUDA technology, based on the effectiveness of the
developed algorithms, is that the CUDA device is a separate subsystem with its own
resources in the computer system. This generates a series of additional actions that Host
must perform to run calculations on a CUDA device. Especially in some cases copying
of data to the device and receiving calculation results is very expensive. In addition, for
the first of the developed algorithms, based on the concept of parallel equations, the
possibility of working on many separate CUDA devices is very limited. In this case, the
communication between separate devices during each integration step unfortunately
must be run by the Host.

The second limitation is communication between threads. For the first of the
developed algorithms, the groups of equations correspond to a group of threads, called
blocks. All available GPU cores are also split into groups, called multiprocessors.
Individual thread blocks work on separate multi-processors, and communication
between them is limited, and must take place via the global memory of the CUDA
device. Global memory is, however, characterized by relatively long data access times.
In addition as to global memory, CUDA device also has a very fast shared memory that
is physically located inside the GPU. However, this memory is available only for
threads working in the same block, so within one multiprocessor. In addition, access to

Fig. 3. Final solution created by partial speculative solutions [8]
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individual shared memory banks should be based on special rules, because conflicts
between threads [9] are possible. Due to the assumptions of the parallel equations
concept, synchronization and task communication between computing threads occur
multiple times in each integration step, generating multiple access conflicts. A typical
conflict occurs when threads duplicate their access requests to variable values com-
puted by other threads (Fig. 4). This largely limits the use of shared memory.

In spite of the limitation, the algorithm uses part of shared memory by storing
corresponding rows of matrix coefficients in it. This limits the number of references to
the global memory of a CUDA device when solving the equation in subsequent
integration steps.

The restriction does not apply to the second of the developed algorithms, which is
based on the Speculative concept. This is because there is no need to communicate
between threads working on different multiprocessors or between threads working
within a single multiprocessor, since each thread resolves a separate speculative set of
equations in a separate integration sub-range.

The limitation of communication between threads is, however, related to a third
algorithm, then based on both concepts. It is less than the first one because there is no
need communication between threads working on separate multiprocessors, and only
communication within the multiprocessor is required.

6 Time Measurement for Algorithms

For the simplicity only linear model of Eq. (1) was considered in the paper. In this
system, defined: _x ¼ Ax, elements of matrix A and initial conditions were generated
randomly. The considered systems of equations were solved by use of all version of
developed algorithms. All of those systems were solved both using sequential
numerical methods on the CPU and using parallel algorithms on the CUDA device.
The software also implemented a detailed measurement of the working time of all
developed algorithms.

The measurement platform for an algorithm based on the concept of parallel
equations was a computer: CPU: AMD 64 X3 3.3 GHz, 4 GB of RAM, CUDA
Device: GeForce 650 GTX Ti, Windows 7 operating system (64 bit version).

Fig. 4. Conflicts between threads [9]
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For the algorithm based on the Speculative concept, the measuring platform was a
computer: CPU: 2 x Intel Xeon E5-2620 v2 2.10 GHz, operating memory: 32 GB,
CUDA device: GeForce GTX TITAN, Windows Server 2012 operating system.

7 Results of Computations

Within the concept of parallel equations, the working time of the sequential algorithms
is indicated by the letter S. Parallel algorithms are marked with the letter R. Parallel
algorithms using fast shared memory are labeled with RSM (Table 1). The results of
the measurements are presented in three cases, each based on the use of numerical
methods of Euler, Runge-Kutta II, and Runge-Kutta IV.

All time values obtained from measurements are given in milliseconds. The exact
time values of all presented measurements are shown in Table 1.

The number of integration steps for all cases was 1000. There were also mea-
surements with a different number of integration steps for all cases. However, this did
not significantly affect the proportions between the working times of particular algo-
rithms. The parallel algorithm (R) gains an advantage over sequential implementation
(S) only for the Rungego-Kutta IV method. However, the algorithm using shared
memory (RSM) was faster than sequential (S) for all numerical methods. In addition,
the Runge-Kutta IV (RSM) method was faster than (R) by approximately 61%. In case
2 (Fig. 5), parallel algorithm (R) worked faster than sequential (S) for each of the
applied numerical methods. In addition, the Runge-Kutta IV (R) method was 41%
faster than (S), and (RSM) was 68% faster than (R). The third case presents a negative
situation from the point of view of the efficiency of the parallel algorithm. For all
numerical methods, algorithms (R) and (RSM) worked longer than sequential (S).

Table 1. Time measurement results in milliseconds

Case Algorithm Number of
threads/equations

Sequential numerical method
Euler
[ms]

Runge-Kutta
II [ms]

Runge-Kutta
IV [ms]

1 S 1/120 111,996 219,104 425,268
R 120/120 208,041 272,026 391,762
RSM 120/120 101,938 114,935 152,755

2 S 1/300 608,769 1189,509 2356,308
R 300/300 450,227 627,876 965,058
RSM 300/300 183,231 215,200 311,949

3 S 1/50 32,227 51,996 86,111
R 50/50 90,130 113,960 138,729
RSM 50/50 75,047 79,087 88,192
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The results of working times for developed algorithms based on the Speculative
concept are presented in Table 2, in terms of three cases, each with a different number of
solved equations. The sequential algorithm’s working time is indicated by the letter S, for
the algorithm based on the speculative concept, the SP sign is assumed. On the other
hand, the algorithm based on concepts of parallel equations and the Speculative concept
was designated SP+RR. For this group of algorithms it is important that the maximum
achievable accuracy of the solution stands at the level of the sequential solution. This
limitation is due to the assumptions of the Speculative concept. The accuracy of the
solution depends on two parameters, the number of sub-ranges (P) and the number of
speculations (Nv). Studies have shown that the quickest improvement in accuracy is
achieved by increasing the number of integration sub-ranges (P). However, there is some
limitation due to the fact that by increasing the number of sub-ranges (P) we also increase
the amount of work that Host must perform in the first stage of the algorithm.

Fig. 5. Time results for the second case

Table 2. The time measurement results in milliseconds

Case Algorithm Number of
threads/equations

P/Nv Sequential numerical method

Euler Runge-Kutta IV
Time[ms] Norm Time[ms] Norm

1 S 1/1 – 24,6571 – 131,7622 –

SP 400/1 100/4 49,4523 0,8303 82,8975 0,0276
SP+RR 400/1 100/4 50,2365 0,8303 89,4399 0,0276

2 S 1/3 – 114,8853 – 483,8622 –

SP 400/3 100/4 177,0992 1,0308 503,6486 0,5950
SP+RR 1200/3 100/4 108,3928 1,0308 210,4013 0,5950

3 S 1/6 – 348,0382 – 1654,6711 –

SP 400/6 100/4 483,5720 10,7978 2508,6630 7,5444
SP+RR 2400/6 100/4 219,8555 10,7978 374,8135 7,5444
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There is a P value for which the use of the parallel algorithm is no longer
time-efficient with respect to the sequential solution. For all of the cases presented in
Table 2, the number of integration steps was set at 1 000 000, the P value was
empirically determined at 100, while the number of speculations (Nv) to 4.

The third aspect affecting the accuracy of the solution is of course the accuracy of
the applied sequential method. For all analysed cases, the SP and SP+RR algorithms
for the Runge-Kutta IV method are much closer to the sequential solution than it is in
the case of the Euler method. This illustrates the parameter b, calculated as the
Euclidean norm (this parameter is denoted in the Table 2 as Norm):

b ¼
XN

i¼0

ðy1i � y2iÞ2
 !0;5

;

where b is the value of the norm, N is the number of integration steps, i is the index of
the elements of the solution vector, y1i and y2i are the i-th value of the solutions of the
sequential and parallel algorithm respectively.

It should be noted that the increase of the number of solved equations negatively
affects the accuracy of the parallel solution, which moves away from the sequential
solution. Also, in analyzing the results from Table 2, it should be noted that in case 2
and 3, the SP+RR algorithm allowed for a much greater parallelism of calculations than
the SP algorithm with the same values of parameters P and Nv. This algorithm is much
faster not only for the algorithm SP but also for the algorithm S. In the first case, for the
Runge-Kutta IV method, the SP algorithm was the fastest.

8 Conclusions

The results presented in this paper clearly show that each of the developed algorithms is
effective in slightly different areas of application. In addition, the algorithm based on
the Speculative concept can provide unexpected results when applied to equations with
oscillating nature. In this case, we would probably need to create much more initial
conditions at the beginning of each of the integration sub-ranges. In this situation, there
is a risk that the algorithm based on the Speculative concept will prove too costly and
unprofitable compared to the classical sequential algorithms. However, this problem
has not yet been investigated by the authors of this paper. It will be the subject of
further research. The fact that the algorithms complement each other makes it possible
to use Nvidia CUDA technology to solve a relatively wide spectrum of systems of
ordinary differential equations. To confirm this thesis we are working on creation of
new dedicated algorithms for CUDA technology which are based on wide class of
algorithms for solving of systems of ordinary differential equations. These methods can
be also used for instance for solving of dynamic optimization problems which a based
on multiple solution of large systems of state equations [10], so they fit well into the
applications of the developed algorithms and Nvidia CUDA technology.
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Abstract. The paper is a wide survey over one of the knowledge rep-
resentation and processing solutions, namely knowledge bases. Due to
current terminological inconsistency authors propose the complex defi-
nition of knowledge base in the field of knowledge representation. The
overview of the most common reality description methods is provided in
order to discuss its usefulness in knowledge base design. Authors not only
give the definition of the knowledge base but also prove its completeness
on the example of Semantic Knowledge Base project. The project aims
at developing the general domain knowledge base using ontology base
and semantic networks as basic knowledge representation methods.
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1 Introduction

Knowledge has been the source and target of studies from the very beginning.
Plato was probably the first philosopher who tried to set the definition of knowl-
edge. He started from “Knowledge as perception”, to propose another “Knowl-
edge is True Judgment” to finally provide definition, that is: “Knowledge is true
judgment with an account”. The Plato’s Theaetetus [3] just started the discus-
sion that still lasts. After over 2000 years, we still cannot provide one universal
definition of Knowledge. However for the purpose of this article we will define it
as “Data with information how to use/interpret it”.

Knowledge design and processing is one of the most complex contemporary
research issues in the computer science. The design of the knowledge base is
crucial for the effectiveness of the expert system build over it [10]. Main problem
associated with this task is the availability of models flexible enough to build
not only data structures but also structures for storage of knowledge. Relational
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model, that is the most common model in databases design, is at the same time
very inefficient in the means of complex, hierarchical data structures [6,13,27,31].

The description of complexity of the reality is an important aspect of research
regarding artificial intelligence. The study developed many different approaches
that not only intermingled with each other but most importantly they enabled
to increase the expression of the phenomena and facts described. Below, the
methods of describing the reality conceptualization most frequently mentioned
in the literature of the subject are presented.

2 Basic Methods of Conceptualization of Reality

2.1 Abstraction

One of the basic methods used from the beginning of modelling. Its main assump-
tion is the principle of functional decomposition that is based on defining oper-
ations as more elementary operations. Each level of decomposition leads to the
increase of detail in the description of primary operation by introducing new ele-
ments of description that on the higher level of abstraction are not important. As
the example, let us consider the operation of “building of a house” as the highest
level of abstraction. Defining such an operation the following sub-operations can
be specified:

1. House construction preparations,
2. House construction realization,
3. House construction finalization.

The presented lower level operations are only the examples. By creating the
hierarchic structure of the operation the aspects that may constitute the inde-
pendent dimension of this description can be taken into account. For example,
the operation “house construction preparation” can have its aspect (dimension),
e.g.: financial, organizational, technical.

In each of this dimensions there is an independent hierarchy of the operation
in the sense of division into aspects, what was presented on the Fig. 1, what
is not contradictory to the possible relations between operations only, in the
functional sense.

House building

P
ha

se

financial organizational technical

F1

F1.1 F1.2

F1.2.1 F1.2.2 F1.2.3

O1

O1.1 O1.2

O1.2.1 O1.2.2

T1

T1.1 T1.2

T1.2.1

T1.2.1.1 T1.2.1.2

T1.2.2 T1.2.3

Fig. 1. House building abstraction
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For instance, the preparation in the technical and organizational sense will
certainly depend on the financial aspect. Moreover, there are other close rela-
tions between organizational and technical aspects. In practice, it means that
procedural abstraction can be transformed from the simple tree to the form of
multidimensional labelled directed graph, defined as:

G = (V,E, γ) (1)

where:
V – set of nodes,
E – set of edges,
γ – function over nodes and edges.

In the classical approach to the procedural abstraction [20,28] this issue
comes down to the principle, according to which any operation that reaches
defined goal can be treated as a whole, regardless to the fact that the operation
itself may actually consist of a sequence of lower level operations.

The abstraction can also be used to describe not only operation but also
data. Data abstraction is based on their description in the operation categories.
This idea is very strongly used in the object-oriented programming paradigm,
where, in contrast to the procedural paradigm, a strong connection of structures
(classes) with operations (methods) that can be performed on the instances of
this structures (objects) has occurred.

2.2 Encapsulation

It is the concept that is based on the principle of minimization of information
available outside. An element makes the information available through inter-
faces, that is set methods of communication [12,25,30]. This method of reality
description ensures that the surrounding “knows” only what is absolutely nec-
essary and subsequently there is no access to inner information of encapsulated
element. It is very important from the point of view of consistency, because it
protects encapsulated element from the unauthorised access that can involve
reading or modifying the value of this element. In object-oriented encapsulated
modelling the element is a class, where by default all components have private
visibility range. As a result, all that has not been explicitly declared as public
may be modified only by the operations defined in this class. This protects items
of a particular class from the modification of attributes or from performing an
operation that is reserved only for the inner purposes of items of a particular
class. Thus, the encapsulated element has private (hidden) and public (accessi-
ble from the outside) part, whereby the principle of encapsulation implies that
only those elements that need to be public are public, in contrast to others, in
particular procedural approach, where there has been no mechanism protecting
the structure of data and functions against misuse.

From the point of view of artificial intelligence the example of encapsulation
may be the abstract model of reality called the Chinese Room [8]. In this app-
roach encapsulation is based on hiding grammatical rules and communicational
language semantics, in contrast to the object-oriented model, where data and
operations are considered.
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2.3 Inheritance

It is the concept of reality description focused on the relation between general-
ization and specialization. This description comes down to the creation of taxo-
nomic trees (Fig. 2), in which the superior elements (base elements) describe the
common set of features, properties, operations for all derivative elements (inher-
ited elements). This mechanism is highly important and commonly used to the
description of phenomena, both in information technology and in other fields.
There are many relations between this and other mechanisms. For instance, in
object-oriented modeling the idea of inheritance is closely related to such issues
as encapsulation, visibility ranges and interfaces, resulting in coherent descrip-
tion (modeling) system that has a wide range of expression.

Inheritance has several aspects. One of them is the problem of multiple inher-
itance that is based on the possibility of inheriting from more than one base
element. The result is that the classical generalization tree becomes a directed
graph (acyclic graph).

animals

chordates

vertebrates

reptiles birds mammals

arthropods

insects spiders crustaceans

Fig. 2. Exemplary animals taxonomy tree

Multiple inheritance is a strong description tool, because it enables the sim-
ple and quite intuitive method of presenting a situation, in which a particular
element constitutes a kind of hybrid of two or more superior elements, regardless
of whether it refers to structures, operations or other elements that are subject
to inheritance (Fig. 3).

The issue of inheritance involves the problem of virtuality that protects
against unauthorised duplication of elements or of different classes of compo-
nents that are in fact the same element. It is particularly important in the
inheritance structures called diamonds or their derivatives (Fig. 4).

2.4 Connotation

The description of reality through the associations is based on creating relations
between elements that in some aspect or dimension have common or similar
features, properties or functionalities [2,7]. Such relationships are ambiguous or
unnamed and they do not specify precisely the nature of this relation but rather
loose connections between elements. It is also restricted to the specified aspect.
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amphibian

car boat

Fig. 3. An example of multiple inheritance

vehicle

car boat

amphibian

Fig. 4. An example of diamond
structure in a inheritance graph

For instance, some events may be associated in the dimension of time, what
would suggest that they can occur in e.g. in the close distance of time from each
other, they can constitute consequents or precedents to some other events. As a
result, associations are inherent to the concept of similarity, however, they do not
imply the necessity of a strict definition of metrics but only to more or less set out
the proximity in a particular dimension or space. Other more complex aspect of
similarity that constitutes the basis for associations is for instance the structure.
The structure, as the system composed of elements and relations between them.
The classic example of associations related to the aspect of structure is the
term “tree” that is associated with many concepts including the concept of a
physical vegetal object and the abstract concept of data structure that derives
from the graphs theory. Completely independently, but close to that concept is
the concept of e.g. decision tree used in expert systems of artificial intelligence.
Analogically, we can list directory trees, trees as organizational structures in
management sciences, taxonomic trees, trees defining inheritance etc. In this
case, the combining (associating) elements are the features of structure referred
to as the tree, which here is an incoherent directed acyclic graph.

2.5 Scale

The method of description based on the scale relates on the idea to look at
the described model from a distance that causes some details to be invisible
[29]. This idea is quite natural, however it is highly important not only for
the description of reality in the abstract sense, e.g. knowledge base, but also
it constitutes a good illustration for the method known in the modelling of
3D scenes named “elision”. It is based on optimization of number of displayed
polygons (the smallest element of which 3D scene is build). This optimization is
focused on the reduction of polygons, that is details of displayed items, in the
function of distance of element and observer. We can imagine a very complex
scene composed of a very large number of complicated solids that additionally
change their location in time creating a dynamic scene. The example of such
scene can be a dynamic 3D image presenting an epic battle, which involves 10
000 warriors, each composed of thousands elements that are polygons. If the
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observer is able to see the whole scene, it raises the question if it would be wise
to overload a processor by the necessity of calculation the location and other
parameters for each of this billiards of polygons. Taking into account that by
transforming this 3D scene to the form of projection onto a plane, individual
warriors will cover only a few pixels. Thus, the number of processing elements
of a 3D scene depends on the distance from observer, so the processor is not
overloaded with the necessity perform calculations on details that will not even
have a chance to appear in the form of visual effect.

And this is a key to the idea of reality description based on the scale, where
by presenting any model, some of its details needs to be hidden and which of
them will be hidden, and specifically to which level of significance the element is
visible, depends on the scale at which the model is presented. It has extremely
significant for the ability to perceive the model and its effective analysis. Entering
into details on every level of zoom by the observer will cause the necessity to
take into account too many details. This is why, there are several levels of model
granularity. From the detailed model the elements can be segregated so that the
model starts to be “light” and easy to analyze and comprehend by a person or
persons working on it.

The idea of scale is commonly used for a long time during the use of all kinds
of maps. There are general maps, where placing of details would obscure the
image, if at all it was possible because of their richness. However, the detailed
maps can and should consist of possibly a large amount of information, so that
the change of scale is not a simple operation based on mathematical homothetic
transformation, and at the same time provide new information hidden on the
higher levels of scale [14]. The scale can relate to many aspects, e.g. it can be
connected with the relation between a part and a whole. For example a technical
drawing, where some of the parts can be visible and some of them hidden and
what decides about it is the scale of such drawing.

It can also relate to more abstract relations, e.g. generalization-specialization,
where while considering for instance taxonomy, we can focus on the upper part
of a tree going down to the direction of leaves that are in fact elements that in
a specific scale are seen as the last, the darkest and the most detailed. In this
case the scale means moving inside the tree of taxonomy.

3 Complex Methods of Conceptualization

3.1 Object-Oriented Modeling

Object-oriented modelling [21] is an example of idea, in which several methods
of modelling were combined, including a few presented above. Therefore, the
description of features of such modelling focuses only on its selected elements, in
order to avoid redundancy of description. One of the more important concepts of
object-oriented modelling is class-object relation. The class is a description of a
construction and the way of creating objects, whereas the object itself constitutes
the “physical” emanation of class, as its instance. It is necessary to emphasize
that the object is not a part of the class and it is able to store information
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in attributes and to interact with other objects through methods. In this app-
roach methods are part of the class, that is they are defined in it, whereas they
are induced for objects. In a specific case, the object can have an interaction
through the method with itself; then it refers to the methods induced for and
inducing object. In the natural language it is the equivalent of inducing oper-
ation described as the reflexive verb. (an example: washing yourself) Another
already mentioned concept are the attributes. Attributes are defined in the class
but the ability to assign them the values is reserved for the objects. Due to that,
all objects of a particular class have the same set of attributes but each of the
objects can consist of other set of values assigned to these attributes. A special
case of attribute is static attribute, where it is defined and stored on the level of
the class and all objects of a particular class referring to this attribute, refer to
one and the same element. Object-oriented modelling does not imply aggregates
that have the ability to store objects, that is in the same idea there is no separate
category with such function. In practice, it means that each implementation can,
according to its rules, create sets, lists, vectors, bags and multisets, however, as
such, they are not the element of object-oriented modelling.

One of the basic method of object-oriented modelling is the concept of asso-
ciation. Association is the connection that links two classes. This relation is
unnamed, which means that its semantic is not predetermined, in contrast to
e.g. composition or generalization. Association has some other features, such as
navigation, multiplicity of association or roles, however these aspect will not be
discussed in detail in this article.

The object-oriented model despite its size and generality has restrictions and
does not include all possible concepts of description of world complexity.

Considering the restrictions, we should notice that in many cases they rather
do not result from the model itself but from its implementation. For instance,
already mentioned association normally is realized by the attributes. The result
is that the relation of association automatically became purely conceptual, that
is it does not consist of its own separate categories or their instances. Simply put,
in languages using object-oriented paradigm usually it is impossible to create an
entity that would be an instance of association. The special case of association
are n-ary association, for n �= 2. Each of the roles of this association consist of
multiplicity, but only on the side of a class. As a result, it is possible to limit the
number of objects that take part in association, but it is impossible to determine
the number of association, in which the object of a particular case can take a
part. This stand in a sharp contrast to the binary association, where on both
sides there are multiplicities, which means that ternary associations and higher
are a special case that should be consider separately in relation to the binary
associations. It is inconsistency that goes much further, because in the model
unary relations were not included, although they are useful in the modelling.

By reviewing the existing methods of the world complexity and researching
their mutual relations, way of mutual complementation, redundancy, strengths
and weaknesses, what was developed is the skeletal system of a knowledgebase
which in the possibly most general way is able to store the information of the
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possibly most general character. This system is hybrid both from the point of
view the conception of complexity description and in respect of the character
of data that are stored there. It connects many simple and complex ideas, the
latter of which are often extended versions of their primary concept.

3.2 Ontology

Ontology in the sense of science is the area known to philosophy and it is defined
as “as it is”. It means that ontology consists of information about the state
of things (state of the world), entities and relations between them. From the
point of view of information technology, it can be determined that ontology is
focused on entities and relations between them, not, however, on the answer
to questions why is it like this or how does it happen, etc. The most popular
definition of ontology in the information technology is Tom Gruber’s phrase
saying that ontology is “specification of conceptualization” [9]. This definition is
elegant because of its simplicity and generality, however it does not explain too
much. From the moment, when the concept of ontology in information technology
became commercialized, it started to be identified with the particular solution,
and even with implementation of this solution in the form of OWL1 and its
derivatives. Ontology in this sense has lost on its generality and moved away from
that idea, indicated in 1994 by Tom Gruber. Moreover, many studies present the
specific implementations based on e.g. taxonomy, pompously called ontology of
a particular problem. Sometimes it is even called ontological base, which is a
terminological mistake, because ontology itself constitutes a structured set of
information having a specific structure [5].

Aside from the issues of terminology, ontology is undoubtedly one of the
most important methods of world complexity description. It should, however, be
emphasised that it surely does not exhaust all the aspects of this description.
In particular, ontology is not intended for storing the rules and facts beyond
the entities and relations between them. Ontologies are usually presented as sets
of types (classes), objects (instances) and relations (associations), which can be
connections of any type. In practice, solutions based on ontologies very often
make a predefined assumption, that is predetermined number of types (classes)
and kinds of relations. Restriction that is particularly strong is the determination
of kinds of relations, usually for generalization-specialization, part-whole and
other for special uses. Lack of possibility to freely define relations is particularly
burdensome for a modelling person and it significantly narrows the possibilities
of a specific system.

3.3 Semantic Networks

Semantic networks [4] are the method of complexity description based of the
graph theory. In semantic networks there are nods and edges, whereas both nods

1 Web Ontology Language – a family of knowledge representation languages endorsed
by the World Wide Web Consortium (W3C).
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and edges consist of labels (Fig. 5). What is particularly important for the seman-
tic networks, is the fact that they do not have predetermined semantics. It is
their fault, but also a huge advantage. It can be a fault because when seeing
any defined network without the description of its semantics, it is impossible to
clearly determine the meaning of nods and arches. It means that by creating any
semantic network, it is necessary to precisely determine the semantics of arches
and nodes and possible grammatical structure accepted by these networks. It is
at the same time an advantage, because it proves the generality of this method
and allows to use them for the description of incredibly wide range of problems:
from simple arithmetical equations, which can be easily represented by such
networks, to complicated rules or facts that apply to the artificial intelligence
systems. The simplicity of a structure of such network, that is nodes, edges, their
labels and a function determining which of the nods are connected with which
and with which arches, allows to express the complexity of the world. However,
the classical semantic networks also have some disabilities [17].

pidgeon bird

Blackie wings

isa

isa

has part

Fig. 5. An exemplary semantic network

They are, for instance, unable to take into account some of the details impor-
tant for the description of reality. Many problems relating to the semantic net-
works have been solved in the Hendrix’s studies over 50 years ago [11]. Unfor-
tunately, the literature review proves that incredibly small number of authors
describing the networks include the solutions proposed in this studies, referred
to as the partitioned networks. The mechanism described by Hendrix is strong
and it ensures the hierarchic structure of a network. Still, there are some issues
left that in the classical networks and in networks extended by Hendrix are not
included. An example of which is a mechanism of associations multiplicity, which
is not present in the classical semantic networks. The problem relating to associ-
ations multiplicity id practically insolvable on the level of graphs and only after
introducing the structures known as hypergraphs2 to the description of semantic
network structure, the problem is possible to be modelled. Semantic networks
in the classical approach consist of more important restrictions, which, however,
are not the subject of interest of this article.

2 Hypergraph’s edges are called hyperedges; they can be incident to any number of
vertices.
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3.4 Natural and Artificial Languages

The most natural way of complexity description is the natural language [22–24].
Its undeniable feature is its incredible flexibility allowing to describe almost every
idea. It is, however, burden with a very difficult and, surprisingly unnatural for
a human, method of recording. It is one dimensional recording that is linear and
strongly marked with cultural connotations and connected with the set of terms
and concepts being at the authors disposal for a specific statement in the natural
language. It is a huge obstacle to the analysis of a text, because the only way for
its acquisition is to combine terms as sequences that needs to be in accordance
with a set grammar of a natural language. Already mentioned unidimensional-
ity excludes the possibility to move freely on the record. The reality described is
usually multidimensional and multifaceted and can include many levels, points of
view and transformation of very complex information to the form of a sequence
of terms. This needs to cause, first of all, difficulties, second of all, illegibility,
and the third, a huge effort of the receiver to transform this sequence back to the
complex structures that are functional for our minds. This is why, the natural
language has been displaced from the technical sciences, especially from informa-
tion technology, where two-or three-dimensional structures are dominant, also
constituting the (often graphic) representation of a concept, idea or basically the
complexity of the world. An example for this could be dozens of diagram types
used for the description of equivalent issues. What is used within the model-
ing of information systems is for instance UML, which alone consists of several
number of diagrams. Additionally, there are many diagrams in other sciences,
such as BPMN [1], which is widely used in the combination of information and
management science.

Formal languages [18] have been created for a very specific needs. Cur-
rently, the primary most universal formal language is language of logic, on which
other fields of mathematics were based. Formal languages, e.g. programming lan-
guages, consist of very strict grammar and semantics, what differs them from the
natural language. They are so unambiguous that it is possible to design machines
able to communicate in such way. It is, however, burdened with illegibility for
an average person and often with a considerable complexity of records. It should
be emphasized that formal languages do not necessary need to be based on the
text. Incredibly efficient way of communication are already mentioned formal lan-
guages based on the graphic symbols. Automatic processing of records in such
language can be realize by appropriate algorithms, what is another advantage
of this languages. Examples of this include automated reasoning systems, which
perform symbolic operations basing on simple but incredibly effective methods
of processing information.

4 Semantic Knowledge Base

Here, authors would like to introduce a term: semantic knowledge base. It is so
crucial issue that all discussions on the databases and knowledge bases start
and often end with a question: “what do we mean by the term knowledge base
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or database?”. Contrary to appearances, these terms are understood differently
depending on the areas of studies of the researchers. The terminological order is
essential, not only because of the methodological bases of the science but also
for the explanation of solutions proposed by the authors.

4.1 Database

Database is understood as the basic, lowest in the hierarchy of information stor-
age and processing element, from which other levels are built. The definition of
the database depends on the domain of the area interested in databases and will
not be analyzed herein. Usually the term database is understood as stated in
Definition 1 or in Definition 2.

Definition 1. One or more large structured sets of persistent data, usually asso-
ciated with software to update and query the data. A simple database might be
a single file containing many records, each of which contains the same set of
fields where each field is a certain fixed width. A database is one component of
a database management system.

Definition 2. Ordered (having a specific structure) set of information logically
connected with each other, which are intended to mirror the fragment of reality.
Database should enable the storage of information in a permanent and coher-
ent way that enables access to them (to read, add, delete, modify) anytime in
a synchronous way.

Database should comply with the following requirements:

– to guarantee data integrity,
– to ensure the effective data processing,
– to correctly mirror the relations in the real world represented by a database,
– to protect from the unauthorised access,
– to ensure synchronous access to date to multiple users,
– to make metadata (information about data structure) available.

From the point of view of definition, what is discussed here is not a particular
database model: hierarchical, network, relational, object-oriented, association-
oriented. These are only the frames setting the principles of creating cate-
gories and relations between them, from which particular bases are constructed.
Database consists of a structure. The database structure is defined as a set of
elements belonging to the database category together with their mutual rela-
tions. For instance, in relational model the structure constitutes a set of tables
and relations between this tables. On different levels of structure representation
(conceptual, logical, physical), this structure can have different form, degree of
precision – generally speaking representation. However, what is really important
is the fact that it does not have an established and included in the structure
semantics. It means that structure of a database is a structure and semantics
describing the meaning of particular elements and relation of these elements
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is something that should be added in a form of verbal description, and then
implemented in a form of application processing data in accordance with a par-
ticular structure. Here, it is important to draw attention to the next term, that is
database consistency. The term database consistency [19,26,32] is described by
the concept verifying whether a database is consistent with a model, that is with
a simplified image of reality, which is being represented. The term was mentioned
mainly because its relation with the concept of semantics. It is impossible to dis-
cuss consistency with a simplified image of the real world and its representation
in the form of a structure and limitations without the knowledge of importance
of particular elements of this structure. Semantics combines structural elements
(syntax or specific structure within a specific syntax) with the outside world,
specifically with the understanding (perception) of this world by a modelling
person. What is important in the above considerations is that a database in a
sense of structure can exist individually and be correct, and the semantics in
database is not integrally related with a database itself. In practice, however, it
is impossible to image a situation of creating a database structure in isolation
of semantic aspects. It is possible only in theory without data, which refers to
attributes, combining them together into wholes called in the relational model
relations and in object-oriented model classes, creating relations between tables
and classes, where all elements function without any relation to anything.

4.2 Knowledge Base

Database can have its structure that can be referred to as a syntax. To this
structure it is possible to include semantics, that is determine relations between
syntax and what it represents. The next stage and level of development is set of
methods, algorithms. Such functions include information about the way of pro-
cessing data. They can be relatively simple, elementary, e.g. function searching
for data that meet specified criteria on the structure and data. However, methods
(algorithms) that are being created, in their complexity and level of difficulty are
beyond the simple operations on data, e.g. methods of logical inference based
on contents of a database. It raises the question that is both philosophical and
very practical, from which moment we can or we should say that the database
(structure+semantics) consisting of more or less complex function implementing
specific tasks can be called a knowledge base. The knowledge base is usually
described as a set of information (database) with the ability to interpret those
information. Similarly to functions of searching for information, e.g. according
to value of the attribute, is hard to call knowledge and to classify the whole sys-
tem as the knowledge base. However in the case of information system operating
on information and consisting of implemented complex algorithms, the inferred
situation is no longer unequivocal. Here, the authors wish to emphasize a certain
imprecision associated with a blurry statement of “ability of interpretation”. It
is possible to list a number of examples that are completely analogical to this
problem, including Turing’s criteria or Chinese Room. In both cases reasonable
doubts appear concerning the abilities to “intelligent” processing of information.
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In conclusion, the authors would like to propose a certain approach to the issue
related to clarification of the concept under the term of knowledge base.

Authors propose the following definition of the knowledge base.

Definition 3. Knowledge base (KB) is a system consisting of four elements:

1. metastructural database,
2. database semantics,
3. primary information,
4. primary methods of data processing.

It is proposed to distinguish the following features of KB:

1. the possibility of freely defining the structure of knowledge,
2. the possibility to introduce knowledge,
3. the possibility to generate questions to the knowledge base,
4. the automatic processing of knowledge.

The term metastructure should be understood as database structure that is
constructed in a way allowing storage of information on the knowledge structure,
and only through it the knowledge itself can be stored.

For instance, in a database we can put information of the employee; in a
relation model it would be a relation consisting of attributes describing this
employee and relationships with other relations, thanks to which it is possible
to store information on e.g. his history of employment. It is the data structure.
Whereas metastructural database would have the ability to define such type as
an employee. This means that it would have the ability to freely, dynamically
determine the attributes, which can be possessed by such entity and relations
with other entities, both relating to their quantity and other features. Due to
that, in a dynamical way, that is the way that does not interfere with a database
structure. It is possible to introduce new entities and in the case knowledge base
we would refer to terms and their definitions. It is the most important structural
element differing the database form the knowledge base. It is, however, not the
only difference. Database also can and even should consist of semantics. In the
case of knowledge base the semantics is also present, but on the metastructural
level. Another important remark is that in theory database can exist without
semantics connecting it to the world to be described.

Database does not have to consist of primary data understood as information
that is equally important as the structure itself, without which data interpreting
and processing would be impossible. In the case of knowledge base, primary data
e.g. in the form of primary terms definitions, primary relations (generalization-
specialization, part-whole) typical for the knowledge bases, are absolutely essen-
tial for the knowledge base to be filled with knowledge.

4.3 Methods of Data Processing

A database does not have to consists of any methods of data processing embed-
ded into its structure. It is a kind of database usage method, the application part
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that depends on database but is not essential for its existence. The proposed
definition, in contrast to unclear, blurry and very general definition describing
the knowledge base as a database able to make use of that data, ensures the
possibly clear and precise separation of what is a database and what can be
called a knowledge base. This is an important issue because there are many
publications, in which these terms appear in an unauthorized way, sometimes
extremely incorrectly. The example for this include publications, in which non-
structuralized sets in the form of text are called knowledge bases. In reality, they
are simple repositories that do not even meet the requirements to be treated as
knowledge bases. Sets of answers for essential questions are often called knowl-
edge bases, mainly due to the fact that they are sets of data and they refer to
some knowledge of a particular field. However, they are not knowledge bases.
The classic example are services such as Wikipedia that, as we all know, is
an extremely simple technology based on a simple text with references, called
hyperlinks. Undoubtedly, it consists of some part of a human knowledge, but it
does not make it a knowledge base. It is hard to even imagine that it could be
the basis, on which any knowledge base could be built on. The terminological
problem can be considered secondary, if not for the methodological issue related
to the creation of knowledge bases, and consequently establishing of essential
requirements and components of such system.

In the simple definition of the structure of knowledge we should refer to
the abolition of restrictions on those that are not a domain of the database.
It means that increasing the level of abstraction and entering the metastruc-
ture level, where the knowledge structure is possibly optional. The restriction
concerns only the metastructure that has the feature of large generality. The
possibility to introduce knowledge is analogical to features without data and
is based on introducing mechanisms of putting knowledge on the specific struc-
tures, and consequently it is related to the mechanisms of structural and semantic
correctness control for the particular knowledge base.

Fig. 6. Knowledge Base construction

The language of questions is also an analogical solution to the language of
questions in knowledge bases. It is to ensure the possibility of acquiring knowl-
edge both on the elementary level (such as in databases, where there are mecha-
nisms to read information recorded before) and on the higher level, that is using
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mechanisms such as acquiring knowledge not only recorded, but also knowledge
based on the already acquired knowledge. The example of it can be a mecha-
nism that is able to extract all attributes of a given term taking into account its
negative features, but also all features that it has obtained as a result of using
inheritance mechanism. It is a simple mechanism, however, it already requires
searching the knowledge base and creating more complex semantic response. In
databases, such mechanism is not required (Fig. 6).

Automatic processing of knowledge is a definite development of question
mechanism. Similarly to the questions mechanism it required the ability to
extract data on the basis of information included and more complex information
(derived), the mechanism of automatic processing of knowledge relates to much
more complex and subtle methods and its purpose is to modify the content of
a database. The example of simple knowledge base mechanisms are methods of
automatic detection of contradictories and methods of simplifying knowledge,
that is conversion form one structure to another in order to optimize efficiency.
There are the examples of elementary methods, which does not mean that there
are simple to implement, and the level of complexity strictly depends on the
level of knowledge base complexity.

4.4 An Example of Knowledge Base

This chapter will present an example of the knowledge base that meets the
predefined criteria. At the beginning one more terminological issue needs to be
discussed. The developed knowledge base has been named Semantic Knowledge
Base while in previous chapter it was noted that one of the elements to deter-
mine the system as a knowledge base is defined semantics of its database meta
structure. Experience shows, however, that very often the term knowledge base
determines standard data sets, as mention before. This phenomenon is so com-
mon that it has become customary, and even though incorrect to fight with it
is virtually impossible. Therefore, to distinguish between the knowledge base,
understood as different sets of information gathered by people, and the true
knowledge base, i.e. one that meets the predefined criteria, the latter will be
named semantic knowledge base. The term knowledge base is supplemented by
“semantic” to clearly highlight the difference between sets of information, that
do not have references to the meanings of elements stored in them, and the base,
which is focused on the ability to define structures describing these meanings.

As part of research in the field of knowledge engineering Semantic Knowledge
Base (SKB) system has been developed. It is framework system, i.e. it is not
dedicated to a domain-specific applications. This means that it is able to store
both, common and specialized knowledge. The common sense knowledge is used
to define and to precise more specialized one. SKB is modular and uses logical
modules, i.e. there is no strict separation between modules. This is due to the fact
that each of the modules cooperates with the other according to the characteristic
of the knowledge being processed at the moment.

AODB is a database metamodel designed by authors i.e. for the purpose
of knowledge base implementation. It is considered to be the novel database
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solution, that stems its conceptions from Entity-Relationship approach (E-R)
and object-oriented paradigm, representing the database schema as a data and
relationship constraint graph whereas the data model is the hypergraph. The
syntax and semantics of the metamodel has been deeply elaborated in [15–17].
The two main intensional categories of the metamodel are association and col-
lection. Collection is equivalent to class and is used to store and define objects,
and the association is a category of elements that form the relations described by
roles. The structure and tasks of the SKB Structural Module will be presented
as to fulfill the definition of knowledge base in the sense of its metastructure,
semantics, as well as, primary information it stores. The description of other
modules is not significant since, it would only bring more prove on the same
matter, while that description is not the key factor for this paper.

The Structural Module consist of two sub-modules: Ontological Core (Fig. 7)
and Relationship Module (Fig. 8). The Ontological Core derives its name from
the ontology concept, namely the key ontology elements. The most original and
structurally situated in the center is an abstract collection CONCEPT. The
abstract type is important, since authors assumed that there are no concepts
that could not be classified into one of predefined type of concepts. Following
collections inherit from an abstract CONCEPT collection: CLASS, INSTANCE,
FEATURE, VALUE, VALUESPEC, RELATIONSHIP, SET, which are in turn:

CLASS – represents class in object-oriented model, such as an animal, a person,
a feeling.

INSTANCE – represents object in object-oriented model, such as Mickey Mouse,
Barrack Obama, i.e. instance that describes a particular element defined by
specific class. SKB provides the solution in which it is possible to assign
multiple classes to a single instance. Authors do not favor such a solution,
however, it was decided to allow the implementation and usage of such a
concept.

FEATURE – used to define set of characteristics for a given concept. In the
particular case, you can specify the characteristic of the class, what will mean
that all instances of this class are described by such features. This mechanism
is analogous to attributes assignment for the class in object-oriented model,
but much more general, because it can describe the characteristics of any
concept, such as relationships, collections, or even other features.

VALUE and VALUESPEC – used to store and define the type of values.
REALATIONSHIP – describes the relationships between concepts through pre-

defined set of attributes as well as any additional features defined by FEA-
TURE. It should be noted that the RELATIONSHIP collection do not rep-
resent specific relationships in terms of connections between concepts, but
only hold its characteristics. The mechanism of building relations between
concepts will be presented later in this paper.

SET – used to describe sets of concepts.

The Ontologal Core consists not only of collections, but also associations.
These associations, according to AODB model, realize the following relation-
ships.
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Fig. 7. The AML diagram of the SKB Ontological Core

Property – ties together the collections that are used to describe the properties
of a particular concept, i.e. the value of the attribute (FEATURE). The role
Property binds the concept with the property, Feature points to the feature
being described and Value allows to assign value for the property.

Connection – allows to specify permitted and prohibited connections between
concepts. The connection is understood as any possible junction of two con-
cepts, that can be defined on the level of Ontological Core or Relationship
Module.

UsedIn – specialization of Connection used to identify concepts that are permitted
or prohibited to define within particular relation.

Describes – used to build lists of features permitted or prohibited to be used for
the description of a concept.

ClassInstance – an association in which the instance is ascribed to specific class
or classes.

SetConcept, SetInstance – used for building sets of concepts or sets of instances
respectively.
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Fig. 8. The structure of Relationship Module

Presented Ontological Core module uses Gruber’s principles regarding ontol-
ogy design, however it is not a full implementation of the ontology following
this approach. This module is used to store the information about concepts and
their properties as well as possibilities to establish relations between concepts. In
order to create full-fledged ontology, i.e. that, which contains information about
the relationships between concepts an Relationship Module has been introduced.

Relationship Module consist of two conceptual elements. The first is a sys-
tem used for building relationship templates, defining type of relation and roles
building it. It corresponds to the UML class diagram. The second one is used
to determine the specific relationships between concepts defined in Ontological
Core. It corresponds to object diagram in UML. Very important issue is that
in the process of defining relations and roles only concepts previously defined in
Ontological Core may be used. Given that Ontological Core module is capable
of defining any terms, which later might become components of relations in the
Relationship Module, it should be noted that it gives ability to create any pos-
sible relations. Therefore this module is not limited to standard relations, e.g.
whole-part, generalization-specialization.

A description of each collection, and association that make up this module
is omitted, as it would address the postulate that meeting has already been
presented in the description of the Ontological Core sub-module. The presented
diagram shows the structure of Relationship Module. It is worth noticing that
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Fig. 9. The definition of generalization-specialization relationship

the relationships are built as hypergraphs, in contrast to classic links derived
from object model. The association is treated as an edge, which in turn is made
up of roles. The role, in general, is a tree-like structure, that may consist of
any number of sub roles. In addition, for each role one can specify the types of
terms that may be used by it. This means that at the end of each of the role or
sub role may be any number, but at least one node representing the type of the
concept. At the stage of defining the role, you can also specify: the multiplicity,
the navigation, composition, as well as information regarding inheritance of the
attributes of concepts taking part in it.

Fig. 10. The example of generalization-specialization relationship implementation

The Fig. 9 shows an example of a simple binary relationship. In the dia-
gram, there is a definition of relationship presented, while in Fig. 10. concrete
implementation of this relationship.

5 Summary

The aim of this study was to propose a definition of Semantic Knowledge Base in
the context of nowadays used terminology and solutions in the field of databases
and reality description. Presented methods used for description of reality were
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not intended to develop discussion in this direction, but rather to briefly present
the most common solutions. Each of these may be individually expanded to
some extent and interpreted, as well as, implemented in many different ways.
The list of solutions is not closed, as there may be a more specific solution or
a hybrid one, combining together several of simple methods. Knowledge Bases,
depending of on their applications, degree of generality or specialty and imple-
mentation may contain different combination of showed methods. This raises
the important question about the nature of knowledge base. The paper pointed
out that the term Knowledge Base is very often used to name any collection of
information resulting from the accumulation of human knowledge. In particular,
different repositories, such as sets of answers to frequently asked questions. It
is a popular, commercial approach to naming, but has nothing to do with the
scientific approach. The source of this is the simple fact that the term database
has ceased to be a trendy and catchy carrier, at the moment knowledge is a
term often used to catch interest of the recipient. The paper shows that these
repositories of information do not have the structure and other attributes that
allow them to qualify even as a database. Therefore they might not have nothing
to do with the knowledge base. In defining the term of Knowledge Base authors
come from the observation that the knowledge is the information along with
the possibility of its use. This is an important assumption, however, very gen-
eral and, unfortunately, very rarely respected. In order to clarify the criteria for
determining whether a set of information is a knowledge base, four components
and the four properties that the system must meet has been introduced. The
authors believe that it is necessary to draw attention to the mass scale abuse of
terminology in the field of knowledge engineering. This is very dynamic area and
it can be assumed that its development will only accelerate. As a result, it should
be a very clear distinction between advanced knowledge base systems solutions
and extremely simple repositories of information. For this purpose, authors pro-
posed to supplement the knowledge base term with “semantic” in front. Author
is concerned that the term knowledge base has been so widespread that in prac-
tice it is impossible to separate legit knowledge base from commercial solutions
reaching the marketing terminology.

This article is not supposed to be only a theoretical consideration of the
terminology issues, but it also presents a solution namely, Semantic Knowledge
Base system, developed by the authors. Due to the volume of the studies, the
article presents only the main idea, and the most important characteristics of
the modules, describing in general terms the most key modules constituting the
system core. This system is fully defined by the syntax and semantics in terms
of Association-Oriented Database model. AODB is a new model for database
modeling, as a key and direct solution, which formed on the basis of the concept
of semantic knowledge base. The main idea that joins those studies is the idea of
associations being widely used in modeling. A detailed description of the AODB
grammar and semantics, due to its size, will be the subject of monographic
studies currently being prepared for printing.
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22. Przepiórkowski, A.: Slavonic information extraction and partial parsing. In: Pro-
ceedings of the Workshop on Balto-Slavonic Natural Language Processing: Infor-
mation Extraction and Enabling Technologies, pp. 1–10. Association for Compu-
tational Linguistics (2007)
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