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Preface

Application of modelling and simulation in science and technology has undergone a
change during the last few decades. During this period, newer ideas have been
prescribed, and phenomenal changes have taken place in different directions in
R&D activities. In view of this, it becomes important to discuss on the issues of
Modelling and Simulation in Science, Technology and Engineering Mathematics.
With this motivation, the book entitled Modelling and Simulation in Science,
Technology and Engineering Mathematics has been edited.

This book contains the research papers presented in International Conference on
Modelling and Simulation (MS-17) organized by Association for the Advancement
of Modelling and Simulation Techniques in Enterprises (AMSE) in collaboration
with The Institution of Engineering and Technology (IET-UK), Kolkata Local
Network, on 4-5 November 2017, in Kolkata.

Papers have been divided into following tracks:

Fuzzy, Optical and Opto Electronic Control of Oscillations
Power System

Energy

Control Techniques

Neuro Fuzzy, Control System and Optimization
Computation Technique

Modelling and Simulation in General Application

Editors of this book would like to acknowledge the support received from authors
of the chapters and reviewers for their valuable contribution.



vi Preface

We express our sincere thanks to the members of Springer for their support in
publishing the book.

We are sure that this book will give ample scope to the readers to gather
knowledge and information on the above subject matters.

Malda, India Surajit Chattopadhyay
Howrah, India Tamal Roy
Kolkata, India Samarjit Sengupta

Lyon, France Christian Berger-Vachon
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Control of Oscillations



Studies of Optical Properties of RF )
Magnetron Sputtered Deposited Zinc oo
Oxide Films

S. K. Nandi

1 Introduction

Zinc oxide (ZnO) is of great interest as a suitable material for high temperature,
high power electronic devices either as the active material or as a suitable substrate
for epitaxial growth of group II-nitride compounds. With its large, direct band gap
~3-4 eV, alow-power threshold (~160 LJ cm~?2) for optical pumping at room temper-
ature and wurtzite crystal structure, ZnO is similar to GaN. Due to its relatively close
match in lattice constants, it may be used as a substrate for GaN and AIN epitaxy. As
a consequence, there is renewed interest in the properties of ZnO relevant for micro-
electronic device applications. ZnO thin films have been prepared by a wide variety
of techniques, including sputtering, spray-pyrolysis, and electro deposition [1] etc.
In particular, the r.f. sputter method has advantages over other processes because
of its simplicity [2]. We investigate the optical properties of r.f. magnetron Sputter
ZnO/Si films by photoluminescence (PL) measurements, Structure and composition
of the ZnO/Si films have been investigated by X-ray diffraction (XRD), atomic force
microscopy (AFM), scanning electron microscopy (SEM) and X-ray photoelectron
spectroscopy (XPS) for chemical composition.

2 Experiment and Results

The undoped ZnO (100 nm) thin film deposited on Si (100) at450 °C using 13.56 MHz
r.f. magnetron sputtering system with a base pressure of 1.0 x 10~ Torr., working
pressure of 1.0 x 10=2 Torr., used gas of Argon, substrate temperature of 450 °C

S. K. Nandi (<)

Department of Physics, Rishi Bankim Chandra College, 24-Parganas (North),
Naihati 743165, West Bengal, India

e-mail: susantanandi @gmail.com

© Springer Nature Switzerland AG 2019 3
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with RF power of 100 W. In the XRD pattern (Fig. 1) a major peak of preferential
orientation along (103) and minor one related to (002) of the undoped ZnO films
were observed. It indicates that ZnO films are polycrystalline structures.

Figure 2 shows the atomic force micrograph of ZnO film. The scan was taken on a
5 wm x 5 pwm area. The statistical information of the topography of the ZnO films as
observed from the height histogram of the AFM image are: Rms surface roughness
(Zrms) and average roughness (Zav) were found to be 50.9 and 30.4 A, respectively.

A scanning electron microscopy (SEM) image of the cross-sectional view of
ZnO/Si film (Fig. 3) shows columnar growth which indicates an orientation parallel
c-axis (002) with thickness 100 nm.

Figure 4 shows core levels of Zn 2p of the ZnO films measured by X-ray photo-
electron spectroscopy (PHI-5800). The as-grown ZnO thin film of the peaks of Zn 2p
are found to be at 1044-8 eV and 1021-7 eV for Zn 2p,,; and Zn 2p3», respectively,
with a separation of 23-1 eV between the two peaks which is due to the Zn 2p state.

To investigate the optical properties of the films, photoluminescence (PL) mea-
surements were performed Under the 325 nm excitation, the emission PL spectra of
a ZnO film at different temperatures are shown in Fig. 5. From the emission spectra,

Fig. 1 X-ray diffraction :
pattern of the as-grown ZnO ZnO/S1 (103)
thin film at 450 °C and r.f. =
power 100 W ‘g
)
&
2
v
s
=
E (002)
30 40 50 60 70
20 (deg)
Region Analysiz
Histogranm

200 400 S00

] 200
Height (4]
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| Al | 532 A 5094 30.4 A 25.0 p* I

Fig. 2 Two-dimensional AFM image of ZnO Film with scan area of 5 um x 5 pm
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Fig. 3 SEM view of the rf sputtered ZnO film deposited on Si

Fig. 4 XPS core-level of O
1 s and Zn 2p of the
as-grown ZnO thin film

Zn 2p Zn 2p -~

Zn 2p .

XPS Intensity (arb. units)

1050 1044 1038 1032 1026 1020
Binding Energy E (eV)

it is clearly found that there is two emission bands peaked at 380 nm (UV band)
and 502 nm (green band) for all. The origin of the 380 and 502 nm bands has been
ascribed to the band edge radiative recombination and intrinsic defects (mostly O
vacancy) of ZnO, respectively in many reports [3]. From Fig. 6, it can be found that
the intensity of 380 and 502 nm emission decreases when the sample temperature is
increased. When the temperatures are higher than 100 K, the 502 nm emission dis-
appears [4]. Meanwhile, the intensity of 380 nm increases as the sample temperature
increases, until it reaches 200 K.

Afterwards, the intensity of 380 nm decreases when the sample temperature con-
tinues increasing. The integrated intensities of 380 and 502 nm emission peaks at
different temperatures are shown in Fig. 6, which were calculated from the area under
the curves of related emission peaks in Fig. 5.



Fig. 5 Emission PL spectra
of ZnO films at different
temperatures

Fig. 6 Integrated intensities
of 380 and 502 nm emission
peaks at different
temperatures

3 Conclusion

Intensity (arb. units)

Intensity (arb. units)

S. K. Nandi

280 380 480 580 680
Wavelength (nm)

—v—380 nm
—4A—502 nm
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The r.f. magnetron sputter ZnO/Si films has been studied. Physical and chemical
characterizations of the films were investigated using AFM, SEM, XRD and XPS.
Due toits attractive properties ZnO films may have attracted much interest of potential
commercial application in Photo voltaic Solar cell and optoelectronic devices, such
as light-emitting diodes, laser diodes and UV photo detectors.
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Effect of Transmission Delay )
in a Modified Hybrid Long Loop Phase L
Lock Loop

Arindum Mukherjee, Shuvajit Roy and B. N. Biswas

1 Introduction

In an ordinary phase lock loop (PLL), it is a common observation that any attempt
made to improve the noise squelching property of the loop inevitably leads to lower
the capture capability [3, 4]. The earlier works of Biswas et al. [1, 2] overcomes
this restriction by using a hybrid long loop (HLL) whereby the limitations imposed
on circuit on the capture capability of a conventional phase lock-loop is overcome,
and the system response linearity also increases. This paper presents the effect of
transmission delay arising due to an IF filter in the loop and hence an attempt has
been made here to mitigate this deleterious effect with the help of injection syn-
chronization. Moreover an additional control by incorporating a phase modulator in
the loop has been included which will increase the lock range of the loop beyond
90°, thereby reducing the probability of cycle slipping phenomenon. The loop will
be now referred to as the modified hybrid long loop PLL (MHLL) because of the
presence of this extra phase modulator in the circuit.

Consider the proposed circuit shown in Fig. 1, it consists of an analog mixer, a sinu-
soidal phase detector (PD), two voltage controlled oscillators (VCO1 and VCO2),
two low-pass filters (F(p) and F»(p)), a phase modulator (PH. MOD) and an ampli-
fier (Kinj) to control the gain of the injection synchronized path to the VCOL. In
addition to these components, a broadband IF filter is inserted which controls the

A. Mukherjee (B<)
Central Institute of Technology, Assam, India
e-mail: a.mukherjee @cit.ac.in

S. Roy
Institute of Radio Physics and Electronics, Kolkata, India
e-mail: roy.shuvajit007 @ gmail.com

B. N. Biswas
Chairman Education Division, SKFGI, Mankundu, West Bengal, India
e-mail: baidyanathbiswas @ gmail.com

© Springer Nature Switzerland AG 2019 9
S. Chattopadhyay et al. (eds.), Modelling and Simulation in Science, Technology

and Engineering Mathematics, Advances in Intelligent Systems and Computing 749,
https://doi.org/10.1007/978-3-319-74808-5_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-74808-5_2&domain=pdf

10 A. Mukherjee et al.

_ Broad-band Narrow-band
Mixer IF IF PD

—@- e[ ®
T

Input Iy
7
N osc_~ LPF
T b
\\ A '[> > _ 7 vcol FI(P)

PH. MOD |

Y \Zxcos(a)zt+92(f)+¢m(t))
’

/ .
VCO2 LPF B (om (t) = Kq, Sll’l[¢(l‘—f):|
F, (p) B

Fig. 1 Modified hybrid long loop PLL

noise bandwidth for the system. The detailed analysis of the noise bandwidth will
be reported in a future communication. Finally, the presence of a narrowband tuned
circuit introduces transmission delay (7) in the loop. Output from the mixer feeds
simultaneously the PD and the t/2-phase shifter. For harmonic synchronization of
VCOl, this output is injected into the oscillator circuit of the VCO1. The PD output
is then delivered through the low-pass filters to the reactance modulators of the two
VCO'’s in order to control the instantaneous frequencies of the VCO’s. Thus the error
signal from the PD output and the RF signal from the output of the mixer control the
instantaneous frequency of VCO1. It is worthwhile to mention here that the low-pass
filters are employed to attenuate out the disturbances accompanying the reference
signal. With the introduction of the low-pass filters, the capture region of the PLL will
be reduced significantly relative to the zone of synchronism (maximum frequency
error in the steady state). Again, it is known that for direct synchronization, the cap-
ture region and the synchronization region are same. Moreover, the linearity of the
proposed system increases as the effective phase error becomes small at the input to
the PD, which may be further observed by noting that the heterodyne output of the
mixer feeds the PD.

2 Theoretical Analysis

Let us assume the input to be of the form A sin[w;? + 0;(¢)], and the two VCO
outputs are chosen as, VCO1: 2 cos[w;t + 6 (¢)] and VCO2: 2 cos[wyt + 0,(¢)]. The
phase-detector output is given by

A x sin[(w; — w1 — )t +0;(t) — O1(t) — 62(t) — @ ()]
= A x sin[Q X t+6;(t) —0,(t) — 02(t) — ¢, ()], (D)
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where Q = (w; — w1 — w») is the open loop phase error. Again, since the filter trans-
fer functions are ‘F(p)’ and ‘F»(p)’ respectively, ‘p’ being the Heaviside operator,
and recognising that the output of the LPF modulates the instantaneous phase of the
VCO, one gets

do, .
=y = A X P x Ba(p) xsinlp(t — 1)) (@)

and

% (%) X Kinj % A sinlgp(0)] + (B x Fi(p) x A sinlg(t = DI} (3)

the instantaneous phase equation is given by

d¢ _ o (ﬂ) % Kinj x A sin[¢p(1)]

dr 20
—[B1 x Fi(p) + B2 x F2(p)] x A sin[¢p(t — 7)]
do(t —1) db;
— K, x cos[¢p(t —1)] X —— + — 4)

dt dt

This equation is solved numerically to study the variation of phase detector output
voltage and its spectrum in absence and presence of delay. It is to be noted that ‘w’
is the centre frequency of the narrowband IF filter, ‘8’ is the VCO sensitivity and the
low-pass filters are chosen as first order with time constant “T".

3 Results and Discussions

It will be reported in a later communication, that injection synchronization reduces
2xQ

the effect of transmission delay t = (w—o) introduced by the narrowband IF filter.

It will be also shown that the additional phase control arrangement has more pro-
nounced effect in reducing the third harmonic distortion as compared to the injection
synchronized component. The phase detector output in absence and presence of delay
are shown in Figs. 2 and 4 respectively. The presences of third harmonic distortion
are shown in Figs. 3 and 5 respectively. A numerical experiment has been performed
to study the effect of third harmonic distortion (THD) with transmission delay and is
shown in Fig. 6 and in Table 1. With the increase in delay, the 3rd harmonic distortion
decreases.
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Fig. 2 Phase detector
voltage in absence of delay

Fig. 3 Spectrum of phase
detector output in absence of
delay

Fig. 4 Phase detector
voltage in presence of delay
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Fig. 6 Third harmonic distortion with delay; red dots are experimental data and blue curve is curve
fitting
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Table 1 Ratio of 3rd harmonic to fundamental frequency

Without delay THD % Delay (s) THD (%)
2.5997/69.178 =4.24 |0.031 2.5677/69.226=3.71
0.244 2.6618/69.121 =3.85
0.549 2.6131/68.434=3.82
0.763 2.4359/68.552=13.55
0.854 2.4625/68.796 =3.57

Injection strength=1.5 V; VCOI sensitivity =6 Hz/V; VCO?2 sensitivity =2 Hz/V; Filter time
constants =0.1 s; Modulating signal frequency =1 Hz; IF filter centre frequency =10 Hz; Initial
detuning=0

4 Conclusion

A modified HLL is analysed with particular emphasis on the effect of transmission
delay in the loop. The presence of third harmonic distortion is reported and its
variation with delay is studied. Phase detector output and the corresponding spectrum
are also studied in absence and presence of delay. In a future communication, it will
be reported that injection synchronization reduces the effect of transmission delay
and the phase modulator reduces the loop noise bandwidth.
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Comparative Study of Single Loop OEO m
Using Static and Dynamic Band Pass L
Filter

Shantanu Mandal, Kousik Bishayee, C. K. Sarkar,
Arindum Mukherjee and B. N. Biswas

1 Introduction

Traditional method of microwave or mm-wave signal generation was realized by
means of oscillators based on diodes like Gunn, IMPATT, TRAPATT etc. or using
transistors. To achieve the desired frequency range, several stages of frequency mul-
tiplication using electronic circuitry needs to be done. Microwave or mm-wave signal
can also be generated by beating of two laser beams or by optical injection locking
method [1, 2]. These approaches were good and useful for most of traditional appli-
cations. However, for many emerging applications of recent days such as in radar,
wireless communications, GPS, software defined radio etc., this traditional method
fails to produce satisfactory results. Those systems were not only complicated and
costly, but also lack of spectral purity, low phase noise and frequency-tunability,
which are essential in these modern applications.

Optoelectronic Oscillator (OEO) is the most advanced method for extracting high
purity and extremely low phase noise microwave signal proposed by Nakazawa et al.
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Fig. 1 Conventional single loop optoelectronics oscillator (OEO)

[3] in 1984. The construction, operation and benefits of OEO have been reported
elaborately by Yeo and Meleki [4-6].

In single loop OEO (Fig. 1), a highly coherent laser beam is fed to an electro-optic
modulator (MZM), the output of which is passed through a long optical fiber and
detected with a photo detector. The optical fiber used here as a microwave resonator,
which provides low loss and an extremely high Q factor. The output of the photo
detector is amplified by an RF amplifier and filtered by a sharp cut off band pass
filter and fed back to the electric port of the electro-optic modulator. This PLL
configuration supports self-sustained oscillations, at a frequency determined by the
fiber delay length, the bias setting of the modulator, and the band pass characteristics
of the filter [4-7].

Therefore, in this paper the behavioral pattern of a single loop OEO with a Static
RF filter and Dynamic Band Pass filter has been compared. Dynamic Band Pass filter
used here is a tuned circuit whose center frequency can be changed with external
dc control voltage [8—10]. Steady state amplitude and frequency of the OEO with
different type of filter has been derived theoretically. Then the amplitude and fre-
quency variation of the OEO with fiber delay for two different type of filter has
been measured. Finally the tracking capability of the OEO with two type of filter
is compared for external injection signal of different amplitudes and frequency has
been derived theoretically and measured practically. Both theoretical analysis and
practical findings are found in good agreement.
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2 System Equation of OEO

Let us assume the RF input to the modulating grid of the MZM to be V;,(¢) =
V(t)e/ [+ where, V(¢) is the oscillation amplitude with a frequency w; and
initial phase 8. The optical power from the electro-optic modulator output port can

be obtained
1 Vin(t) + 'V,
P=—-aPy|l—nxsinw Yin®) + Vi (1)
2 Ve

where « is the fraction of insertion loss of the modulator, V;; is the half-wave voltage,
Vp is the bias voltage, P is the input optical power, V;,(¢) is the input RF voltage to
the MZ modulator and 5 determines the extinction ratio of the modulator. If p is the
sensitivity of the photo detector and R is the output impedance of the photo detector
then the output of the MZ modulator can be written as

Vo(t) = =2nVpp Cos(n‘yB)Jl (nV(t — T)) sin[w(t — 1)]

e Va
= S exps Vi) @
where, 7 is the time delay of the long optical fiber in the loop, V,;, = @ and
NVt — 7)) = —24V,, cos(”VVB>Jl (”V(‘Z_ ”) 3)

Without loss of any generality, we can assume that Vg = V;;n = landn V), =
V. and V, = 7 then,

NV(@—1) =2V —1)] 4)

If the gain of the second order tuned circuit is G, gain of the RF amplifier is G,
frequency detuning is Aw then, the transfer function can be written as

G
G(s) = —— )
1+ Q[L + M}
o s
where, ‘Q’ is the quality factor of the tank circuit.
The closed loop equation can be written as
2
Vie Vi s on(1+5)
Vo(r) = I+0y —+—— (6)

G,G(s)  GaG, . P
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where V;,(t) = V(t)exp[j(wot +0(¢)] and G = G G».
The Eq. (6) can be written as with the help of complex frequency [6]

0 1 dv . do
[2JI[V(r—r>] } | 1 & i )
2ve—ol ] _ L

V() 2o\ [ 1 1 1av , .ds

Equating the real and imaginary part of Eq. (7) and considering w; ~ @ we can
get

dv

£ = — 2 RGAIVE - D]cos(@nT) — V()] (8)

dt Aw

o (1 + w—o)
1 ﬂ) -1 .
do wo[( o } 200G ALV = osinenn) o
= - > — -
di (1+M) +1 0 |:(1+%) +11| 40
wo [}

Now in steady state, considering ”fi—‘t/ = 0, the free running amplitude of the

oscillation is obtained exactly same as using a static band pass filter [11, 12] given
by

1
V() = 2&\/(1 — oo Cos(wot)) (10)

The normalized free running frequency is obtained as

2
ﬂ=1+;2[(1+&) —1—M] (11)
@o [1+(1+§)—Z’):| @0 Q

Whereas the normalized free running frequency using a static band pass filter
obtained earlier [11] is given by

wr tan(wot)

o 20 (12)

Growth of amplitude of oscillation of OEO using static and dynamic BPF is
obtained by numerically solving the coupled non-linear delay differential Egs. (8)
and (9) using Wolfram Mathematica 11.1® as shown in Fig. 2. This variation in
response is due to the detuning effect of the dynamic filter which has the noticeable
difference in the damping factor of the oscillators during the initiation of oscillation.
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Growth of oscillation in OEO using Static and Dynamic filter
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Fig. 2 Growth of amplitude of oscillation of OEO using static and dynamic BPF

Further, when an external synchronization signal is injected into the OEO, it is
most important to see the zone over which the sync signal is in lock with the OEO free
running signal. In steady state, the non-linear term & [‘(,('t)”] = ZJ‘[V(Z ol — ZJ‘W]
can be considered as constant (‘C’). Therefore, the normalized lock range of OEO

can be written as [11-13].

, GE\’ 5
Q = Aw; — GC sin(wyt) — Vv ) - (GC coswot — 1) (13)

where, Aw| = (i—%) X Aw

Here the variation of lock range with different fiber delay as well as with different
detuning values using static and dynamic filter has been compared experimentally.

3 Experimental Results and Discussion

The experimental validations of the theoretical expressions are obtained using
MATLAB® Simulink® environment. The designed experimental setup of the OEO
is shown in Fig. 3. Here, the conventional static BPF of earlier work is replaced with
the proposed dynamic BPF as shown in the Fig. 3.

The frequency response of the static and dynamic band pass filter is shown in
Fig. 4 which shows exactly same type of response in both cases. But in dynamic
filter, the center frequency is varying nearly the same amount as frequency detuning
(Aw), which is ideal for a dynamic BPF and is the prime goal of using dynamic filter
here.
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The previous observation becomes more prominent when the center frequency
variation along with different detuning (Aw) has been measured. Plot of center
frequency variation with detuning, considering RF amplifier gain of 3.0 and quality

factor (Q) value of 76.9 (Fig. 5), shows completely linear variation.

Next, the experimental variation of normalized amplitude and frequency of the
single loop OEO with optical fiber delay is compared for static and dynamic BPF as
shown in Figs. 6 and 7. The corresponding experimental data is given in the Tables 1
and 2 respectively where, different frequency detuning of the dynamic filter has been
considered. Visualizing the nature of the curves it can be concluded that the use of
dynamic filter in OEO reduces its amplitude as well as the frequency variation with

delay considerably.
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Variation of Normalized Frequency with Frequency Detuning
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Finally, the modified single loop OEO is synchronized with the externally injected
signal. The dynamic filter adjusts its center frequency in such a way that the center
frequency becomes equal to the instantaneous frequency of the injected signal. Once
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Variation of Normalized Frequency With Fiber Delay
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Fig. 7 Experimental variation of normalized frequency with fiber delay
Table 1 Experimental data for normalized amplitude with fiber dela
Fiber delay in Normalized Normalized Normalized Normalized
nsec amplitude of amplitude of amplitude of amplitude of
static BPF dynamic BPF dynamic BPF dynamic BPF
with AW = with AW = with AW =
2.5 MHz 1.5 MHz 0.5 MHz
1 1 1 1 1
3 0.972 0.989 0.987 0.986
5 0.916 0.961 0.963 0.962
7 0.813 0.919 0.92 0.931
9 0.641 0.841 0.851 0.878
10 0.493 0.785 0.8 0.839

synchronized, the variation of normalized lock range of OEO with fiber delay as well
as injection signal amplitude is shown in Figs. 8 and 9 respectively. The nature of
the graph shows the exact resemblance with of static and dynamic filter. That means
with the use of such a dynamic filter, variable frequency OEO of similar nature to
static one, can be obtained.
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Table 2 Experimental data for normalized frequency with fiber delay
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Fiber delay in Normalized Normalized Normalized Normalized
nsec frequency of frequency of frequency of frequency of
static BPF dynamic BPF dynamic BPF dynamic BPF

with AW = with AW = with AW =
2.5 MHz 1.5 MHz 0.5 MHz

1 1 1 1 1

3 0.999 0.999 0.999 0.998

5 0.997 0.997 0.999 0.998

7 0.997 0.996 0.997 0.996

9 0.995 0.994 0.995 0.994

Variation of Normalized Locking Range with Fiber Delay
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Fig. 8 Experimental variation of lock range with fiber delay

4 Conclusion

This paper considers the effect of synchronizing capability when a conventional
RF static band-pass filter is replaced by a dynamic filter in a single loop OEO.

System governing equations are derived when the synchronization signal is in the
form of angle modulation and an expression for locking range of the OEO has been
calculated. In a future communication, the dynamic tracking capability of this filter

will be reported.
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Variation of Normalized Locking Range With Injection Amplitude
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Fig. 9 Experimental variation of lock range with injection amplitude
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A Study on the Effect of an External )
Periodic Signal in a Chaotic oo
Optoelectronic Oscillator

Dia Ghosh, Arindum Mukherjee, Nikhil Ranjan Das
and Baidya Nath Biswas

1 Introduction

Over the last few years OEO has seen wide spread application in the field of RADAR,
fiber optic communication system, long distance digital communication system, in
view of the fact that it has the ability to produce high frequency signal with ultra high
spectral purity. This oscillator was first introduced by Neyer and Voges [1]. Posterior
to their pioneering work, Yao and Maleki introduced this oscillator as a high quality
microwave oscillator [2]. The OEO contains a continuous wave laser source. The
optical signal generated from the laser is fed to a Mach-Zehnder modulator (MZM),
which is acting as an intensity modulator. The intensity modulated optical signal
is passed through an optical fiber delay line and applied to the photo detector. The
detected RF signal is then filtered by a band pass filter (BPF). The output of the BPF
is fed to the electrical port of the MZM. Generation of high spectrally pure signal is
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possible due to the long low loss optical fiber delay line in its feedback loop. The long
delay line results in a high quality factor and spectral purity. The presence of optical
fiber delay line facilitates OEO as a candidate of electro-optical system with delayed
feedback. Therefore the study on the complex dynamics of OEO is an important
aspect, both from academic and engineering application point of view. Considering
the feedback gain as a control parameter Chembo et al. described the generation of
chaotic breathers in an OEO [3]. Other schemes for chaotic signal generation and
stability analysis in an OEO was also being contemplated [4-9]. By controlling both
feedback delay and loop gain the complex dynamics and synchronization property
of an OEO was reported [10, 11] but the OEO in this report was implemented using
discrete time DSP technology. The oscillator was designed with a laser, electro-optic
modulator and a photo-detector but for delay and filtering purpose the DSP board
was used. In [12], it has been reported by the present authors that with the variation
of loop delay the system loses its stability and following a period doubling route it
produces chaotic oscillation.

In the present work we report a study on the complex dynamics of an OEO under
the influence of a synchronizing signal. In OEO in order to obtain high spectral purity
of the signal a long feedback loop delay is required. But long feedback loop delay
produces additional cavity modes. These adjacent cavity modes can even produce
unwanted chaotic oscillation. It has been shown that by controlling amplitude of
the external signal the chaotic oscillation at the output of the free running oscillator
can be destroyed and period —1 oscillation can be produced. Although the method
of chaos quenching is not new [13, 14], as far as the knowledge of the authors is
concerned, the effect of sync signal to control the chaotic dynamics of the OEO is
addressed nowhere.

The paper is organized in the following way: Sect. 2 describes the basic configu-
ration of the oscillator and derivation of the system equation. In Sect. 3 the numerical
study is presented. The simulation study is described in Sect. 4. Finally the paper
concludes.

2 Derivation of System Equation

Figure 1 shows the basic configuration of an SLOEO. It consists of a continuous wave
laser source which is fed into a Mach-Zehnder modulator (MZM), the MZM acts
as an intensity modulator of the optical signal. The optical output of the modulator
is detected by a photo detector after passing through a long optical delay line. This
signal is then passed through an electrical band pass filter (BPF). The output from
the BPF is fed back to the electrical port of the MZM. The BPF implemented here
using a single tuned circuit.

Let us consider the RF input to the MZM is V;, (1) = V(t)e/ @) where V(1)
is the amplitude of the signal with free-running frequency wy and the initial phase of
0(t). The output power of the MZM can be expressed as [15].
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Fig. 1 Basic configuration of a single loop optoelectronic oscillator

P(t) = %aP0|:1 -7 Sinn(@)] (D

where Py is the input optical power, « is the fraction of insertion loss of the modulator,
n is the extinction ratio of the modulator, V is the bias voltage of the modulator, and
V. is the half wave voltage of the modulator. Therefore the photo-detector output can
be expressed as Vy(t) = pRP(t — 1), where p is the sensitivity and R is the output
impedance of the photo-detector and 7 is the time delay resulting from the physical
length of the optical fiber in the feed-back loop. Considering all these arguments it
can be shown that [15, 16].

1—n sm(”VVB){Jo(”V(t T)) +2 Zl Jom (M)cospma)(t - r)]}

Vo(#) = Vpn

—2n cos(”&i‘*) x 2 Z Jomet (”V(t r)) sin[(2m + Do(t — 1)]
m=0

It is to be noted that with the growth of oscillation amplitude the effective Q value
of the tuned circuit becomes narrow and the smaller components of the spectrum are
rejected. The highest component of the spectrum only sustains at the output of the
oscillator. Thus the output of the MZM is seen to be

Vo() = —20V, cos(”v‘:r s )11 (%ﬂ’”) sinfo(t — 7)] = W exp (—5T)Vin ()

where N(V(t — 1)) = =20V, cos( V‘“‘)L(W) and V), = %,
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now for simplicity let us consider n = 1;Vp = Vy;wVy, = V53V = m and
NVt — 1)) = 2J1(V(t — 1)). Here J; is the Bessel function of the first kind for
order zero.

When the input signal V;,(¢) passes through the SLOEO the output voltage can
be expressed as

Vot) = B(s) - Viu(1) @
NVt —
B(s) = [#G@e”] 3)

here G(s) is the transfer function of the single tuned circuit and can be written as
G(s) = gmZ(s), gn is the gain of the tuned circuit.
Using (2) and (3) it can be shown that

L _, m|:Jl(V(f - T))e—sr:| 4)
Z(s) 14
S =251 (V(t = 1)e ™" g ®)
0N o
V dV 1 —ST
[E +COo 4o th} =2J1[V(t — )e " |gm (6)

To realize the transient behavior, we consider the operation of the system near
resonance

1 1
<—+ja)C+,—> ZG+2C(jw — jwy) 7
R JjoL
and
. 1 dv d@ )
w=—
JO=ye A Tty

using (7), (8) in (6) and equating the real and imaginary part the time varying ampli-
tude and phase of an SLOEO can be written as.

av
o 2Q [G12J1[V(t — 1)]Cos (woT) — V()]

do . wo G12J1[V( — 1)]

&= 2g v Sin (wp7)] )

where G| = g, R is gain at resonance.
Considering the following normalized quantities (9) can be rewritten as
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, wol , T
t'=—, T =—, b=2G,,
20 RC
V(t V(i —
V= () s U(II—T/):—( T)
Vmax Vmax
dv / ’ ’
= bJi[v(t" — t")]Cos (woT")
do bJifvt' — 1’
o _ bt -] (@ot') (10)
dr’ v

Now let us consider a synchronizing signal having a form of S(t) = Ee/(@1+¥®)
is injected in the free running oscillator, here E is the amplitude and ¥ (¢) is the
phase of the injected signal. The phase difference between the free running signal
and the injected signal is ¢(z) = ¥ (¢) — 6(¢). Thus it is not difficult to show that the
closed loop amplitude and phase equation of the synchronized oscillator will take
the following form.

% = —v+bJi[v(t' — 7')|Cos(wot’) + Gie Cos(p(1"))
dt’ wo v v

here 2 = w; — wy and e is the normalized amplitude of the sync signal.

3 Numerical Analysis

Equation (10) is the free running system equation of the oscillator. This equation
is solved numerically using Mathematica version 10 considering G; = 3.55, b =
2G| = 7.1. In our previous work [12] it has been shown that with the variation of
feedback loop delay t’ the system produces chaotic oscillation following a period
doubling sequence. Figure 2 depicts phase plane plot of the oscillator. In this figure
the hyper chaotic oscillation for 7/ =3.3 is shown.

The chaotic dynamics is quantified using Lyapunov exponent spectrum, following
the technique proposed by Farmer [17]. The spectrum of Lyapunov exponent also
ensures the existence of chaotic oscillation beyond " =2.3(Fig. 3). Now at t’ =3.3
keeping all other parameter values unchanged the external sync signal is injected into
the oscillator. The injected signal frequency is same as the free running oscillation
frequency. It has been observed using (11) that with suitable control of the sync signal
amplitude the chaotic state of the free running oscillator disappears and period —1
oscillation is produced. Figure 4 shows the phase plane plot of the driven oscillator
fore =2.26 and e =2.31.
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Fig. 4 Numerically obtained phase plane plot of the driven oscillator (v, v(t’ — t’) space)

4 Simulation Study Using MATLAB Simulink Software

The oscillator under study is realized using MATLAB™ 9.0 Simulink software.
Figure 5 represents block diagram of the simulation set-up. In general OEO can
generate high frequency signal in microwave and mm wave range. However it is
difficult to carry out the simulation study in such a high frequency range. To overcome
this difficulty the frequency of laser source is chosen as 500 M rad/s and the output
signal amplitude of the laser is set at 1.4 V. To design the BPF we have taken C = 1nF,
L=0.2 uH, R =3 k€, with these parameters the operating frequency becomes f =
11.22 MHz, RF gain G is set to 3.55. It can be shown that the fiber delay 7 =10 s
(t = zz = 3.33) produces the chaotic oscillation at the output of the oscillator
(Fig. 6). The amplitude of the chaotic oscillation is 5 V. Now we have applied an
external RF signal into the oscillator. The operating frequency of the sync signal is
kept fixed at f; =11.22 MHz and the amplitude E is varied. The output spectrum
of the driven oscillator is shown in Fig. 7. It can be seen from the figure that at
E =2.15 V the chaotic oscillation completely disappears but some other adjacent
oscillating modes are present. These additional cavity modes are produced due the
large feedback loop delay. Now as E is increased further the effect of the side modes
are reduced and at E = 2.55V the effect of all side modes are disappeared and single
frequency oscillation at 11.22 MHz is achieved.
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Fig. 6 Chaotic oscillation with C=1nF, L=0.2 pH, R=3kQ, 7 =10 ps

5 Conclusion

In this literature we have studied the dynamics of an SLOEO under the influence of an
external sync signal. It has been demonstrated through the numerical and simulation
study that the application of the injected signal destroys the chaotic oscillation and
suitable control of the injected signal amplitude can produce period —1 oscillation.
Optoelectronic oscillator can efficiently produce high frequency signal with high
spectral purity. Generation of high spectrally pure signal is possible due to the long
low loss optical fiber delay line in its feedback loop. However long feedback loop
delay may produce unwanted chaotic oscillation. The proposed technique can be
efficiently used to remove chaotic oscillation and produce single frequency oscillation
in an OEO.
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Fig. 7 RF spectrum of the oscillator obtained from the simulation study with =10 ps and with
different values of E, keeping all other parameters unchanged
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Computation of Current Density )
in Double Well Resonant Tunneling i
Diode Using Self-consistency Technique

Biswarup Karmakar, Rupali Lodh, Pradipta Biswas,
Subhro Ghosal and Arpan Deyasi

1 Introduction

Resonant tunneling devices are found the interest of both theoretical [1] and exper-
imental researchers [2] for the post decade owing to its novel electronic properties
[3], its less complex mechanism supported by the controlled microelectronic growth
techniques with various combination of semiconducting materials [4]. Electrical
and optical properties of these heterostructure devices can be computed from the
knowledge of quantum transport processes, and precise estimation of transmission
coefficient is essential for the device with incorporation of physical parameters [5,
6]. Easki and Tsu first proposed a semiconductor symmetric double barrier structure
[7] where electronic transport proceeds via resonant tunneling mechanism. This pio-
neering work makes the road for future research using quantum-confined devices.
They showed that a series of energy levels and associated subbands are produced
due to the confinement of carriers along one direction of otherwise bulk structures.

Computation for transmission coefficient carried out [8, 9] and later Scandella [10]
was without effect of material parameters, which was later realized [11, 12]; who
computed resonant tunneling probability in semiconductor double barrier structure
for different material parameters. They showed that computation of thermal prob-
ability is essential to calculate current from quantum devices. Thermal probability
was also computed [13] for thin barrier considering the GaAs/AlyGa;_xAs material
composition. Influence of the electron interference effects on the inhomogeneous
spatial distribution of the probability current density for the electron waves in semi-
conductor 2D nanostructures was theoretically investigated [14]. Researchers also
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proposed [15] a transition layer model used to calculate resonant tunneling in a
double-barrier quantum well system. Modified TBDQW structures are used [16] to
design long wavelength semiconductor lasers with low threshold current and small
beam divergence.

Recently, photoluminescence spectroscopy of the RTD based THz devices is
experimentally measured [17] along with free electron concentration at contact lay-
ers. Very high peak current is recently achieved by using novel material as contact
[18] in order to improve its candidature to fit into THz range. Triple barrier structure
is used for high PVCR [19]; and low cost device is also proposed for high frequency
applications [20]. This structure is also able to exhibit microwave generation and
detection [21]. In this paper, current density and corresponding peak are calculated
for double well resonant tunneling device for different structural parameters, and
self-consistency technique is adopted for accurate estimation. Material composition
so also modified within type-I limit, and two different sets of dimension are consid-
ered for comparative performance estimation related with peak value. Results are
significant for application of the device at low bias ranges.

2 Mathematical Modeling

Considering envelope function approximation, electron motion can be written by
using time-independent Schrodinger equation
B 9 1 0
——— V@) [+ V@Y (@) — q5(@)z = EQV¥(2) (1)

m”*(z) 9z

2m* 0z

where V(z) is the Hartee-Fock potential represents electrostatic interaction in the
quantum device, £(z) is the applied field along the direction of wave propagation.
This potential function can be obtained by solving Poisson’s equation

V@ ¢
dz2 T &8

[Np(2) — n(z)] 2

where n(z) is confined electron concentration, Np(z) is the total density of ionized
donors.

Thermal equilibrium probability is calculated assuming the physical probable
range of wave vector as

dk

P = 3
27 h2 In[1 + exp(Ep — I (ny — Ddk + kpin)?] @

where dk denotes the range of ‘k’ values, k is the minimum value of wavevector,
Er is the Fermi energy. Tunneling current density is theoretically defined as the
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Fig. 1 Current density variation with applied voltage using a without self consistency technique;
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probability of finding the electron in a region of space due to the flow of wavevector,
either form left or right of the structure. This is defined as

h o oy’
J: [W—w —y 2 } 4)

- 2m* 0z 0z

In practice, it is calculated from the knowledge of Fermi function as

2 o0
I = 7" / LF(E. u) — f(E, up)IT(E)E )
U

3 Results and Discussions

Using Eq. (3), current density is computed for double well RTD using self-
consistency method. Figure 1 shows the peak current density variation with applied
voltage using (A) without using self-consistency technique and (B) using self-
consistency technique. From the plot, it is observed that in case of using without
self-consistency technique only one maximum peak is obtained and with further
increase in applied voltage peak current density decreases and peak is broadened.
Effect of different material compositions on peak tunneling current density is
observed and analyzed from Fig. 2 which shows the current density profile as a
function of applied voltage of DBQW structure. From the plot, it is observed that
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Fig. 2 Current density variation with applied voltage for different material compositions of barrier
widths with self consistency technique (for y=0.1)

maximum peaks are found for Al mole fraction 0.2 and 0.4 at 0.08 V; and for x =
0.1, 1itis 0.13 V. So, among three set of Al mole fraction maximum tunneling current
density is achieved for 0.2 which is 4.416 x 10°> amp.m~2 at 0.08 V and the current
densities are comparatively low for mole fraction 0.4 and 0.1. This is so because
when any two Eigenenergy state of DBQW structure matched with each other, the
maximum transmission probability occurs i.e. the quantum tunneling phenomenon
is happened and maximum value of peak current density is achieved. Then further
variation of voltage multiple peaks are achieved but their peak current densities are
lower than maximum peak .because the carrier concentration is lowered for such
energy state.

Figure 3 shows the current density profile with applied voltage for three different
well widths. The peak current density becomes maximum 10.1 x 10° amp.m~2 at
0.03 V for well width equals to 8 nm, otherwise it remains less than 10° amp.m~2 for
well widths 4 and 12 nm respectively. This behavior can be well explained following
the reason mentioned in the first paragraph of this section. So, among the three well
width dimensions, for a particular well width, the transmission probability is maxi-
mum; and henceforth, maximum peak current density is achieved. But for other well
dimensions, transmission probability is lowered and current density is consequently
reduced.

Effect of different middle barrier width on peak tunneling current density is
observed and analyzed from Fig. 4. From the result, it is observed that the maximum
value of current density is 14.14 x 10* amp.m~2 at 0.03 V for barrier width 100 nm
and hence peak current density is comparatively lower for 70 nm which is 4.753 x 10*
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Fig. 3 Current density variation with applied voltage for different well widths with self-consistency
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amp.m~2 and for 40 nm which is 4.091 x 10* amp.m~2 both at 0.07 V. For a particu-
lar barrier width dimension, the eigenenergy states of DBQW are matched perfectly
to each other and maximum transmission probability achieved and the peak current
density becomes maximum. But changing the barrier width, transmission probability
decreases and corresponding peak current density also decrease.

Effect of different temperature on peak tunneling current density is represented
from Fig. 5. Itis seen from the figure that at 0.13 V, current density becomes maximum
which is 2.414 x 103 amp.m~2 for temperature 700 K. Peak current densities for 500
and 300 K are 1.725 x 10° and 1.035 x 103 amp.m~2 respectively both at 0.13 V
which is comparatively lower than the peak current density achieved at temperature
700 K. Hence peak current density increases with higher temperature.

Figure 6 shows the variation of peak tunneling current density as a function of
material composition for two different set of barrier width. For L.B.W =30 nm,
R.B.W =40 nm peak current density increases with increasing the Al mole fraction
up to the limit 0.15 and at 0.17 the peak current density attains maximum value which
is 9.77 x 103 amp.m~2. Then further increase of mole fraction peak current density
decreases. This is because for this barrier dimensions the quantum encirclement
decreases for very high and very low value of Al mole fraction x and hence peak
current density also decrease.

For L.B.W =70 nm, R.B.W =80 nm, the peak current density remain constant
from mole fraction 0.5 to 0.1. After 0.1 the peak current density slowly increase up to
0.3, then increases rapidly. For higher barrier dimension set quantum encirclement
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increases with increase the Al mole fraction from lower value to higher and the
current density also increases.

For L.B.W as 30 nm and R.B.W as 40 nm, peak current density remain constant
from well width range 1-9 nm except the range from 4 to 6 nm. In this range peak
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Fig. 6 Variation of peak tunneling current density as a function of material composition for two
different set of barrier width

current density first decrease from 4 to 5 nm then it increase from 5 to 6 nm. After
9 nm, peak current density increases rapidly. For this set of barrier width the peak
current density is low up to certain limit and nears about show a constant peak current
density except the region 4—-6 nm and after 6 nm its again show a constant peak
current density. In region 4-6 nm there is a dip showing in Fig. 7. In this region first
tunneling probability reduced such that the peak current density decreases from 5.5 x
10* amp.m~2 to less than 2 x 10* amp.m~2 from 4 to 5 nm and minimum 1.714 x 10*
amp.m~2 at 5 nm then the tunneling probability increases slightly and the peak current
density reach 4.681 x 10* amp.m~2 at 6 nm. After 9 nm the quantum confinement
increases which increase the tunneling probability and the current density increases
rapidly.

4 Conclusion

Double well resonant tunneling diode is analytically simulated for different con-
stituent layer widths, and also for different operating temperatures. Peak current
densities are obtained at particular bias values, which speak for eigenstates align-
ment between adjacent quantum wells. Self-consistency technique is incorporated
for simulation purpose which provides accurate result regarding the position of the
peaks, optimum structural parameters in order to obtain that magnitude, and the junc-
tion temperature to obtain measurable current at the applied bias range. It may also
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Fig. 7 Variation of peak tunneling current density as a function of well width for the dipping section
for L.B.W =30 nm, R.B.W =40 nm

be noted that current increases with increase in temperature. Two different dimen-
sion set are used for simulation in order to reveal the external influence on electrical
properties of the device. Different dimensions of contact regions also help to analyze
fluctuations in peak current profile. Thus the device can be operated at those biasing
points, where peaks are appeared.
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Computation of Electrical Parameters )
for Single-Gate High-K Nanoscale L
MOSFET with Cylindrical Geometry

Suporna Bhowmick, Debarati Chakraborty and Arpan Deyasi

1 Introduction

Research on nanoscale MOSFET has been initiated a decade ago due to the shrinking
gate size [1] with the increasing demand of incorporating more no. of transistors
inside the reduced floor area; and this technological improvement is associated with
the additional generated complexity in terms of short channel effect [2]. As gate
length goes beyond 100 nm, quantum wire is formed in the otherwise bulk channel;
and owing to different geometries of the channel, solution of Schrédinger’s equation
with various boundary conditions becomes more difficult to solve for calculating
electrical parameters. This computational problem is solved by adopting Green’s
function formalism [3], and dissipative effects is considered at both source and drain
ends under ballistic limit [4] for near accurate performance estimation. This technique
helps to cop up with the ITRS roadmap [1] from theoretical stand-point as predicted
in 2007.

Measurement of tunneling current in nano-dimensional MOSFET is the subject
of interest [5, 6] as it governs the performance of the device when applied bias is sig-
nificantly low. The reduction of subthreshold current [7] in short-channel MOSFET
is one of the major tasks as depicted in the last decade, and thus gate control plays
a major part in this context. This leads to a series of novel proposals as double-gate
MOSFET [8, 9], triple-gate MOSFET [10], GAA MOSEFET [11] etc. Also high-K
dielectrics provide another much-needed breakthrough in context of reduction of
subthreshold current [12]. But the interesting fact is that most of the theoretical
results available in literatures related with reduction of short-channel effect deals
with rectangular structure, which is ideal, and very difficult to reproduce experimen-
tally. In the present paper, electrical parameters in the single-gate nano-dimensional
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MOSFET is calculated using green’s function technique; where cylindrical channel
geometry is considered. Though a few reports are already available for Cartesian
coordinate system, but rarely manuscripts are written considering cylindrical sys-
tem. Results are calculated considering high-K dielectric, and are compared with
that obtained for low-k material.

2 Mathematical Modeling

For computation of drain current, first self-consistent solution of Schrédinger and
Poisson equations is to be calculated. Considering the geometry of the structure,
Schrddinger equation is given in the following form

_h;(%%[ ! ]a‘%)_ Y(x,y,2) = EY(x,y,2) (1)

-
my (r,2)

”: 9 1 J
o Pt I RALCEIE

Potential can be computed from Poisson’s equation if electron density in the
channel is known

VY (r,0,2) = —n3pm/e 2)

where (z) is the potential that should be determined using self-consistency tech-
nique. Self energies at source and drain ends are given by [3].

hz
Z E = Z [p.q]l = _<ﬁ) Ann(1)],=0 €XP (Jkm,1a)8 p (im—-1)R+104,(n—1)R+1  (3)

S/D S/D

Retarded Green’s function is given by [3]

GE)=[EI—H=Y (E)=Y (E)]"' €
N D

Finally, drain current is obtained in the form

kgT 1 +expl(us — Eio)/ kpT]

Ips =Go— Y g 5)
q L +expl(p — Eio)/kpT]

where E;y represents the minimum energy of iy, subband, g; is the spin degeneracy.

After calculating drain current, quantum capacitance and subthreshold swing are

obtained as
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3 Results and Discussions

Using Eq. (5), drain current is first calculated as function of both drain voltage and
gate voltage. The result is obtained for high-K dielectric, and simultaneously the
performance enhancement is measured by comparing with that obtained for con-
ventional low-K dielectric material. Figure 1 shows the drain current variation as
a function of drain voltage for two different Vgs. The lowest magnitude of Vg is
considered as 0.5 V due to the fact that less than the value, the difference of result
due to various dielectrics becomes insignificant. It may be observed that replacing
Si0; by HfO,, drain current is significantly increased. The saturation value for low-K
dielectric is very close to subthreshold region, and thus lowering gate bias may cause
a serious problem when applied for digital circuits. The present result shows how
significantly the performance is improved for high-K dielectric. Similar distinguish-
able difference is also observed when transfer characteristics are plotted, as depicted
in Fig. 2.

Figure 3 shows the variation of channel transconductance for different channel
diameter. It is seen form the plot that with increasing channel dimension, transcon-
ductance decreases. With higher dimension, the variation becomes almost linear.
Figure 4 shows the variation of quantum capacitance. It is observed that capacitance
increases rapidly at lower gate bias, but becomes almost saturated when gate voltage
reaches close to 1 V.

Sub threshold swing and DIBL are plotted in Figs. 5 and 6 respectively. For
circuit application, it is always desirable to reduce the sub threshold swing, which is
achieved by increasing the dielectric constant of the insulating material surrounded
the channel. In Fig. 5, it is seen that at larger channel thickness, SS remains very
low when HfO, is used instead of SiO,, where the rate of increment with channel
dimension is very large. This measurement is very difficult for rectangular channel,
as simultaneous tuning of two different confinements leads various results, which
is one major disadvantage form fabrication stand-point. The similar nature is also
observed in DIBL plot.
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4 Conclusion

Electrical performance parameters of cylindrical single-gate MOSFET is analyti-
cally calculated in presence of low and high-K dielectrics. Result speaks in favor of
higher dielectric constant of the insulating material which substantially reduces sub-
threshold swing and DIBL. Drain current is also considerably increased compared to
subthreshold leakage current level even at very low gate bias. Appropriate tailoring
of channel diameter effectively controls the device transconductance and quantum
capacitance, which are essentially useful for practical implementation of the device
in analog and digital circuits respectively.
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Fault Diagnosis in Isolated Renewable )
Energy Conversion System Using L
Skewness and Kurtosis Assessment

Debopoma Kar Ray, Surajit Chattopadhyay
and Samarjit Sengupta

1 Introduction

Renewable energy technology is of great concern in recent days due to the ever-
increasing use of fossil fuels and the risk persisting with the rapid depletion of the
conventional resources [1] . However, the present trend of developments of non-
conventional sources indicates that these will serve as supplements for conventional
sources for the coming days. Due to this, it has been of great concern for identifying
the various non-linearity in the renewable energy systems and for the condition mon-
itoring of the grid connected and standalone renewable energy networks. Throughout
the world, wind energy has become a principle energy source in the world’s energy
market in more than 70 countries across the universe. A current-source inverter-
based standalone WECS (Wind Energy Conversion System) [2] nullifies dump load
to avoid surplus power generation. A wind farm associated hybrid energy storage
system (HESS) smooth out ripples for reducing impact on the grids [3], wherein a
cutoff frequency method optimizes the system, to find the rated power and capacity of
HESS. A condition monitoring technique has been seen for an early fault detection to
prevent sudden breakdown [4]. Grid-interconnected wind energy system installed in
Jordan [5] analysis depicts more percentage error in the estimation of the cost as well
as energy extracted per year. A Discrete Wavelet Transform (DWT) based algorithm
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minimizes wind power forecasting errors in WECS [6]. A two-stage optimal power
flow iterative algorithm is able to calculate the minimum storage size of a plant dur-
ing congestion [7]. Baseline principal component analysis (PCA) model can be used
for online fault detection in wind turbine [8]. A Fault detection estimator can be used
for fault detection at specified location [9]. Various condition monitoring techniques
has been seen for increasing the accuracy of wind turbine operation [10]. A SCADA
based clustering algorithm and principal components analysis is effective for wind
turbine gearbox failure [11]. Various 3 phase induction motor fault diagnosis can
be done using Skewness and Kurtosis analysis of the current signatures at different
faults occurring in the system [12]. None of studies reviewed so far, deals with the
unsymmetrical fault identification in load and source sides of either stand alone or
grid interconnected wind energy conversion system, monitoring the Skewness and
Kurtosis of the current signatures of the network at normal and in presence of double
line (LL), single line to ground (LG) and double line to ground (LLG) faults in the
system.

In this paper an attempt has been made for determining the various unsymmetrical
faults occurring in a stand-alone wind energy conversion system at generator and
load buses of the network, monitoring the Skewness and Kurtosis of the discrete
wavelet transform decomposition levels of the bus current signature at normal and in
presence of LL, LG, LLG faults in the network. The generator and load bus currents
have been acquired at normal and in presence of LL, LG, LLG faults in source
and load sides of the network, considered one at a time. These currents have been
assessed using Multi-Resolution Analysis of Discrete Wavelet Transform (MRA of
DWT). The wavelet decomposition levels obtained from this analysis were analyzed
using statistical Skewness and Kurtosis value monitoring technique. Monitoring the
Skewness and Kurtosis value of DWT level coefficients, changes obtained at fault
from normal has been recorded and corresponding features have been extracted for
exact identification of the various faults occurring in the system.

2 Wind Energy Conversion System Under Analysis

A stand alone wind energy conversion system (WECS) has been modeled and used
for the analysis purpose. Figure 1 depicts the block diagram of the system and Table 1
shows the network ratings.

In the above Table 1 p.u. voltage =440V and 1 p.u. power =300 kVA.

3 Theoretical Backgrounds

In this analysis MRA of DWT statistical monitoring has been done. A discrete wavelet
transform is given by the expression [13]:
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The wavelet representation is discrete in DWT is discrete and represent the cor-
relation between the original signal and wavelets for different combinations m and
n. The digital signal to be analyzed is then decomposed into successive scales. After
decomposing the signal into successive levels, the approximate and detailed coef-
ficients obtained has been analyzed and Skewness and Kurtosis values have been
calculated.

Skewness [13] defines, how much a distribution is symmetrical/asymmetrical over
a sample mean and positive skewness refers to the spreading of data to the right of
the mean.

Kurtosis [13] defines how much a distribution is having extension towards right
or left of a sample mean.
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Table 1 System specifications

Equipments Specifications
Wind turbine 4 blades, shaft speed-10 m/s

Asynchronous generator | 300 kVA, 440 V, 50 Hz, stator resistance and inductance (p.u.):
0.016, 0.06, rotor resistance and inductance (p.u.): 0.015, 0.06,
mutual inductance (p.u.): 3.5

Synchronous condenser 300 kVA, 440V, 50 Hz, stator resistance: 0.017 2, reactances
(p.u.): Xd=3.23, Xd'-0.21, Xd”" =0.15, Xd"" =2.79, Xq" =0.37,

X1=0.09
Var compensator 440V, 50 Hz, 75 KVar
Step up transformer 440 V/33 kV

Step down transformer 33 kV/11kV
Distribution transformer 11 kV/440 V

Relay Operating time = 10 ms, % voltage sag =63% of supply voltage
Circuit breaker Breaker resistance =0.001 €2, transition time =0.2 s
Load 25, 10 kW

4 Determination of MRA of DWT Coefficients at Normal
and Fault

The current signatures of the generator and load buses of the network at normal
and at fault have been acquired and assessed using MRA of DWT. The wavelet
decomposition and the approximate and detailed coefficients for each decomposition
level have been presented in Figs. 2, 3,4,5,6,7,8,9, 10, 11, 12, 13, 14 and 15. In
this analysis Daubechies 20 mother wavelet has been used.

The Figs. 2, 3,4,5,6,7,8,9,10, 11, 12, 13, 14 and 15 have been observed and
it has been inferred that, the features for each case study are distinctively different.
But specific identification cannot be done from this monitoring technique. Thus for
more specific analysis, the various wavelet decomposition levels have been assessed
calculating the statistical Skewness and Kurtosis value, which has been provided in
succeeding section.

e oy

Fig. 2 Source current wavelet decomposition and approximate and detailed coefficients at normal
condition
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Fig. 15 Load current wavelet decomposition and approximate and detailed coefficients at LLG
fault in load bus

5 Determination of Skewness and Kurtosis Values
at Normal and Fault

The calculated Skewness and Kurtosis values for normal and at fault in generator
and load buses of the network were presented in matrix form in Tables 2, 3, 4 and 5.
In each of the matrices, the Skewness and Kurtosis coefficients can be demonstrated
as:

Sal Sd1 Kal Kd1
Sa2 Sd2 Ka2 Kd2
(SK)pxn = | Sa3 Sd3 Ka3 Kd3
Sa4 Sd4 Kad Kd4
Sa5 Sd5 Ka5 Kd5

(SK)pxn denote the Skewness and Kurtosis matrix for M rows and N
columns

Table 2 Skewness and Kurtosis matrix for source side and load side current DWT decomposition
levels at healthy condition

Case study (SK)mxn

—0.01339 —0.17514 1.495922 99.79288
—0.03295 —1.32368 1.492209 56.12955
For source side current —0.06995 0.242319 1.489988 35.51113
—0.14407 0.171094 1.486702 24.42911
—0.31513 —0.10621 1.580086 3.469751

—0.00145 —0.6324 1.502547 103.3608
0.001528 2.518314 1.504211 135.469
For load side current 0.007446 0.716615 1.506871 99.88604
0.020698 1.285346 1.50683 35.7106
0.04426 —0.07544 1.543202 6.345082
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Table 3 Skewness and Kurtosis matrix for source side and load side current DWT decomposition

levels at LG fault in generator and load buses, considered one at a time

Case study

SK)pxN generator bus fault

SKIMxN load bus Sfault

For source side current

0.004051 —0.31478 1.498862 15.29745
0.013732 0.887511 1.502256 35.58154
0.032777 0.445972 1.546337 20.73361
0.072961 —0.02592 1.54543 2.373368
0.119334 —0.00456 1.529321 3.051837

—0.00221 0.226096 1.973001 16.09459
—0.005 0.276028 1.972289 11.87682
—0.01059 0.170794 1.9694 16.54555
—0.01734 0.60522 1.960292 40.44648
—0.05017 —0.07076 1.972842 44.31766

For load side current

0.019569 —0.05502 1.587121 9.0657
0.025333 —0.0356 1.588903 6.804406
0.036437 0.104321 1.602708 5.568114
0.044845 —0.03039 1.50174 2.908291
0.112922 —0.01862 1.589668 5.139542

0.002851 —0.01353 1.496464 15.34837
0.00752 —0.07094 1.495122 6.461887
0.016793 —0.09026 1.49299 9.549587
0.035813 —0.05297 1.496044 30.60578
0.074567 —0.29069 1.494198 43.0236

Table 4 Skewness and Kurtosis matrix for source side and load side current DWT decomposition

levels at LL fault in generator and load buses, considered one at a time

Case study

SK)pxN generator bus fault

SKIMxN load bus fault

For source side current

0.00891 —0.17975 1.731736 17.57612
0.019178 0.016043 1.754151 10.52569
0.03673 0.170514 1.791537 8.758571
0.061719 0.625364 1.840528 42.78958
0.083803 —0.55682 1.862598 54.79014

0.00891 —0.17975 1.731736 17.57612
0.019178 0.016043 1.754151 10.52569
0.03673 0.170514 1.791537 8.758571
0.061719 0.625364 1.840528 42.78958
0.083803 —0.55682 1.862598 54.79014

For load side current

—0.03514 —0.13522 1.847466 225.1158
—0.07652 —0.73658 1.955504 121.8549
—0.14812 —0.42996 2.131499 76.75545
—0.25532 —0.51682 2.369899 72.38661
—0.35902 0.278571 2.496105 70.70538

0.001318 —0.28492 1.501157 119.2922
0.000043 —2.78988 1.502868 199.5778
—0.00244 0.243855 1.506193 95.43031
—0.0078 —1.20755 1.512086 46.56893
—0.02874 0.141903 1.540432 40.20908

Table 5 Skewness and Kurtosis matrix for source side and load side current DWT decomposition

levels at LLG fault in generator and load buses, considered one at a time

Case study

SK)pxN generator bus fault

SKIMxN load bus fault

For source side current

0.002516 0.038965 1.606521 15.6858
0.002713 —0.13023 1.60732 7.428806
0.00319 0.264675 1.608419 9.356144
0.005379 0.086461 1.607178 53.28107
—0.00538 —0.18838 1.61077 42.75261

0.016009 4.371866 1.660812 287.9464
0.034012 —1.76333 1.708085 118.3351
0.06608 0.003883 1.789696 80.40759
0.117219 0.093933 1.922053 60.74021
0.163501 0.125944 1.992691 55.86645

For load side current

0.003112 0.010786 1.499355 15.34421
0.008699 0.375878 1.498318 17.91369
0.01975 0.24549 1.496731 27.4928
0.041983 0.063178 1.493616 41.66792
0.084355 0.360648 1.489268 46.23959

—0.00497 2.537022 1.500994 181.2674
—0.00856 —0.4281 1.501842 51.58309
—0.01564 —1.19686 1.503619 108.3703
—0.02965 0.890177 1.508668 43.55096
—0.06337 —0.21793 1.520679 45.34609
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Sal — — — —8a5 denote the Skewness values for approximation coefficients for
5 decomposition levels

Sdl — — — —8d5 denote the Skewness values for detailed coefficients for 5
decomposition levels

Kal — — — —Ka5 denote the Kurtosis values for approximation coefficients for
5 decomposition levels

Kdl — — — —Kd5 denote the Kurtosis values for detailed coefficients for 5

decomposition levels.

Monitoring the Skewness and Kurtosis matrices of Tables 2, 3, 4 and 5, it has
been inferred that for LL, LG and LLG faults in generator bus, prediction can be
fruitfully done, monitoring the load side current and for the inception of these faults
in load bus, fault analysis can be done monitoring the source current. Features have
been extracted from these matrices and has been presented in succeeding section for
more specific identification of these faults in the system.

6 Feature Extraction

Analysis on the Skewness and Kurtosis coefficients from Tables 2, 3, 4 and 5 depicts
significant change in the generator and load bus current’s MRA of DWT decomposi-
tion levels, which has been consolidated to develop a pictographic feature extraction
from the Skewness and Kurtosis matrices. The feature extraction from the above
tables is presented in Tables 6 and 7.

Monitoring Tables 6 and 7, it is clear that for LG, LL and LLG faults in source
and load buses of the network, the Skewness and Kurtosis signatures are distinctly
different and if these patterns can be monitored, the type of faults in the network can
be identified and the location of these faults in the system can be ascertained.

7 Conclusion

Identification and localization of various faults in a system is of utmost importance
in successful running of a power utility system. The motivation of this work was
thus to determine the presence of LG, LL and LLG faults in the system as well
as to determine the zone of inception of these faults in the system, monitoring the
Skewness and Kurtosis signatures of the MRA of DWT decomposition level of the
source and load side currents at normal and at fault. The features extracted, from
the patterns generated, distinctively determine the occurrence of these faults in the
system. Also monitoring the load and source side spectrums, the faulty zone can be
identified. This analysis can be extended for the identification of other type of faults
in simulated as well as real time systems, which may occur in large scale or may be
incipient in nature.
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FFT Based Harmonic Assessment of Line | m)
to Ground Fault in 14 Bus Microgrid L
System

Sagnik Datta, Surajit Chattopadhyay and Arabinda Das

1 Introduction

A microgrid is a small-scale power grid which operates independently or in con-
junction with the main electrical grid of that area. Microgrid effectively cuts down
the dependency on the main electrical grid and also improves the overall reliability
of the electrical power system. Recently rapid development of “green energy” and
storage devices are taking place throughout the world. Microgrids implemented in
line with the concept of distributed generation are emerging as an effective form of
power management. Alike the conventional power grid, effective fault identification
and isolation is of paramount importance in microgrid system. In order to do so, the
location of the fault has to be precisely found out.

A lot of research works have been going on in this regard. Hooshyar et al. [1]
has carried out fault type classification in Microgrids including photovoltaic DGs.
Short-circuit fault analysis on microgrid has been done by Bayindir et al. [2]. DC
short circuit fault analysis has been done and protection of ring type DC microgrid
has been developed by Yu et al. [3]. A short-circuit current calculation method has
been introduced by Lai et al. [4] for low-voltage DC microgrid. Suppression strategy
has been introduced by Zha et al. [5] for short-circuit current in loop-type DC micro-
grid. Petrea et al. [6] presented factors influencing a micro-grid recovery process
following a short-circuit. Park et al. [7] developed DC Ring-Bus Microgrid Fault
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Protection and Identification of Fault Location. Fault detection and isolation have
been done by Park et al. [8] in Low-Voltage DC-Bus Microgrid System. Modeling
and real-time simulation of an AC microgrid have been done by Sahoo et al. [9] with
solar photovoltaic system. Modeling and reliability assessment have been carried
out by Quevedo et al. [10] of microgrids including renewable distributed generation.
Reliability assessment of a microgrid distribution system has also been carried out
Tuffaha and AlMubhaini [11] with PV and storage. Photovoltaic power generation
system low voltage ride has been analysed by Jin et al. [12] through control during
asymmetric fault. Integrated Fault Location and Power-Quality Analysis have been
done by Biscaro et al. [13] in Electric Power Distribution Systems. Analysis of two
fault locators considering operation variations of the power distribution systems has
been done by Ramirez-Ramirez et al. [14]. Ehrenbenberger [ 15] has introduced fault
analysis of Smart Grid Power System employing Simultaneous Faults Method. Zhu
and Zhang [16] introduced a novel control strategy of DC microgrid under unbal-
anced grid voltage. FFT and wavelet decomposition based harmonics assessments
have been observed using current signature analysis for fault diagnosis [17-20].

This paper aims to reveal a harmonics assessment based technique of fault location
identification for Line to ground (LG) faults occurring at different load buses of a 14
bus microgrid system which is working in conjunction with main electrical grid. Fast
Fourier Transform (FFT) based total harmonic distortion (THD) analysis of outgoing
currents from the different generator buses are examined when LG fault occurs at
different load buses.

2 Microgrid Modelling

Single line diagram of the IEEE standard 14 bus microgridsystem is shown in Fig. 1.
In Fig. 1, it can be seen that there are four sources connected to the system. Bulk
power generator is present at generator bus G13, PV cell at G12, diesel generator
1(DG 1) at G8 and diesel generator 2 (DG 2) at G3. Five different kinds of loads
are present. A non-linear load is present at bus B10, furnace at B6, battery charging
system at B1, linear load at B2 and linear load 1 at B3. IT section lines are joining
one bus to the other and these sections are 1 km in length.

3 Fault Simulation

LG faults are made to occur at different load buses and THD values of outgoing
currents from the different generator buses are measured. At first, the entire system
is kept healthy and the THD values of outgoing currents from the different generator
buses are recorded. Afterwards LG fault is made to occur on one specific load bus
while leaving the other load buses healthy and THD values of outgoing currents
from all the different generator buses are monitored. Like this all the load buses
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Fig.1 Single line diagram of IEEE standard 14 bus microgrid system

are considered separately and in all cases distortion in outgoing currents from the
different generator buses are assessed through the THD values of those currents. THD
values are obtained by FFT analysis of the above mentioned current waveforms. Total
simulation time is set at 0.8 s. Fault duration is kept within 0.2-0.4 s. 40 cycles of the
outgoing currents from the different generator buses are considered for FFT analysis
with start time of 0.15 s and maximum sampling frequency of 1000 Hz.

4 Harmonic Assessment and Results

Results obtained from the FFT analysis are provided in the Tables 1, 2, 3, 4 and 5.
Data provided in the following tables present harmonic contents of outgoing currents
from different generator buses, when LG fault occurs at different load buses.

5 Observation

Based on the results given above, THD values of outgoing currents from one specific
generator bus for LG fault at different load buses is ascertained. This process is
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Table.6 THD values of Site of fault THD values (in %)
outgoing current of bulk -
generator bus (G13) B10 (non linear load) 0.37

B6 (furnace) 0.43

B1 (battery storage) 0.53

B2 (linear load) 0.53

B3 (linear load 1) 0.53

THD Values of Outgoing Current of Bulk Generator Bus (G13)

0.6
0.5
9 0.4
3
S 03
o
£ 02
0.1
0
B10 (Non linear B6 (Furnace) B1 (Battery B2 (Linear load) B3 (Linear load 1)
load) storage)

Place of occurrence of LG fault

Fig. 2 THD values of outgoing current of bulk generator bus (G13) for LG fault in the load buses

repeated for all the generator buses. One by one those values have been presented as
follows:

a. Bulk Generator Bus (G13)

THD values of outgoing currents from bulk generator bus (G13) for LG fault at
different load buses have been considered and given in Table 6.

As seen from Fig. 2, THD values of the outgoing current of Bulk Generator Bus
(G13) are much lower in comparison with the other Generator buses as shown in
Tables 8 and 9.

b. PV Cell Bus (G12)

THD values of outgoing currents from PV cell bus (G12) for LG fault at different
load buses have been considered and given in Table 7.

From Fig. 3, it has been observed that THD values of the outgoing current of
PV Cell Bus (G12) are much higher in comparison with the other Generator buses
as shown in Tables 7 and 9. When LG fault occurs at the bus (B6) connected with
the furnace, outgoing current waveform of PV Cell Bus (G12) gets considerably
distorted and contains high values of THD as shown in Fig. 2.
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Table.7 THD values of Site of fault THD values (in %)
outgoing current of PV cell
bus (G12) B10 (non linear load) 15.8

B6 (furnace) 48.7

B1 (battery storage) 20.3

B2 (linear load) 20.3

B3 (linear load 1) 20.3

THD Values of Outgoing Current of PV Cell Bus (G12)

60

50
40
30

20
0

BlO(NonIlnear B6 (Furnace) B1 (Battery B2 (Linearload) B3 (Linear load
load) storage) 1)

THD Values

Place of occurrence of LG fault

Fig. 3 THD values of outgoing current of PV cell bus (G12) for LG fault in the load buses

Table.S THD values f)f Site of fault THD values (in %)
outgoing current of ‘diesel -
generator 1° bus (G8) B10 (non linear load) 4.4

B6 (furnace) 6.08

B1 (battery storage) 43

B2 (linear load) 4.3

B3 (linear load 1) 4.3

c. ‘Diesel Generator 1’ Bus (G8)

THD values of outgoing currents from ‘Diesel Generator 1’ bus for LG fault at
different load buses have been considered and given in Table 8.

Figure 4, shows that THD value of the outgoing current of ‘Diesel Generator 1’
(G8) is the highest for LG fault in Bus 10, where Non-linear load is connected.

d. ‘Diesel Generator 2’ Bus (G8)

THD values of outgoing currents from ‘Diesel Generator 2’ bus for LG fault at
different load buses have been considered and given in Table 9.
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THD Values

THD Values of Outgoing Current of Diesel Generator 1 Bus (G8)

4
3
2
1
0

B10 (Non linear B6 (Furnace) B1 (Battery B2 (Linear load) B3 (Linear load 1)
load) storage)

Place of occurrence of LG fault

Fig. 4 THD values of outgoing current of ‘diesel generator 1’ (G8) for LG fault in the load buses

Table.9 THD values f)f Site of fault THD values (in %)
outgoing current of ‘diesel
generator 1° bus (G8) B10 (non linear load) 3.38

B6 (furnace) 7.53

B1 (battery storage) 3.8

B2 (linear load) 3.8

B3 (linear load 1) 3.8

6

A

Rule Set

rule set has been developed based upon the above results and observations.

Outgoing currents of the bulk generator bus is the least affected by the LG faults
occurring in different load buses of the microgrid system shown in Fig. 1. For LG
fault in Non-linear load bus THD value is less than 0.4%, furnace bus THD value
is more than 0.4%. For LG faults in buses where battery storage unit and linear
loads are connected (B1, B2 and B3 respectively), maximum amount of distortion
is occurring in the current waveform which results into THD value in excess of
0.5%.

Outgoing currents of the PV cell bus is the most affected among all the generator
buses. For LG fault in furnace bus (B6), current waveform is most distorted with a
THD value close to 50%. THD value is exactly 20% for LG faults in buses where
battery storage unit and linear loads are connected (B1, B2 and B3 respectively),
while THD value stays below 20% mark for LG fault in non-linear load bus.
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THD Values of Outgoing Current of Diesel Generator 2 Bus (G3)
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B10 (Non linear B6 (Furnace) B1 (Battery B2 (Linear load) B3 (Linear load 1)
load) storage)

Place of occurrence of LG fault

Fig. 5 THD values of outgoing current of ‘diesel generator 2’ (G3) for LG fault in the load buses

e Outgoing current of ‘Diesel generator 1’ bus is the most affected in case of an LG
fault at furnace bus (B6) with THD value above 6%. For LG fault in non-linear
load bus (B10) THD value is 4.4%. In case of LG faults in other three load buses
THD value stays fixed at 4.3%.

e Outgoing current of ‘Diesel generator 2’ bus is also the most affected in case of an
LG fault at furnace bus (B6) with THD value of 7.5%. Comparing Figs. 4 and 5 it
is observed that among the two diesel generators, diesel generator 2 is the worst
affected when LG fault takes place at furnace bus (B6). For LG fault in non-linear
load bus (B10) THD value is 3.38%. In case of LG faults in other three load buses
THD value stays fixed at 3.8%.

7 Specific Outcome

Due to LG faults at different load buses the outgoing current of PV cell bus is the
most affected and an LG fault in furnace bus creates the most distortion. It has also
been observed that amount of distortion in a specific generator bus currents does not
depend on the distance of the load bus at which LG fault is taking place, rather it is
dependent upon the nature of the load which is connected to the load bus where LG
fault is occurring.

8 Conclusion

In this paper LG faults in a microgrid system has been assessed by FFT based THD
analysis. Different THD values in the outgoing currents of the generator buses have
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been observed for LG fault in different load buses. From the THD values, a rule set
has been developed which would be helpful for identification of location of the LG
fault.
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Harmonics Assessment Based )
Symmetrical Fault Diagnosis in PV L
Array Based Microgrid System

Tapash Kr. Das, Surajit Chattopadhyay and Arabinda Das

1 Introduction

With the increase of power demand different types of non-conventional energy
resources are being used. Among different types of non-conventional energy
resources, solar PV array based power supply has become popular in domestic as well
as in small Industrial applications. To cope with the ever increasing power demand,
microgrid systems are becoming more popular in day by day.

A lot of research works are going on in this regard. Anwar et al. (2013) per-
formed detail harmonics assessment for micro grid system [1]. Power quality at
voltage source converter based micro grid operation [2] has been analyzed by Dhar
etal. (2015). Kumar and Zare (2015) has done performance analysis for low voltage
microgrid distribution networks connected with power electronics system [3]. Wang
and Yaz (2016) performed detail analysis of smart power grid synchronization with
fault tolerant nonlinear estimation [4], where computer simulation techniques have
demonstrated that the proposed fault tolerant extended Kalman filter (FTEKF) pro-
vides more accurate voltage synchronization results than the extended Kalman filter
(EKF). Rashid et al. (2015) introduced transient stability enhancement of doubly fed
induction machine-based wind generator by bridge-type fault current limiter [5] for
microgrid power quality improvement, where various simulations were carried out in
Matlab/Simulink environment to demonstrate the effectiveness of the BFCL and its
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performance is compared with that of the series dynamic braking resistor (SDBR).
Chen et al. (2015) modeled doubly fed induction generator wind turbine systems
subject to recurring symmetrical grid faults [6]. In this attempt, the performance
of the doubly fed induction generator (DFIG) wind turbine system under recurring
symmetrical grid faults is analyzed. Chen et al. (2014) observed the nontechnical
loss and outage detection using fractional-order self-synchronization error-based
fuzzy Petri nets in micro-distribution systems [7], where different computer sim-
ulations were carried out using an IEEE 30-bus power system and medium-scale
micro-distribution systems to show the effectiveness of this proposed method. Math-
ematical morphology-based islanding detection for distributed generation has been
introduced [8] by Farhan and Swarup (2016) where basic MM operators like dilate
erode difference filter (DEDF) has been used to operate on three-phase voltage and
current signals on target DG location. Attempt has been taken to track the island-
ing condition from non-islanding condition, a new operator called the MM ratio
index (MM RI) computed is used for distributed generation. A GPS- based control
framework for accurate current sharing and power quality improvement in Micro-
grids [9] has been introduced by Golsorkhi et al. (2016) to improve the current
sharing accuracy at high loading conditions. A special technique for symmetrical
and asymmetrical low-voltage ride through of doubly-fed induction generator wind
turbines using gate controlled series capacitor [10] has been observed in detail by
Mohammadpour et al. (2015), where extensive time-domain simulations using MAT-
LAB/SIMULINK were performed to validate the effectiveness of this methods during
grid faults. Rashad et al. (2016) described control methodology of inverter used in
standalone micro-grid system [11]. Harmonic mitigation [12] of power distribution
network in minigrid has been studied by Sabu and George (2016). Sreekumar et al.
(2015) introduced a new virtual harmonic impedance scheme for harmonic power
sharing in an islanded microgrid [13], where a control strategy employs negative
virtual harmonic impedance to compensate the effect of line impedance on harmonic
power. Zhu et al. (2015) introduced novel technique for virtual damping flux-based
LVRT Control for DFIG-Based Wind Turbine [14] where the simulation has been
carried out and verified with a 2-MW DFIG in MATLAB/Simulink environment to
smooth the electromagnetic torque and minimized different grid faults. Taj et al.
(2015) introduced an adaptive neuro-fuzzy controlled-flywheel energy storage sys-
tem [15] for transient stability enhancement. In recent years many mathematical tools
have been introduced for harmonics assessment [16] and they have been found very
effective in fault assessment [17].

However very few works are found on harmonics assessment based microgrid
based power system. This has motivated to work on harmonic assessment based
fault detection in microgrid system. Attempt has been taken to model a micro grid
then to perform FFT based harmonics assessment for fault diagnosis in microgrid
system.
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2 Modeling of 400 KW PV Array Based Micro Grid

In this work, PV Array based micro Grid of 400KW system (MATLAB, version-
15) has been modeled as shown in Fig. 1. Four numbers of PV array are con-
nected in parallel. Each PV array contains 64 strings. Each string contains 5 num-
bers of series connected modules having following specifications: Maximum pow-
er—315.072 W, Cells per module—86, Open circuit voltage—64.6 volts, Shot circuit
current—=6.14 A, voltage at maximum power point—>54.7 volts, current at maximum
power point—5.76 A, temperature coefficient at open circuit voltage—“—0.27269”
%/°C, temperature coefficient at short circuit current—*“0.061694” %/°C, Light-
generated current 6.1461 A, Diode saturation current 6.5043 x 1012 A, Diode ide-
ality factor 0.9507, Shunt resistance 430.0559 ohms, Series resistance 0.43042 ohms.
Parallel combinations of PV arrays are connected with DC to DC charge controller.
Average model based VSC having 3 bridge arms has been considered in Inverter unit.
Inverter output is fed to three phase 400KVA, 260 V/25 kV, 60 Hz star/delta trans-
former. Transformer output is fed to load Bus (BUS-2). The load bus is also connected
with conventional 120 kV, 2500MVA grid supply through three phase 400KVA,
260 V/25 kV, 60 Hz star/delta transformer. Load of 47 MVA, 120 kV/25kV.2.1 MW
has been applied to load Bus.

Grid
——t— BUS4
r—_}
e~ Tr2
— BUS 3
Tr-1

+ .
PV array e H_\ BUs2
BUS 1

3-phase Inverter

Fig. 1 Single line diagram of 400KW PV array based microgrid
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3 FFT Based Harmonics Assessments of Line Current

The model described in model of Fig. 1 has been used for computer simulation.
Three different current measurement units have connected at each phase output of
inverter. Through these current measurement units individual phase currents have
been captured. The waveform of phase currents are observed and analyzed by Fast
Fourier Transform (FFT) at normal condition, LLL and LLLG faults. FFT spectrums
are monitored and total harmonics distortions are measured. Continuous symmetrical
fault at load bus (Bus 2) has been considered in this work.

3.1 Normal Condition

At first, line currents are captured at normal condition and FFT spectrums are gen-
erated as shown in Fig. 2a—c for phase-A, phase-B and phase-C respectively. THD
at normal conditions are determined accordingly.

3.2 Fault Condition (LLL)

Then line currents are captured at LLL fault condition and FFT spectrums are gen-
erated as shown in Fig. 3a—c for phase-A, phase-B and phase-C respectively. THD
at LLL fault conditions are determined accordingly.

3.3 Fault Condition (LLLG)

Then line currents are captured at LLLG fault condition and FFT spectrums are
generated as shown in Fig. 4a—c for phase-A, phase-B and phase-C respectively. THD
at LLLG fault conditions are determined accordingly.
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Fig. 2 Line currents and their FFT spectrum at inverter output at normal condition: a phase—A,
b Phase—B and ¢ Phase—C
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Fig. 2 (continued)

4 Comparative Study

FFT spectrums at different conditions are compared. Comparison shows significant
changes in FFT spectrums of symmetrical fault conditions from that of normal con-
dition. Also FFT spectrums at LLLG fault differ from FFT spectrums at LLL fault.
The comparative results are presented in Table 1. After, FFT based spectrum com-
parison, THD values obtained at different conditions are compared. Maximum THD
values at normal condition which reduces drastically at symmetrical fault condition.
THD at LLLG and THD at LLL are found very closed to each other; however THD
is found minimum at LLL fault condition as shown in Figs. 5 and 6 respectively.

5 Outcome

Specific outcome of this work is achievement of harmonics assessment based sym-
metrical fault diagnosis in solar PV array based micro grid system. FFT Based spec-
trum and THD comparison shows significant changes in those features and param-
eters at fault condition from that of normal condition. Also by this way significant
changes in features and parameters are observed among ungrounded symmetrical
fault and grounded fault conditions. THD values decrease at fault conditions and
become lowest in LLL fault.
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Fig. 3 (continued)

6 Conclusion

Harmonics assessment based symmetrical fault diagnosis in PV array based micro-
grid system.

The paper deals with harmonics assessment based symmetrical fault diagnosis
in PV array based microgrid system. This has been achieved by modeling a micro
grid system consisting of 400KW PV array based power unit coupled with conven-
tional power grid. Computer simulation performed at normal condition as well as
symmetrical faults at load bus. Both grounded (LLLG) and ungrounded fault (LLL)
are considered. Line currents are captured from the output currents of output system
of inverter system and currents are obtained at different conditions. THD values are
also determined and compared at different conditions. Based on the observation of
grounded (LLLG) and ungrounded fault (LLL) of micro grid systems with respect
those useful electrical parameters may be useful for synchronization, protection and
performance analysis of various micro grid systems. The comparative results may
be useful for symmetrical fault diagnosis and can be extended for diagnosis of other
faults also.
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Table 1 Result of FFT analysis at normal, LLL and LLLG fault conditions of average model

400 KW microgrid
Parameters Phase Normal Fig. 2a—c | LLL Fig. 3a— LLLG Fig. 4a—
SAMPLE PER A 333 333 333
CYCLE B
C
DC A 0.2347 12.5 13.75
COMPONNENT |5 24.12 2423 26.11
C 24.35 36.74 39.86
Fundamentals A 1009 1720 1726
peak B 1011 1754 1756
C 989.1 1711 1712
Fundamentals A 713.3 1216 1220
rms B 7.5 1241 1242
C 699.4 1210 1210
THD (%) A 26.46 11.76 11.82
B 22.03 9.89 9.81
C 24.67 9.81 9.40
Frequency | Phase Amplitude | Angle Amplitude | Angle Amplitude | Angle
(HZ) (%) (%) (%)
0 A 0.02 90.0° 0.73 90.0° 0.80 90.0°
B 2.39 90.4° 1.38 90.0° 1.49 90.0°
C 2.46 270.0° 2.15 270.0° 2.33 270.0°
60 A 100.00 69.4° 100.00 71.2° 100.00 —71.2°
B 100.00 169.2° 100.00 167.8° 100.00 167.7°
C 100.00 49.8° 100.00 47.3° 100.00 47.4°
180 A 1.98 5.7° 1.00 4.8° 1.16 3.5°
B 0.95 222.1° 0.89 235.7° 0.89 224.7°
C 1.36 160.7° 0.83 126.1° 0.77 132.4°
300 A 1.10 4.8° 0.70 9.2° 0.77 8.2°
B 0.46 208.7° 0.63 189.2° 0.64 193.8°
C 0.72 169.4° 0.12 131.6° 0.14 162.8°
420 A 0.77 5.2° 0.48 16.9° 0.58 10.2°
B 0.31 202.7° 0.36 201.8° 0.41 193.2°
C 0.49 174.1° 0.12 181.8° 0.17 182.9°
660 A 0.48 6.6° 0.45 2.7° 0.60 30.0°
B 0.19 197.8° 0.14 174.6° 0.23 228.6°
C 0.31 179.7° 0.32 186.3° 0.39 199.1°
780 A 0.41 7.3° 0.79 5.3° 0.54 32.3°

(continued)
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Table 1 (continued)

Frequency | Phase Amplitude | Angle Amplitude | Angle Amplitude | Angle
(HZ) (%) (%) (%)
B 0.16 196.4° 0.55 207.0° 0.34 238.0°
C 0.26 181.7° 0.35 148.2° 0.28 179.0°
900 A 0.35 7.5° 2.10 —15.0° 0.17 —32.6°
B 0.13 195.0° 0.86 104.3° 0.89 56.5°
C 0.22 183.1° 1.84 189.8° 1.50 184.8°
960 A 0.32 9.6° 0.42 203.1° 0.59 —34.9°
B 0.12 198.1° 0.73 —70.5° 0.59 230.9°
C 0.21 184.5° 0.88 80.8° 0.81 97.4°
Fig. 6 THD of line currents 14
at Phase-A, B and C during e | LL
LLL

12
.apd LLLG fault —LLLG
conditions 10 -

THD

THD (%) in phase-A  THD (%) in phase-B  THD (%) in phase-C
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Optimal Design of KVAr Based SVC )
for Improvement of Stability in Electrical | @i
Power System

Sayantan Adhikary and Sandip Chanda

1 Introduction

In modern power system, sudden change of load, faults has a substantial frequency
of occurrences. A considerable amount of research of all over the globe is going on
for presenting and economical reliable fast response controller to cope up with this
changed environment, FACTS controller is one of them.

A method has been on developed [1] “Optimal location and sizing of static VAR
compensator (SVC) based on Particle Swarm Optimization for minimization of trans-
mission losses considering cost function. The method however is, Artificial Intelli-
gence based and requires extensive computational time.”

This method explained [2] “A novel global harmony search algorithm (NGHS) is
used to determine the optimal location and size of shunt reactive power compensators
such as shunt capacitors, static VAR compensators (SVCs), and static synchronous
compensators (STATCOMs) in a transmission network. The algorithm though a quite
efficient, requires large memory for its binary search operation.”

This method approach [3] “A method to seek the optimal location of several static
VAR compensators (SVCs) in a power system based on their primary function. Taking
advantages of the flexible ac transmission system (FACTS) devices depends largely
on how these devices are placed in the power system, namely, on their location and
size.”

In the work explained [4] “Advanced load flow models for the static VAR compen-
sator (SVC) are presented in this paper. The models are incorporated into existing load
flow (LF) and optimal power flow (OPF) Newton algorithms. Unlike SVC models
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available in open literature, the new models depart from the generator representation
of the SVC and are based instead on the variable shunt susceptance concept. The
work though manages to determine the optimal location of SVC but does not an
enlighten, the physical design of SVC.”

This method approaches [5] “Optimal location of SVC in power system based on
the primary function taking advantage of faults device depends largely on how these
devices are placed in power system.”

This method states that [6] “Dynamic reactive power compensation is used to an
increasing extended improve voltage and reactive power system. Additional takes
can also be performed SVC to increase in power transmission capability.”

In the work explained [7] “Power system stability enhancement via robust coor-
dinated design of a power system stabilizer and a static VAR compensator-based
stabilizer is thoroughly investigated in this paper. The coordinated design problem
of robust excitation and SVC-based controllers over a wide range of loading condi-
tions and system configurations are formulated as an optimization problem with an
eigenvalue-based objective function. This work again fails to substantial the voltage
level at a desired value.”

In this method develop by [8] “The enhancement of power system stability proper-
ties by use of thyristor controlled series capacitors (TCSCs) and static VAR systems
(SVCs). Models suitable for incorporation in dynamic simulation programs used to
study angle stability are analyzed.”

This method approaches [9] “Power demand has increased substantially while
the expansion of power generation and transmission has been severely limited due
to limited resources and environmental restrictions.”

This method states that [10] “Different control techniques for damping undesir-
able inter area oscillation in power systems by means of power system stabilizers
(PSS), static VAR compensators (SVCs), and shunt static synchronous compensators
(STATCOMs).”

This method approaches [11] “The location of SVC (static VAR compensators)
and other types of shunt compensation devices for voltage support is an important
practical question. This paper considers a tool based on the determination of critical
modes. Critical modes are computed by studying the system modes in the vicinity
of the point of collapse. System participation factors for the critical mode are used
to determine the most suitable sites for system reinforcement.”

This method states that [12] “A novel method for optimal location of FACTS
devices in a multi machine power system using Genetic Algorithm (GA). Using the
proposed method, the location of FACTS controllers, their type and rated values are
optimized simultaneously. Among the various FACTS controllers, Static VAR con-
troller (SVC), Thyristor Controlled Series Compensator (TCSC) and Unified power
Flow Controller (UPFC) are considered. This method again requires computational
facility and also memory.”

A method has been developed on [13] “A new SVC (static VAR compensation)
control for damping of power system oscillations has been developed. To increase
system damping an SVC uses a phase angle signal estimated from the measurement
of voltage and power at the SVC location.”
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In this method develop by [14] “A new power system stabilizer (PSS) design for
damping power system oscillations focusing on inters area modes. The input to the
PSS consists of two signals. The first signal is mainly to damp the local mode in the
area where PSS is located using the generator rotor speed as an input signal. The
second is an additional global signal for damping inters area modes.”

A method has been developed on [15] “Analysis and simulation of SVC controller
have been investigated to improve the dynamic stability of power systems. Eigen-
values calculated by linear system models, the impact and changes the controller
parameters on the dynamic behavior of the system will be study.”

From the above litterateur review it has been understood that all the controller’s
design for optimal locative is voltage based SVC and PSS. In this work a KVAr
based SVC has been developed to limit a variation of voltage even in worst possible
loading of reactive power. Simulation has been carried out in MATLAB software the
result was wide encouraging and promising.

2 Theory

2.1 Use of SVC in Transmission Line

A static VAR compensator (or SVC) is an electrical device for providing fast-acting
reactive power on high-voltage electricity transmission networks. SVCs are part of
the Flexible AC transmission system device family, regulating voltage and stabiliz-
ing the system. The term “static” refers to the fact that the SVC has no moving parts
(other than circuit breakers and disconnects, which do not move under normal SVC
operation). Prior to the invention of the SVC, power factor compensation was the
preserve of large rotating machines such as synchronous condensers. The SVC is an
automated impedance matching device, designed to bring the system closer to unity
power factor. If the power system’s reactive load is capacitive (leading), the SVC
will use reactors (usually in the form of Thyristor-Controlled Reactors) to consume
var from the system, lowering the system voltage. Under inductive (lagging) con-
ditions, the capacitor banks are automatically switched in, thus providing a higher
system voltage. They also may be placed near high and rapidly varying loads, such
as arc furnaces, where they can smooth flicker voltage. It is known that the SVCs
with an auxiliary injection of a suitable signal can considerably improve the dynamic
stability performance of a power system. It is observed that SVC controls can signif-
icantly influence nonlinear system behavior especially under high-stress operating
conditions and increased SVC gains.
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2.1.1 Principle

Typically, an SVC comprises one or more banks of fixed or switched shunt capacitors
or reactors, of which at least one bank is switched by thyristors. Elements which may
be used to make an SVC typically include:

e Thyristor controlled reactor (TCR), where the reactor may be air- or iron-cored
e Thyristor switched capacitor (TSC)

e Harmonic filter(s)

e Mechanically switched capacitors or reactors (switched by a circuit breaker)

(Fig. 1).

By means of phase angle modulation switched by the thyristors, the reactor may
be variably switched into the circuit and so provide a continuously variable MVAR
injection (or absorption) to the electrical network. In this configuration, coarse voltage
control is provided by the capacitors; the thyristor-controlled reactor is to provide
smooth control. Smoother control and more flexibility can be provided with thyristor-
controlled capacitor switching.

The thyristors are electronically controlled. Thyristors, like all semiconductors,
generate heat and deionized water is commonly used to cool them. Chopping reactive
load into the circuit in this manner injects undesirable odd-order harmonics and so

Fig. 1 One-line diagram of a typical SVC configuration; here employing a thyristor controlled
reactor, a thyristor switched capacitor, a harmonic filter, a mechanically switched capacitor and a
mechanically switched reactor
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banks of high-power filters are usually provided to smooth the waveform. Since the
filters themselves are capacitive, they also export MVARSs to the power system.

More complex arrangements are practical where precise voltage regulation is
required.

Voltage regulation is provided by means of a closed-loop controller. Remote super-
visory control and manual adjustment of the voltage set-point are also common.

Generally, static var compensation is not done at line voltage; a bank of trans-
formers steps the transmission voltage (for example, 230 kV) down to a much lower
level (for example, 9.0 kV). This reduces the size and number of components needed
in the SVC, although the conductors must be very large to handle the high currents
associated with the lower voltage. In some static var compensators for industrial
applications such as electric arc furnaces, where there may be an existing medium-
voltage bus bar present (for example at 33 or 34.5 kV), and the static var compensator
may be directly connected in order to save the cost of the transformer.

Another common connection point for SVC is on the delta tertiary winding of
Y-connected auto-transformers used to connect one transmission voltage to another
voltage.

The dynamic nature of the SVC lies in the use of thyristors connected in series
and inverse-parallel, (forming “thyristor valves”). The disc-shaped semiconductors,
usually several inches in diameter, are usually located indoors in a “valve house”.

The main advantage of SVCs over simple mechanically switched compensation
schemes is their near-instantaneous response to changes in the system voltage. For
this reason they are often operated at close to their zero-point in order to maximize
the reactive power correction they can rapidly provide when required.

They are, in general, cheaper, higher-capacity, faster and more reliable than
dynamic compensation schemes such as synchronous condensers. However, static
var compensators are more expensive than mechanically switched capacitors, so
many system operators use a combination of the two technologies (sometimes in
the same installation), using the static var compensator to provide support for fast
changes and the mechanically switched capacitors to provide steady-state var.

2.2 Traditional Operation of SVC

2.2.1 Generation, Transmission, Distribution

In any power system, the creation, transmission, and utilization of electrical power
can be separated into three areas, which traditionally determined the way in which
electric utility companies had been organized.

e Generation
e Transmission
e Distribution.
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Although power electronic based equipment is prevalent in each of these three
areas, such as with static excitation systems for generators and Custom Power equip-
ment in distribution systems, the focus of this paper and accompanying presentation
is on transmission, i.e., moving the power from where it is generated to where it is
utilized.

2.2.2 Power System Constraints

As noted in the introduction, transmission systems are being pushed closer to their
stability and thermal limits while the focus on the quality of power delivered is
greater than ever. The limitations of the transmission system can take many forms
and may involve power transfer between areas or within a single area or region and
may include one or more of the following characteristics:

Steady-State Power Transfer Limit
Voltage Stability Limit

Dynamic Voltage Limit

Transient Stability Limit

Power System Oscillation Damping Limit
Inadvertent Loop Flow Limit

Thermal Limit

Short-Circuit Current Limit

Others.

Each transmission bottleneck or regional constraint may have one or more of these
system-level problems. The key to solving these problems in the most cost-effective
and coordinated manner is by thorough systems engineering analysis.

3 Proposed Methodology of SVC

See Fig. 2.

4 Development of Relation Between KVAr and SHUNT
Compensation by Simulation

A 2 machine system with a load and variable susceptance support has been demon-
strated in figure [3] MATLAB (Fig. 3).

The system has loaded KVAr as depicted, in table for each value of KVAr loading
the variable susceptance in adjusted, to provide a voltage band of 0.9—1 pu for worst
possible reactive power loading, this susceptance has been calculated and the relation
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Fig. 2 Proposed
methodology of SVC flow
chart
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Fig. 3 Transient stability of a two-machine transmission system with power system stabilizers
(PSS) and static var compensator (SVC)

between required susceptance subsequent KVAr is plotted. In figure [3] from the

curve sample points were extracted and for each of the points a hyperbolic equation
has been formed.

2.5 x [(10]76x_(1"2) + 1.2 x [(10)]"6x_1 + 1 x [(10)]"6 = 15 (1)
3.5 x [(10]76x_(2"2) + 3 x [(10))"6x_2 +2 x [(10)]"6 = 20 2)
4 x [(10)76x_(3"2) +5 x [(10))"6x_3 + 3 x [(10)]"6 = 25 3)

By solving the above 3 equation, the following relation has been obtained
63.5x_(1"2) — 1.979x_1+0.0822 = B

where, x =KVAR and, B = Susceptance
This equation becomes (Fig. 4).

63.5kVAR?> —1.97kVAR +0.0822 = B 4)
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Fig. 4 Curve fitting the 1.20E+10
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5 Development of MATLAB Model

A Matlab based model of SVC based on equation no [4] has been developed. This
model being operation, in care voltage based SVC, the range is very limited. As the
span of variation is also limited (Figs. 5 and 6).

6 Description of the Blocks (with Svc and with Out Svc)

6.1 Parameters

The SVC parameters are grouped in two categories: Power Data and Control Param-
eters. Use the Display list box to select which group of parameters you want to
visualize.

Fig. 5 Improvement of transient stability with svc diagram using MATLAB
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]
]

R

Fig. 6 Improvement of transient stability without svc diagram using MATLAB

6.2 Power Tab

Ignore negative-sequence current

The SVC is modeled by a three-wire system using two current sources. The SVC
does not generate any zero-sequence current, but it can generate negative-sequence
currents during unbalanced system operation. The negative-sequence susceptance of
the SVC is assumed to be identical to its positive-sequence value, as determined by
the B value computed by the voltage regulator.

Select this box to ignore negative-sequence current. Default is selected (Fig. 7).

6.3 Nominal Voltage and Frequency
The nominal line-to-line voltage in Vrms and the nominal system frequency in hertz.
Default is [500e3, 50].

6.4 Three-Phase Base Power

Three-phase base power, in VA, used to specify the following parameters in pu: droop
reactance Xs, gains Kp and Ki of the voltage PI regulator, and reference susceptance
Brief. This base power is also used to normalize the output B susceptance signal.
Default is 200e6 (Fig. 8).
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6.5 Reactive Power Limits

The maximum SVC reactive powers at 1 pu voltage, in vars. Enter a positive value
for the capacitive reactive power Qc (var generated by the SVC) and a negative value
for the inductive reactive power QI (var absorbed by the SVC). Default is [200e6,
—200e6].

Average time delay due to thyristor valves firing Average time delay simulating the
non-instantaneous variation of thyristor fundamental current when the distribution
unit sends a switching order to the pulse generator. Because pulses have to be syn-
chronized with thyristor commutation voltages, this delay normally varies between
0 and 1/2 cycle. The suggested average value is 4 ms. Default is 4e-3 (Fig. 9).

6.6 Susceptance Brief

This parameter is not available when the Mode parameter is set to Voltage regulation
(Fig. 10).

6.7 Reference

Susceptance, in Pu/Phase, when the SVC is operating in var control mode. Default
15 0.0.

e e

Fig. 9 KVAr sampling
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6.8 Simulation and Case Study

After development of improvement stability with SVC Diagram using Matlab, we
get 5 simulation figures

(a)
(b)
(©)
(d)
(e)
()
(@

1.

2.
3.

Voltage without SVC

RMS Value

KVAr Calculated

Susceptance Calculated

Carrier Signal

Susceptance (RMS)

PWM (Pulse Width Modulation).

Firstly voltage measurement block applied then we get voltage without SVC
Curve.

Current Measurement block applied then we get RMS value.

We applied repeating sequence triangular value, then we get Carrier Signal,
Susceptance (RMS) and PWM (Pulse Width Modulation) (Figs. A, B, C, D, E.1,
E.2, and E.3).

6.9 Case Study

Comparison between with SVC and without SVC

After the development of the model a comparison between presence of develop

model of SVC and without SVC has been demonstrated in the table, from this table
it can be asserted that the develop model of with SVC is capable of regulating the
voltage with desired level, in adverse of reactive power loading.
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Fig. B RMS value

7 Conclusion

The work presented in this paper mainly focuses on the aspects related to Flexible
AC Transmission Systems (FACTS) based controller design and assessment of their
contribution to system stability improvement ensuring secure and stable operation
of the power system. Most of the SVC controllers, with substantial survey has been
found to be voltage based, and sub sequentially they offer less scope of making
the control action in the work presented in this paper. Focuses on developing a
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Fig. E.1 Carrier signal

KVAr based model of SVC, which without the help of in any optimization technique
effectively stabilizes, the voltage profile of given power system network for adverse
variation of reactive power loading. This idea may be pursuit to develop to static var
compensator (SVC) for future power network.
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Fig. E3 PWM

Load (KVAR) With SVC line voltage With out SVC line voltage
4000e6 0.6 * 10° 6* 10

5000e6 6* 10° 7% 10°

7000e6 6.5 * 103 8 * 10

8000e6 7% 10° 8 * 10

9000e6 8 * 107 8 * 10

10000e6 9% 10 8.25 % 10°

20000e6 10 *10° 8.9 % 10°

30000e6 10 * 103 9% 10°

40000e6 12 # 103 9% 107

50000e6 12 %10° 10 * 10°
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An Improved Reactive Power )
Compensation Scheme for Unbalanced oo
Four Wire System with Low Harmonic
Injection Using SVC

Sankar Das, Debashis Chatterjee and Swapan K. Goswami

1 Introduction

The loads in power distribution system are generally single-phase loads supplied from
a A /Y three-phase transformer with grounded neutral [1]. The other commonly used
loads are nonlinear loads, single-phase and three-phase rectifiers, power-electronics-
based equipment etc. The increased use of these types of loads generates various
power quality problems in the distribution network. These are poor voltage regulation,
high reactive power demand, harmonic currents, unbalanced load, excessive neutral
current, etc. [2, 3]. The unequal load current due to asymmetrical load contains
positive, negative, and zero sequence component. It will increase system losses and
can also be harmful on industrial machines and generators. Many techniques are
suggested for load balancing as well as neutral current compensation along with
load harmonic elimination for three-phase four-wire distribution system.

Pulse width modulation (PWM) based switching compensator, known as ‘active
power filters’ [4, 5], or ‘power conditioner’, as reactive power compensator, or both of
them as hybrid devices can be applied to diminish the power quality problems effec-
tively. It includes distribution static compensator (DSTATCOM) [6, 7] for solving
power quality problem in current, dynamic voltage restorer (DVR) for compensating
power quality problem in voltage, and unified power-quality conditioner (UPQC) for
both current and voltage power quality problem. However, all of these techniques
increase system losses; implementation cost and requires complex control strategy

[8].
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The SVC based compensation scheme can also be used to solve power quality
problems in four-wire distribution system. The combination of Y-SVC and A-SVC
can be used to mitigate both ZPS and NPS currents simultaneously [9, 10] as single
SVC configuration can not serve both the purposes. However, the operation of TCR
releases significant odd harmonic currents [11] into the supply system, whereas FC
or TSC amplifies the harmonic currents generated from TCR and the other nonlinear
load. Thus, a combination of reactive power compensator using SVC along with
passive filter [12] or combination of shunt passive filter in series with an active power
filter topology [13—16] have been proposed to solve power quality problem. However,
these schemes require additional investment [17] and space to accommodate filtering
stages. Thus, improvement of switching schemes of SVC is also investigated to
minimize harmonic generation internally [18-20] without using additional filter.
The load compensation as well as source power factor improvement with minimum
line harmonic injection is studied for three-phase three-wire system [21]. However,
there are no suitable schemes for load balancing, neutral current compensation and
source power factor correction with minimum line harmonic injection for three-phase
four-wire distribution system.

In this paper, reactive power compensation is achieved by using a combined
A-SVC and Y-SVC. At the same, the minimum harmonic injection of SVC is real-
ized by optimizing switching function of SVC. Thus, the proposed scheme removes
additional filter requirement. Both the SVCs use TSC-TCR in the proposed system
modeling. The switching function of TCR is optimized using gravitational search
algorithm [22, 23] and the optimized switching angles are computed offline at close
interval of modulation indices which can be expressed as the ratio between funda-
mental component of reactor voltage to the rated load voltage. The corresponding
reactive power drawn by TCR is calculated based on computed switching angles.
These switching angles corresponding to minimum injected harmonics along with
reactive power compensation are stored in the processor memory as a function of
modulation index for online application. Different simulation results on a practical
system are presented to validate the proposed concept.

2 Proposed Compensation Model Using Symmetrical
Component Approach

The Fig. 1 shows schematic diagram of a Y-SVC and A-SVC connected to three-
phase four-wire distribution system for reactive power compensation with minimum
line harmonic injection. The subscript “x” denotes phase a, b and c. The IF is the
line current; V5 is the source voltage; VI is the grid voltage; 7Y, I¢Y, 174 and
12 are the Y-TCR, the Y-TSC, the A-TCR and the A-TSC current respectively;
Z, is the line impedance and Z, is the neutral impedance. The distribution system
is assumed to be a constant balanced voltage source and equal line impedances. For
an unbalanced three-phase loads, the unbalanced distribution line currents causes
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Fig. 1 Representation of distribution substation with Y and A-type SVC

unequal line voltage drops which make load bus voltages to be unbalanced. In order
to compensate line currents and improve source power factor, SVCs are placed at the
load bus to generate or absorb unbalanced reactive power. The unbalanced reactive
power combined with load demand makes balanced load to the supply system. The
phase-wise unbalanced loads are P, + jQr4, Prp+jQrp and Pr .+ j Q. while the
phase-wise load seen by the source after compensation is Py + j Q. The phase-wise
reactive power absorbed by Y-TCR is QI", jOI"" and j Q" while for A-TCR is
jora jol4 and jQIA. The phase-wise reactive power generation by Y-TSC is
CY jOSY and jQCY while by A-TSC is jQS2, j OS2 and jQSA. The prefix T
in all the variables denotes TCR quantities, where as prefix S, C and L denotes the
source, TSC and load quantities respectively.
The compensation requirements for neutral current compensation, load balancing
and source power factor improvement combining are,
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[7]+Re[15"]
[75]+1m[15"]
Re[7f] +Re[I]Y] +Re[1] 2] = Re[ Y] + Re[ 1§ ] ()
[1]+1m[1;"]
[7]+Im[7{7]

where Iy, I; and I, denotes the zero, positive and negative sequence current com-
ponent respectively. The (1) has infinite solutions due to six unknowns with five
constraints. Thus an additional constraint is considered to compute a unique solu-
tion. The additional constraint with a consideration that A-SVC doesn’t generate
imaginary part of positive sequence currents can be expressed as,

Im[7] 4] = Im[1{*] 2)

The compensating reactive power required by each phase of A-TCR and Y-TCR
for load balancing, neutral current compensation and power factor correction can
be expressed in terms of load power by solving (1) and (2) after substitution of
each sequence component. The per phase compensating reactive power required by
A-TCR can be calculated as,

TA _ 2(Pra—Prp) _ QCA
ab — V3 ab
TA _ 2(Pp—PLc) cA
Q4 = Auti) _ . 3)
TA _ 2(Pre—Pra) cA
Qca - Lﬁ ke — Qca

Similarly, the per phase compensating reactive power required by Y-TCR can be
calculated as,

07" = (Qra = 07 = Q) + H7k
0} = (Quy — 0" — ;) + e 4)
0" = (Qre = OFF = ;) + gt

Now, it is required to find out the appropriate switching angles corresponding to
compensating reactive power. The per phase reactive power absorbed by TCR can
be controlled independently by changing the firing delay angle of individual phases
of TCR. For any delay angle « of a particular phase, the reactive power absorbed by
A-TCR (Q ) and Y-TCR (Qy) can be calculated [33] as,
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where x is the reactance for full conduction of thyristor (¢ = 0°) and V; is the
per phase fundamental component of TCR voltage. Similarly, the per phase reactive
power absorbed by Y-TCR can be calculated for any delay angle o and V. The per
phase fundamental component of TCR voltage V; also depends on delay angle «.
The amplitude of reactor voltage fundamental component (for n = 1) in terms of
switching angle o can be expressed as,

V= 3 [(7‘[ —a)+ l sin(Za):|. (6)
T 2

Thus for required reactive power Q74 of A-TCR calculated from (3), correspond-
ing switching angle () can be obtained from (5) using (6). The direct solution of (5)
to obtain « requires a suitable numerical technique to be applied which can result in
multiple values of o with different THDs. Thus a heuristic search based method is
necessary to obtain the optimum value of & for minimum reactor voltage THD. Sim-
ilar equations can be written to find « for the other two phases. The same procedure
can be used to compute appropriate angle o for Y-TCR.

2.1 Control Scheme

The Fig. 2 shows control schematic for load balancing, neutral current compensation
and power factor correction with minimum line harmonic injection in a three-phase
four-wire system using SVC. In the control scheme, the reactive power requirement
for the individual phases are calculated using (3) and (4) with a consideration of
set power factor and set reactive power of TSC (Qtsc). The zero crossing detector
(ZCD) is used for detecting the zero crossing of input signal.

In the proposed scheme, the harmonic minimization (HM) from reactor voltage
is realized by computing those values of « for solution of (5) which results in lower
reactor voltage THD. Thus in this paper, a GSA based technique is used for off-line
computation of the switching angles (o) as a function of modulation index (mj)
for individual phases. Then these computed switching angles are used to calculate
reactive power (Q,f) absorbed by TCR in each phase using (5). The modulation
indices, corresponding switching angles for optimum THD and phase wise VAr
absorption are stored in the processor memory for load balancing, neutral current
compensation and power factor correction with minimum reactor voltage THD.
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Fig. 2 Control schematic for the proposed compensation scheme

3 Proposed GSA Based Harmonic Minimization

In the proposed technique, solution of (5) for optimum switching angle is obtained
through GSA based optimization technique considering minimum reactor voltage
THD. The configuration of per phase thyristor controlled reactor (TCR) consisting
of a reactor (L) connected in series with two anti parallel thyristors (T, T,) is shown
in Fig. 3a. The reactor voltage (Vrcr) is shown in Fig. 3b. The general expression for
amplitude of nth odd harmonic for n > 1 for the reactor voltage, shown in Fig. 3b,
is given by,

V, =

n+1) n—1)

2 [sm(n + Do  sin(n l)a} o
b4

For a three-phase balanced system the triple n harmonics will be absent in the line
and thus these are not considered in the present problem. Thus possible values of n
aren=6i+1(G(=1,2,3,...).

Mathematically the optimization problem can be formulated as,
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where Vi, ..., V, are in per unit and M is the desired amplitude of the fundamental
component of reactor voltage to rated load voltage which is also known as modulation
index and €, is the allowable limits of all individual harmonics and n up to 31st order.

The proposed objective function f(«) for the GSA satisfying (8) can be defined
as,

. B ) 31 _ 2
f@=KWVi-MP+y KV el ©)

wheren =6i £ 10 =1,2,3,...)

In (9), the coefficient K| needs to have larger value than K to K, for giving more
priority to maintain fundamental component, at the same time Ks to K, are adjusted
to descending order such that more priority is given to reduce lower order harmonics.
Moreover, all the coefficients need to be properly adjusted so that GSA can perform
nonbiased optimization. Trial and error method [23] is used until a good balance is
found. For this problem, K| = 257, Ks = 51, K7 = 12, Ky, ... K31 = 5. For each
harmonic component, the €, is selected as 0.03 according to IEEE std 519-1992.

The GSA, developed by Rashedi et al. in 2009 is the recent meta-heuristic search-
ing algorithm [22]. It is based on Newton’s law of gravity and motion. In this algo-
rithm, agents are considered as objects and the performance of agents are measured
by their masses. Hence, all these agents attract each other by a gravity force, and this
force causes a global movement of all agents towards the agents with heavier masses.
The heavier masses have better fitness value. Thus they describe good optimal solu-
tion to the problem and move more slowly than lighter ones. In GSA, each mass has
four identifications: its position, its inertial mass, its active and passive gravitational
mass [22, 23]. The position of the mass is equivalent to a solution of the problem
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Table 1. Parameters of the System parameters Value
simulation system
Line impedance (per phase) (0.02+j 0.07) 2
Load: a-phase (20+ j12) kVA
b-phase 25+ j13) kVA
c-phase 30+ j15) kVA

and its gravitational and inertial masses are calculated by using a fitness function.
Thus each mass represent a solution of the problem and the algorithm is navigated
by properly adjusting the gravitational and inertia masses.

In the present problem, each solution (position) is composed of the switching
angle « in half cycle. To start the algorithm, initial populations (number of agents)
of switching angles are randomly generated with satisfying the constraint equation
(% <a< n) for the chosen number of population. Then velocities of the agents
are calculated and their next positions are updated. The other parameters of the
algorithm such as gravitational constant, masses and acceleration are updated at
each iteration cycle and the algorithm is terminated if it satisfies the maximum
number of iterations. To get an optimal solution using GSA, the optimum settings
of different input parameters are to be needed. Different trials have been performed
for optimum values of input parameters. Based on these trials, the following input
parameters are found to be best for optimal performance of the current problem:
Gy =100,y =20, T = 1000, N = no. of agents = 30. Where the initial value of
gravitational constant is Gy, y is the user-specified constant for gravitational constant
and T is the maximum number of iterations. The basic flowchart of GSA is shown
in Fig. 4.

4 Simulation Results

The proposed scheme has been modeled and simulated using MATLAB and its
Simulink and SimPower System toolboxes for a three-phase four-wire system. A
6.6 kV/415 V, 200 kVA distribution substation feeding a variable load is consid-
ered for simulation purpose. Thyristor switched capacitor-thyristor controlled reac-
tor (TSC-TCR) type of SVC with 10 kVAr capacity of TCR and TSC that can vary
reactive power between 0 and 30 kVAr through five steps (0, 5, 10, 20 and 30 kVAr)
per phase is chosen. The line and load parameters are listed in Table 1.

The switching angles are computed at closed interval of modulation indices using
GSA with minimum reactor voltage harmonics. The computed switching angles are
used to calculate phase wise reactive power absorbed by TCR for each modulation
index using (5). The computed switching angle o for minimum reactor voltage THD
and the corresponding per phase reactive power consumption by A-TCR with mod-
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Fig. 4 Flowchart of the @
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ulation index (m,) are shown Fig. 5a, b respectively. In the proposed scheme, these
two curves are stored in the processor memory for on-line applications.

4.1 Dynamic Response of the System Without
and with Proposed Compensator

The performance of the proposed scheme for load balancing, along with neutral
current compensation and source power factor improvement of a three-phase four-
wire unbalanced load with low line harmonic injection is shown in Fig. 6.

At 0.03 s, the SVCs are switched into the line. The voltages (VL) at the point of
common coupling (PCC), unbalanced load currents (I L), balanced source currents
(15), A-SVC currents (I*), Y-SVC currents /”, source neutral current (1), load
neutral current InL, balanced active power taken from source (Ps) and balanced
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Fig. 6 Dynamic response of proposed scheme for load balancing, neutral current compensation
and power factor correction when the SVCs are switched into the line at t=0.03 s

reactive power drawn from source (Qs) are demonstrated in Fig. 6. It is noticed that
for an unbalanced three-phase load currents (I L) the compensated source currents
(15) become balanced and the source neutral current (/¥ is maintained at nearly zero
after the SVC is switched into the line at t =0.03 s. The active ( Py) and reactive power
(Qs) seen by the source after compensation become balanced through proposed
scheme. Also it can improve the source power factor by reducing the reactive power
drawn from source. The harmonic spectrum of the a-phase source current (15) in
steady state condition is shown in Fig. 7 which justifies the low harmonic injection
by the proposed scheme
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4.2 Dynamic Response of the System Under Sudden Load
Change

The performance of the proposed scheme has also been studied under a sudden change
of load condition. Initially a balanced load of (10 + j5) kVA per phase was connected
to the system, then at t=0.1 s, three-phase linear load is changed to two-phase and
again to single-phase load at 0.2 s. These loads are reconnected again at 0.3 s. The
PCC voltage V), unbalanced load currents (1%), balanced source currents (15),
A-SVC currents (I*), Y-SVC currents /7, source neutral current (1), load neutral
current I,{‘, balanced active power taken from source (Ps) and balanced reactive
power drawn from source (Qs) under varying loads are demonstrated in Fig. 8a.
From Fig. 8a it can be observed that the source current is balanced before and after
the changeover which justify the effectiveness of the proposed method. Moreover,
THD of the source current is within permissible limit as shown in Fig. 8b—d during
different load conditions.

(a) Dynamic response of proposed scheme when load is changed from three-phase
to two-phase at t=0.1 s, to single-phase at t=0.2 s and again reconnected to
three-phase at t=0.3 s.

(b) Harmonic spectrum of the a-phase source current during three-phase load

(c) Harmonic spectrum of the a-phase source current during two-phase load

(d) Harmonic spectrum of the a-phase source current during single-phase load.

5 Conclusion

An improved switching scheme for load balancing, neutral current compensation and
source power factor improvement with minimum possible line harmonic injection
without using external filter has been proposed in this paper. The proposed scheme
has been implemented using TSC-TCR based combined A-SVC and Y-SVC. The
Y-SVC is used for neutral current compensation and source power factor improve-
ment whereas A-SVC is used for load balancing. The switching angles for TCR
compensation are calculated by optimizing the switching function of TCR using
GSA with varying modulation indices. These computed switching angles for min-
imum line harmonic injection along with phase-wise compensating reactive power
requirement are stored in the processor memory for on-line application. From the
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Fig. 8 Dynamic simulation results and harmonic spectrum of source current

simulation results, it is verified that the proposed SVC switching results in load bal-
ancing, neutral current compensation and source power factor improvement with
reduced harmonic injection to source.
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1 Introduction

The significant features of DS are its radial nature and high R/X ratio. These features
make the analysis of DS different from a transmission system. The performance
parameters of a DS are active power loss and voltage profile. The conventional
LF techniques for transmission systems cannot be adopted for DS because of their
inability to converge. Researchers have developed special/modified LF methods for
analysis of DS. The above mentioned performance parameters of DS can be improved
network reconfiguration which is switching combination of the distribution feeders.
Overloading of DS is another issue which mal-triggers the protective devices and it
can be handled by network reconfiguration as well. The reliability and cleanliness of
a DS can be enhanced by RES based DG. The intermittent nature of power from DG
can be improved by high capacity network storage elements. DR is a measure taken by
power distributors to prevent situations like abnormally high load demand or power
outages by sending explicit requests to the customers or by providing incentives
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which will make the customers change their load usage patterns. In the last few
years, research on DS have been presented under four sections namely, distribution
system reconfiguration, load flow studies on distribution system, impact of renewable
energy on distribution systems and effect of demand response on distribution system.

2 Distribution Network Reconfiguration

2.1 Introduction to Distribution System Reconfiguration

The configuration of most DS is radial to catry out their protection. In DS, each feeder
is connected to various types of loads viz. commercial, industrial and residential. The
patterns of daily load demands for the said types of load are different having different
instants of occurrences of peak values. It is a problem if the DS gets overloaded as it
will lead to disconnection of branches caused by actuation of the protective devices
and voltage collapse. Overloading of the DS can cause problems starting from the
disconnection of branches due to triggering of protective devices and can lead to a
general voltage collapse resulting in financial losses for customers and the utilities.
The line losses are significant in DS due to high resistance to reactance ratio. The main
aim of the researchers is to investigate every possible means to reduce distribution
power loss and maintain voltages within the specified limits.

In order to improve the performance of a radial distribution networks, reconfigu-
ration is an effective solution. Reconfiguration is done by switching operation, either
manually or automatically, so that the power losses are reduced resulting in enhance-
ment of system security, power quality and reduction in network overloading. Two
types of switching operations are possible, either opening sectionalizing (normally
closed) switches or closing tie (normally open) switches of the network. The switch-
ing operation should ensure transfer of power to all the connected loads maintaining
the radial nature of the network. The distribution network reconfiguration problem
has been solved by researchers by adopting several techniques.

2.2 A Review on Distribution System Reconfiguration

Active power loss minimization by reconfiguration using several variants of Ant
Colony Optimization (ACO) has been implemented widely by several researchers.
ACO in Hyper-Cube framework (ACO-HC) has been implemented by Abdelaziz
et al. [1] by applying a modified local heuristic approach and a standard state tran-
sition rule. Alemohammad et al. [2] have presented a model for seasonal reconfig-
uration of actual distribution network and it has been solved by Genetic Algorithm
(GA). A multi-objective algorithm have been implemented by Alonso et al. [3] to
reduce the network power losses which improves the reliability index using artifi-
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cial immune systems technique (AIS) and applying graph theory considerations to
improve computational performance and pareto-dominance rules. Amanulla et al.
[4] proposed a binary particle swarm optimization-based search algorithm (BPSO)
to find the optimal status of the switches and its effectiveness is demonstrated on a
IEEE 33-bus and a IEEE 123-bus radial DS. A new method based on shuffled frog
leaping algorithm (SFLA) by Arandian et al. [5], aimed reduction of network power
losses and control of power generation from DGs, has been successfully tested on
33-bus and 69-bus test systems. A bi-level optimization procedure is developed by
Arasteh et al. [6] using PSO, considering DR for sensitivity analysis in order to cover
the effects of uncertain parameters on a distribution network and its performance has
been tested on IEEE 33-bus standard test system. A novel adaptive fuzzy-based
parallel GA is proposed by Asrari et al. [7] that employs the concept of parallel com-
puting in identifying the optimal configuration of a dc distribution network. Bahrami
etal. [8] worked on hybrid Big Bang-Big Crunch optimization (HBB-BC) algorithm,
having faster rate of convergence and high efficiency, to solve the single -objective
reconfiguration of the functions of the problem such as system average interruption
frequency index, system average interruption duration index, average energy not sup-
plied, in DS. A fuzzy multi-objective approach based reconfiguration of distribution
networks have been presented by Banerjee et al. [9] considering different types of
load. Bayat et al. [10] proposed a heuristic approach based on uniform voltage distri-
bution based constructive reconfiguration algorithm (UVDA) for simultaneous DG
placement, sizing and network reconfiguration. The above algorithm is applied by
Bayat [11] for optimal reconfiguration of large- scale distribution networks and it was
tested with various practical distribution networks varies from 16-bus system with
3 tie-switches up to 835-bus system with 146 tie-switches. Capitanescu et al. [12]
explored how the DG penetration capacity of DS can be increased by both static and
dynamic reconfiguration of network under thermal and voltage constraints by solving
anon-linear, mixed-integer and multi-period optimal power flow problem (MP-OPF).
Improvement of network reliability and reduction of network power losses based on
an enhanced GA has been presented by Duan et al. [13]. Silva et al. [14] proposed
a heuristic algorithm for electrical DS reconfiguration based on movement of firefly
towards preys or partners where the insects positions in the space correspond to the
positions of the switches in the electrical system. Oliveira et al. [15] as well as Souza
et al. [16] have implemented bio-inspired metaheuristic AIS on network reconfig-
uration satisfying operational and network constraints, considering different load
levels. Pons and Repetto [17] presented a topological reconfiguration procedure for
maximizing local consumption of renewable energy in (Italian) active distribution
networks. Niknam et al. [18] presented Honey Bee Mating Optimization (HBMO)
approach to investigate the Distribution Feeder Reconfiguration (DFR) problem sat-
isfying the operating limits and constraints. An efficient Modified bacterial foraging
optimization algorithm (MBFOA) has been applied by Naveen et al. [19] on network
reconfiguration to reduce active power losses at IEEE 16, 33 and 69 bus systems.
Nguyen et al. [20] have implemented the cuckoo search algorithm (CSA) on network
reconfiguration problems and it proved to be efficient and promising. Back tracking
search algorithm (BSA) on network reconfiguration problems have been proposed by
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Nguyen et al. [21] and its effectiveness was tested on 69- node distribution network
system. Network reconfiguration based on minimum spanning tree algorithm(MST)
have been tested on 33- bus, 69-bus and a real 210-bus MV utility DS by Li et al. [22]
and the results were found to be very effective. Network reconfiguration based on a
mixed- integer second-order conic programming (MISOCP) model has been devel-
oped by Lopezetal. [23] and applied on 136 node DS considering the minimization of
active power losses and reliability constraints. To solve the reconfiguration problem
of radial DS, a scatter search, which is a metaheuristic-based algorithm, is proposed
by Rupolo and Mantovani [24].

3 Load Flow Studies on Distribution System

3.1 Load Flow Approach in DS Due to a Different Topology

LF studies are performed to determine the parameters of steady-state line power
flow and connected load. They provide guidance for proper planning, operation,
control and optimization of power system. LF analysis helps to verify whether all
the operational constraints including line voltage limits are satisfied. It is one of the
most frequently carried out study by power utilities and are essential for power sys-
tem planning, operation, optimization and control. It is required to explore different
arrangements necessary to maintain the required voltage profile and to minimize
the system losses. LF is also used as a sub problem like contingency analysis of a
system. The bus voltage magnitudes of a distribution network, their phase angles,
active and reactive power flows of different lines and the transmission power losses
are determined from load flow studies. Some of the basic LF algorithms were devel-
oped such as Newton Raphson (NR), Gauss Seidel (GS) and were applied to the
transmission network. In DS, these methods may become inefficient due to its radial
nature, high resistance to reactance ratio, load unbalance etc. Thus, the LF analysis
becomes complex in case of DS and fail to converge using the techniques in case of
transmission systems. In the past, many approaches for DS load-flow analyses have
been developed by the researchers. With respect to the nature of generation and load,
there are two types of LF, probabilistic (PLF) and deterministic (DLF). In PLF, the
analysis takes care of stochastic or statistical uncertainties with generation or load
while in DLF the natures are taken to be consistent. Some of the works on LF in the
recent years are stated below.

3.2 A Review on Load Flow Methods on Distribution Systems

Melhorn and Dimitrovski [25] proposed a three phase PLF in radial and weakly
meshed distribution network for both balanced and unbalanced conditions without
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explicitly using Y-bus matrix and it was applied on IEEE 123 node and 13 node
test feeder. A novel direct method to LF has been developed by Singh et al. [26]
which saves computation time and power. Wang et al. [27] presented the explicit
conditions for existence of a unique LF solution for distribution networks having
generic topology. Murari et al. [28] developed a LF solution for IEEE 33 DS using
matrix method. The steady-state analysis and working of an electrical DS using multi-
linear probabilistic Monte Carlo (MC) simulation technique has been proposed by
Carpinelli et al. [29] with integration of photo-voltaic (PV) and wind (WD) power
generation. Harmonic LF in electrical distribution network has been analyzed using a
fuzzy-based Monte Carlo simulation technique has been developed by Sosi¢ et al. [30]
in order to identify the weak zones of the network leading to power quality problems.
PLF of unbalanced power in a DS using a point estimate method has been developed
and analyzed by Delgado and Dominguez-Navarro [31], considering penetration of
PV and WD sources. A new, simple and efficient LF algorithm for weakly meshed
DS has been presented by Li et al. [32], using power flow variables as active and
reactive powers. Ruiz-Rodriguez et al. [33] developed a hybrid modified algorithm
combining jumping frog and PSO (JFPSO) and PLF in three phase network based
on the MC simulation for reducing voltage unbalance in DS with PV generators.
A PLF for DS with uncertain PV generation has been presented by Kabir et al.
[34] using Latin Hypercube Sampling with Cholesky Decomposition (LHS-CD) in
order to quantify the overvoltage issues. Voltage stability analysis of unbalanced DS
has been performed by Abdel-Akher [35] using backward/forward (BF) sweep LF
analysis method with secant predictor. PLF for three phase networks using binary
SFLA with technical constraints has been proposed by Gomez-Gonzalez et al. [36]
which handled the voltage regulation problem of a PV-connected grid within a small
number of iterations. Khan et al. [37] proposed a novel LF algorithm for different
radial DS which employs only three recursive equations devoid of any complex
parameters and it proved to be computationally efficient and faster than other existing
methods. Kocar et al. [38] tested and compared three LF solution algorithms using
the modified-augmented- nodal-analysis (MANA) formulation on IEEE 8500-node
distribution test feeder by means of a regulator tap-control strategy. A PLF-based
approach regarding the effects of RES on the voltage quality in a DS has been
proposed by Sexauer and Mohagheghi [39].

4 Impact of Renewable Energy on Distribution System

4.1 Renewable Energy—An Alternative for a Clean
and Reliable Distribution System

Fossil fuel based power generation became a practice for hundreds of years. The
environmental hazards related to emissions, especially CO,, from a conventional
power plant are increasing day by day. Customers and utilities have widely accepted
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clean and green renewable energy based generators viz., WT, PV system and fuel-
cells, among others as alternate sources of energy. Distributed Generation (DG) based
on renewable energy is one of the most promising solutions to the problem of high
greenhouse gas emissions and research efforts across the globe are being put into this
topic. But for its successful implementation, a number of challenges need to be faced.
As a DS is passive, allocating a DG to it means addition of a new dynamic element
to the system which needs to undergo a stability analysis. Integration of renewable
distributed energy resources (DER) has the ability to affect the operation of DS by
affecting the equipment reliability and customer power quality. To increase reliability,
Battery Energy Storage Systems (BESS) are incorporated to the distribution network
to mitigate the intermittent nature of renewable energy generation. The impact of
renewable energy on DS has been a preferred area of research these years.

4.2 A Review on Renewable Energy Based Distribution
Systems

Abdullah et al. [40] worked on the integration of distribution network with renew-
able DG which revealed the influence power output from renewable energy based
generators on time varying load demand. Self-consumption and storage of power
by consumers generated from PV micro grid are best means to keep the voltage
levels within specified limits as suggested by Camilo et al. [41]. Optimal allocation
of renewable energy based DGs in unbalanced IEEE 37-node feeder DS using Big
Bang- Big crunch method has been tested by Abdelaziz et al. [42]. Kayal and Chanda
[43] proposed integration of photovoltaic (PV) array, wind turbine (WT) and capac-
itor bank in distribution network, a sustainable way to meet the ever increasing load
demand. A novel dynamic energy management strategy in integrating large-scale
renewable energy sources (RES) with the distribution network has been developed
by Lv and Ai [44]. The benefits of customers correlated with harvesting of renewable
energy has been shown through a multi-level optimization approach for DS planning
by Zeng et al. [45]. Jiang et al. [46] proposed a synchrophasor based auxiliary con-
troller to increase voltage stability of a DS with distributed WT generators. Optimal
scheduling of renewable energy integrated distribution network for BESS operation
with plug in electric vehicles (PEV) have been shown by Yang et al. [47], in order
to minimize active power loss, voltage fluctuation and cost of electricity. A novel
stochastic programming model for active and reactive power scheduling in DS with
renewable energy resources and their influence on the daily Volt/Var control (VVC)
is presented by Samimi and Kazemi [48]. A novel hybrid approach to allocate RES
in DS is proposed by Singh and Parida [49] and it has been demonstrated on 15-node
radial DS and 69-node mesh DS. Reconfiguration problem of distribution network
has been investigated by Taghi et al. [50] to improve power quality, reliability and
reduce power loss by placement of solar-cell and wind turbine. Fluctuations in the
magnitude of voltages at different nodes in the DS with RES have been predicted
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by a mathematical model developed by Iyer et al. [51]. An interval optimization
based day-ahead scheduling scheme for RE management considering renewable RE
uncertainties in smart DS has been presented by Chen et al. [52] and it has been
tested on 33-node and 119-node systems resulting in lower active power losses and
improved voltage profile. The effects of EV with vehicle to grid connectivity capa-
bility on renewable energy integrated distribution have been analyzed by Fathabadi
[53]. Nijhuis et al. [54] have shown the impacts of the renewable energy and ICT
driven energy transition on distribution networks and it made the energy system to
be more sustainable. Tsiftsis et al. [55] suggested that the efficiency of power distri-
bution network (PDN) can be enhanced by deployment of wireless sensor network
in dispersed RES.

5 Effect of Demand Response on Distribution System

5.1 Demand Response and Its Objective

DR, an outcome of demand side management (DSM), is the change in power con-
sumption of an electric utility customer to match power demand with supply. It is
not possible to throttle the power output from the supply-side like taking generating
units on/off-line or importing power from other utilities at all times due to time con-
sumption and high expense. The main objective of DR is to manage the load side
demand meticulously instead of changing the supply side power level. Utilities may
send signal to the customers to cut out some of the unnecessary load during peak
load hours in a number of ways like making the per unit cost of electricity cheaper
in the off peak load hours than the peak load hours or by smart metering through
which explicit requests or price change are intimated to the customers. In a broader
sense, DR encourages the electricity customers to shift their electricity usage pattern
during the peak load hours or power crisis.

5.2 A Review on Performance of Distribution System
with Demand Response

Nunna and Doolla [56] presented an agent based intelligent management system to
facilitate power trading among micro grids and encourage customers to participate
in DR. An analytical study is reported by Homaee et al. [57] to show the impact of
DR on voltages profile of DS. Zeng et al. [58] presented an integrated methodology
that accounts renewable DG and DR as options for clean and sustainable planning
of distribution network. A novel voltage sensitivity matrix based voltage control
in a real time environment using DR in an automated DS has been presented by
Zakariazadeh et al. [59]. Venkatesan et al. [60] proposed a model for DR by utilizing
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consumer levels of rationality and behavior for different scenarios and applied it
to IEEE 8500-node test feeder resulting in improvement of voltage profile. Degefa
et al. [61] showed how DR can be an integral part for smart grid planning in terms
of reliability, contingency and improvement of voltage profile. Williams et al. [62]
have designed a self-regulating, smart, wind power integrated DS where the LF
fluctuations are controlled by self-regulating air-source heat pump (HP) cycling.
Mistry and Roy [63] presented the combined effects of DR program, wind generator,
as a renewable energy source and network reconfiguration on distribution network.

6 Conclusion

In this paper, research in the last few years on four topics on DS has been presented
namely distribution network reconfiguration, LF techniques, integration of renewable
energy based generators with or without BESS and effect of DR on DS. It is very
important for a researcher to know the fore mentioned areas of DS, willing to carry out
research in this field. The research works presented above aimed at analysis and/or
improvement of voltage profile, efficiency, reliability and contingency of a DS. These
parameters are performance indicators of a DS which needs to be improved so that
transmitted power can reach to the consumer end both safely and efficiently in a
cleaner way.
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Economic Emission Load Dispatch Using
Krill Herd Algorithm with Constraints

D. Maity, M. Chatterjee, S. Banerjee and C. K. Chanda

Nomenclature

F;(P) Fuel cost function

E;(P) Emission cost function

P; Output power of generator i

N Number of generators

a;, b;, ci,d;,e; Cost coefficients of unit i

o, /3, ¥ Emission cost co-efficient

pmin Minimum operating limits of generator i

1
pmax Maximum operating limits of generator i
Pp Load demand
P Transmission losses
B;; Transmission loss co-efficient
Py Output of Nth generator
M; Change in movement due to induction
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X; Foraging action

D; Random diffusion of each individual
mmax The maximum is induced speed

o; Swarm density effect

Wy Inertia weight

MPrevious Previous induced speed

A% Foraging speed

Wy Inertia weight of the foraging motion
Bi Current food location

X Previous Previous speed

R Dmax Maximum diffusion speed

o Random directional vector

TV Total number of the variables

UL and LL Upper limit and the lower limit of the individual

1 Introduction

In electrical engineering mainly in power system many real life optimal problem
are flattering very complex and difficult. It is very time consuming to solve these
problems using conventional iterative techniques. But time cost is very important.
That’s why a new optimization technique i.e. krill herd algorithm is required to solve
complex optimal problem like economic load dispatch (ELD) and economic emission
load dispatch (EELD).

The cost function of economic load dispatch is represented by quadratic func-
tion. To find minimum fuel cost lambda iteration method is used in [1]. Problems
of economic load dispatch including transmission losses are solved using dynamic
programming method [2]. Basu proposed optimization technique based on artificial
bee colony for solving ED problem including transmission losses, multiple fuels etc.
[3].

Teaching learning based optimization technique is newly developed population
based algorithm based on relationship between teacher and learners in a class [4, 5]. It
has the ability to obtain convergence characteristics in relatively faster computation
time to genetic algorithms [6], particle swarm optimization techniques (PSO) [7]
and artificial bee colony (ABC) [8]. A new modified particle swarm optimization
technique has been proposed to solve EELD problem in [9]. Gaurav Prasad et al. [10]
proposed artificial bee colony optimization to solve ELD problem with considering
generator constraints. It does not include emission dispatch problem. Y. Sonmez et al.
[11] presented the same optimization techniques to solve the multi-EELD problem
by the penalty factor approach.

In [12] also, same algorithm regarding clonal selection is proposed to find the
solution of DED problem for generating units with VPL effect. A new optimization
technique ABC-PSO has been proposed to solve combined EELD problem in [13].
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A modified teaching learning based optimization techniques based on bare bones has
been proposed to solve minimization algebraic problem in [14].

KH algorithm is proposed in this paper with various constraints. Here transmission
losses are not included. Section 2 describes overview of EELD problem, Sect. 3
discusses KH and TLBO technique, Sect. 4 discuss the steps of implementation of
KH on EELD problems, Sect. 5 presents the result done by simulation and Sect. 6
presents the conclusion of this paper.

2 Overview of Economic Emission Load Dispatch Problems

A. Fuel and Emission Cost Function

The objective of EELD is to minimize fuel and emission cost satisfying load demand.
The cost function of EELD is quadratic nature. It is indicated by equation no. 1.

Fi(P) = a; P} +b; Pi +¢; (D
Ei(P) = a; P} + B Pi + yi + i % exp(8; * P;) 2)

Min - [F;(P;) + E; (P)]

B. Constraints

ELD has many constraints. It has two types (I) Constraints described by equality
nature (II) Constraints described by inequality nature.

(I) Constraints with equality

The generated power of each generator should be equals to summation of load demand
and transmission losses.

N
Z P;(t) = Load Demand + Transmission Losses 3)

i=1
(II) Constraints with inequality
The generator’s output should operate in operating bounds.

Pimin <P < Pimax (4)

Here P™M and PM3X are the min and max operating limits of generator i.

C. VPL (valve point loading) effect on ELD
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The effect of VPL on ELD is non-linear. When load is changed, the cost equation of
ELD is represented in (5).

N
F = min <Z F, (P»)

i=1

N
= min (Zaip,‘2+bipi +c +

i=1

e; * sin [f,- * (Pimin — PJH)

where a;, b;, ¢;, d;, e; are the cost coefficients of unit i.
P™™M Minimum generated power of unit i.

®)

3 Opverview of Krill Herd Algorithm and Teaching
Learning Based Optimization Algorithm

e Krill Herd Algorithm
In Krill herd (KH) algorithm the objective is the higher population size of the krill
individual and searching process of food i.e. higher krill density which means that
to achieve higher food density that leads to the optimal solution.
The fitness function of each krill individual is defined as its distances from food
and highest density of the swarm.
Three essential actions considered to determine the time-dependent position of an
individual krill are (i) movement induced by other krill individuals, (ii) foraging
activity, and (iii) random diffusion.

i. Initialization
Reduction in the population size from the food location because of predator
attack affects the objective value, this step is termed as initialization process.
Position of each individual depends upon three function viz. (i) change in move-
ment due to induction. (ii) Foraging action (iii) diffusion.
So, in the n- dimensional space the Lagrangian model is defined as
@=Mi+X5+Di (6)
dx
ii. Change In Movement Due To The Induction
Due to other individual effect each individual try to keep optimal density. The
direction is effected by local population size, target population size and repulsive
population size. Thus, for each individual it is given as:

M[Current Ml_max

o +w, Miprevious (7)

iii. Foraging Motion
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It is obtained by the mean of two parameters. Optimal solution position and the
previous result i.e.

Xf = Vf/gisolution + Wy lerevious ()

iv. Random Diffusion
It is given as

RDi = RDmaXo' (9)
v. Movement Process

Using the result obtained from the different parameters, the position vector is
given as:

dz;
Z,(t+ At = Z; () + Atd—t’ (10)
vi. Crossover Operators
In this operation the gene of an individual at next process is produced from the
previous one i.e. in this operation the gene of an individual at next process is

produced from the previous one i.e.

Zﬁ if random number < Cp

7G+ _ (11)
l ZE else
vii. Mutation Operation
Mutation operators is given as
Zi ={Zpest + W(Zy — Z,); if random number < M,
else
Z, =7 (12)

e Teaching Learning Based Optimization Algorithm
In TLBO, population is randomly initialized within their limits. TLBO is separated
also two parts.

i. Teacher Phase
ii. Learner Phase

i. Teacher Phase

The mean parameter of each subject of the learners in the class at generation g is
given as

M= [mfmf, o,y (13)
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To get a new population set of learners a vector is formed using (14)

Xnew] = X¥ +rand (X}

Teacher

— Tr * M¥) (14)

Tr is the teaching factor. Value can be either 1 or 2.
If Xnew? is found to be better than X in generation g, than it replaces on X
otherwise it remains X*.

ii. Learner Phase

In learner phase the students can increase their knowledge by interaction of stu-
dents or sharing their knowledge. For a learner X{, randomly select another learner
X? asi # r. To set a new vector in learner phase Eqgs. (15) and (16) is to be under-
stood.

Xnew? = X{ +rand  (X{ — X8)if f(X7) < f(X?) (15)
Xnew? = X{ +rand = (X8 — X{)if f(X]) > f(X¥) (16)

When the stopping criteria is satisfied and means after completion of all iteration,
optimum result is got.

4 Implementation of KH Algorithm to Economic-Emission
Load Dispatch Problem

The steps are following

1. Initialize the Fitness Function i.e. Total cost function from the individual cost
function of the various generating stations.

2. Input the Fuel cost Functions, MW limits of the generating units and the total
power demand.

3. Perform change in movement due to induction when indicates minimum fuel
cost.

4. Calculate mean of two parameters.

5. Movement process also is performed. For each vector of active power the value
of the fitness function is calculated.

6. Crossover and mutation operation is performed.

7. By comparing two vectors new initialized vectors are formed.

8. When the stopping criteria that means when MAXIT iteration is completed, then
the algorithm is stop.
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5 Simulation Results with Discussions

The KH and TLBO algorithm has been applied on two cases. Case one is 6 unit
systems [9] and case two is 10 unit systems [13]. MATLAB 7.01 is used for develop
the program for obtaining the results.

Case 1: System including six generators (6 unit system)

The proposed two algorithm i.e. KH and TLBO has been applied on six unit sys-
tems. The coefficients of costs and limits of power generation are taken from [9]. Here
emission is considered. Power generation limits are also included. Table 1 shows the
solution of conventional ELD i.e. optimal power allocation for finding minimum
fuel cost using KH and TLBO compared with PSO [9] shows the better convergence
characteristics in proposed algorithms. The optimal allocation of generators for get-
ting minimum emission cost is shown in Table 2. The graph between no. of iterations
and fuel cost in $/hr for load of 700 MW using KH and TLBO algorithm is shown
in Figs. 1 and 2 respectively. The graph between no. of iterations and emission cost
in $/hr for load of 700 MW using KH and TLBO algorithm is shown in Figs. 3 and
4 respectively.

Table 1 Optimal allocation of power corresponding minimum fuel cost for 6 generator system for
(700 MW) load demand

Power output KH TLBO PSO [9]
PI(MW) 20.9519 10.3888 30.712
P2(MW) 12.9622 15.8524 18.681
P3(MW) 102.6855 146.2914 130.568
P4(MW) 108.4169 154.3727 134.288
P5(MW) 249.4204 275.0659 206.088
P6(MW) 205.5631 298.0289 198.252
Fuel cost($/hr) 36,022 45,553 1663066.3

Table 2 Optimal allocation of power corresponding minimum combined cost for 6 generator sys-

tem for (700 MW) load demand

Power output KH TLBO PSO [9]
PI(MW) 78.7743 44.5437 80.3178
P2(MW) 65.1203 92.2446 83.4732
P3(MW) 112.0194 104.3898 111.0704
P4(MW) 109.7429 115.9925 116.6904
P5(MW) 164.1777 172.3243 157.919
P6(MW) 170.1654 170.5051 167.0772
Emission cost ($/hr.) | 422.2757 425.0248 432.048
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Case 2: System including ten generators (10 unit system)

The proposed two algorithm i.e. KH algorithm and TLBO has been applied on ten
unit systems. The coefficients of costs and limits of power generation are taken from
[13]. Here valve point loading effects and emission is considered. Power generation
limits are also included. Table 3 shows the solution of combined EELD i.e. optimal
power allocation for finding minimum fuel and emission cost. The graph between
no. of iterations and cost in $/hr for load of 2000 MW using KH and TLBO algorithm
is shown in Figs. 5 and 6 respectively.
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6 Conclusion

The proposed optimization techniques based on interaction of teacher and students
i.e. KH and TLBO algorithm has been successfully applied on linear and non-
linear economic emission load dispatch problems. Here transmission losses are not
included. The obtained results from proposed algorithms have better convergence
characteristics compared to other optimization techniques. So in a word it is very
efficient population based method to find optimum results in EELD problems.
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Table 3 Optimal allocation of power corresponding minimum fuel cost for 10 generator system
for (2000 MW) load demand

Unit power | KH TLBO ABC_PSO |DE[15] NSGA-II SPEA-2
output [13] [15] [15]
Pi(MW) 41.5470 30.8835 55 54.9487 51.9515 52.9761
P, (MW) 73.7694 79.2830 80 74.5821 67.2584 72.813
P3(MW) 111.4648 96.6791 81.14 79.4294 73.6879 78.1128
Py(MW) 71.1654 130.0000 84.216 80.6875 91.3554 83.6088
Ps(MW) 76.0255 103.0483 138.3377 136.8551 134.0522 137.2432
Ps(MW) 88.1139 70.000 167.5086 172.6393 174.9504 172.9188
P;:(MW) 293.9184 297.4562 296.8338 283.8233 289.435 287.2023
Pg(MW) 335.9943 294.0677 311.5824 316.3407 314.0556 326.4023
Py(MW) 466.2090 436.3312 420.3363 448.5923 455.6978 448.8814
Pio(MW) | 441.7923 462.2510 449.1598 436.4287 431.8054 423.9025
Fuel 108,470 109,880 113,420 113,480 113,540 113,520
cost($/h)
Emission 5785.3 945.6188 4120.1 4124.9 4130.2 4109.1
cost (1b/h)
Fig.5 Convergence % 10°
behavior of fuel cost and 1.103
iteration of ten unit systems 11025
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with VPL effect using KH 1.102
algorithm
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Classification of Crossover Faults )
and Determining Their Location i
in a Double Circuit Power Transmission

System with Multiple Sources

Nabamita Roy

1 Introduction

Faults in overhead transmission lines are more likely to happen due to lightning,
falling trees and insulators breakdown. The electrical power is transmitted either by
single circuit system or double circuit system. Short circuit faults are quite common
and in a double circuit system there remains a scope of crossover short-circuit in
which two phases of different circuits are involved. Identification of such faults and
determining their location is a challenging task.

A scheme of determination of fault location for a double circuit compensated
transmission lines has been proposed in [ 1] where the location has been estimated by
using Discrete Wavelet Transform (DWT) and KNN with less than 1% error. A new
approach of fault classification has been presented in [2] for EHV transmission lines
using Rough Membership Neural network (RMNN). DWT has been used for feature
extraction and a comparative analysis has been shown between RMNN and BPNN
to establish that RMNN is faster and more accurate than BPNN as a classifier. The
fault location has not been determined here. A hybrid method of ANN and DWT has
been suggested in [3] for identification of faulty section and obtaining its location in
a distribution network. The proposed method in this paper has been tested on a IEEE
system but the effect of noise on the features extracted has not been discussed here.
The paper [4] proposes an approach by combining independent component analysis
(ICA) with travelling wave (TW) theory and Support Vector Machine (SVM) for fault
analysis of HV Transmission lines. This method gives better performance in presence
of noise. A new technique for fault location on transmission lines using only voltage
measurements obtained from Wide Area Measurement Systems (WAMS) and the
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network bus admittance matrix has been reported in [5]. Fault classification has also
been included in this paper using the same technique. In [6] inter-circuit shunt faults
and cross-country faults in a double circuit system have been identified and classified
using DWT and SVM. In this paper, the method of determining fault location and
the effect of noise has not been discussed. A hybrid framework has been designed in
[7] for classifying and locating short circuit faults in power transmission lines and
this framework consists of a proposed two-stage finite impulse response (FIR) filter,
four support vector machines (SVMs), and eleven support vector regressions (SVRs).
SVM has been also applied in [8] for fault classification in a long transmission line
in which the features have been selected using wavelet packet transform.

In this paper, a method is proposed for identification of the type of fault and obtain-
ing its corresponding location in a double circuit system. ANN has been involved
here in which PNN is used for fault classification and BPNN for obtaining the fault
location. The input features of both the PNN and BPNN have been obtained from
DST of the current signals measured at any one terminal of the network. All the faults
have been simulated in MATLAB environment. The scope of this paper is limited to
the simulation of only double line short—circuit faults.

The rest of the paper is organized as follows. The simulation of faults in a double
circuit network is described in Sect. 2. DST is briefly discussed in Sect. 3. The features
needed for fault analysis and the method of regression applied on the features have
been described in Sect. 4. Section 5 explains the method of fault classification and
obtaining its location. The effect of noise has also been studied in this section.

2 Simulation of Faults and the System Under Study

A 400 kV, 50 Hz, 3-phase double circuit power system network is simulated using
the Simpower Toolbox of MATLAB-7 and is shown in Fig. 1. The length of each
transmission line is 300 km. The double circuit network has similar sources at both
its ends.

System parameters:

Generator 1, 2: Voltage =400 kV, Impedance of generator = (0.2 +j4.49) Q, X/R
ratio =22.45.

Three phase transmission line
Fault

ator 2
Generator 1 Generator

Line 1

Line 2
B1 B2

Fig. 1 Single line diagram of three phase double circuit network
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Each Transmission Line: Length=300 km, R; =0.02336 Q/km, R, =
0.02336 Q2/km, Ry =0.38848 Q/km, L; =0.95106 mH/km, L, =0.95106 mH/km,
Ly =3.25083 mH/km, C; =12.37 nF/km, C, =12.37 nF/km, Cy =8.45 nF/km.

All the signals have been simulated with a sampling time of 78.28 ws. The time
period of simulation in MATLAB has been taken up to 0.04 s. The sampling frequency
is 12.8 kHz.

Crossover two phase short-circuit faults have been simulated in the following way
as given below:

Double Line (L-L) Faults:

A1A;,: Phase A of Line 1, A; shorted to phase A of line 2, A,
A1B;: Phase A; of Line 1, A; shorted to phase B of line 2, B,
AC,: Phase A; of Line 1, A; shorted to phase C of line 2, C,
B A;: Phase B of Line 1, B shorted to phase A of line 2, B,
B|B;: Phase B, of Line 1, B; shorted to phase B of line 2, B,
BC;: Phase B, of Line 1, B; shorted to phase C of line 2, C,
C1A;: Phase C of Line 1, C; shorted to phase A of line 2, A,
CB;: Phase C of Line 1, C; shorted to phase B of line 2, B,
C,C;: Phase C of Line 1, C; shorted to phase C of line 2, C,

All the faults have been initiated at 19 different locations starting from B1, each
being 10 km apart. The fault resistances considered for the simulation are from the
range of 0—-100%2 in steps of 20€2. Fault inception angle is considered to be 0°. The
total number of fault simulations made in this system is 9 x 19 x 6 =1026.

3 Discrete S-Transform (DST)

An electrical signal h(t) can be expressed in discrete form as h(kT), k=0, 1, ...,N —
1 and T is the sampling time interval, [9, 10].
The discrete Fourier transform of h(kT) is obtained as,

—i2mk

n !
H[ﬁ] == ;h(kT)e ¥ (1)

wheren=0,1, ..., N — 1.
Using (4), the ST of a discrete time series is obtained by letting f — n/NT and
T — jT as

_ m+n i2mj/N
_ H[ = ]G(m,n)e )

and G(m, n) = e 2*™*/"" ' £ 0 where j, m=0, 1,2, ..,N — landn=1, 2, ...,
N—1.
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A complex matrix (S-matrix) is produced from Eq. (2). The rows of the matrix
represent frequencies and the columns signify times. The absolute value of the S-
matrix gives the amplitude of the ST spectrum. Hence, each column of the matrix
can be considered as the local spectrum at any point and time. The amplitude of the
signal at different frequency resolutions remains unaffected in the matrix.

DST of a given signal provides the privilege of obtaining both the amplitude and
phase informations at any point of time and at any frequency. These informations
remain almost unaffected in presence of noise. Hence, in the present paper DST has
been used for feature extraction. However, only the amplitude matrix has been used
here for obtaining the features.

4 Feature Extraction from the S-Matrix and Regression

The waveforms of the current signals measured at the busbar B1 after simulation in
Fig. 1 have been shown in Figs. 2 and 3 respectively.

The Fig. 4 shows the plot of magnitude of a parameter XB 1totalphA with respect
to time which has been obtained from S-matrix of a current signal corresponding to
a A B; fault occurring at a distance 100 km from B1 and B2. XB1totalphA has been
calculated by summing up each column of S-matrix.

The feature XareaB1 has been obtained by calculating the area under the curve
plotted in Fig. 4. The other feature XreaB2 has been obtained in a similar way.

The variation of feature XareaB1 at different fault locations has been shown in
Fig. 5. The curves of Fig. 5 demonstrate an irregular pattern of the feature XareaB 1

Phase Ay

0. . 0.04

-10 -

Current (in Amp.)

Time ( in secs.)

Phase C;

-25 1

-30 -

Fig. 2 Current waveforms of the three phases Aj, By, C; for a A1B; type of fault at 100 km from
B; with Rp =0 Q and fault inception angle =0°
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= th

.
e

-10 A

Phase C, Time ( in secs.)

-15 -

Fig. 3 Current waveforms of the three phases Az, B2, C; for a A1B; type of fault at 100 km from
B; with Rp =0 Q2 and fault inception angle =0°

10 A

Magnitude of XBltotalphA

0.00 0.01 0.02 0.03
Time (in secs.)

Fig. 4 Profile of magnitude of the parameter XBtotalphA

with respect to distance of fault location. Itis difficult to get a satisfactory resultif such
features are used for training a neural network. Henceforth, polynomial regression
has been adopted to obtain a suitable pattern of the features that can be trained by a
neural network to produce satisfactory results.
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14 A
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Phase B2

Phase Az
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Fig. 5 Profile of the change in magnitude of the feature XareaB1 for different fault locations

4.1 Polynomial Regression

In case of Linear Regression Models, polynomial models represent a special case of
the linear models. Polynomial models are simple. They have the ability and familiarity
in their properties in following the data trends with reasonable flexibility. These
models are unaffected by any changes in the location and scale of the data. The
model should be selected in such a way that it should provide simple description of
overall data trends and make reasonably accurate predictions.

In the present work, polynomial regression is applied on the features XareaB1 and
XareaB2 by programming in MATLAB. The profiles of the features after regression
have been shown in Figs. 6 and 7 respectively.

From Figs. 6 and 7 it is evident that after regression the features XareaB1 and
XareaB2 follow a regular pattern with change in fault location and the regressed
features can be conveniently used for training a neural network to obtain an acceptable
output from an unknown input parameter.

5 Fault Classification and Determination of Fault Location

Different ANN architectures are suitable for a varied range of tasks. Selection of a
particular network depends on the type of problem. PNN is widely used for the task
of classification. In the present work, PNN has been used for fault classification.
The architecture of the PNN used for fault classification involves two hidden layers.
The working function of the first hidden layer is radial basis transfer function, and
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Fig. 7 Profile of the change in magnitude of the feature XareaB2 after regression

that of the second hidden layer is competitive transfer function, [11]. PNN has many
advantages. Its training process is fast and it has an inbuilt parallel structure that
has the highest scope of converging to an optimal classifier as the dimension of the
representative training set enhances. There is a huge scope of adding or removing
the training samples without involving vigorous retraining of PNN.
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BPNN is relatively suitable for function approximation problems. The network
is trained by input vectors and the corresponding target vectors until a function
is approximated. Standard backpropagation is based on Widrow-Hoff learning rule
[12] which is a gradient descent algorithm. The term backpropagation means the way
in which the gradient is calculated for nonlinear multilayer networks. Reasonably
satisfactory answers are obtained from a properly trained backpropagation network
when unknown inputs are given to it. The unknown input features should be similar
to the input vectors used for training so that the output feature obtained from a BPNN
corresponding to the new input feature is quite close to the correct output. In this
way, BPNN is generalised to be trained on a representative set of input/target pairs to
produce satisfactory results without the need for training on all possible input/output
pairs.

5.1 Fault Classification

The features XareaB 1 and XareaB2 of the six phases have been used as input param-
eters. The regressed features of 10 current signals of each phase are used for training
and the rest are used for testing purpose. The output of the PNN is summarised in
Table 1. The average of correct predictions is 98.7%.

5.2 Determination of Fault Location

The fault location has been obtained from a BPNN. The BPNN in this paper is a
2-layer feed-forward network which consists of only one hidden layer and an output
layer. The input layer consists of the input vector. In this paper, the elements of the

Table 1 Results of fault classification from the PNN

Type of fault PNN output % of correct predictions
AlA 1 97.8
A1B, 2 98.9
AICy 3 98.5
B A2 4 97.6
BiB; 5 99.5
B1Cy 6 98.7
CiC, 7 98.5
C1B; 8 98.6
CiAz 9 99.6
No fault 10 99.6
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Table 2 Fault location in case of A|B; type of fault with fault resistance, Rp =0

Actual fault location (km) BPNN output (km) % error
20 21.23 1.59
40 39.36 —1.60
60 60.34 0.57
80 81.87 2.34
100 102.69 2.69
120 120.46 0.38
140 140.58 0.42
160 159.49 —-0.32
180 180.85 0.47
200 200.10 0.05
220 220.57 0.26
240 241.36 0.57
260 259.06 —-0.36
280 281.53 0.55

input vector are the features of 10 current signals obtained from DST. The number
of neurons for the hidden layer is taken to be 100 and the transfer function used is
Tan-Sigmoid. Only one neuron has been used for the output layer and the transfer
function used is Purelin. The BPNN architecture has been initially tested with 60,
80, 100 and 120 neurons. It was observed that the selection of 100 neurons gives
the output with satisfactory accuracy and speed. If the number of neurons is lesser
than 100 then the accuracy is affected and if the number is greater than 100 then the
speed of convergence of training becomes higher with a small improvement in the
accuracy.

Once the short-circuited phases have been identified from the PNN either the
parameter XareaB1 or XareaB2 of any one of the faulty phases has been used as
the input feature. In case of A B, type of fault, the features XareaB1 obtained cor-
responding to phase A; for different fault locations has been used for training the
BPNN. The features of 10 current signals have been used for training and the rest
are used for testing purpose. Levenberg—Marquardt (LM) algorithm has been used
for training the BPNN. The percentage error is calculated during estimation of fault
location as shown in Table 2 and according to Eq. (3). Table 2 show the results of
fault location obtained from the BPNN in case of a A|B, type of fault.

BPNN output — Actual Fault Location

- x 100 3
Actual Fault Location

From Fig. 8 it is evident that within 4 epochs convergence is reached and the
result is obtained fast corresponding to a new input parameter. The maximum error
achieved in determination of fault location is 2.69%.
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Fig. 8 Training of BPNN for obtaining fault location by LM method

5.3 Implementation of Noisy Signals

The current signals obtained at the Bus B1 from simulation have been impregnated
with 20 dB white Gaussian noise by programming in MATLAB. As an illustration,
the magnitude of the feature XareaB1 has been calculated for noisy current signals
and the same has been plotted with respect to the signals without noise as shown in
Fig. 9. The type of fault considered in Fig. 9 is A;B, with fault resistance being 0
. The results of classification and estimation of fault location have been given in
Tables 3 and 4. The average of correct classifications from PNN is 98.6% and the
maximum error achieved in obtaining fault location is 4.62%.

6 Conclusion

The selection of features is an important part that determines how effectively and
accurately the faults can be classified. In this paper, only the current signals of one
terminal of the network have been used for extracting features. Six features are needed
for the six lines to identify the affected phases from PNN. Only one feature of the
affected phase is needed for obtaining fault location from the BPNN. The technique
of regression applied on the features obtained from S-matrix has produced quite
accurate and fast results. The faults have been simulated at different locations with
variation in fault resistance. The effect of noise has also been studied. The average
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Fig. 9 Magnitude of the regressed feature XareaB1 for noisy signals and signals without noise

Table 3 Results of fault classification from the PNN with noisy current signals

Type of fault PNN output % of correct predictions
A1A; 1 97.7
A1B> 2 98.7
A1Cy 3 98.9
BiA> 4 97.7
BB 5 99.4
Bi1C; 6 98.6
CiCy 7 98.3
C1B; 8 98.4
CiAy 9 99.5
No fault 10 99.5

percentage of correct classifications from the PNN is 98.7% without noise and 98.6%
in presence of noise. The faults have been located by the BPNN with a maximum
error of 2.69% without noise and 4.62% in presence of noise. The results indicate
that the proposed method of fault classification and estimation of fault location can
be effectively implemented for other systems as well.

The present work can be further extended for the analysis of Line-Ground faults,
Double-line Ground Faults and Three phase short-circuit faults in which phases of
different circuits are also involved.
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Table 4 Fault location in case of A|B type of fault with fault resistance, Rp =0

Actual fault location (km) BPNN output (km) % error
20 19.82 —-0.90
40 39.87 —-0.33
60 62.77 4.62
80 81.56 1.95
100 98.96 —1.04
120 119.56 -0.37
140 141.22 0.87
160 160.56 0.35
180 179.45 —0.31
200 203.56 1.78
220 223.55 1.61
240 240.88 0.37
260 262.87 1.10
280 279.76 —0.09
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Optimal Value of Excitation )
of Self-excited Induction Generators Gedida
by Simulated Annealing

Writwik Balow, Arabinda Das, Amarnath Sanyal
and Raju Basak

1 Introduction

Generally generating stations are located far away from rural areas. Sometimes it
may not be possible to deliver power to the rural areas, because of the distance and
cost involved in generation and transmission. Researchers are currently giving stress
on dispersed generation using alternative energy sources to generate energy at a
cheap rate. Wind is found to be the best alternative among all the energy sources
available in rural areas. The fuel cost is nil, however, the source is of variable energy.
Under the circumstances, Induction Generator has been found to be the most effective
machine used to generate energy while driven by wind turbine. Self-excited induction
Generator shows better performance for generating energy from the renewable energy
sources.
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When induction motor runs at super-synchronous speed i.e. at a negative slip, it is
called an induction generator [1, 2]. In this mode, it converts mechanical energy of
the wind turbine into electrical energy. In this case, reactive power is consumed by the
motor instead of being generated as in a synchronous machine. While the machine
is driven at super-synchronous speed, it starts delivering active power. The output
variables like voltage, frequency, and load are highly influenced by the amount of
excitation of the capacitor bank.

There are two kinds of operations for a Squirrel cage induction generator. The
generator running at super-synchronous speed may be connected to grid, or a capac-
itor bank may be connected in parallel with the system [3-5]. The configuration of
Self-excited Induction Generator (SEIG) is shown in Fig. 1 and it is used to develop
an objective function for excitation of the capacitor. A case study is made for four
machines having rating 4, 7.5, 15, 37 kW whose excitation is optimized by the pro-
cess of Simulated Annealing (SA). The final result has been presented graphically
to show the variation in results.

2 Excitation of Self-excited Induction Generator (SEIG)

Induction Generator is excited initially by residual magnetism of the core which
feeds the capacitor bank—the voltage builds up as in a self-excited D.C generator.
The Capacitor bank is connected in parallel with the system to supply the reactive
power [6].

Qc:“_::,:l C— =~ p

Prime
Mover 3p
G LOAD

c/\/c

Fig. 1 Self-excited induction generator (SEIG) connected with load
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3 Simulated Annealing

There are many types of optimization technique—the nature of the problem is also
diverse. Sometimes it becomes quite difficult to choose the proper optimization
scheme for a particular problem. The choice depends on the nature of the objective
function. It is found that the excitation function of self excited induction generator is
non-linear by nature [7, 8]. An attempt has been made for global search by Simulated
Annealing within an area widened by lower and upper limits of variables. Choice
of number of variables, number of generators, bounds of the variables, constraint-
functions etc. have been chosen step by step for SA and then with proper coding
in Mat lab the function have been optimized. Flow Chart for algorithm is shown in
Fig. 2.

Annealing is a process used to crystallize metals. When a metal is strongly heated,
the atoms reach high energy level and are set to motion. The cooling process helps the
atoms to reach the equilibrium condition at minimum energy. The expression of prob-
ability is given by P (AE) =e"2FKD_where T is temperature and K is Boltzmann’s
constant. The function, which is to be optimized, is started with a high temperature
and then it is slowly cooled down to its global optima. e~2FKD s calculated and
a random number ‘r’ is generated between 0 and 1. If r <e"2¥KD then it is saved,
otherwise discarded. Thereafter we move to the next step.

4 Variables

Self-excited Induction Generator is largely influenced by its excitation—if it is not
excited properly its output voltage cannot build up. Here three variables have been
chosen and then the objective function (i.e. excitation of the capacitor) has been
framed with these variables. Variables have been chosen in a way such that, they
can governs the objective function i.e. load, frequency and speed. The variables are
allowed to vary within a certain range—the range in p.u. is given below:

x; = Load [0.5 <x; <1.3]
x = Frequency [1.3 <x, < 1.6]
x3 = Speed [0.5 < x3 < 1.3]

The output voltage is selected as inequality constraint: [g;(x) — x2 - k > 0]

5 Objective Function

The equivalent circuit of the Induction generator is shown in Fig. 3.
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A function is derived from the equivalent circuit and is taken as an objective
function of excitation. Capacitive reactance is taken, which is to be optimized and
expressed in terms of load resistance, output frequency and speed. The function can
be expressed as:

Minimize = [Axlx% + Bx1x2]/[Cx1 + Dxy(x2 — x3) + E] (D

Fig. 2 Flowchart

Start X (0),
T(0)&L

Define T
(n), X(n)
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Fig. 3 Equivalent circuit of induction generator

Generated Voltage is as follows:
Ve = (1.6 — 0.36x,,)x2 2)

Three Variables are bound with their limits. Simulated Annealing is applied to
reach the optimum, under the constraints, e.g. the output voltage should not be below
a certain limit [9, 10]. Optimality is reached in about thousands of iterations. First
hundred convergence data for 4 kW machine is shown in Fig. 4 and last thirty-six
convergence data is shown in Table 1.

w

Convergence graph of SA for table given below

Value of Excitation

I I I I I I I
0 5 10 15 20 25 30 35 40

No. of iterations

Fig. 4 Graph of convergence
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Table 1 First 36 convergence data of the above graph

No. F(x) No. F(x) No. F(x)

1 0.4869 13 0.7596 25 0.9002
2 0.4437 14 0.7961 26 0.6821
3 0.4194 15 0.9895 27 0.8132
4 0.419 16 0.8294 28 0.4901
5 0.4268 17 0.6782 29 0.7673
6 0.417 18 0.668 30 0.8608
7 0.424 19 0.7871 31 0.7977
8 0.417 20 0.8031 32 0.36812
9 0.4134 21 0.8215 33 0.3683
10 0.4135 22 0.5242 34 0.36883
11 0.4134 23 0.6525 35 0.36883
12 0.4134 24 0.903 36 0.36883

Table 2 Equivalent circuit parameters

Machines Rg R; Lis Li: L
rating (kW) in

p-u.

4.0 0.0351 0.0348 0.0458 0.045 1.352
7.5 0.0346 0.0347 0.0448 0.044 1.827
15 0.0201 0.0206 0.0291 0.029 1.89
37 0.0190 0.0116 0.0526 0.052 1.97

6 Case Study

Four machines are taken for case study having ratings of 4, 7.5, 15 and 37 kW
respectively. The parameters of the machines are shown in Table 2 and the constant
of objective function is shown in Appendix.

Optimal value of the excitation is determined by the method of simulated annealing
for each machine with their corresponding value of the variables in p.u. Simulated
annealing works well, as an optimizing tool, for global search within the search space
created by the bounds of the variables [11, 12]. The optimality is reached through
two thousand iterations without violating the constraints [13].

7 Conclusion

The output parameters are shown in Table 3, which are capacitive reactance, and
generated voltage per phase in p.u for different machines. Optimized results are
obtained by varying three function variables namely, load (0.5-1.3 p.u), frequency
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Table 3 Optimized output

Machine rating (kW) (p.u) Xe Vg

4.0 0.3688 1.782
7.5 0.3500 1.720
15 0.4270 1.680
37 0.5779 1.620

(1.3-1.6 p.u) and speed (0.5-1.3 p.u) [14, 15]. The generated voltage is determined
in each case by using Eq. (2).

To show the variation of excitation and output voltage per phase, two graphs have
been plotted and shown in Fig. 5 with different rating of the machine. The results for
4 kW machine give the minimum excitation of 0.3688 p.u.

Figure 5 shows two lines, blue and red in colour. The red colour represents the
variation of output voltage in p.u. against rating of the machines in kW*10 scale.

The graph shows that output voltage firstly decreases and then almost remains
constant with the machine rating. The blue line shows the variation of excitation in
p.u. against rating, which is almost flat initially and then increases when the rating
increases.

Fig. 5 Excitation and 1.8 e - -
frequency with m/c rating for e e ————- Excitati on

optimal excitation 16} ---@®-- output v oltage
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Appendix: Constants of Objective Function for 4 kW
Machine

A=0.1010604, B=-0.050717, C=0.03513, D=0.2564, E=0.001714, K=
1.0642 p.u, Xm=1.35 p.u
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Different Setting of Unified Power Flow )
Controller (UPFC) and Its Effect Gissiia

on Performance of Distance Relay

Rajib Sadhu and P. S. Bhowmik

1 Introduction

For efficient power supply from generating station to load-centers with high reliabil-
ity, inter-connection of grids is not solely sufficient to provide satisfactory transmis-
sion line capacity. Again the available capacity of the line is confined within a limit
due to the cost of transmission, line losses and various other economic and environ-
mental factors. These factors also restrict up-gradation of network by construction
of new transmission lines. Thus to keep an optimum balance between quality and
reliability of service, new technologies should be welcomed. Advancement in the
field of Power Electronics and Semiconductor devices has made power engineers
to propose FACTS (Flexible AC Transmission System) as an alternative solution.
It will help in controlling power as well as enhance the usability of available and
planned lines. Installation of FACTS devices adds more complexity to the network
and also affects the performances of distance relay and other protective devices in the
network. Under a fault condition, transients superimposed on the power frequency
voltage and the current waveforms can significantly differ from a system without
FACTS devices.

The Unified Power Flow Controller is the most versatile FACTS device and it
consists of two voltage source converters, using gate turn-off (GTO) thyristor valves.
Out these converters, one is shunt type (STATCOM) and other is series type (SSSC),
and they are connected through a common dc storage capacitor. SSSC provides the
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main function of the UPFC by injecting an ac voltage with controllable magnitude
and phase angle. This injected voltage can be considered essentially as a synchronous
ac voltage source. The real and reactive power flow can be controlled by this type of
arrangement. The basic function of STATCOM is to supply or absorb the real power
demanded by SSSC at the common dc link. STATCOM can also generate or absorb
controllable reactive power, if it is desired, and thereby it can provide independent
shunt reactive compensation for the line [1].

Amongst some of the research work carried over impact of various FACTS device
on distance relays, the study carried out in [2-6] shows the effect of STATCOM on
distance relay under different fault conditions, fault locations and system configura-
tions.

The impacts of SSSC on measured impedance at relay point for different fault
location are discussed in [7-9].

Zhou et al. in [10] have presented analytical and simulation results of the applica-
tion of distance relays for the protection of transmission systems employing FACTS
device such as the unified power flow controller (UPFC) and how the performance
of distance relay influenced by the UPFC for single-phase-earth and phase-phase
faults.

Apparent impedance calculation procedure for digital distance relay of transmis-
sion line involving UPFC and its effects on the trip boundaries for the locations
are observed in [11-15]. A new cross-differential protection algorithm for parallel
transmission lines including UPFC in one of the lines is presented in [16]. Morave;j
etal. in [17] analyzes the distance relay performance during power swing conditions
for an uncompensated and compensated transmission line with a UPFC.

All the studies discussed so far clearly show that the performance of distance
relays is greatly affected by STATCOM and SSSC operating simultaneously (UPFC)
or individually. At the time of fault voltage and current injection of these devices
will affect both the steady and transient components of voltage and current. For this
apparent impedance of system without FACTS devices and with FACTS devices seen
by a conventional distance relay will be different.

2 Proposed Model

2.1 Model of Transmission Line with UPFC

An uncompensated 132 kV transmission line of a typical power system network is
taken for simulation study, corresponding single line diagram of the model with VSC
based FACTS device like UPFC is shown in the Fig. 1. Two 200 km parallel 132-kV
transmission lines with two 6000-MVA short-circuit levels (SCLs) sources and the
angle difference between them is 20°.

The two lines have same line parameters. The line positive and negative sequence
impedance is 0.0255 +;0.352 Q/km. The line zero sequence impedance is 0.3864 +
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L1

_ 200 km _
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L2

100 km
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BS Bl B2 B3 B4

UPFC

Fig. 1 Single line diagram

j1.5556 Q/km. Shunt connected converter of UPFC named as STATCOM, it uses
one 48-pulse voltage source converter which connects with two 2000 wF series DC
capacitors. The shunt connected convert injects or consumes reactive power from
the transmission line to regulate the voltage at the connecting point. The series part
of UPFC or SSSC injects an almost sinusoidal voltage of variable magnitude and
angle, in series with the transmission line to regulate the power flow through the
transmission line.

2.2 STATCOM and SSSC Model Using 48-Pulse VSC

Static synchronous compensators (STATCOM) using Multi-pulse converters gener-
ally based on elementary six-pulse GTO—VSC (gate turn off based voltage source
converter). Practically, a quasi-harmonic 48-pulse (4 x 12pulse) configuration is used
with the phase angle control algorithm employing proportional and integral (PI)
control methodology with a phase displacement of 7.5°. It can be shown that the
fundamental component of the output voltage of a quasi-48 pulse converter is given
by.

2ﬁ T T
ra = () () |
1,48 - '1c COS 7 cos 13 (1)

The harmonic component of order /4 is given by,

242 h h
Eh,4gz4i-vd6cos P eos( Z)h=12k+1,k=1,2,3,... (2
- 24 48

It is observed that the DC bus (V) is connected to the four 3-phase inverters.
The four voltages generated by the inverters are applied to secondary windings of
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four zig-zag phase-shifting transformers connected in Wye (Y) or Delta (D). The
four transformer primary windings are connected in series and the converter pulse
patterns are phase shifted so that the four voltage fundamental components sum in
phase on the primary side.

Each 3-level inverter generates three square-wave voltages which can be +V 4, 0,
—V 4c. The duration of the +V ;. or —V 4. level can be adjusted between 0° and 180° by
varying the conduction angle (o) of the Firing Pulse Generator. Each inverter uses a
Three-Level Bridge block where specified power electronic devices are GTOs. Each
leg of the inverter uses 3 ideal switches to obtain the 3 voltage levels (+V 4., 0, =V 4.).

Except for the 23rd and 25th harmonics, this transformer arrangement neutralizes
all odd harmonics up to the 45th harmonic. Y and D transformer secondary cancel
harmonics 5+12n (5, 17, 29, 41, ...) and 7+ 12n (7, 19, 31, 43, ...). In addition,
the 15° phase shift between the two groups of transformers allows cancellation of
harmonics 11+24n (11, 35, ...) and 13+24n (13, 37, ...).Considering that all 3n
harmonics are not transmitted by the transformers (delta and ungrounded Y), the
first harmonics that are not cancelled by the transformers are therefore the 23rd,
25th, 47th and 49th harmonics. By choosing the appropriate conduction angle for
the three-level inverter (o = 172.5°), the 23rd and 25th harmonics can be minimized.
The first significant harmonics generated by the inverter will then be 47th and 49th.

SSSC model employing 48-pluse GTO based VSC is same as STATCOM only
change is there for variable amplitude of injected voltage conduction angle is not
fixed.

2.3 Apparent Impedance Calculation for Distance Relay

This calculation is generally based on symmetrical component transformation by the
use of power frequency components of current and voltage signals, which is measured
at relay point. In this calculation, certain assumptions are performed beforehand such
as signal acquisition, pre-processing, and sequence component calculations.

When a single phase to ground fault occurs on the transmission line and the
distance between the fault point and the relay point is p x L, then at the time of fault
the positive, negative and zero sequence networks of the system are as shown in
Fig. 2.

Vi = 1,0.5Z, + Viji + In(p — 0.5)Z1 + Ry L1 3)
Vy = L,0.SZy + Vija + In(p — 0.5)Z1 + Ryl (4)
Vo = 100.5Z0 + Vijo + To(p — 0.5)Zo + R I 1o (5)
In =1+ I;j (6)
In=D0L+1Ijp (N

Iip = Iy + I;jo ()
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Fig. 2 a Positive sequence network. b Negative sequence network. ¢ Zero sequence network of
the system from the relay location to fault

where, V{, V5, V are the sequence phase voltages at the relay location. Vi, Vi, Vijo
are series sequence phase voltages injected by SSSC. Iy, I, I are sequence phase
currents at the relay location. 11, Ip, I} are sequence phase currents in transmission
line. Iy, I, Iy are sequence fault currents. 151, Iy, I;0 are shunt sequence phase
currents injected by SATCOM. Z,, Z, are sequence impedance of the transmission
line. p is per-unit distance of a fault from the relay location. From above, the voltage
at the relay point can be derived as

V=plZi+ply(Zo — Z1) + Lij(p — 0.5)Z1 + (p — 0.5) lijo(Zo — Z1) + Vij + Ry It

)

where,
V=Vi+V,+Vpy (10)
I=L+hL+I (11)

Ly = Liji + Lija + Lijo (12)
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Vij = Viji + Vip + Vijo (13)

In the transmission system without UPFC, for a single phase-to-ground fault, the
apparent impedance of distance relay can be calculated using the equation

Z = v _v (14)
_I+Z°Z;IZIXI()_Ir

where, V, I phase voltage and current at relay point. /) is zero sequence phase current.
I, is the relaying current.

If this conventional distance relay is applied to the transmission system with
UPFC, the apparent impedance seen by this relay can be expressed as,

Z=pZi+ 5 (p 052+ (p— 052y — Z1)+ 2 + 4R, (15)

In practice, one side of the shunt transformer is in delta connection, and thus there
is no zero sequence current injected by STATCOM, so, I;j0 =0, then the equation
can be rewritten as

I

Vi I
Z=pZi+-2(p—-052+—L+LR,. (16)
I I I

From the above, it is observed that the impact of UPFC on the apparent impedance,
can be divided two parts; one results from the shunt current STATCOM and another
is the impact of the series voltage injected by the SSSC; the last part of the apparent
impedance is due to the fault resistance.

Now, if the UPFC working as STATCOM only, the apparent impedance seen by
relay is given by,

In general, one side of shunt transformer has a delta connection, as a result there
is no zero sequence current injected by STATCOM, so Lo =0. So, the modified
equation is

I Iy
Z=pZi+2(p—-05Z)+-LR; 17
I I

When solid single phase to ground fault occurs, then the equation become,
For SSSC, the apparent impedance seen by relay is given by,

Z=pZi+L+ LRy (19)
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2.4 Relay Model

The flowchart shown in Fig. 3 gives the procedure to calculate the apparent impedance
for drawing apparent impedance trajectory. The relay point three phase current and
voltage phasors are sent to current and potential transformers (CT and PT) respec-
tively where they are scaled down to acceptable voltage levels for the subsequent
process. ‘Signal Conditioner’ converts these signals into a form that can be converted
to digital values. ‘Sample and Hold circuit’ samples time varying analog signals and
holds the instantaneous sample values constant during conversion period of ‘Analog
to Digital Converter’ (ADC). ADC converts these samples to equivalent numerical
values and outputs in binary. In ‘Fourier Transform’, fast Fourier transform (FFT) is
used to extract fundamental frequency components from the post-fault relaying sig-
nals and remove dc offset from signals. The output is used for ‘Apparent Impedance
calculation” Z. Real (R) and imaginary (X) components of Z are obtained and used
for drawing apparent impedance trajectory.

3 Result Analysis

Simulation is carried out with step length of 0.02 ms. A single phase to ground (SLG)
fault is introduced at 150 km distance from source 1 in the second transmission line.

Fig. 3 Flowchart of distance V.1 R.X
relay
Y I
Apparent
CT, PT Impedance
calculation
.
Signal Fourier
Conditioner Transform
i L
Sample and Analog to Digital
Hold circuit Converter

.




186 R. Sadhu and P. S. Bhowmik

The UPFC is connected between buses B; and B, and it can act in STATCOM, SSSC
or UPFC mode. The distance relay is connected after bus Bs.

3.1 Statcom Results

UPFC s operated in STATCOM mode for voltage control with V=1 pu. STATCOM
adjusts the three phase voltages and currents in such a way that line voltage remains
constant at 1 pu. Also during fault, the line voltages have remained close to Vit
due to lagging current injection on healthy phases and leading current injection on
faulty phase by the device, reducing voltages for higher current of healthy phases
and increasing voltage for reduced current of faulty phase. In this manner it controls
system voltage.

Figure 4 shows when the system is working under no-load with STATCOM, the
reactive power oscillates near zero axis with slight negative average value, employing
STATCOM is exchanging reactive power to maintain constant voltage. During fault,
the reactive power nearly doubles (80 MVAr) system reactive power (40 MVAr)
indicating STATCOM lagging power injection to maintain line constant voltages.

For introduction STATCOM two things happened. They are,

1. Voltage control—The voltage of the power system remains almost constant at
1.0 pu and phase displacement between all the buses is reduced. These things are
observed even during fault.

~
g
=3
o
3
o
o]
4
©
®
@
(n 4
i fosessbeisrsenb s bimrsigissin - _— v . i
3 ' : ; : | ——— Without ST.-\_TCOM
: With STATCOM
02 022 024 026 028 03 032 034 036 038 04

Time (s) -->

Fig. 4 Reactive power injunction by STATCOM
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2. Reactive power control—Due to inclusion of STATCOM, at no fault system
reactive power oscillates around uncompensated system no fault reactive power
implying STATCOM power exchange to maintain constant line voltage. Also it
injects extra power during fault to keep up bus voltage at reference value.

From Figs. 5 and 6 it is observed that during fault, apparent resistance decreases
and apparent reactance increases for STATCOM. The apparent resistance starts from
higher value (~40 ohms) for STATCOM than uncompensated line (~30 ohms). Also
apparent reactance steady value is greater (~60 ohms) from uncompensated system
(~40 ohms).

Figure 7 shows the apparent impedance trajectory of the uncompensated system
and STATCOM compensated system and relay characteristics. Clearly, the really
detects fault in case of uncompensated system but with STATCOM the R-X trajectory
goes outside the circle, thereby under-reaching the relay and it does not trip. So with
STATCOM, relay settings should be adjusted.

3.2 SSSC Results

By selecting SSSC mode from UPFC settings (controlling series connected GTO
converter) and choosing SSSC injected voltage V;; in p.u results show comparatively
least effect than STATCOM in Figs. 5, 6 and 7 respectively.

B e Without FACTS
With UPFC

g | With STATCOM
With SSSC

s 8 (S

Apparent Resistance (ohm) -->

-
o
T

031 032 033 034 035 036 037 038 039 04
Time () -->

Fig. 5 Apparent resistance trajectory
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3.3 UPFC Results

In UPFC mode by controlling both shunt and series connected GTO converters
simultaneously and setting UPFC active power reference P,s and reactive power
reference O, in p.u within a given boundary, UPFC can control both active and
reactive power flow also the voltage of the system. Figures 5 and 6 shows UPFC
has more adverse effect on distance protection relay operation than STATCOM or
SSSC. Also in Fig. 7 for UPFC, the impedance trajectory goes very much outside of
the circle and relay under-reach occurs more.

4 Conclusion

STATCOM, SSSC and UPFC always help to improve power system efficiency by
controlling system current, voltage and power. Though they help the power system
but they always have harmful effect on reliability of the distance protection schemes.
STATCOM in voltage control mode, keep the bus voltage nearly constant by reduc-
ing the faulted phase current during fault. SSSC can transfer desired active power
through the line under fault condition in voltage injection mode. Incorporation of
UPFC with power (active and reactive) flow control, desired (within a limited range)
active and reactive power can be transferred through line with medium varying sys-
tem conditions (for faults reactive power becomes uncontrollable). As a result the
apparent resistances for STATCOM and UPFC connected systems start from higher
value than uncompensated system, for SSSC apparent resistance starts from nearly
same value as in uncompensated system but attain slightly higher value than uncom-
pensated system in steady state for STATCOM and SSSC, and very high value for
UPFC. Apparent reactances for these compensated networks start from nearly same
value as in uncompensated system but attain higher and very higher steady state val-
ues for STATCOM and UPFC respectively and more or less same value for SSSC.
Within UPFC, STATCOM and it-self have greater effect on apparent resistance and
reactance hence it is observed in impedance trajectory more than SSSC. Employ-
ment of these FACTS devices causes distance relay to under-reach in this study and
the relay settings have to be reconsidered. The results thus obtained significantly
show that the performance and characteristics of a distance relay under fault or nor-
mal conditions significantly depend upon the presence of FACTS devices, their type
and control parameters setting. Hence, study of the effects of FACTS devices laid
upon the performance of distance relays is of paramount importance for ensuring
satisfactory and reliable operation of the system.
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Fault and Inrush Condition of Power oo
Transformer by Radar Analysis

and Wavelet Transform Based Kurtosis

and Skewness Analysis

Sushil Paul, Shantanu Kr Das, Aveek Chattopadhyaya
and Surajit Chattopadhyay

1 Introduction

In ever increasing power system scenario power transformer plays a vital role for
proper and reliable operation of power system. Being one of the most important
components of power system, power transformer needs adequate protection for its
proper operation. When a transformer in unloaded or lightly loaded condition is
connected to a power supply, then a large transient current may appear due to flux
asymmetries and saturation in the core of the transformer which is known as inrush
current [1]. Inrush current decays very fastly for few cycles then it varies slowly.
Inrush current may take 4—6 s to subside. There are some factors which affect mag-
nitude and duration of inrush current, like (i) residual flux in the transformer (ii) type
of magnetic material which is used in the core (iii) size of power system (iv) size
of transformer (v) switching instant of energization of the transformer [1]. Inrush
current of transformer may be divided into three categories: energization inrush,
recovery inrush, sympathetic inrush [1]. Simple model has been proposed to sim-
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ulate the magnetizing inrush current of transformers using real-time measurements
and then simulation data used for harmonic analysis [2]. Different techniques have
been proposed by different researchers to assess the inrush current. Hidden Markov
Model (HMM) based method proposed in [3], to detect inrush current of power trans-
former. Three factors like the conventional second harmonic content, the decaying
DC time constant, and the ratio between the fundamental component and the first
peak magnitude based dynamic filter has been proposed to identify inrush current and
fault current of power transformer [4]. Correlation coefficient between the sampling
waveform based method proposed in [5] to discriminate between inrush current and
fault current of power transformer. Inrush current plays a vital role in differential
protection of power transformer. Phase angle difference between primary and sec-
ondary current based method proposed by the authors to avoid unwanted tripping of
differential protection on magnetizing inrush current [6]. In [7], authors proposed a
method distinguish between inrush currents and internal faults based on the differ-
ential current gradient. Different signal processing techniques and soft computing
techniques used by the researchers to assess the inrush current of power transformer.
Wavelet Transform (WT) based feature has been extracted in [8], to identify the
inrush and fault current of power transformer. Median Absolute Deviation (MAD)
of wavelet coefficients based method proposed by the researchers to distinguish of
different nature of currents of power transformer where five level of decomposition
have been considered in DWT decomposition [9]. WT and correlation coefficient
based method proposed in [10] to discriminate between inrush and fault current.
S-transform based technique used as another signal processing based technique to
assess inrush and fault current [11, 12], where in [12] probabilistic neural network
used as a classifier for classification of inrush and fault current. Slantlet transform
(S-transform) and Artificial Neural Network (ANN) based method used for classi-
fication of over current and inrush current of power system where ANN used as a
classifier [13]. Back propagation algorithm based ANN has been used as a tool to
discriminate between inrush and fault current of power transformer [14]. Multi reso-
Iution analysis and space vector analysis based method proposed in [15] for solution
of dilemma of fault and inrush current of power transformer. WT and PNN based
method proposed as another technique to assess inrush current [16], where EMTP
simulation has been used to simulate inrush current along with other transients cur-
rent for this purpose. Fuzzy and neuro fuzzy based approach have been proposed by
the researchers to distinguish inrush current from fault current in power system [17,
18]. To analyze the abnormal condition of electrical systems some techniques based
on Clarke and Park plane have been proposed by the researchers [19-23]. Radar
analysis, FFT and THD based approach proposed in [24] to discriminate between
inrush and fault current of power transformer.

None of the research works, inrush and fault condition of power transformer has
been assessed by the CWT, Radar analysis and DWT based skewness, kurtosis, rms
and mean value analysis. For this reason an attempt has been made to discriminate
between inrush and fault condition of power transformer based on CWT, Radar
analysis and DWT based skewness, kurtosis, rms and mean value analysis. Different
feature patterns have been observed in CWT and Radar analysis and DWT based
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different parameters values have been noted of primary current of power transformer
in different conditions form there inrush and fault conditions of power transformer
have been assessed.

2 Model for Simulation of Inrush and Fault Current
of Power Transformer

Two MATLAB models [25] have been prepared to simulate inrush and inrush with
fault condition in a three phase power transformer which are depicted in Figs. 1
and 2 respectively. A three phase two winding 6.3 MVA, 33/11 kV, 50 Hz power
transformer has been connected to three phase source of 33 kV through a three phase
circuit breaker. Primary current values of three phase transformer have been stored in
workspace after the sampling. All the three phases, which were initially open, were
closed at a transition time of 0.1 s by the three phase breaker. Sampling time was
taken as 50e-6 s (available in MATLAB) for the analysis. Using two models three
different conditions have been created which are, normal condition, inrush condition
and short circuit fault with inrush condition. In all the cases primary side current of the
transformer have been used for assessment of inrush condition of power transformer.

3 Wavelet Transform (WT) Analysis

To analyse non-stationery signal in better ways WT was introduced [26, 27]. WT is
used to get better time frequency representation from a non-stationery signal which
was the limitation of Fourier Transform (FT) and Short Time Fourier Transform
(STFT). Different signals aspects like trends, breakdown points, discontinuities etc.

3 Phase Circuit Saturable
3 Phase source Breaker Transformer
_ Wodanass Assessment

Fig. 1 MATLAB model for simulation—of inrush current of transformer
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3 Phase Creut
3
3 Phase source Breaker Tri?m Fault
—— Workspace—| Assessment
Sampler [ | -

Fig. 2 MATLAB model for—simulation of fault current of transformer

can be analysed by WT from a particular signal. It can be classified as (i) Continuous
Wavelet Transform (CWT) (ii) Discrete Wavelet Transform (DWT).

Continuous Wavelet Transform (CWT)

The formula of CWT, which is used to achieve time frequency representation
from a signal x (¢) is defined as [26, 27],

1 t —
XWT(r,s)Zﬁ/x(t)'¢*< St)dt (1)

The transformed signal Xy (4, s) 18 a function of the translation parameter T and
the scale parameter s. The mother wavelet is denoted as ¥ (t) and the *(asterisk)
indicates the complex conjugate which is used in case of a complex wavelet. For
the CWT analysis, signal can be discretized arbitrarily without violating the Nyquist
criterion.

Discrete Wavelet Transform (DWT)

Calculation of wavelet coefficients at every possible scale is a fair amount of work
and it generates lots of data not only that, the computation of CWT may consume
significant amount of time and resources depending on the resolution required. In
DWT [26, 27], the signal which is to be analysed is passed through filters with
different cut off frequencies at different scales. In this work ‘db4’ is used as the
mother wavelet because it is compactly supported in time frame and this mother
wavelet is used to detect sudden jump or notch in the signal. Some parameters like
skewness, kurtosis, rms and mean values of approximation (approximate) coefficients
have been found out in all the cases after decomposed the signal by ‘db4’ based DWT.
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4 Assessment of Inrush, Normal and Fault with Inrush
Condition of Power Transformer

Different conditions of power transformer have been assessed by CWT, Radar anal-
ysis and DWT based parameter analysis which is given below.

4.1 Results and Observation of Continuous Wavelet
Transform (CWT)

Figures 3, 4, 5 and 6 are used to depict the result of CWT of R-phase primary current
of power transformer in different conditions. In short circuit conditions CWT result of
R phase current is almost same where as in inrush and normal condition it is different
in nature. Different critical areas have been observed in different CWT results and
observing the feature pattern of the CWT results, normal, inrush and short circuit
conditions of power transformer can be discriminated properly.

200+,
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caefficient

Tranalabon

Fig.3 CWT of R-phase primary current under inrush condition
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Fig.4 CWT of R-phase primary current under normal condition
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Fig. 5 CWT of R-phase primary current under inrush with short circuit fault (L-L-L) condition

4.2 Discrete Wavelet Transform (DWT)

The main disadvantage of CWT is that, it generates lots of data which sometimes
very cumbersome to properly handle it. For this reason in this work DWT based
parameter analysis has been done to discriminate normal, inrush and fault conditions
of power transformer which is very easy to implement to detect and discriminate
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Fig. 6 CWT of R-phase primary current under inrush with short circuit fault (L-G) condition

those conditions. Kurtosis, skewness, rms and mean values have been found out
of R phase primary current in different conditions to detect different conditions of
power transformer. Skewness [28] can be mathematically defined as the averaged
cubed deviation from the mean divided by the standard deviation cubed where as
kurtosis [28] is used as an indicator in distribution analysis as a sign of flattening or
“peakedness” of a distribution.

4.2.1 Assessments of DWT Based Parameter Analysis of R Phase
Current

Figure 7 is used to depict the results of DWT based kurtosis values of approximate
coefficients in normal, inrush and short circuit fault conditions of power transformer.
In this figure constant and clear differences of kurtosis values have been observed
in three different conditions where maximum difference have been observed from
DWT decomposition level 8-9.

Maximum and constant differences have been observed of DWT based mean
values of approximate coefficients in all those mentioned conditions which are shown
in Fig. 8.

Figure 9 is used to show the results of DWT based rms values of approximate
coefficients in normal, inrush and short circuit fault conditions, where differences
are maximum up to DWT decomposition level 7 then it is decreasing in nature.

Figure 10 depicts the result of DWT based skewness values of approximate coef-
ficients of R phase primary current in different conditions. One distinct feature has
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Lurons of Approsimate Level Coetoents

Fig. 7 Kurtosis values of approximate coefficients for normal, inrush, LLL fault and LG fault
condition of R phase current
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Fig. 8 Mean values of approximate coefficients for normal, inrush, LLL fault and LG fault condition
of R phase current

been observed that, up to DWT decomposition level 6 skewness values of R phase
current in inrush and fault conditions is same then it is increasing in nature where as
maximum difference of skewness values in three conditions have been observed in
DWT decomposition level 9.
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RALS of

Fig. 9 Root mean square values of approximate coefficients for normal, inrush, LLL fault and LG
fault condition of R phase current

Fig. 10 Skewness values of approximate coefficients normal, inrush, LLL fault and LG fault con-
dition of R phase current
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Fig. 11 Radar chart of R
phase primary current in
inrush condition

Fig. 12 Radar chart for R
phase primary current in
normal condition

4.3 Radar Analysis

Radar analysis has been done of R phase current at inrush, normal and fault conditions
after taking the primary currents of power transformer which are shown in Figs. 11,
12 and 13, where clear difference of pictorial representation has been observed in
those figures; from there inrush normal and fault conditions can be discriminated
properly.
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Fig. 13 Radar chart for R
phase primary current in
different fault (L-L-L and
L-G) conditions

5 Algorithm of Assessment of Different Conditions
of Power Transformer

An algorithm for assessment of different conditions of power transformer has been
made as follows which can be implemented in numerical protection of power trans-
former:

(a) Step down the three phase primary currents of power transformer through current
transformer

(b) Sample them at proper sampling frequency

(c) Capture the sampled values through data acquisition system

(d) Apply CWT and Radar analysis on the captured signal

(e) Determine skewness, kurtosis, rms and mean values of approximation (approx-
imate) coefficients from DWT decomposition levels (up to 9th level).

(f) Diagnose the results to assess different conditions of power transformer.

6 Specific Outcome

Normal condition, Inrush condition and short circuit fault condition of power trans-
former have been assessed by Radar analysis, CWT and DWT based skewness,
kurtosis, rms and mean value analysis of approximation coefficients based tech-
nique. Different patterns have been observed in CWT and Radar analysis of primary
current of power transformer in different conditions and different parameters values
have been noted in DWT based parameter analysis of ‘R’ phase primary current of
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power transformer from where all these three conditions of power transformer have
been assessed properly.

7 Conclusion

In this paper, inrush, fault and normal condition of power transformer have been
discriminated by Radar analysis, CWT and DWT based skewness, kurtosis, rms and
mean value analysis based techniques. Different patterns have been observed for
all those conditions of power transformer in Radar analysis and CWT based tech-
niques from there different conditions of power transformer have been discriminated
properly. DWT based skewness, kurtosis, mean and rms values also calculated to
assess fault, inrush and normal condition of power transformer where approxima-
tion coefficients of DWT has been used for this purpose. Using all these parameters,
different conditions of power transformer have been assessed properly which can be
implemented for numerical protection of power transformer in real time applications.
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SCADA Based Real Time Reactive Power | M)
Compensation Scheme for Assessment e
and Improvement of Voltage Stability

in Power System

Kabir Chakraborty and Arghyadeep Majumder

1 Introduction

In present day, the topic voltage stability is taking a great collapses places around
the world. The recent power networks are undergrounding frequent modifications
and introducing extra complexity in the power networks from operation, stability,
control and protection point of view to meet up the ever-growing electrical consumer
requirement. The main difficulty which is linked with such a stressed network is
voltage instability [1]. In recent years a great deal of effort has been devoted to
analyse voltage stability of power network [2-6].

An electrical power network is supposed to go into a situation of voltage instability
when a disturbance results an unmanageable drop in voltage profile of load buses.
The cause behind this is the inability of the system to meet the increased reactive
power demand. Due to the lack of adequate reactive power in power networks when
the system experiences huge load demand and/or serious contingencies the voltage
instability occurs. During voltage instability, magnitude of some load bus voltages
decreases slowly and afterward quickly reaches the voltage collapse point. The major
voltage collapse occurrences are believe to be connected to heavily loaded systems
when necessary quantity of real and reactive power are not obtainable to preserve
standard voltage magnitudes of the network buses.

In this paper, a method for real time SCADA system has been suggested for reac-
tive compensation scheme in power system to assess and improve the voltage stability.
The system consists of measuring instruments for data acquisition, simulation soft-
ware for supervisory control and FACTS devices for reactive power compensation.
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This system has been applied to a standard power network and load flow solution of
the network is obtained. Weakest segment of the power system has been find out by
dV/dQ indicator [2] values. Integrated Voltage Stability Indicator values has been
find out and compared with reactive power for different system conditions to evaluate
the voltage instability of power network. In addition, the operation of the system has
been shown with closed loop feedback algorithm for real time application.

2 Concept of Proposed Methodology

In Fig. 1 the measuring instruments of RTUs [3] are connected to the transmission
network. The data acquisition are done through this section. For real time implemen-
tation, real time data are needed from the measuring instruments but generally, these
data are not in Per Unit values. Generally, all the parameters are like line data, bus
data, impedances, resistance, reactance, half line charging etc. are calculated in Per
Unit values because Per Unit values do not change when they are referred to one side
of a transformer to other side of transformer.

Per Unit Value = Actual value/Base Value @))

This can be a major advantage as because in a large power system huge numbers
of transformers are interconnected. That is why, to make complex power system cal-
culation more convenient all parameters are expressed in the same units irrespective
of their ratings.

Real time data can be converted to Per Unit Value through simulation using above
formula in Eq. (1). This information then can be fed to the ECC (Energy Control
Centre) for load flow solution purpose. For analysis purpose, the data is considered
for a particular instant of standard IEEE 6-bus power system. To solve any power
system problem load flow solution [4] must be solved and this is solved by simulation.

Real Time Data

Real Time Data Real Time Sclution Real Time Weakest
: : ::_ Bus Identification
Measuring Line data Load Flow
Bus data Solution av/dg value

peCaTam Program Program | peal Time IVSI Value
<= IVSI(F)
Transmission Line I IVSI (L) ‘
Reactive Power
Injection

FACTS DEVICES Reactive power
Compensation
How Much Reactive Power

compensation need to give?

Program

Fig. 1 Real time SCADA system
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Fig. 2 Basic load flow diagram

The load flow in a power system has been shown in Fig. 2. Basic load flow
expression based on N-R method is given as

AP | | hh|| ad
oL ]lan ]

The value of 9V/9Q i.e. the variation of voltage with respect to reactive component
is highest for weakest bus of the system. So, it is required to find the highest value
of [0V/0Q)] from J4 elements in the jacobian matrix.

Now, multi-bus electrical power network can be symbolized by an correspondent
two-bus system comprising of one slack bus having bus voltage magnitude Vs and
generated power (P, +jQ,) is supplied along with one load bus having bus voltage
magnitude Vr and load (Pjyqq+jQ0aq) is connected to this bus [1]. The line connected
these two buses having equivalent impedance Z,,. The active and reactive power
losses of the equivalent system are given by Egs. (3) and (4)

Req(sz + Q§)

loss = Vsz (3)
X0 (P% + Q3
Qloss = w “4)

Integrated voltage stability indicator (IVSI) has been used for the detection of
weaker segment of the network using the equivalent system methodology. Based on
these quantities maximum transferred power, i.e., maximum values of reactive power
and the maximum values real power and reactive power loss of the transmission line,
the expressions for integrated voltage stability indicators can expressed in the Eqgs. (5)
and (6) as

PV _ Qr
~max)  Qrmax)

P o]

Pimax)y  Qumax)

®)

IVSI(P) =

IVSI(L) = (6)
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Since, voltage collapse is considered imminent when the value of IVSI is near or
equal to 1, the which means that smaller the value of IVSI more healthy is the system
state [1].

3 Simulation

A standard IEEE 6-bus power system has been taken for simulation purpose. The main
objective lies with Integrated Voltage Stability Indicator (IVSI) & dV/dQ indicator
values for formulation of the real time application. Load flow simulation results for
a particular instant are given as follows in Table 1.

To locate the weakest bus [6] in the network, the Jacobian Matrix (J) is computed
and [0V/0Q] value for all the load buses are calculated and shown in Table 2.

From this simulation, it is obtained that the dV/dQ value is the highest for bus
no. 5 whose value is equal to 0.0653022. Therefore, bus no. 5 is the weakest bus
of the network [7] for that particular instant. The value of IVSI obtained from this
simulation is shown in the Table 3.

From this simulation, it is obtained that the IVSI value is closer to the 1. Bus
number 5 is the weakest bus of the system as the value of IVSI calculated for bus
number 5 in the IEEE 6-bus power system is greatest. Therefore, the system is
imminent to voltage collapse [8].

CASE STUDY-1: Change of 0V/9Q values and IVSI values with respect to reac-
tive compensation given to the weakest bus shown in Fig. 3.

Table 1 Load flow solution

Bus Voltage Angle Active power Reactive power
No. Per unit Radian Per unit Per unit
1 1.050 0.000 0.015 —0.485
2 1.080 —0.609 0.010 0.046
3 1.080 0.576 0.018 —0.137
4 1.076 0.469 —-0.014 —0.006
5 1.083 —0.644 —0.012 —0.004
6 1.084 —0.658 —0.009 —0.004

Table 2 9V/0Q values for weakest bus identification

Bus no. 4 5 6
dV/0Q Value 0.0635343 0.0653022 0.054249
Table 3 IVSI values IVSI (power) 1VSI (IOSS)

0.744932 0.488930




SCADA Based Real Time Reactive Power Compensation Scheme ... 209

For Condition-1 where no reactive compensation is provided [9], the IVSI value
(power) is quite high. In Condition-2 a little amount of reactive power (0.3 pu) is
injected in the weakest bus. so the IVSI value (power) has been reduced. Further
reactive power injection is increased to 0.6 pu and the IVSI value (power) has been
decreased significantly as shown in condition 3. The system condition after further
increase of reactive compensation (equal or more than 0.6 pu) to the weakest is as
shown in condition 4.

CASE STUDY-2: Change of dV/dQ values and IVSI values with respect to reac-
tive load connected to the weakest bus shown in Fig. 4.

In condition-1 small reactive load connected to the weakest bus. dV/9Q values
& IVSI values (power) are very less. In condition-2 a larger reactive load (0.4 pu)
is linked to the weakest bus, now dV/dQ value is increased little bit but IVSI value
(power) has been increased significantly. By connecting a large load (0.8 pu), as
shown in condition 3, to the weakest bus the voltage collapse is considered to be
more imminent because IVSI value (power) is very closer to the unity (i.e. 0.67).

moV/oQ m VS| Reactive Comp.(P.U.)
0.8
0.6
0.4
o m [ | = BN [
Condition 1 Condition 2 Condition 3 Condition 4

Fig. 3 Change of 0V/0Q value and IVSI value with respect to reactive compensation given to the
weakest bus

8‘: moV/oQ mIVsI Reactive Load (P.U.)
0.7

0.6

0.5

0.4

0.3

0.2

2 B

o N _— [
Condition 1 Condition 2 Condition 3

Fig. 4 Change of 0V/0Q value and IVSI value with respect to reactive load connected to the
weakest bus
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Table 4 IVSI values before compensation
aV/0Q IVSI Reactive compensation

0.0653022 0.744932 0.00

Table 5 IVSI values after compensation
aV/aQ IVSI Reactive compensation

0.0652831 0.33631 0.25

4 Closed Loop Feedback Algorithm

From the above simulation results and case studies, it can be seen that reactive
compensation is correlated with 0V/dQ values and IVSI values. To apply in the real
time system it is required to use closed loop feedback algorithm, which is shown in
Fig. 1.

The reference point for IVSI value is considered as 0.35 that means if in real time
IVSIis equal or less then the reference value then the system will be considered as in
the safe state in terms of voltage stability [10]. The simulated result for a particular
instant show that the real time IVSI value as given in Table 4 is much higher than
the reference IVSI value 0.35.

Therefore, a new simulated program is required which will now calculate the
reactive compensation needed (supplied by FACTS devices) [11] for the system to
lower down the real time IVSI value equal or less than the reference I'VSI value 0.35.

From Table 5, it can be observed that the reactive compensation given here is
0.25 in per unit [12] and indicator values are calculated by the simulated program.
Therefore, the new real time IVSI value is 0.33631, which is below or lower than
the reference IVSI value. This way, the system will continuously track the real time
data and simulated calculation; will try to keep real time IVSI value closer to the
reference IVSI value.

5 Conclusion

A SCADA based real-time reactive power compensation scheme has been presented
in the paper to assess and improve the stability in terms of bus voltage in multi-bus
power system using closed loop feedback algorithm.

Load flow solution and weakest segment of the electrical power network is
obtained. Integrated Voltage Stability Indicator (IVSI) value, which indicate the
system voltage stability is obtained and it has been reduced by reactive power com-
pensation given to the weakest bus of standard IEEE 6- bus system. The operation of
close loop feedback algorithm has been shown in this paper with IVSI values. Some
case studies are presented with IVSI and reactive compensation values. The per-
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formance of the system depends upon data acquisition speed, software processing,
calculation and operation of FACTS devices.

This SCADA system will be very much helpful in ECC (Energy Control Centre)

for real time voltage stability control because ECC operator has to monitor only
parameter i.e. to keep real time IVSI value closer to the reference IVSI value. These
will ease the ECC operator stress and make voltage control operation more reliable.
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Solar Photovoltaic Power Supply m
to Utility Grid and Its Synchronization L

Sonalika Dutta, Soumya Kanti Bandyopadhyay
and Tapas Kumar Sengupta

1 Introduction

SPV roof top system is widely used in the world, employ as clean technology to
reduce CO; emission. Whenever SPV roof top system is connected to grid for supply
power in grid, it needs a grid connected inverter to couple with grid. In this paper
discusses about multistage grid connected inverter due to the SPV generated voltage
level is low as compare to the grid voltage. Grid connected inverter is also named
as grid tie inverter (GTI). The applications are in net metering, dual metering, SPV
without use battery storage system. The multistage inverter consists with two stage
converter (a boost converter, a dc-dc converter with high frequency transformer)
and a grid connected inverter. A LCCL filter is connected between GTI and utility
grid to reduce harmonic distortion. By using PLL control technique of GTI, reduce
complexity and it more reliable for synchronization. The Grid connected inverter is
nothing but an H- Bridge single phase VSl inverter but its control mechanism is differ
from traditional inverter. The GTI and utility grid are synchronized by a special type
Phase locked Loop (PLL) and is designed and verified by PSIM software.

PSIM is a platform for engineering simulation and design; for research, develop-
ment and application in various sectors i.e. power supply and generation, Noncon-
ventional generation, motor drives, power conversion and control systems. T. Lesster
has first developed the PSIM software in 1994, PSIM is capable to develop power
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electronics simulation and design for various power electronic applications. Here the
circuit is developed PSIM 9.0 version which is shown in Fig. 1 and the graphical
results of this simulation shown in Figs. 3, 4, 5, 6, 7, 8, 9, 10 and 11. Moreover
by reducing components harmonic distortion is reduced, the size of LCCL filter is
reduced (Fig. 2).

2 DC-DC Converter

Multistage GTI topology is used for low voltage (12 V) SPV generation. First stage
is voltage increased by a boost converter. In second stage a dc-dc converter with high
frequency transformer is use to increase voltage further step. Now the circuit detail
is discussed in below.

ﬁ
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Fig. 1 Simulation model of synchronized solar photo voltaic power supply to utility grid
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Fig. 4 Output waveform of comparator circuit

2.1 Boost Converter

The boost converter is a dc—dc step up converter. This converter is desired in here to
reduce turns ratio of transformer in next stage, otherwise leakage reactance increase
in transformer and switching of MOSFETs are affected [1]. The converter consist of
two solid state devices one is a MOSFET(M) switch and other is diode and energy
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Fig. 5 Output wave form of demultiplexer for gate pulse of IGBT 1
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Fig. 6 Output waveform of demultiplexer for gate pulse of IGBT 2

storage passive elements i.e. an Inductor and a filter capacitor. The filter capacitor
reduces the ripple output voltage. To get a steady state voltage applies a Zener diode
across voltage output.

Boost converter operates in two modes,

Atmode 1, t=t; inductor L charging at switch M is on. At that condition inductor
current raises initial value I; to final value I,
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Fig. 7 Output wave form of demultiplexer for gate pulse of IGBT 4

n ans ana ann aag 0
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At mode 2, t=t,, L discharge still MOSFET switch is open next at cycle.

In this cycle,
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Fig. 11 Output waveforms of grid tie inverter and utility grid at when grid couple switches are
connected

From this we get switching frequency (f) of MOSFET switch in boost converter.

2.2 Full Bridge High Frequency Converter

The second stage of conversion is implied through a full bridge converter, a high
frequency (HF) step up transformer and a diode bridge rectifier. The full bridge
converter is H-bridge PWM inverter with faster MOSFET switches. The Switching
frequency high for matching the frequency of the HF transformer. The HF transformer
use for reduce the size, higher order harmonics and cost [2]. The output voltage of
transformer followed by the equation which is given below

N,
Vour =2—DV,, 4
‘ N, PVa 4

Here D is the duty cycle of Switching element (here use MOSFET), %—f the turn
ratio of transformer [3].

The ac output voltage fed in a full bridge diode rectifier to get dc regulated voltage.
A LC filter use to reduce ripple from dc output voltage.
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3 Grid Connected Inverter with Filter

The interfacing between a SPV system and utility grid is by a Grid tie inverter. The
GTI play an important role when dc power resource is connected to an ac grid.
After analyzing all criteria for synchronization, the GTI connect with grid. The DC
voltage fed to inverter input from Diode Bridge rectifier. The basic difference from
conventional VSIinverter from GTI is in its control mechanism. The inverter consists
of four IGBT switches alien in two limb of inverter. Two switches of each limb is
operated at a time. The line commuted inverter is operated with grid reference [4]
which is consist of a close loop control system. The PWM gate pulses of IGBT
switches are generated by using an analog—digital combination circuit of PLL.
These pulses are controlled the inverter for grid synchronization. After match the
frequency, voltage amplitude and phase angle the inverter is switched to grid [5]
as per IEEE standard 1547.2 [6]. In between inverter and grid a LCCL filter is
placed to reduce harmonic contain and improve power quality of inverter output.
The Simulation model is shown in Fig. 1.

4 Control Technique of GTI Switching Devices

The most important part of this paper is the control technique of GTI. It is different
form PLL control of grid tie inverter. The analog and digital circuits generate the
pulses with reference of grid values. These pulses are the PWM pulse feed to gates
of IGBT switches as per need and directs by demultiplexer selector switches. The
control circuit consists of a subtrator, a comparator and a demultiplexer with two OR
gates.

4.1 Subtractor

The inputs of subtractor fed from grid and inverter. Grid and inverter phases are
synchronized (locked) here. The subtractor’s one input (+) voltage fed from grid and
other input (-) take voltage from Grid connected inverter output.

If all external resistors(R) have equal value, the output voltage is derived by using
‘superposition theorem’ [7].

First we take V, = 0, V) is only input source of op-amp, the circuit is now like
non inverting amplifier.

The output voltage

Vor = Vi/2(1 +R/R) =V, (&)
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Similarly, the output Vi, due to input V, only, V| = 0, can be express as inverting
amplifier i.e.

Vo =—-W, (6)
Then the output voltage
Vo=Voa+Vp=Vi—-V, (N

V1 is the grid voltage and V; is the inverter output voltage.

4.2 Comparator

The comparator has a reference dc input and other is from phase detector (subtractor).
In here the comparator use with open loop mode to get high open loop gain [8]. In
here V. takes (12 V DC) in one input (+) and in another input (-) take a signal from
the subtractor output. Any minimum change in voltage the comparator gets signal
[9] and error is signified by this.

Vour = Avg(VF = V7)

In open loop mode the amplifier voltage gain is nearly equal to Avy. This V,,, is
the input of digital pulse generator, PWM Pulse control the firing angle of IGBTs of
GTL

4.3 Demultiplexer

The gates of IGBT switches of GTI are got pulse from 1 line to 4 lines demultiplexer
[10]. Demultiplexer consists of two select inputs, one data input and four outputs.
The select inputs are select which output (AND Gate) of Demultiplexer is active at a
time among the four output switches. The four outputs are generating pulses for each
gate of IGBT switches. The data input is here the pulse from comparator. Any change
in grid value sense by the subtractor and in demultiplex through the comparator. The
IGBTs of GTI are also getting this effect through gates switching. The firing angle
is controlled by phase angle control by using of PLL. So it is the model based close
loop control system of GTI.

Output waveforms of PLL control circuit, Grid Tie Inverter and Utility Grid are
shown in Fig. 3.
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5 Latest Trends and Scope of Future Developments

In present trend the SPV power is supplied to utility grid as three phase or single phase
system. For grid synchronization the GTI is controlled by using various technologies.
PLL is a popular control technology among these. The single phase GTI already has
four types of PLL control [11].

This paper is proposed a new type of PLL for synchronizes GTI and utility grid.
After taking grid value i.e. voltage amplitude, frequency and phase angle the PLL is
senses and send signal to inverter, then the inverter produce sine wave and achieve
synchronization criteria.

To improve power quality further may be used of Hs structure [12] inverter in
future development. In case of grid contingency, isolation will be required and for
resynchronization different control circuit will be designed and adopted.

6 Conclusion

In this paper is monitoring and synchronizing of Grid tie inverter by use a new
variation of PLL. This synchronization experiment has been developed by simulation
model of PSIM-software. Here the isolation of low pass filter [11] the PLL system is
more robust in configuration and cost is also reduced. The LCCL filter components
size is reduced by using digital signal of control circuit which reduced harmonic
distortion. The compactness of overall circuit which maintains power quality and by
using line commutated inverter the complexity and cost are also reduced.
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Optimum Sizing and Economic Analysis )
of Renewable Energy System Integration | @i
into a Micro-Grid for an Academic
Institution—A Case Study

Nithya Saiprasad, Akhtar Kalam and Aladin Zayegh

1 Introduction

World energy demand has been estimated to be greater than 800EJ by 2050. For
this estimation, with the present scenario of escalating oil prices when considered,
renewable energy could promise to be an alternate option as an energy resource [1].
Alternately, the global concern towards pollution and global warming has supported
this cause. In recent years, there has been much technical advancement in renewable
energy systems (RES) including the storage units. Many countries have been striv-
ing to reach their renewable energy target towards the global energy contribution;
Australia being one among them.

Australia is the world’s 9th largest energy producer using coal and the largest
exporter of uranium [2]. In its share of renewable energy generation, Australia’s
renewable energy contribution is far too minimal for the abundance of natural
resources it possesses. Despite the fact of the volatility of the conventional energy
market, this cheaper environmentally unfriendly energy has been dominant in the
energy market. Although several studies conducted on Australia being 100% renew-
able have given negative results [3, 4]. However, pondering renewable energy being
a part of the modern grid has equally been dealt with [5—10].
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Designing and optimizing a micro-grid and analyzing their economic and envi-
ronmental impacts have been the template of this study. Similar studies have been
conducted using Solar cells or Photo-voltaic (PV), wind turbines, fuel cells (used
either as an energy source or as a storage unit) for isolated villages, islands, wind
farms, resorts [5, 8, 11-20]. The current study is aiming at integrating renewable
energy like PV and wind turbine connected to the grid for Victoria University located
at the St Albans campus in Melbourne, Australia. The location map is shown in Fig. 1.

To design and optimize any micro-grid, it is significant to understand and study
the load requirement of the desired location. This crucial step during the design
of a micro-grid should not terminate in underestimating or overestimating the con-
sumption, either of which could result in unmet load or oversized setup respectively.
Various methods have been used to optimize a micro-grid including genetic algo-
rithm and swarm optimization techniques. However, many software have been used
in such studies like MATLAB/SIMULINK, HOMER etc. [21].

HOMER (Hybrid Optimization of Multiple Energy Resources) is a software that
was initially created by the National Renewable Energy Laboratory and now mar-
keted by a company called HOMER Energy. HOMER consists of 3 main modules
Simulation, Optimization, and Sensitivity Analysis. The crucial task lies in the archi-
tecture of the micro-grid setup for the load demand of the university with least cost
demand and greater efficiency. The aforementioned problem has been studied using
HOMER software which designs and optimizes the setup with least Net Present
Cost (NPC) of the system [22]. The study conducted also includes the environmental
impact of the designed system by analyzing the amount of harmful gases they emit
to the environment.

2 System Description

The RES designed here, considers the total cost of the system which includes the
total capital cost and the maintenance cost. The architecture of this system consists
of PV arrays, wind turbine, controller, batteries and grid support. To minimize the
cost of the system and meet the load demand, HOMER defines a few terminologies
which are deciding factors for the suggested model [22].

They are expressed as follows:

a. Net Present Cost (NPC): Net Present Cost determines the profitability of the
project, which is the total net present value of the component subtracted by the
(income) profit it incurs for the complete lifetime of the project.

NPC = Z <Total Cash flow/ (1 + Interest rate)Froiect Life ’ime>>

— Initial Investment (D

b. Annualized cost of the system (ACS): Annualized cost is that cost of the set up
when factored equally over the entire lifetime of the project considered.
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ACS = (Cost of the Project x Discount rate)/ (1 — (1 + Discount rate)_Pr"j"”lif"’ime>
2

c. Levelised Cost of Energy (COE): It is the average cost of useful electrical energy
produced by the system. To calculate the levelised cost of energy, HOMER divides
the annualized cost of producing electricity (the total annualized cost minus the
cost of serving the thermal load) by the total electric load served, using the
following equation:

COE = (Total annual electricity production) /(Load Served by the system) (3)

d. Renewable Energy penetration (REP): It is the amount of renewable energy that
serves the load annually

REP = (Power produced from renewable energy) /(Total electrical load served)
“)

To design and optimize the RES into the grid for this study it is necessary to
identify the sensitive variables along with evaluating their electricity load profile,
solar irradiation and wind energy which are introduced in this section.

2.1 Solar Radiation Data

The solar radiation data has been analyzed from the National Renewable Energy
Laboratory (NREL) data for St. Albans, Melbourne. This data is used to design the
RES to integrate into a micro-grid to meet the load demand. Figure 2 shows the
average solar radiation at the given place is 4.13 kWh/m2/day. Clearness index for
the same location was used to design the micro-grid setup using HOMER.

2.2 Wind Resource

The wind resource data has been analyzed from NASA Surface meteorology for the
desired location which provides monthly averaged values of wind speed at 50 m
above the Earth’s surface over a period of 10 years (July 1983—June 1993). Figure 3
shows the wind distribution at the desired location with an average wind speed of
4.53 m/s.

However, since the data seem to have been collected till June 1993, to understand
the wind speed over recent years was also considered from Bureau of Meteorology,
Australian Government. The site details closest to the university were found out to
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be Melbourne airport (lat 37.67 °S, long 144.83 °E) and the mean 9 am wind speed
statistics from 1970 to 2010 was 5.28 m/s. It is noted that the data measured was at
an elevation of 113 m.

To use the above information in the simulation the wind speed was evaluated for
50 m (similar to NASA surface meteorology data) using Power law of wind profile
given by Eq. (5).

w/u, = (z/z2,)%) &)

where u is the wind speed at a height z and u, is the known wind speed at a reference
height. From Eq. (5), the wind speed at a height of 50 m using the data measured
from Bureau of Meteorology, is measured as 4.708 m/s with the power law exponent
factor (o) to be 0.14.
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Table 1 Sensitive variables
used as boundary conditions
in simulation 3.5
5

Discount rate (%) 6.7

35

8

Lifetime of the project (years) | 15

25

Feed in tariffs $0.05/kWh
$0.03/kWh
$0.1/kWh
Electricity price $0.226512/kWh

$0.5/kWh

Inflation period (%) 2.5

2.3 Electrical Load Analysis

The Electric power consumption of the university was studied using their electricity
bill procured for one year. The average electricity consumption is 11091.27 kWh/d.
A few variables reflect on the economics of the system, they are: inflation period,
discount rate, lifetime of the project, feed in tariffs, electricity price. These were
considered as the sensitive variables or the boundary conditions in the analysis and
their values are shown in Table 1.

3 HOMER Simulation Model

The simulated model shown in Fig. 4 considers integration of Solar cells or PV and
wind turbine into the grid. Wind energy and solar energy complement each other as
distributed energy resources in the micro-grid. The fact of their energy production
benefits and drawbacks has resulted in studying such renewable energy systems
penetration into the grids. The intent to use a grid supported system instead of battery
is its resilience and the fact that the presence of battery would escalate the cost of the
setup which is already high due to the presence of wind turbine. Supplementing the
above criteria, excess of power generation from this RES can be fed into the grid to
acquire an additional profit in the form of energy sell back through Feed-in Tariffs
(FiTs). The presence of converter in the system is to converts DC source output from
PV to AC.

For the HOMER simulation, the size of the PV and converters was scaled for a
definite range of numbers whilst the number of wind turbines to be integrated was
varied between 1 and 10 and the details are provided in Table 2.
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Fig. 4 Schematic diagram AC DC
of the micro-grid considered

\ 4

GRID [ LOAD 4 PV

WIND | e | CONVERTER }4—»
TURBINE

Table 2 Component details considered in the analysis

Component Size Details Capital cost ($) | Operational and
maintenance cost
($/year)

PV (1 kW) 0<107 Generic flat plate | 680 10

Converter 0<107 Generic system 240 -

converter

Generic 1.5 MW | 1.5 MW of Rated capacity 3,900,000 39,000

wind turbine Quantity 1-5 1500 kW, hub

(G1500) height 80 m

4 Results and Discussion

The setup for simulation considers PV and Wind turbines as RES. HOMER simulates
a set of values having least NPC, considering the sensitive variables, and optimizing
the size of the system. However, when the current Discount rate of 6.7% and current
inflation rate of 3.5% and a sell back of $0.03/kWh was considered [23, 24]. HOMER
optimized the size of the RES having least NPC, the results are shown in Table 3.

The architecture of the above model considered are about 2400-3200 kW of PV.
A single 1.5 MW wind turbine scaled for different wind speeds integrated into a
grid through converters ranging from 1400 to 1600 kW. The lifetime for the project
and turbine lifetime considered are 15 and 25 years. The smallest architecture for
the RES is about 2.4 MW PV and one 1.5 MW wind turbine connected to the grid
through converter of about 1.4 MW with a wind speeds 5.3 m/s and project lifetime
of 15 years and turbine lifetime of 15 and 25 years.

The above architecture of the RES from Table 3 has NPC ranging between $7 M
and $12 M. The renewable energy penetration for these systems with an average of
83% is tabulated in Table 4. The unmet load from renewable energy of less than 20%
is bought from the grid, while the excess of renewable energy being sold using the
RES for a year converts to a profit or revenue.



234 N. Saiprasad et al.

Table 3 Architecture details of optimized model by homer

Architecture
Project 1.5 MW Wind speed | PV (kW) 1.5 MW Grid (kW) | Converter
lifetime wind scaled wind (kW)
(years) turbine average turbine

lifetime (m/s)

(years)
15 25 5.277778 2441.406 1 999999 1424.154
15 25 4.708428 2644.857 1 999999 1424.154
15 15 5.277778 2441.406 1 999999 1424.154
15 15 4.708428 2644.857 1 999999 1424.154
25 25 5.277778 2644.857 1 999999 1424.154
25 25 4.708428 3255.208 1 999999 1627.604
25 15 5.277778 2644.857 1 999999 1424.154
25 15 4.708428 3255.208 1 999999 1627.604

Table 4 Energy and economics details of the optimized model

Energy and economics

COE ($) NPC ($) Operating | Initial Renewable | Energy Excess
cost ($) capital (§) | energy purchased | energy sold
fraction (%) | in kWh in kWh
(percent- (percent-
age) age)
0.087219 7016055 93945.19 5901953 84.94 1021381 2734872
(14.1%) (40.3%)
0.101916 | 7651731 135881.8 | 6040300 81.82 1150687 2282596
(16.6%) (36.1%)
0.099501 8004071 177258.3 5901953 84.942 1021381 2734872
(14.1%) (40.3%)
0.115076 8639745 219194.9 6040300 81.82 1150687 2282596
(16.6%) (36.1%)
0.081688 9729412 214030.5 6040300 85.62 993156 2861718
(13.2%) (41.4%)
0.090606 1.07E+07 | 241373 6504167 84.32 1070182 2780436
(14%) (40.7%)
0.097329 1.16E+07 |322105.6 | 6040300 85.62 993156 2861718
(13.2%) (41.4%)
0.106432 1.25E+07 | 349448 6504167 84.32 1070182 2780436
(14%) (40.7%)
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Table 5 Annual energy production details of the micro-grid sources considered

Energy production kWh/yr Percentage
Generic flat plate PV 3,537,357 51.08
Generic 1.5 MW wind turbine | 2,236,621 32.3

Grid purchases 1,150,687 16.62
Total 6,924,664 100

Comparing the results of Tables 3 and 4, it is observed that there are two archi-
tectures of RES with a project lifetime of 15 years and wind speed 4.7 m/s, size
of PV and converter is 2645 and 1424 kW respectively. However, the lifetime of
1.5 MW generic wind turbine are 15 and 25 years. These two architectures of RES
have about 82% of renewable energy fraction, energy purchased from the grid and
energy sold to the grid are 1150687 and 2282596 kWh respectively. The architecture
of the system with the 1.5 MW wind turbine of 15 years have larger NPC, COE
and smaller renewable energy penetration of about 81.8% compared to the system
discussed earlier. This larger value of NPC and COE is due to the performance of
1.5 MW wind turbine for the lower wind velocity of about 4.7 m/s. It is also observed
that for RES consisting of 1.5 MW wind turbine performing at velocity of 4.7 m/s
result in smaller energy purchased or sold compared to the system operating with
wind velocity of 5.3 m/s.

When monthly average electric production is considered for the above discussed
RES, PV and Wind turbine contributed the major share of energy to reach the load
demand as shown in Fig. 5. The maximum energy produced by the RES are during
the months when solar energy radiation and wind energy are at their maximum.

Table 5 summarizes the annual energy production details of the micro-grid sources
considered. 51% of energy contribution is by PV and 32% of energy production is
from Generic 1.5 MW wind turbine. Total Grid purchase of about 17% is noted. The
contribution of grid energy is mainly when the PV and wind turbine is not able to
meet the load requirement when there is not enough sunlight or wind.

Figure 6 discusses the toxic gas emissions of the winning system. The data shows
it illustrates the net toxic gas of carbon dioxide being maximum compared to Sulphur
dioxide and Nitrogen dioxide.

5 Conclusion

In this project, we considered integrating RES like generic flat plate solar PV, wind
turbine optimized according to the sensitive values and HOMER presented a list of
values according to the least NPC. However, with the present condition of discount
rate, sell back price for 15 years considered, and NPC of $8.64 M resulted with 82%
of renewable energy penetration. The negative emission of Carbon dioxide explains
the fact that the energy sold is greater than the energy purchased through the grid.
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Fig. 6 Toxic gas emissions of the model considered

This system proves to be environmental friendly when the toxic gas emissions are
considered. Further considerations on Small-scale Technology Certificates (STC)
and other Government aided subsidies along with the solar energy installation costs
are not considered in our current studies [25]. However, it could lead to future research
work.
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Pty Ltd, St Albans, VIC 3021 for helping us in providing the current market prices of the RES used
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Modelling and Simulation of Solar Cell )
Under Variable Irradiance and Load Gedida
Demand

Payel Ghosh and Palash Kumar Kundu

1 Introduction

The breakneck depletion of fossil fuels taken together with the overloading of the
atmosphere (with global warming emissions) due to human activity has shifted the
focus towards the exploration of more abundant and benign energy resources over the
past few decades. The tried-and-true technique of energy production from renewable
energy resources (viz. the wind, solar, geothermal, hydroelectric, and biomass) is
not only more sustainable but requires very less maintenance, causes considerably
less noise pollution, effectively less or no production of the greenhouse or net carbon
emissions as compared to traditional generators and hence render minimal impact
on the environment.

The life-giving Sun is a cornucopia of energy which is harvested by photovoltaic
and solar thermal technologies to produce electricity. A number of solar cells (the
fundamental block of PV systems) are assembled, wired and sealed together in an
environmentally protective laminate to form PV Modules. In order to meet the power
requirements in terms of voltage and current one or more photovoltaic modules are
connected in series and parallel (or a combination of both) to form a PV array—in
parallel to increase current and in series to produce a higher voltage [1]. The power
output of PV system varies from kilowatt range in residential applications increasing
to the megawatt range, in utilities. Domestic installation of PV array is typically
done on the rooftop where partial shading of the cells from neighboring structures or
trees is often ineludible [2]. Hence the sum of the individually rated power of each
module is, however, more than the total power in such an array [3]. Earlier studies
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assume that this decrease in the array output is proportional to the shaded area i.e.
reduction in solar irradiance causing the solar cells being unevenly illuminated, thus
introducing the concept of shading factor. This concept may be true for a single cell,
but the decrease in power at the module or array level is often far from linearity with
the shaded portion [2]. The reverse bias of the shaded cells makes it act as a load thus
draining power from other fully illuminated cells [1]. Apart from reduced output, if all
the cells are not equally illuminated, hot spot problem may arise causing the system
to be irreversibly damaged. In order to maintain continuity of supply and to meet the
power demand even in shading condition switching of cells is necessary. Switching
of cells uses the idea of two or more cells operating in parallel or series mode (as
desired) whenever due to decreased ambient irradiance the output from a respective
cell is not enough for the load. This article aims to show the switching of cells
at various irradiance levels and also under various load demand using SIMULINK
models and embedded MATLAB function.

2 Photovoltaic System

2.1 Single Diode Model

A p-njunction when illuminated acts as a solar cell. A solar cell is basically a current
source connected in parallel with a diode. However, the model changes taking into
account the non-ideality factors—especially the parasitic series and shunt resistances.
It generates current when illuminated. However, it acts as a diode i.e. the solar cell is
an inactive device resulting in zero voltage and current during darkness. This section
briefly describes the single diode model of a solar cell taking into account the effects
of ambient irradiance and temperature and the associated equations are:
The Shockley diode equation can be stated as:

Ip = Io(e%? — 1) (1)

where I is the diode current (in Ampere), I is the reverse saturation bias current (or
scale current in Ampere) of the diode corresponding to working temperature T (in
Kelvin). Iy is not constant for any given device but varies widely with T. For every
10 °C temperature rise, [y doubles itself. q is the charge of an electron equal to 1.602 x
1071% C, Vp, is the voltage across the diode (in Volts), n is the ideality factor (also
termed as the quality factor or sometimes emission coefficient) of the diode typically
varying between 1 and 2, however, it can be more based on the fabrication process
and semiconductor material. It is set to 1 for an ideal diode. K is the Boltzmann
Constant equal to 1.38 x 1072* J/K.
The diode equation can also be expressed as:

Vp
Ip = Io(e“VT _ 1) )
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where Vr is the thermal voltage equal to Boltzmann constant times temperature of
p-n junction whole divided by the elementary charge of an electron and is denoted
as

KT
Vi = —
q

It is approximately 25.85 mV at 300 K.

Under ideal conditions, the output current (in Ampere), [=1I; — Ip neglecting
the parasitic series and shunt resistances. I is the photon current (in Ampere) cor-
responding to a particular irradiance level and given temperature, varying directly
with irradiance level. Thus,

I=1, — Io(eiff«’% — 1) 3)

The series resistance Rg (in Ohms) is the equivalent resistance in contacts, metal
grids as well as the resistance encountered (internal losses) by the current flow in the
p-nlayers of the semiconductor material. Shunt resistance Rgy (in Ohms) corresponds
to the leakage current of the p-n junction. Hence the expression for output current,
I, corresponds to:

With series resistance Rg,

q(V+IRg)
I=1, — Io(e e 1) (4)

With series resistance Rg and shunt resistance Rgy (Fig. 1)

1 =IL_ID_1RSH (5)
q(V+IRg) V+ IRS
I=1 — (e wm —1) - [ ——25 ©6)
R
SH
QUTPUT CURRENT
SOLAR IRRADIATION g
PHOTON SERIES
P CURRENT RESISTANCE
NG | pawaan £ .
DIODE RESISTANCE <,
i CURRENT
CURRENT THRGLIEH
PARALLEL —_—
RESISTANCE

Fig. 1 Model of a solar cell with equivalent series resistance and shunt resistance
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However Rg =0 in an ideal solar cell [4]. In this paper, Rgy is neglected hence

considering a moderately complex model with series resistance only [5]. The other
equations involved can be listed as:

I (T) = Isc(Ti,nom)

)

Gnom

where Gnom and Ty nowm are the values of suns and temperature at standard test
condition (i.e. Gnom = 1000 W/m?, T} xom =25 °C).

Iy = I (T) + Ko(T — Ty) (3
Ko = Isc(T2) — Isc(Th) ©)
(T, —T)
Isc(Ty)
I(T) = e (10
(6 WKT| 1)
T 3 qVe(Ty)
n 1 1
Iy = Ip(T)) x (—) enK(TiTT) (11)
T,
x I (T) q quKcT<Tl) 1 (12)
= e KT -
VIOV Xy
dv 1
Ry=———— (13)
dly,. Xy

[6] where T is the normalized temperature (=25 °C STC) in Kelvin, Vg is the open
circuit voltage in Volts, G is the number of Suns in Watt/metre” (1 Sun = 1000 W/m?),
Ky is current/temperature coefficient in Ampere/Kelvin [A/K], V, is the voltage of
the Crystalline Silicon (V, =1.12 and 1.75 eV for Amorphous Silicon) in Electron
volt [eV], dV/dly,. is the dV/dI coefficient at V.

The basic parameters characterizing the solar cell are:

(I) Short circuit current (Igc): Isc is the maximum value of current (roughly
equal to the photon current for very small values of series parasitic resistance)
of the solar cell under short circuit conditions i.e. zero voltage appearing across
the terminals.

(II) Open circuit voltage (Vo c): Voc is the maximum voltage under open circuit
(zero current) condition. Neglecting the parasitic resistances,

I=1, — Io(e% - 1).

Under open circuit conditions when I=0, Vp = V¢ and

KT (I
Voo = 2 ln<—L+1>.
q Iy
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(I11)

av

V)

2.2

The equation clearly indicates that Vg is widely controlled by the dark satu-
ration current.

Maximum power point (MPP): Isc and V¢ do not occur simultaneously and
hence maximum output power, Pyax that can be delivered to the connected
load by the PV cell is not equal to Isc X Voc rather Pyax is the product
of Iyax and Vyax (Current and Voltage corresponding to Maximum Power
Point), which are much less than Isc and V¢ respectively.

Efficiency of PV cell (n): Efficiency is the ratio of output of PV cell i.e. the
maximum current times the maximum voltage (at MPP) to the input light
power and is denoted as

Pour  Puax  ImaxVmax  ImaxVuax

Efficiency = = =
Pin G GA 1000A

where G is the ambient irradiation taken as 1000 W/m? at Standard test con-
ditions and A corresponds to exposed PV cell area. Efficiency ranges are:
6%-amorphous silicon-based solar cell to 42.8% with multiple cells: 14-19%
for commercially available multi-crystalline solar cells and widely depends on
several critical factors like temperature, irradiance, shading, snow, etc.

Fill Factor (FF): The product of current and voltage corresponding to the
maximum power point (IyaxVmax) divided by the product of short circuit
current, Isc times the open circuit voltage, Voc is termed as Fill Factor. The
idea about the cell quality is conveyed by the fill factor which typically ranges
between 0.7 and 0.8 for good cells.

1 V
FF — MaxVmax

IscVoc

Solar Cell Module and Array Model

(I) Series

In order to increase the module voltage, N solar cells are connected in series and
the module output voltage is given by Vouyr =V +V, +V3 + V4 + - + VN, the
number of cells to be connected in series, is decided according to the voltage demand
by the load. Some examples are shown of possible series combinations:

A)

B)

©

Similar Solar cells in Series: Using the same three 2 V/1 A solar cells in series,
the output voltage is 6 V (2+2+2) at the same rated current of 1A (Fig. 2a).

Solar cells in Series with different Voltage: Three solar cells of different voltage
rating are connected in series (2 V/1 A, 3 V/1 A, and 4 V/1 A) yielding the
same amperage of 1 A but an augmented voltage of 9 V (2+3 + 4) (Fig. 2b).

Solar cells in Series with different Voltage and Current: Three solar cells
(2V/1 A,3V/2 A, and 4 V/3 A) are connected in series resulting in a voltage
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jump of 9 V (243 +4) but the current is restricted to the lowest rating of the
module i.e. 1 A here (Fig. 2c).

(Il) Parallel

Connecting N solar cells in parallel increases the output current of the module
which is given by Ioyr =1} +1; +13 +I4 +--+Ixy N, the number of cells to be
connected in parallel is decided according to the current demand by the load. Some
examples are shown of possible parallel combinations:

(A) Similar Solar cells in Parallel: Using the same three 2 V/1 A solar cells in
parallel, the output current is increased to 3 A (1+1+1) at the same rated
voltage of 2 V (Fig. 3a).

(B) Solar cells in Parallel with different voltage and current: Three solar cells
(3 V/1 A,5V/3 A, and 7 V/4 A) are connected in parallel resulting in an
increase in current equal to 8 A (1+3+4) but the module voltage is restricted
to the lowest rated i.e. 3 V here (Fig. 3b).

In order to increase both module voltage and the current series-parallel combina-
tion is preferred. In the photovoltaic module with Np cells branches in parallel and
N cells in series, total shunt resistance in Ohm is equal to,

Np
Rsu mopure = | — |Rsu,ceLL
Ng

where Rgy ceLr corresponds to shunt resistance in one photovoltaic cell, Ohm.
Total series resistance is Ohm is given by,

Fig. 2 a Similar solar cells (a) = GV
in series b Solar cells in T 1A
series with different voltage
¢ Solar cells in series with 2VIA
different voltage and current

(b) + 9V
{ 1 — 1A
| F sl == [=
2VIMA 3VHMA 4VHA
(c) oV

T 1A
H == 7 [= B

2VIA 3VI2A 4VI3A
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Fig. 3 a Similar solar cells (a) o\
in parallel b Solar cells in + | +_
parallel with different = £k [— +H 1= 3A
voltage and current 2VMA 2VIMA 2VHA
(b) .3V
| _
= T [— +]  — 8A
3VIA 5VI3A TVI4A
Ny
RsmopuLe = | — | Rs.ceLL
Np

where Rg cgp1, corresponds to series resistance in one photovoltaic cell, Ohm.
Therefore for a module with Np and Ng, we will add Rsyy mopuLe and Rs mopuLe
instead of Rg and Rgyy in Eq. (6) of Single Diode Model section. In order to find the
specifications of the module the equations already stated in the previous section will
be applied and finally, the characteristic curves (I-V and P-V) are obtained according
to values of ambient temperature and irradiance [7, 8].
Total short circuit current in the module (in Ampere) is

Isc.mopure = (Np)lsc ceLL

where Isc cgrL is the short circuit current of one photovoltaic cell, in Ampere. The
open circuit voltage of the photovoltaic module (in Volts) is

Voc,mopure = (Ns)Voc,ceLL

where Voc,ceLL is the open circuit voltage of one photovoltaic cell, in Volts [9].

Modules in a PV system are typically connected to form arrays. With Mp parallel
branches each with Mg modules in series, V* is the applied voltage at the terminals
of the array and the array current, I* is denoted by

Mp
"=>3"r
i=0

where A correspond to the branches number. But I4 = MpI¥ if it is assumed that
the ambient irradiation is same on all the identical modules (Fig. 4).
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Fig. 4 Solar cell array with 1
Mp parallel branches, with
Mg modules in series in each

branch ll\ \/ /

2 M; —N

Mg

2.3 Characteristic Curves of Solar Cell

Solar cell I-V and P-V characteristic curves are the input-output analysis of the cell
which helps in determining the cell output and solar efficiency. The I-V Curve is
a plot of all possible values of output current corresponding to each voltage levels
exhibiting an inverse relationship (i.e. the current decreases from a maximum value
to zero as we sweep the voltage from zero to its maximum value). In any DC electrical
circuit, Power (P) in Watts (W) = the Current (I) in Amperes (A) X the Voltage (V) in
Volts (V). Thus the P-V curve is the measure of the output power (product of current
and voltage from I-V curve) corresponding to respective voltage levels (Fig. 5).

2.4 Effect of Ambient Irradiance and Temperature

The variation of solar irradiation and temperature throughout the day results in differ-
ent characteristic curves. At fixed temperature, with increasing solar irradiance the
maximum power point varies as both the short-circuit current and the open-circuit
voltage increase. Isc exhibits a linear variation as more electron-hole pairs are formed
but Voc increases marginally with the increase in irradiance.

The rate of photon generation increases with the increase in temperature which in
turn rapidly increases the reverse saturation current and thus the band gap is reduced.
Although this leads to marginal changes in current, the voltage undergoes major
changes (roughly around —0.35%/°C or —2.2 mV/°C). Thus temperature acts like a
negative factor adversely affecting solar output. Thus with regards to both irradiance
and temperature, it can be inferred that temperatures between 26 and 30 °C coupled
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Fig. 5 Ideal IV and PV |

curve A
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with high irradiance are necessary for high panel output on sunny days with low
temperature [10].

3 Results

The characteristic parameters of SUNPOWER A-300 solar cell are used as a ref-
erence (Table 1). The four ranges of irradiance used are obtained by dividing the
maximum irradiance (approximate) of Kolkata equal to 0.27 Suns into equal ranges
and respective maximum power output are evaluated in each case for a single cell
and also when switching takes place.

This paper widely explains the switching of cells due to varying irradiance and load
demand. The same is implemented by MATLAB script and is used as an embedded
MATLAB function in SIMULINK. The logic as per which the switching of cells
takes is as follows:

(I For anirradiance of a < 0.0675 Suns, 4 solar cells will be operating in parallel.
(II) For an irradiance of value in the range, 0.0675 Suns<a <0.135 Suns, if user
defined load demand is less than or equal to 0.5533 W, 3 solar cells will be
operating in parallel. Whereas if user defined load demand is greater than
0.5533 W, 4 solar cells will be operating in parallel.
(IIT) For an irradiance of 0.135 Suns<a <0.2025 Suns, if user defined load demand
is less than or equal to 0.7554 W, 2 solar cells will be operating in parallel. If
0.7554 W <user defined load demand <1.331 W, 3 solar cells will be operating
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Table 1 Typical electrical performance of SUNPOWER A-300 solar cell (mono crystalline sili-
con)

Parameter Symbol Value
Open circuit voltage Voc 0.665 V
Short circuit current Isc 575 A
Maximum power voltage Vyvax 0.560 V
Maximum power current Injax 535A
Rated power PrAaTED 3.0W
Efficiency n 20.0% minimum
Temperature coefficient of —1.9 mV/°C

voltage

Temperature coefficient of —0.38%/°C

power

Data are given at STC: Tllumination 1000 W/m?, Temperature: 25 °C and spectrum of light AM
1.5[11]

in parallel. When user defined load demand is greater than 1.331 W, 4 solar
cells will be operating in parallel.

(IV) For an irradiance of a > 0.2025 Suns, if user defined load demand is less
than or equal to 0.5602 W, only 1 cell will operate. If 0.5602 W <user
defined load demand <1.1410 W, 2 solar cells will be operating in paral-
lel. If 1.1410 W <user defined load demand <1.7115 W, 3 solar cells will be
operating in parallel. When user defined load demand is greater than 1.7115 W,
4 solar cells will be operating in parallel.

The SIMULINK model (Fig. 6a) operates on the above-stated logic which takes
irradiance and load demand as input (shown in the subsystem Fig. 6b, c). The indi-
vidual scopes in the

SIMULINK model give the respective I-V and P-V curves under varying irradi-
ance and load demand. In the plots, the blue color is used for single cell operation
and red for multiple cell operation.

3.1 Analysis with Various Irradiance and Load Demand
Values

Some of the possible cases are:

(a) Input Irradiance: 0.0675 Suns, User Defined Load Demand: 0.50 W, Results:
Number of cells operating in parallel: 4, 1 cell: Pyjax =0.1842 W and Is¢c =
0.4056 A. 4 cells: Pyjax =0.7366 W and Igc =1.6225 A (Fig. 7).

(b) Input Irradiance: 0.05 Suns, User Defined Load Demand: 0.7 W, Results: Num-
ber of cells operating in parallel: 4, 1 cell: Pyjax =0.1360 W and Isc =0.3050 A.
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Fig. 6 a SIMULINK model. b Subsystem model. ¢ Subsystem model

4 cells: Pyax =0.544 W and Igc = 1.22 A. Here even the parallel operation of
4 cells fails to supply the load demand and calls for more cells to be connected

in parallel.
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Fig. 7 I-V and P-V curves under irradiance 0.0675 Suns and load demand 0.50 W

(c) Input Irradiance: 0.135 Suns, User Defined Load Demand: 0.55 W, Results:
Number of cells operating in parallel: 3, 1 cell: Pyjax =0.3748 W and Is¢c =
0.7937 A. 3 cells: Pyjax =1.124 W and Igc =2.381 A ((Fig. 8).

(d) InputIrradiance: 0.135 Suns, User Defined Load Demand: 0.7 W, Results: Num-
ber of cells operating in parallel: 4, 1 cell: Pyjax =0.3748 W and Isc =0.7937 A.
4 cells: Pyax =1.499 W and Isc =3.175 A (Fig. 9).

(e) Input Irradiance: 0.140 Suns, User Defined Load Demand: 0.75 W, Results:
Number of cells operating in parallel: 2, 1 cell: Pyjax =0.3892 W and Is¢c =
0.8225 A. 2 cells: Pyjax =0.7784 W and Igc =1.645 A (Fig. 10).

(f) Input Irradiance: 0.2025 Suns, User Defined Load Demand: 1.3 W, Results:
Number of cells operating in parallel: 3, 1 cell: Pyjax =0.5702 W and Igc =
1.1819 A. 3 cells: Pyjax = 1.7106 W and Isc =3.545 A (Fig. 11).
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Fig. 8 I-V and P-V curves under irradiance 0.135 Suns and load demand 0.55 W
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Fig. 9 I-V and P-V curves under irradiance 0.135 Suns and load demand 0.7 W
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Fig. 10 I-V and P-V curves under irradiance 0.140 Suns and load demand 0.75 W

(g) InputIrradiance: 0.2025 Suns, User Defined Load Demand: 2 W, Results: Num-
ber of cells operating in parallel: 4, 1 cell: Pyjax =0.5702 W and Isc = 1.1819 A.
4 cells: Pyax =2.2808 W and Isc =4.7276 A (Fig. 12).

(h) Input Irradiance: 0.27 Suns, User Defined Load Demand: 0.5 W, Results: Num-
ber of cells operating in parallel: 1, 1 cell operates to meet the load demand of
PMAX =0.7682 W and ISC =1.57 A.

(i) InputIrradiance: 0.27 Suns, User Defined Load Demand: 0.6 W, Results: Num-
ber of cells operating in parallel: 2, 1 cell: Pyjax =0.7682 W and Igc =1.57 A.
2 cells: Pyiax =1.5364 W and Igc =3.14 A.

(j) InputIrradiance: 0.27 Suns, User Defined Load Demand: 1.5 W, Results: Num-
ber of cells operating in parallel: 3, 1 cell: Pyjax =0.7682 W and Isc =1.57 A.
3 cells: Pyjax =2.3046 W and Isc =4.71 A.
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Fig. 11 I-V and P-V curves under irradiance 0.2025 Suns and load demand 1.3 W
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Fig. 12 I-V and P-V curves under irradiance 0.2025 Suns and load demand 2 W

(k) Input Irradiance: 0.27 Suns, User Defined Load Demand: 1.8 W, Results: Num-
ber of cells operating in parallel: 4, 1 cell: Pyjax =0.7682 W and Igc =1.57 A.
4 cells: Pyax =3.0782 W and Isc =6.28 A.

4 Conclusion

Switching of cells according to irradiance and load demand is shown with the help
of SIMULINK model which uses embedded MATLAB function. The I-V and P-V
plots for some possible cases are shown and the logic of execution is clearly stated
in the Results section. There is a restriction of maximum power output that can be
delivered by connecting all cells in parallel and whenever it is less than the user
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defined load input, it calls for more number of parallel cells to be operated to meet
the load demand.
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Power Management of Non-conventional
Energy Sources Connected to Local Grid | @@

Siddhartha Singh and Biswarup Basak

1 Introduction

Solar and wind have huge amount of potential for the energy requirement of the world.
If 14% of earth’s surface is installed with conventional onshore wind turbines of 80-m
tower height, renewable power generated will be around 70 TW (five times of global
power consumption). Another renewable resource is SP having incredible potential
to meet the world energy demand only by installing solar panels with efficiency
of 8% around 0.22% of earth’s surface. Roughly 85,000 TW of SP is available on
earth’s surface. In order to utilise the SP and WP directly across the TPL, it should
be connected to the GS which can fill the gap in TPL and generated Power. But
without power management it is uneconomical, so the Power management of NCES
connected to GS is necessary for proper operation.

2 Simple Block Diagram

The aim is to build up a power network for any island system or some small area
network whose power can be managed. As the name suggests the power management
of non-conventional energy sources, is an attempt to control the power of two means
i.e. the wind generation and the solar generation. From Fig. 1 we can see that the
three phase GS, WP generation and SP generation are connected in parallel to feed
a common load.
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Three-Phase
Gnd
Source

Three-Phase
Inverter
Induction
| | Machine
Boost Three-Phase
Converter Load
l Wind
Solar Turbine
Panel

Fig. 1 Simple block diagram

Grid power can not be controlled directly so the WP and SP are tracked and
controlled to produce its rated power. WP controlled by blade pitch angle and wind
speed to generate rated electrical power with the help of induction machine and
supplied to the grid. SP generation is depending on irradiance of sunlight. The output
voltage of solar panel is boosted to higher suitable value using boost converter and
then converted in ac with the help of three phase inverter so that it can be fed to
the grid directly without any transformer. Whether if the WP and SP are not enough
to supply the load than in the case, remaining load is being fed by the GS. So,
indirectly the GS power supply dependency is also controlled and hence we are
capable of reducing the consumption of power generation by means of conventional
methods. By this approach the Renewable resources and non-renewable resources
can be implied together to feed the same load.

3 Interconnected Overall Simulink Model

See Fig. 2.

3.1 Induction Machine Model

IM Simulink model is comprised of three blocks voltage transformation block, IM
d-q equation block and current transformation block. Voltage transformation block
is used to convert three phase a-b-c to d-q voltages, following by the IM block in d-q
equations is developed and the output current is again transformed from d-q to a-b-c
by Current transformation block. All the equations used are shown below.
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2 =
L Iy v =

A |I . _:

Fig. 2 Interconnected overall network

The equations used for voltage a-b-c to d-q transformations:

V., = V,, % sin(wt) (D
Vy = V,u # sin(wt — 120°) 2)
V. = V,, * sin(ot + 120°) 3)

The parks transformation (a-b-c to d-q) is defined as follows:
2
Va= E(Va % sin(0) + Vj * sin(@ — 120°) + V, % sin(6 + 120°)) 4)
2
Vv, = E(Va % o8 (0) + V}, * cos (0 — 120°) + V. x cos(6 + 120%)) (5)

The equations used for induction machine d-q model [1]:
Stator circuit equations:

Vis =1y * g + p)"ds - we)‘«qs (6)

Vys = Fs ¥ igg + PAgs + WeAgs @)

where p=d/dt operator.
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Rotor circuit equations:

Vi =1 % iy, + phy, — (0e — @)y, 3
Vq'r =rl % i;, + p)»;r +(w, — wp)A, 9

Flux linkage expressions:

Aas = Lig % igs + Ly * (ig + lc/lr) (10)
My =Ly, %), + Ly % (igs +1)),) (11)
Ags = Lig % igs + Ly * (igs + i;r) (12)
A;r :L;r*i;r+Lm *(iqs+i;,) (13)
)\dm = Lm * (id‘v + ltljr) (14)
Agm = Ly * (igs + i;r) (15)
Ags % (L) + L) — L, x A/
iy = ds ( ,[r m) : m dr (16)
L * Llr + (L]S + Llr) *x L,
Ags % (L}, + L) — Ly % A
gy = T (17)
L[s * L[r + (L[S + Llr) * Lm
. My % (Ly, + L) — L % Agy
Lar = ’ B (18)
Lig* L), +(Lis+ L)) * Ly,
.o )L;r # (Lj, 4+ L) — Ly % Agy (19
ar L * L;r + (Lls + L;r) * L,
where L,, = 3 x M
M = Stator to rotor mutual inductance in phase variable mode.
T, = P x Ly(igs % i), — g * i;r) (20)
P
o = [ oot~ T @

Based on Egs. (6)—(21) the IM model is developed.
The inverse parks transformation equations used for current (d-q to a-b-c) trans-
formations:

Iq = igs * sin(@) +i45 * cos() (22)
ip = igs * sin(@ — 120°) + i, * cos(@ — 120°) (23)
ic = igy * sin(0 + 120°) + i, * cos(d + 120°) (24)
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3.2 Turbine Model

259

A wind turbine generates electricity from moving air with the help of an alternator
or generator. Energy of moving wind is transferred to the spinning shaft, which is
mechanically coupled with the alternator. This shaft power depends on wind speed

and swept area of turbine blades, is given as: [2]
Py = 0.5Cp(, f)pAv®

where

Rnm
A=
30v

The Eq. (27) is the performance coefficient of wind turbine [2], is;

(&) -3
Cp = k__C3'3_64 e i +ceh
i

where

1 1 0.035
A A+0.088 PB3+1

c1 =0.5176 ¢, =116 c3 = 0.4 c4 =5 ¢s = 21 ¢ = 0.0068.

(25)

(26)

27)

(28)

Based on above equations a Turbine Simulink model is generated to provide shaft

power as an output.
The parameters provided as input are:

e v=wind speed (m/s)
e n=rotor speed (rpm)
e f3=blade pitch angle (degree).

3.3 Solar Panel Model

The schematic of a single-diode solar cell is shown in Fig. 3. A light generated current
source, is connected in parallel with an ideal diode, together with a parallel and series

resistance respectively [3].
The Current [ is given by:

I =1, —1Ip— Iy

The Voltage across diode is given by:

(29)
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Fig. 3 Single diode solar I R
cell

Ip

GD I Vp

Ideal diode

Vo=V +IRg (30)

The diode current by employing Shockley diode equation

Vp
IDzloleva — 1] 31)
where
kT
V= —
q

The shunt current is given by

Vb
Iy, = 32
=R (32)
The load current is defined as
¢ .

I = & {Isc +are(TE = Tc)) (33)

The Short Circuit current is provided by

g% ¢ *

Isc = I} po {1+a,(Tc — T%)} (34)

The Open Circuit Voltage is provided by
Vo = Vel + Broe(Te — T¢)} (35)

By employing all of the above equations from Eq. (29) to Eq. (35) a single solar
cell model is generated in Simulink platform which gives output voltage and out-
put current. The series and parallel combination of solar cell is used to generate
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solar panel model. Actual irradiance is a variable which can vary in the range of
1000-2000 W per square meter.

3.4 Boost Converter Model

A step-up dc-dc boost converter is having four components: inductor, electronic
switch, diode and output capacitor. The converter is capable of operating in two
different modes depending on the length of switching period and energy storing
capacity [4].

The Boost converter is designed by using component modelling as seen in Fig. 4
PI-controller and closed loop feedback system are used to limit the output voltage at
600 volts. The values of component parameters are defined by following equations:

D x Timeperiod * Licioad

Capacitance C,,; = (36)
' Avppload
Vi % Timeperiod * D
Inductance L = - 37
Aipp

Specification of Boost Converters:

Praed =10 kW
Input Voltage =200 V
Output Voltage =600 V.

Depending on above parameters the calculated values of capacitance, inductance
and load resistance is coming out to be as follows

Load =25 Q
Cout =192 pF
L=1.68 mH.
For PI controller the values used are
K, =0.01
K; =5.
Fig. 4 Step-up dc-dc Inductor Diode
converter 0 SBBO Bl
iy o
Switch -
— 0 <
Vi — 0 < Ve
MR T
o

—
Sinl

fon ts t
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3.5 Three Phase Inverter Model

The job of inverter is to convert DC input into AC output. Sinusoidal Pulse Width
Modulation (SPWM) technique is used as PWM technique in the three-phase inverter
model to control the inverter output voltage and output frequency [5].

The SPWM signals are generated by comparing reference sine wave with the
carrier triangular wave. The two signals are compared by using relational operators,
whenever the value of reference sine wave is more than the carrier triangular wave,
the output is set to +1 else 0. In this way, a switching pulse signal is generated.
Reference signals are

Vs, = sin(wt) (38)
Vg, = sin(wt — 120°) (39)
Vo = sin(wr + 120) (40)

Q; and Qy are generated by using V,
Qs and Qg are generated by using Vg,
QOs and Q; are generated by using V..

The line to neutral voltages of the three-phase inverter are defined as:

Vin = V sin(wt) 41)
Vin = V sin(wt — 120°) (42)
V., = V sin(wt + 120°) (43)

And the line voltages are found from

Vah = Van - Vbn (44)
Ve = Vin — Ve (45)
Vea = Ven = Van (46)

3.6 Voltage Grid and Load Model

In this a small voltage grid is designed along with three phase load which is having
logic to get connected in star and delta format of its own. The voltage of grid is
415-line voltage and 50 Hz frequency. The Load value is R=11.022 Q and L=
26.27 mH with power factor of 0.8 lagging.
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4 Operation Results of Model

The Model needs a startup which is described as the without Active Power control
mode and once it reaches complete startup than after switching it is brought in Active
Power Control Mode.

4.1 Operation of Model Without Active Power Control

In above Fig. 1 the Actual Irradiance Parameter is shifting from 1000 to 1200 (W/m?)
at 0.05 s of simulation time. Initially all the three manual switches are at constant
side. The simulation is started and output of boost converter and induction machine
speed is kept in consideration. The boost converter output during starting is shown
in Fig. 5.

Similarly, we have to wait for the induction machine speed is to reach above
synchronous speed i.e. 1500 rpm. Under this consideration, the steady state output
results for 30 kW 0.8 pf lagging Delta connected load are as follows:

e Boost converter output line voltage =600 V
e Boost converter output current = varying in between 0 and 20 A

e Active Power at terminals of three phase VSI=9330-9450 W

e Reactive Power at terminals of three phase VSI=—4980 to —5150 VAR
e Induction machine speed = 1580 rpm

e Induction machine Active Power=10.4 kW

e Induction machine Reactive Power=—6112 VAR

e Grid Active Power =10.22 kW

e Grid Reactive Power =33.64 kVAR

Ecuns ot

a7 TS RS AU

E

Trws et

Fig. 5 Boost converter output during starting (y-axis) versus time (x-axis) (s)
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e Load Active Power =30.03 kW
e Load Reactive Power =22.48 kVAR.

4.2 Operation of Model with Active Power Control

The steady state is reached and corresponding output values are noted down. At this
all the manual switches are thrown back to feedback mode and wait for steady state
results. The switching point leads to a transition which is visible in all the graph
plots. Boost converter output is used to show the behavior of transition.

Figure 6 shows how switching transition is affecting the boost converter results
from earlier steady state reached value. From Fig. 7 it is clearly visible that the boost
converter trying to reach its steady state again in this condition.

In Fig. 2 the manual switches are used for connecting the feedback loop. There are
three manual switches in the model, one switch is used to transfer the frequency from
open loop to closed loop and the other two switches are for Active Power control
method of induction machine and inverter.

K, =1 and K; =30 is used for induction machine active power control, whereas
K, =0.7 and K; =10 is used for inverter active power control.

The overall steady state results for 30 kW 0.8 pf lagging Delta connected load are
as follows:

Boost converter output line voltage =600 V

Boost converter output current = varying in between 0 and 20 A.

Active Power at terminals of three phase VSI=8900-9020 W

Reactive Power at terminals of three phase VSI=—5020 to —5140 VAR
Induction machine speed = 1570 rpm

“.fI’E",'|T|11h‘.’£'.'i',’hHJJ,T."l‘lTer’I'.'I;":hh?{ll‘J'ﬁHTFJ'J'.'IT‘.‘I'THJJ.'_T'_“-?M"JI;"_'2?1.MLTf;"h'fM{.L-",':‘.LN}Tf;".Ti"?iMir.T.m.m.w__w"n,mlrﬁwl-il.l_l_:

Bocched Volagn

Fig. 6 Switching transition in Boost converter results (y-axis) versus time (x-axis) (s)
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Fig. 8 Steady state input and output of boost converter (y-axis) after switching versus time (x-axis)

(s)

o Induction machine Active Power =10 kW

e Induction machine Reactive Power = —5967 VAR

o Grid Active Power=11.10 kW

o Grid Reactive Power =33.58 kVAR

e Load Active Power =30.03 kW

e Load Reactive Power =22.48 kVAR (Figs. 8, 9, and 10).
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Fig. 10 Line current (red), (blue), (green) (Amps) respectively on y-axis versus time (s) on x-axis

5 Conclusion

For Power management of NCES in smart grid the various individual models are
developed working efficiently in standalone cases.
The models completed are:

Induction Machine

Wind Turbine

Solar cell and Solar panel
Boost Converter

Three phase VSI

Voltage Grid and Load.

A S

In complete interconnected model, the same common load under steady state
condition is being fed by three sources:
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1. Induction Machine
2. Solar Panel via Boost converter followed by Three phase VSI
3. Grid.

The output Active power of Induction Machine and Solar Panel side (i.e. at Three
phase VSI terminals) is controlled by the PI controller method. Induction Machine
Active Power control is Providing nearly perfect result, whereas the Solar Panel Side
Active Power control is providing good result although a very small variation in
power is observable but still the results are widely acceptable.

Hereby it can be said that the Power Management of Non-Conventional Energy
sources when connected to a local grid is performed with good result.
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Smart Coordination Approach for Power )
Management with PEV Based on Real e
Time Pricing

Purbasha Singha, Debanjan Ghosh, Sayan Koley,
Rishiraj Sarkar and Sawan Sen

1 Introduction

A restructured electrical grid that integrates the behaviours of suppliers and con-
sumers using modern information and communications technology, to improve the
efficiency, reliability and sustainability of the production of power and distribute the
same to the consumer, is called smart grid. With the application of these new technolo-
gies peak power prices were effectively averaged out and passed on to all power mar-
ket participants equally. In Smart Grid scenario, inclusion of demand response (DR)
may be found out to be a significant input to power network operations for achieving
operational excellence. The unprecedented and growing concerns over environmen-
tal issues from traditional fossil-fired power stations turned the engineering minds
towards efficient use of large amounts of renewable energy. The impediments of
high generation cost and intermittent nature of wind power and solar power needed
more advanced control systems to facilitate the connection to the grid. Moreover,
to improve reliability and to respond to natural disaster or malicious sabotage, the
Smart Grid is designed such that it can mend the fault by itself which means it has got
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self healing property [1]. Proper installation of information network integrated with
Smart Grid can appear to be an invaluable resource for regulation of the operational
condition of the system [2, 3]. Over the last decade, Plug-in Electric Vehicles (PEV)
has taken the transportation sector to reach a new level. The concept of PEV has
been very popular as dependence on petroleum is to be reduced for nature’s sake.
Preliminary studies indicate that PEV's will become the key solution of the electricity
industry in the near future as pollution-free alternatives to the conventional petroleum
based transportation. The high acceptability of PEVs in electrical market have sig-
nificant impacts on power market especially at the distribution level [4, 5]. In the
quest of optimizing the utilization of these new resources, researchers in the recent
past have been proposing indigenous methodologies and solution algorithm. The
popularity of PEV is favourable utilization of Off-peak periods of power networks
that is to charge the batteries to supply for the vehicles during peak loading periods
when the price of electricity is high. But PEV is also capable of supplying electricity
to grid when demand curve is high. While the power system planners heavily rely
upon the methodologies in [6, 7] that introduced a distinctive work where operat-
ing conditions were optimized with a coordination methodology of PEV charging.
Plug-In Vehicles in a Smart Grid has been depicted in [8, 9]. A prediction based
charging method of PEVs was depicted in [10] where dynamic price information
was utilized to produce optimum charging schedule of PEVs. Ref. [11] designed an
OPF to produce an optimum schedule of charging of PEVs considering the operating
condition but the methodology could not minimize generation cost by maximizing
load catering. The advantages of battery storage were utilized in [12] for optimal
operation of micro-grids that is optimizing both generation and loading schedule but
it could not assure a standard of operating conditions. All these methods pointed
towards effective utilization of DR to optimize the PEV and Smart Grid operation.
Ref. [13] A framework of future transmission grid is portrayed while [14—16] identi-
fying the challenges faced with implementation of DR in distribution of the existing
grid. During the inclusion of renewable energy sources, immense difficulty to sys-
tem optimization is posed by the unparalleled sporadic nature and cost curve. Refs.
[17-20] proposed optimization methodologies to intensify the operational status of
power grid endorsing a particular renewable energy source. Effective deployment of
chargeable batteries has been depicted for optimization of intermittent or renewable
energy resources. The literature survey has shown that PEVs can be made to work in
conjunction with demand response, intermittent renewable energy sources and it is
also capable of standardizing the conditions prevailing during operation in terms of
voltage and loss profile of the system. Moreover it is efficient in peak load flattening
to reduce the dynamics of electricity price [21-24]. Social welfare has been taken on
ground as an objective but applied less importance on enduring operating conditions
of the system or the load shedding technique whereas [25, 26] some new approaches
have been considered. PEVs schedule of charging and discharging has been planned
in such a way that energy can be uprooted from grid to vehicle or from vehicle to
grid respectively. A no of other authors have adopted different methodologies for
charging profiles of PEV using recorded vehicle usage data.
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Thus, the above literature review necessitates of an algorithm that ensures a stan-
dard parametric operational state with a goal to minimize the electricity price with
favourable load catering without contravening the price equilibrium of the market
by harmonizing multiple charging and discharging of PEVs, that can greatly affect
grid repeatability, security and performance. The proposed algorithm in this paper
not only integrates the DR and generation characteristics but also involves price sen-
sitivity of voltage profile, line loss, transmission congestion and load curtailment
to accomplish all the features of Smart Grid. To compare the solution obtained, a
standard OPF [27] has been embraced. To ratify the power management infrastruc-
ture and distribution network loss minimization, the smart coordination strategy is
incorporated on modified IEEE 30 bus system that consists of a mix of residential,
commercial and industrial customers penetrated with PEVs.

2 Theory

An electrical grid that comprises a variety of functioning and energy measures with
higher order of reliability. Researchers designed charging and discharging schedule of
PEVs under smart grid, in which one category of research was focused on charging
and discharging schedule based on the information about the present state of the
power grid and the second category is the one in which charging or discharging
schedule is based on forecasted estimates of the state of the grid. Unlike classic
grids, here local sub networks generate more power than it is consuming. System
Operator will be able to reach everywhere of network to maintain optimized operating
conditions under the worst possible states of the system with the help of deployment
of new resources. In this context ISO will be able to identify the state variable creating
imbalance. The price change response of the state variables of modern power markets
incorporating PEVs have been elaborated in the following sections.

2.1 Electric Vehicles and Distribution Networks

PEVs are turning out for being the most innovative and environment friendly alter-
native of only traditional fuel based automobiles. The term Plug-in relates to the
electric power storage system in built in these kind of vehicles to accumulate elec-
trical power from power outlet. Scarcity of fossil fuel and their corresponding price
hike are forcing the development of more of these kinds of vehicles [28-30]. But
exploitation of PEV in improper way has a great impact on power distribution net-
work. If simultaneous charging of the vehicles would be accomplished in a small
geographic area, the increased demand caused due to charging could cause major
troubles for the utility. While PEVs are charged all along at system peak, it could
result in supply shortages or create an urge for large new investments in expansion
of capacity of generation and setting up new generation plants, congestion problem
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at distribution level for most utilities will be the most noted concern due to PEVs
charged all along. Thus, PEVs must be able to communicate bi-directionally with
the grid where the grid can inform PEV about its constraints, generation capabilities,
load catering priorities, and the price at which it can afford to sell power to PEVs
and the PEVs need to express its requirements time of charging and price it can to
buy power from the grid.

2.2 State Space Modeling of Power Network Including PEVs

If numbers of generators =N and Numbers of PEV loads =M and Number of other
loads =m, the price sensitive state variables of a power network can be written as,

x = [Pgi1Pga-.PGNLpiLyps...LyLiLy ... Ly PeTy Vigin Pmax]” (D

where P, =load retrenched, 7; =Total line loss, Vjj; =minimum bus voltage,
Pmax = maximum line flow.

As the market players are connected with ISO through smart metering, on receipt
of the price information at the nth hour, the participants either change or persevere
with their propositions best suitable to them. Under the fencing of social welfare the
ISO determines the price dependent state variables x(n + 1) at the (n + 1)th hour
based on the price of nth hour. Mathematically

x(n+1)= f(p) = Ax(n) + Bu(n) 2)

where A is the sensitivity matrix and B is the contingency or state modification
matrix, which will arise only when participant, characteristics are reoriented by
either deliberately or inadvertently.

3 Problem Statement

The aim of power management is to make the total power losses least and energy
transferred to the PEVs highest over time duration [1, T] maintaining other operating
condition. Thus, the multi-objective function considering overall social welfare may
be defined as follows:

T
max A = Y C(dy) +max »  Ep — C(glv) (3)
k=1

where function C(-) is strictly increasing and convex. Convexity of the above cost
function causes heavier penalty on larger instantaneous power losses, which is impor-
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tant in alleviating power loss values. PEVs over time duration [1, T] is represented
by Y Ep and finally, C(glv) represents the operational limit violation constrained
generation cost function. Mathematically, these terms can be expressed as follows:

M+m
C(dy) = Z aP, 5(M+m)k + bi Pacmemy + Ck 4)

k=1
ng
C(glv) = (Z a;i P} +b; Py + ¢; + Po.PFy + Ty .PFy + Vi . PFs + P,maX.PF4)
)]

Subject to the power balance equations at all buses and other constraints are as
follows:

pmin <Py < PP VieN (6)
len < le < Qmax VieN (7)
APgI}Im < AP, < APP™ vieN ®)
AQMIN < AQ), < AQMH vje N 9)
vmin| < V| < VP3| Ve M4m (10)
and PEV charging constraint for every ¢t € {1, ...... T},

T
ZPEk[t]zCk Vke N,te{l,...T}

t=1

a;, b;, ¢; are cost coefficients of the ith generating station, P,; is generation of
the ith generator, ay, by are bid coefficients of jth consumer, Pyy.my denotes the
power demand of the M numbers of PEV loads and m number of other loads,
PF,, PF,, PF; are the penalties for operational limit violation set by ISO, Cy is
the capacity of PEV battery connected to bus k.

4 Simulation and Result

As the proposed methodology claims that apposite charging and discharging sched-
ule of PEVs may lead to an operating condition which overall is beneficial for all
the power market participants, the case study has been performed in modified IEEE
30 bus system having both generator characteristics and price responsive demand
characteristics as input to cost optimization algorithm. This modified system has
six GENCOs connected to buses 1, 2, 5, 8, 11, 13 and 24 Load Despatch Cen-
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tres (LDCs) with which PEV may be connected for charging or discharging as per
consumers’ requirement. Aside from the elastic/inelastic PEV loads, each LDCs
excluding GENCOs, k € {1, 2, ..., 24} is connected to an inelastic load as well. The
system description has been tabulated in Table 1.

To check the efficacy of the proposed methodology for maintaining the standard
operational constraints with an aim of sustaining both individual and social welfare
maximum by smart coordination approach of PEV with inelastic power demand of
consumer, without violating the price equilibrium of the power market, the simula-
tions have been performed in different steps. In the first step, different LDCs have been
grouped (HIG and LIG) through price depending zone-clustering algorithm. In next
step, generation-demand schedule has been prepared with PEV charging-discharging
plan. With this charging and discharging schedule of PEV, market demand can be
flattened during peak time and can be enhanced during off peak time to maintain the
base demand. This has been shown in step 3 of the simulation. Charging and discharg-
ing of PEV is not only significant to fulfil the purpose of a vehicle, but maintaining
appropriate charging-discharging schedule of PEV has assisted to maintain the price
equilibrium of the power market. In step 4 of simulation, it can be shown that suit-
able charging-discharging schedule of PEV leads toward the equilibrium of market
demand as well as price of electricity. Once more, to prepare a charging-discharging
schedule of PEV, it is not efficient to prove the adequacy of proposed methodology
without judging its efficiency for maintaining standard operational constraints of the
power network. Hence, inspections of various operational standards (making trans-
mission line loss less, maintaining voltage profile, etc.) are the important parts of
step 5 of simulation.

4.1 Clustering of LDCs Through Price Depending
Zone-Clustering Algorithm

The proposed algorithm depends on non-linear relation between system demand and
price of electricity, which may vary throughout the whole day. Higher Income Group
(HIG) consists of LDCs where with minimal change of demand, the change of cost

Table 1 System description

Serial no. Specifications Provision

1. LDCs 24

2. PEV 1000

3. GENCOs 6

4 Maximum elastic/inelastic 283.4
demand (MW)

5. Maximum reactive demand 126
(MVAr)
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is more than Lower Income Group (LIG). This non-linear relation between system
demand and electricity price depends on the fact that, the consumers from HIG are
willing to pay more for maintaining the reliability and quality of power. It has been
shown from the following graph that 17 LDCs may be assembled in HIG group and
remaining LDCs are under LIG group in projected system (Fig. 1).

4.2 Preparation of Generation-Demand Schedule with PEV
Charging-Discharging Plan

Now here, the generation-demand map has been shown for demand-price equilibrium
condition, depending on that different LDCs can plan their offering price to have their
inelastic demand with PEV charging and discharging. But in Smart Grid arena, price
of electricity is not fixed; it fluctuates all over the day-night depending on demand
pattern. Following graph shows the power market inelastic demand plan throughout
a whole day, where total 24 h have been subdivided into four sectors depending on
variable price schedule.

From (Fig. 2), ISO can fix up the PEV charging-discharging schedule to maintain
the market equilibrium, which can be broadcasted to the consumer through smart
meter. Consequently the willing participants of power market can reschedule their
demand to enjoy quality power at lowest possible price. Thus the proposed algorithm
for smart coordination has got a short-term forecasting module and an optimization
section. This short term module remits information about the number of PEVs in the
parking garage which are ready for charging during off peak time or supply power
to consumer during peak time in the course of stored power and the objective of the
optimization module is to make the energy delivered to PEV maximum and satisfy
optimization conditions for the PEV incorporating operational constraints which is
connected to the power grid and customer demands.

Fig.1 Zone clustering of
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200

0
HIG LIG
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Pnce Index
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4.3 Demand Response of the Power Market with PEV
Charging and Discharging Schedule

From the above demand schedule (Fig. 2) it is apparently clear that, during 4 PM
to 10 PM, the market demand is high (peak load condition). Thus it becomes very
essential to make PEV ready for discharging when peak loading condition prevails,
which in turn reduces the demand peak to base demand. Again, the cost of electricity
does not remain same throughout the whole day (it will be high during peak demand
and low during off peak time under Smart Grid arena), so it is desirable to charge the
PEV during low cost time duration (off peak state: 10 am to 4 pm) after reaching the
office when the purpose of vehicle is over for few hours. Similarly, during evening
time period (4 pm to 10 pm), the cost of electricity will be high; hence it is desirable
to use stored energy in PEV, which in turn flatten the peak demand in one side and
other side it will reduce the expenses of power consumers. The competence of the
proposed algorithm is to heal the power market by its own under the rearrangement of
operating conditions particularly during peak periods, when the available generation
is most costly (Fig. 3a, b).

4.4 Cost Evaluation to Estimate the Economical Benefits
of Power Consumer

With the base generation schedule of GENCOs, the performance of the proposed
algorithm has been observed to be remarkably superior in sustaining the operat-
ing conditions within safe limit, owing to the fact that the proposed algorithm not

Fig. 2 Power market 280
demand for a whole day
2501

200

o

15
10

(4-100AM  (10-9)PM (4-100PM (10-)AM
Hours(h)

o

Marketing Power Demand(MW)
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Fig. 3 a Enhancement of load line with proper charging of PEVs. b Flattening of load line with
proper use of stored energy of PEVs

only manages generation with optimal cost but also manages loads of PEVs with
efficiency to distribute maximum demand at minimum cost in the most favourable
way, maintaining all operating constraints. Table 2 shows the economical benefits
of power consumer with proposed methodology for proper charging and discharg-
ing plan of PEVs. Projected algorithm efficiently administers both circumstances of
power market, where cost of electricity is independent of demand and dependent of
demand.

With economical benefits of power consumers, this algorithm as well can be used
to manage PEV as supplier of power (other than GENCOs) to consumers during peak
load time and enhance the load line during off-peak time. Following graph (Fig. 4)
shows that change of electricity cost during off peak time as well as peak time under
variable demand-price condition.

Table 2 Economical benefits of power consumers
Savings 4-5PM 5-6 PM 6-7 PM 7-8 PM 89 PM 9-10 PM
during
discharging
Fixed price |7.31 10.79 71.72 72.12 72.43 25.5
Rs.)

Variable 27.1 39.9 257.2 258.1 259.4 93.7
price (Rs.)
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Fig. 4 Change of electricity
cost due to inclusion of
PEVs in market demand

10AM-4PM 4PM-10PM

\I)‘
=]
=]

Electricity cost during PEV charging-discharging schedule
)
3

4.5 Applicability of Proposed Algorithm to Maintain
Standard Operational Constraints

Planning of charging-discharging schedule of PEV, maintaining load line close to
base load, sustaining power market price equilibrium are not sufficient to prove the
competence of proposed methodology without evaluating its efficiency for maintain-
ing standard operational constraints of the power network. Therefore, the optimiza-
tion section also monitors the distribution network losses and voltages of all affected
LDCs considering all other operational constraints. Thus, following studies have
been carried out to formalize the power management infrastructure and distribution
network loss minimization (Fig. 5).

5 Conclusion

The approachability to smart metering communications has obtained profound
changes in power grid operation. Here this paper presents a methodology to illustrate
optimal and efficient operations of Smart Grid with the presence of PEVs. The model
effectively regulates the charging-discharging schedule of PEVs to reach prolific
solutions negotiating with generator characteristics, demand response of shiftable
loads, PEVs, voltage stability and transmission loss limits. Simulation results con-
vincingly shows that the application of proposed methodology palliate network
constraints while regaling peak demand and reducing the cost of electricity even
under worst possible states of the system operation. Comparing with the conven-
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Fig. 5 a Voltage pattern of affected LDCs during charging of PEVs. b Voltage pattern of affected
LDCs during discharging of PEVs. ¢ Comparison of transmission loss pattern during charging-
discharging schedule of PEVs

tional system functioning based on only GENCOs scheduling between highest and
lowest possible generation, the proposed algorithm implements consumer or PEVs
charging-discharging schedule with a smart communication facility where not only
GENCO:s but also power consumer with PEV characteristics can take part to change
their position for their own and social benefit.
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Fault Analysis in Grid Connected Solar m
Photovoltaic System oo

Nirjhar Saha, Atanu Maji, Subhra Mukherjee
and Niladri Mukherjee

1 Introduction

In hugely increasing power demand scenario solar energy plays a vital role. In solar
energy system, photovoltaic (PV) array is used to convert the solar energy to electri-
cal energy. The output from the photovoltaic (PV) array is dependent on the weather
conditions. To get the maximum power output various maximum power point track-
ing (MPPT) algorithm has been developed throughout the years. Connecting the PV
array to the grid is a challenging part as in order to connect it needs synchronization
to the grid. After connecting to the grid it is very essential to analyze the effect of
different types of faults on the system to enhance the reliability of the system. It is
very essential to detect the different types of faults as early as possible and from the
protection point of view it is very much obvious that, the protection system should
be able to detect different faults in the system properly.

Detail simulation diagram of grid connected photovoltaic system has been devel-
oped using PSCAD, a transient software package [1]. The detail modeling of inverter
to connect the PV system to the grid and the control of active and reactive power has
been discussed in [2]. F. Liu, Y. Kang and Y. Zhang proposed an effective maximum
power point tracking (MPPT) algorithm named as perturb and observe (P and O)
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and using this method performance of the system has been evaluated and compared
with the other methods [3]. Similarly another MPPT method, incremental conduc-
tance (IC) has also been employed with variable step size for more accuracy and
good adaptability with the rapid changing weather conditions [4]. Different types
of unbalanced faults have been simulated and their effects in the grid system have
been analyzed [5]. Another method to detect the fault condition has been devel-
oped taking the power loss on DC side which is used as an indicator [6], where an
automatic supervision system has been used for reliable discrimination. A control
scheme has been proposed for grid faults with unbalanced grid voltage by controlling
various control parameters and sensing the current harmonics distortion [7]. Fault
analysis of three phase grid connected solar system has been discussed in [8], where
synchronously-rotating d-q reference theory is used to model the converter. Three-
phase grid-connected Photovoltaic (PV) system based on Current Source Inverter
(CSI) has been developed in [9] and fault analysis has been done. Dynamic mod-
eling based grid connected hybrid system proposed in [10], where hybrid system
consists of photovoltaic (PV) and wind energy system. Voltage and current signature
analysis based different techniques already proposed by the researchers to analyze
the faults in electrical systems where different planes (Clarke and Park plane), differ-
ent signal processing and soft computing techniques have been used for this purpose
[11-17].

None of the research works, fault condition of grid connected solar PV system
has been assessed by the THD inter harmonics groups and DWT based skewness,
kurtosis, rms and mean value analysis. For this reason an attempt has been made to
assess the fault condition of grid connected solar PV system by THD, inter harmonics
and DWT based skewness, kurtosis, rms and mean value analysis. In this work
different short circuit faults are considered in grid side and inverter output side
current (system current) is used for fault analysis which is shown in Fig. 1.

Boost

PV Array Ry Converter

1
\/

- Inverter :-.-::‘ Grid

/\
Duty Fault
’ IJ Cycle
iy MBET: — L

Fig. 1 Block diagram of grid connected solar PV system
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2 System Description

The simulink model which is shown in Fig. 1 is used for fault analysis. A 250 kW solar
array is considered for simulation. The power output from solar array is fed to the
boost converter, whose duty cycle is controlled by the maximum power point tracking
(MPPT) block. The controlled dc output is fed to the inverter which converts the dc
voltage to ac voltage (250 V) which is stepped up by a transformer and ultimately
it was connected to 25 kV grid. Different short circuit faults are considered on the
grid side and all the analysis has been done based on ‘R’ phase system current or
inverter output side current. Fast Fourier transform (FFT) based THD, inter harmonics
calculations and Discrete Wavelet transform (DWT) based parameter analysis has
been done on the captured ‘R’ phase system current for fault analysis.

3 Mathematical Techniques Used for Fault Analysis

3.1 Total Harmonic Distortion (THD)

The Total Harmonic Distortion (THD) of a signal is the measurement of the harmonic
distortion which is present in the signal and it can be defined as the ratio of the square
root of the sum of the currents of all harmonic components to the current of the
fundamental frequency. It is used for linearization the power quality of electric power
systems. The current waveform of ‘R’ phase has been taken in normal condition and
as well as in different fault conditions then using Fast Fourier Transform (FFT), the
total harmonic distortion (THD) has been calculated. Table 1 shows the THD values
of ‘R’ phase current signal in different conditions from where normal and different
fault conditions can be assessed properly. Following formula is used to calculate the
THD of ‘R’phase current [18].

\/(122 YRR 2)
I

THD =

x 100 (1)

Table 1 THD results of ‘R’ phase current in different conditions

Conditions| dc com- 2nd har- | 3rd har- 4th har- 5th har- 6th har- 7th har- THD
ponent in | monics in | monics in | monics in | monics in | monics in | monics in

% % % % % % %
Normal 0.01 0.34 0.04 0.03 0.28 0.01 0.01 0.443509
L-G 13.29 0.55 0.26 0.07 0.06 0.06 0.03 0.618951
L-L-L-G | 11.66 0.44 0.1 0.11 0.08 0.01 0.04 0.473075
L-L 13.87 0.48 0.22 0.09 0.04 0.04 0.03 0.539444

L-L-G 13.85 0.47 0.21 0.09 0.04 0.03 0.03 0.525833
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where

I; Current in fundamental frequency
I, Current harmonics. n =2, 3... n.

3.2 Inter-harmonics Group Analysis

For further analysis of the signals the magnitude of inter harmonics has been observed
and the inter harmonics group has been calculated using the following formula.

11
1Gy =\ Tuenssi x 100 @

IG Inter-harmonic Group
k  Group number, k =0, 1, 2, 3...
n fundamental frequency of the signal

where

In this work up to second inter-harmonics group (i.e. k = 2) of ‘R’ phase system
current signal has been considered for fault analysis and the results has been given
in Table 2.

3.3 Discrete Wavelet Transform (DWT) Analysis

Using Wavelet Transform (WT) better time frequency representation can be achieved
from non-stationery signals which were the short-comings of other signal processing
techniques like, FFT, STFT etc. Continuous Wavelet Transform (CWT) and Discrete
Wavelet Transform (DWT) are the two classifications of WT [15]. Due to some
computational difficulties of CWT; in this work DWT is considered as a technique
to assess the transient conditions occurring due to different types of fault. In DWT,
signal is passing through high pass and low pass filter bank in each decomposition

Table 2 Inter-harmonics group analysis of ‘R’ phase current in different conditions

Inter- Normal L-G condition | L-L-L-G L-L condition |L-L-G
harmonics condition condition condition
group

1GO 0.722011 20.09749 20.1727 25.33755 25.76861
IG1 0.822496 6.186186 5.271243 13.05052 12.27778
1G2 0.091104 0.78905 0.744983 0.94016 0.855161
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level, to get different frequency band present in the signal. Here, nine (9) levels of
DWT decomposition and ‘db4’ mother wavelet is considered for DWT analysis.

For assessment of different conditions DWT has been done on ‘R’ phase cur-
rent in all the conditions. In DWT up to level nine is considered in all the cases.
Mean, r.m.s, Skewness and kurtosis parameters have also been calculated in all these
decomposition levels to detect and discriminate the fault and normal conditions in
grid connected solar PV system.

3.4 Skewness

Skewness can be mathematically defined as the averaged cubed deviation from the
mean divided by the standard deviation cubed. If the result of the computation is
greater than zero, the distribution is positively skewed. If it’s less than zero, it’s
negatively skewed and equal to zero means it’s symmetric [19].

3.5 Kurtosis

Kurtosis refers to the degree of peak in a distribution. More peak than normal means
that a distribution also has fatter tails and that there are lesser chances of extreme
outcomes compared to a normal distribution. The kurtosis formula measures the
degree of peak [19].

4 Results of Fault Analysis Using Different Techniques

See Fig. 2.
DWT Analysis

In this analysis, at first ‘R’ phase current signal has been decomposed up to
DWT level nine by ‘db4’ based mother wavelet and then rms, mean, skewness and
kurtosis has been calculated for detail level and approximation (approximate) level
coefficients in different conditions which is shown from Figs. 3, 4, 5, and 6.

Results of Mean Values

Results of rms Values

Results of Skewness Values

Results of Kurtosis Values
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Fig. 2 Pictorial representation of inter-harmonics group analysis of ‘R’ phase current in different
conditions
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Fig. 3 Mean values of a approximation coefficients and b detail coefficients versus DWT decom-
position levels

5 Observations

From the FFT based THD results (Table 1), different fault conditions and normal
condition can be classified properly because THD is found minimum at normal
condition and is higher (different values) at different fault conditions.

In this work, three inter harmonics group has been calculated of ‘R’ phase current
signals in different conditions which is given in Table 2. In this results, maximum
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inter-harmonics group values has been observed in L-L and L-L-G fault conditions
and minimum inter-harmonics group values has been observed in normal condition.

Figure 3a, b is used to depict the results of mean values of approximation and
detail coefficients respectively in different DWT decomposition levels at different
conditions. In Fig. 3a differences between mean values in different conditions is
constant up to level nine and in Fig. 3b difference is maximum at DWT decomposition
level eight (8).

In Fig. 4a, a constant difference has been observed between rms values of approx-
imation coefficients in all those mentioned conditions and in Fig. 4b, maximum
difference has been observed between rms values of detail coefficients at DWT
decomposition level nine but for both the cases minimum values of both the coeffi-
cients has been observed in normal condition.

Figure 5a is used to depict the skewness values of approximate coefficients with
respect to different DWT decomposition levels, where the differences of skewness
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Fig. 4 RMS values of a approximation coefficients and b detail coefficients versus DWT decom-
position levels
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Fig. 5 Skewness values of a approximation coefficients and b detail coefficients versus DWT
decomposition levels
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values between normal condition and different fault conditions are almost constant
and maximum negative skewness values has been observed in L-L, L-L-G condi-
tions. In Fig. 5b zig-zag differences of skewness values of detail coefficients has
been observed in different conditions, where the difference is maximum at DWT
decomposition level one (1).

Figure 6a, b is used to show the kurtosis values of approximation and detail coeffi-
cients respectively in different conditions with respect to DWT decomposition levels.
In Fig. 6a, constant differences has been observed where as in Fig. 6b decreasing
differences has been observed up to DWT level six (6) though maximum difference
among all those conditions has been observed at DWT decomposition level one (1).

6 Algorithm of Assessment of Different Conditions of Grid
Connected Solar PV System

An algorithm for assessment of different conditions of grid connected solar PV
system has been made as follows which can be implemented in numerical protection
of grid connected solar PV system:

(a) Step down the any phase system current of solar PV side.

(b) Sample it at proper sampling frequency.

(c) Capture the sampled values through data acquisition system.

(d) Calculate THD, inter-harmonics group of the captured signal.

(e) Determine skewness, kurtosis, rms and mean values of approximation (approx-
imate) and detail coefficients at DWT decomposition levels (up to 9th level).

(f) Diagnose the results to assess different conditions of grid connected solar PV

system.
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Fig. 6 Kurtosis values of a approximation coefficients and b detail coefficients versus DWT decom-
position levels
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7 Specific Outcome

In this paper, Normal condition and different short circuit fault conditions of grid
connected solar PV system has been analyzed by THD, inter-harmonics group and
DWT based parameter analysis. Minimum THD value has been recorded at normal
conditions and maximum THD values has been recorded at L-G fault condition. In
case of inter-harmonics group analysis, minimum inter-harmonics has been observed
at normal condition where as maximum inter-harmonics has been observed at L-
G and L-L-G fault conditions. In DWT based parameter analysis maximum and
constant differences among parameter values have been observed for approximation
coefficients in different conditions where as in detail coefficients it is different for
different cases.

8 Conclusion

In this work, Normal condition and different short circuit fault conditions of grid
connected solar PV system has been analyzed by THD, inter-harmonics group and
DWT based parameter analysis. Incremental conductance (IC) is used here to extract
maximum power from solar PV system which has been fed to the grid and then dif-
ferent fault conditions at grid side have been analyzed. Different THD and different
inter-harmonics group values has been observed at different conditions which can be
used to assess the fault conditions of grid connected solar PV system. DWT based
skewness, kurtosis, mean and rms values also calculated in different conditions for
approximation and detail coefficients where maximum differences of these param-
eters values have been observed for approximation coefficients which can be used
further to analyze the fault conditions in grid connected solar PV system. It can be
also used for numerical protection of microgrid system.
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Sub-harmonics Based String Fault )
Assessment in Solar PV Arrays L

Tapash Kr. Das, Ayan Banik, Surajit Chattopadhyay
and Arabinda Das

1 Introduction

Application of photo voltaic (PV) system as energy resource in microgrid is becoming
more popular. Modeling and simulation of such system have become important area
in such system. One of the major issues in such system is monitoring of photo voltaic
system and its fault diagnosis. An extensive research work is progressing to study the
various aspects of PV array connected inverter system. Kuitche et al. (2014) analyzed
in detail about a new dominant failure mechanism for field-aged crystalline silicon
photo voltaic modules during extreme weather conditions [1] where, encapsulate dis-
coloration of PV modules were noticed during desert condition. In this attempt, the
several risk priority number based quantitative measures and sizable datasheet have
been developed for dominant failure modes. New leakage current detection tech-
nique for solar photo voltaic modules [2] has been introduced by Dhere et al. (2014)
where, different tests under high voltage condition have been performed and charac-
teristics of leakage current for poly crystalline modules dependent on construction,
material and different climatic condition have been observed. Hariharan et al. (2016)
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developed a whole new partial shading based fault investigation system for photo
voltaic array [3]. In this attempt, to improve the reliability and efficiency under dif-
ferent irradiation conditions various experiments have been carried out where, photo
voltaic array has been classified into three categories. A new optimization method
for solar PV system to increase the output under irregular irradiation [4] has been
introduced by Obane et al. (2012) where, to minimize losses the reconnection of PV
field has been observed. Yi et al. (2017) presented a DC short circuit fault identi-
fication technique under low irradiance conditions for photovoltaic systems where,
multi-resolution signal decomposition and fuzzy inference based schemes have been
used [5]. A new logic based intelligent fault detection system in solar power elec-
tronic converter [6] has been developed by Chen and Bazzi (2017). In this attempt the
proposed model has been experimentally validated and tested under the environment
of different computer simulations and hardware. Hejri and Mokhtari (2017) intro-
duced a new parameterization scheme of solar Photo voltaic cells and module [7].
Cérdenas et al. (2017) proposed another new single diode based parameter extraction
technique of solar photo voltaic module [8]. Irradiance and temperature dependence
of photovoltaic modules in solar photo voltaic system [9] has been analyzed in detail
by Sauer et al. (2015) where an optimized model relative to standard model has been
demonstrated for improving the energy yield prediction. A new luminescent materi-
als based technique for photovoltaic modules [10] has been developed by Klampaftis
et al. (2015) where, both color and graphical design were used in photo voltaic pro-
duction technologies to improve the efficiency. Manganiello et al. (2015) reviewed in
detail about aging and mismatching mechanisms occurred in photovoltaic modules
[11]. In this attempt, cause and effect of aging and mismatching mechanisms of PV
cells have been discussed.

A whole new cost effective MOSFET based RC circuit driven educational tool
to identify different characteristics of photo voltaic modules [12] has been designed
by Dos Santos et al. (2017) where, different data and curves were captured and dis-
played with the help of digital oscilloscope. In this attempt, estimation of eradiation,
maximum power point and temperature of PV module have been analyzed. In some
recent work, harmonic assessment based fault diagnosis approaches [13—16] have
also been introduced. However, very few works have been found to utilize subhar-
monics component in monitoring and fault assessment of solar PV arrays.

In this work, an attempt has been taken to study the effect of disconnection of
few strings in solar arrays. Based on subharmonic assessment, an algorithm has been
proposed for such string fault monitoring and has been validated by simulation.

2 Data Acquisition

PV array based microgrid system has been considered and has been modeled as shown
in Fig. 1. Four PV arrays connected in parallel each consisting of 64 strings are used
as energy resource. Combination of PV arrays is connected to three phase average
model based voltage source converter (VSC) through DC to DC charge controller.
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Fig. 1 PV arrays connected
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Inverter output is connected to load through three phase 400 KVA, 260 V/25 kV,
60 Hz star/delta transformer.

Current signals from the three phase inverter output terminal have been captured.
Data capturing has been carried out both at normal condition and string fault. In
simulation current measurement blocks have been connected in series with each phase
of inverter output. From the captured current signals various frequencies present in
the waveform have been measured for further assessment.

3 Fault Simulation

At normal condition four arrays have been used; each having 64 numbers of strings.
All-together 256 numbers of strings has been used in normal condition. Then faults
have been created in certain portion of the string. Gradually the numbers of faulty
strings have been increased from 0 to 25%. For each condition current signal is
captured and harmonic assessment has been done out on starting transient. Inverter
output current at normal condition (0% String fault) has been shown Fig. 2 and
inverter output current at 9.38% string fault has been shown in Fig. 3.
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Fig. 2 Inverter output current at normal condition (0% string fault)



296 T. Kr. Das et al.

Selected signal: 180 cycles. FFT window (in red): 5 cycles
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Fig. 3 Inverter output current at 9.38% string fault condition

4 Sub-harmonics Feature Extraction

Sub-harmonics component with 12 Hz interval have been measured from the inverter
output current signal both at normal condition as well as string fault conditions.
String fault has been considered up to 25% considering 256 numbers of total strings.
String fault refers disconnection of faulty strings or inactiveness of faulty strings in
contributing energy to the microgrid system through inverter input terminals. The
magnitudes of sub-harmonic components present in the inverter output current at
different conditions have been presented in Table 1.

Magnitudes of sub-harmonic components versus frequency of sub-harmonic com-
ponents of have been shown in Fig. 4 and their comparative bar chart representation
has been shown Fig. 5. The Fig. 4 shows that sub-harmonic components having fre-
quencies of 12 and 36 Hz are decreasing gradually with the increase in percentage
of fault. The other two components remain almost constant.
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Fig. 4 Magnitude of sub-harmonics versus percentage of string fault
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S Curve Selection and Linier Approximation

Among the four relations shown in Figs. 4 and 5, Amplitude (A) versus string
fault(Sg) corresponding to sub-harmonic component having frequency 48 and 36 Hz
are very close to linear nature and therefore these two natures have selected for further
assessment.

Linear approximation of these two natures has been done as shown in Fig. 6. Math-
ematical equation of these two approximate linearized natures has been determined
as follows:

for 48Hz, Agg = —2.751 SF +86 )
for36 Hz, Az = —1.981 Sy +55 )

from Eq. (1) string fault(Sr) can be written as
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Fig. 5 Sub-harmonics amplitude comparison
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Fig. 6 Linear approximate nature of selected sub-harmonic components
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from Eq. (2) string fault(Sr) can be written as
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Equations (3) and (4) have been used for assessment of string faults.

6 Algorithm and Validation

6.1 Algorithm

Based on curve selection and linear approximation mathematical expressions have
been established by Eqs. (3) and (4) among amplitudes of selected sub-harmonics
components and percentage of string fault. Using these equations an algorithm pro-
posed as follows:

i. Capture inverter output current
ii. Select starting transient
iii. Determine sub-harmonic component
iv. Assess string fault using Eqs. (3) and (4).

6.2 Validation

The above algorithm has been validated in the same type of system. As in practical
cases percentage of string faults remains low at initial stage, validation has been done
for very small percentage of string fault conditions (considering 5 and 10 numbers
faulty strings). First amplitude of 48 and 36 Hz components of inverter output currents
corresponding to 5 and 10 numbers faulty strings have been determined and then
percentage of string faults have been calculated using Eqgs. (3) and (4). The results
obtained in validation have been presented in Table 2.

Comparative study of the results obtained in Table 2 shows very similarities with
the actual. Among 48 and 36 Hz the result obtained from the equation using 36 Hz
of sub-harmonic component is closer to the actual than other.
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Table 2 Percentage of string fault obtained in validation

Known number of faulty string | Amplitude of sub-harmonic Percentage of string fault
components

5 (1.95%) Aze = 51.56 1.736
Ayg = 82.54 1.276

10 (3.91%) Az = 50.71 2.165
Ayg = 81.36 1.712

6.3 Discussion

Accuracy of Eq. (3) is better than that of Eq. (4) this is because original nature of
amplitude versus percentage of string fault for 36 Hz sub-harmonic component is
more nearer to linear nature. The accuracy of the proposed algorithm can be improved
by using polynomial expression of the natures of sub-harmonic components. It may
be noted that the best frequency component is system dependent and may vary in other
system. However, the present approach may be an effective means of monitoring
string fault. Use of starting transient reduces the effect of loading in the relative
amount of different sub-harmonic components.

7 Conclusion

The work has presented monitoring of string fault in PV arrays. An attempt has been
taken to monitor the string fault which refers to disconnection of few strings con-
nected with PV arrays feeding energy to the inverter. Waveforms of inverter output
currents have been captured and monitored. Staring transient of inverter output cur-
rent has been selected and sub-harmonic components have been extracted. Specific
relations have been observed among for amplitudes of selected frequencies versus
string faults. Frequency selection has been carried out and linear approximations
have been done in the relation between amplitude versus percentage of string faults.
At the end, algorithm has been proposed for monitoring the number of faulty strings
and has been validated; limitation as well as utility has been highlighted.
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