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Preface

The concept of CAST as a computer-aided systems theory was introduced by Franz
Pichler in the late 1980s to refer to computer theoretical and practical development as
tools for solving problems in system science. It was thought of as the third component
(the other two being CAD and CAM) required to complete the path from computer and
systems sciences to practical developments in science and engineering.

Franz Pichler, of the University of Linz, organized the first CAST workshop in April
1988, which demonstrated the acceptance of the concepts by the scientific and technical
community. Next, RobertoMoreno-Díaz, of the University of Las Palmas de Gran Canaria,
joined Franz Pichler, motivated and encouraged byWerner Schimanovich, of theUniversity
of Vienna (present Honorary Chair of Eurocast), and they organized the first international
meeting on CAST, (Las Palmas February 1989), under the name EUROCAST 1989. The
event again proved to be a very successful gathering of systems theorists, computer sci-
entists, and engineers from most European countries, North America, and Japan.

It was agreed that EUROCAST international conferences would be organized every
two years, alternating between Las Palmas de Gran Canaria and a continental European
location. Since 2001 the conference has been held exclusively in Las Palmas. Thus,
successive EUROCAST meetings took place in Krems (1991), Las Palmas (1993),
Innsbruck (1995), Las Palmas (1997), and Vienna (1999), before being held exclu-
sively in Las Palmas in 2001, 2003, 2005, 2007, 2009, 2011, 2013, and 2015, in
addition to an extra-European CAST conference in Ottawa in 1994. Selected papers
from these meetings were published as Springer Lecture Notes in Computer Science
volumes 410, 585, 763, 1030, 1333, 1798, 2178, 2809, 3643, 4739, 5717, 6927, 6928,
8111, 8112, and 9520, respectively, and in several special issues of Cybernetics and
Systems: An International Journal. EUROCAST and CAST meetings are definitely
consolidated, as shown by the number and quality of the contributions over the years.

EUROCAST 2017 took place in the Elder Museum of Science and Technology of
Las Palmas, during February 19–24, and it continued with the approach tested at pre-
vious conferences as an international computer-related conference with a true interdis-
ciplinary character. The participants profiles are presently extended to include fields that
are in the frontier of science and engineering of computers, of information and com-
munication technologies, and the fields of social and human sciences. The best paradigm
is the Web, with its associate systems engineering, CAD-CAST tools, and professional
application products (Apps) for services in the social, public, and private domains.

There were specialized workshops, which, on this occasion, were devoted to the
following topics:

1. Pioneers and Landmarks in the Development of Information and Communication
Technologies, chaired by Pichler (Linz), Stankovic (Nis), Kreuzer Felisa and
Kreuzer James (USA)

2. Systems Theory and Applications, chaired by Pichler (Linz) and Moreno-Díaz (Las
Palmas)



3. Stochastic Models and Applications to Natural, Social, and Technological Systems,
chaired by Nobile and Di Crescenzo (Salerno)

4. Theory and Applications of Metaheuristic Algorithms, chaired by Affenzeller and
Jacak (Hagenberg) and Raidl (Vienna)

5. Embedded Systems Security, chaired by Mayrhofer (Linz) and Schmitzberger
(Linz)

6. Model-Based System Design, Verification, and Simulation, chaired by Nikodem
(Wroclaw), Ceska (Brno), and Ito (Utsunomiya)

7. Systems in Industrial Robotics, Automation and IoT, chaired by Stetter (Munich),
Markl (Vienna), and Jacob (Kempten)

8. Applications of Signal Processing Technology, chaired by Huemer (Linz), Zagar
(Linz), Lunglmayr (Linz), and Haselmayr (Linz)

9. Algebraic and Combinatorial Methods in Signal and Pattern Analysis, chaired by
Astola (Tampere), Moraga (Dortmund), and Stankovic (Nis)

10. Computer Vision, Deep Learning, and Applications, chaired by Penedo (A Coruña)
and Radeva (Barcelona)

11. Computer- and Systems-Based Methods and Electronic Technologies in Medicine,
chaired by Rozenblit (Tucson), Hagelauer (Linz), Maynar (Las Palmas), and
Klempous (Wroclaw)

12. Cyber-Medical Systems, chaired by Rudas (Budapest), Kovács (Budapest), and
Fujita (Iwate)

13. Socioeconomic and Biological Systems: Formal Models and Computer Tools,
chaired by Schwaninger (St. Gallen), Schoenenberger (Basel), Tretter (Munich),
Cull (Corvallis USA), and Suárez-Araújo (Las Palmas)

14. Intelligent Transportation Systems and Smart Mobility, chaired by
Sanchez-Medina (Las Palmas), Celikoglu (Istanbul), Olaverri-Monreal (Wien),
Garcia-Fernandez (Madrid), and Acosta-Sanchez (La Laguna)

In this conference, as in previous ones, most of the credit for the success is due to
the workshop chairs. They and the sessions chairs, with the counseling of the inter-
national Advisory Committee, selected from 160 presented papers, after oral presen-
tations and subsequent corrections, the 117 revised papers included in this volume.

The event and this volume were possible thanks to the efforts of the chairs of the
workshops in the diffusion and promotion of the conference, as well as in the selection
and organization of all the material. The editors would like to express their thanks to all
the contributors, many of whom are already Eurocast participants for years, and par-
ticularly to the considerable interaction of young and senior researchers, as well as to
the invited speakers, Prof. Christian Müller-Scholer from Hamburg, Prof. Manuel
Maynar, from Las Palmas, and Prof. Jaakko Astola from Tampere, for their readiness to
collaborate. We would also like to thank the director of the Elder Museum of Science
and Technology, D. José Gilberto Moreno, and the museum staff. Special thanks are
due to the staff of Springer in Heidelberg for their valuable support.

September 2017 Roberto Moreno-Díaz
Franz Pichler

Alexis Quesada-Arencibia
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Abstract. In order to model the memory and to describe the mem-
ory effects in the firing activity of a single neuron subject to a time-
dependent input current, a fractional stochastic Langevin-type equation
is considered. Two different discretization formulas are derived and the
corresponding algorithms are implemented by means of R-codes for sev-
eral values of the parameters. Reset mechanisms after successive spike
times are suitably imposed to compare simulation results. The firing
rates and some neuronal statistical estimates obtained by means the two
algorithms are provided and discussed.

1 Introduction

The behavior of the neuronal membrane potential and its firing activity can be
described by the well-known Leaky Integrate-and-Fire (LIF) model ([4–6,9] and
references therein), even though this model is not able to include any memory
effects such as those due to the history of the firing itself or those related to
correlated inputs. Indeed, several correlated causes can develop features of the
neuronal dynamics. For instance, the dynamics of membrane neuronal gates or
the action of ionic currents, as those related to voltage-dependent potassium
channels [7,10], can be exploit to explain the spike-frequency adaptation. More-
over, different time scales are involved in the neuronal dynamics as, for instance,
the slower one of calcium dependent channels and the faster one typical of the
membrane voltage variation. By considering all involving dynamics, the value of
membrane voltage cannot be represented by a Markovian process such as that
of LIF model, but models with correlations are mandatory in order to include
memory effects.

An attempt to explain adaptation in the firing activity is that to insert in
the LIF model the inputs with no-zero correlation; in [11] the usual white noise
(an uncorrelated Gaussian process) involved in the stochastic LIF dynamics is
replaced by the temporally correlated (colored) inputs, i.e. a zero mean Gaussian
stochastic process with covariance c(s, t) = 1

2τ exp
{

− |t−s|
τ

}
, with t ≥ s ≥ 0 and

where τ is the so-called correlation time. In such kind of models, the focus is
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centered on the rule and on the effects of the correlation time τ on the variation
of the firing rate. Anyway, although extremely interesting from both the math-
ematical and physiological points of view, the stochastic evolution of the above
model can be interpreted as a double integrated [15] Gaussian process over time.
Hence, the study of the memory effects can be quite complex to be carried out.
Furthermore, in order to take into account the adaptation phenomenon as a
consequence of the effect of variations in the calcium concentration, in [7] a
time-inhomogeneous LIF model is proposed for the neuronal activity, based on
the following stochastic differential equation for t ≥ 0:

dV (t) = −
[
V (t) − ρ(t)

θ(t)
− μ

]
dt + σdW (t), V (0) = V0, (1)

where ρ(t) and θ(t) are the time-dependent resting potential and decay time,
respectively, μ a constant signal, σ the intensity of the noise and W (t) the
standard Brownian motion. Even though uncorrelated inputs are considered,
time dependent functions are adopted to explain the action of multiple time-
scale dynamics. In this case, the theory of Gauss-Markov processes and the First
Passage Time problem turned out especially useful (see [4–7]). Note that, also in
this case, the mathematical manipulations, applied to model phenomenological
evidences in order to obtain the tractable Eq. (1), incorporate memory effects,
making then difficult to identify them.

Recently, several models have been proposed to describe the no-memoryless
neuronal voltage by using fractional derivatives. The fractional stochastic app-
roach for neuronal modeling can be found in [1,3,12] in which some memory
effects and correlations are involved. Due to the property to include different
scales and ranges of time, the fractional stochastic models seem to be more gen-
eral and powerful than models including colored noise and time-inhomogeneous
LIF models.

Here, along the lines of [2,13], a stochastic model based on fractional stochas-
tic Langevin equation including a time-dependent current is considered; for such
a model the corresponding stochastic process is not Markovian and includes
the memory of the process itself. Specifically, starting from [13,14], we consider
the fractional Leaky Integrate-and-Fire (FLIF) model based on the following
equation, for t ≥ 0:

Cm
dαV (t)

dtα
= −gL(V (t) − Vr) + Iinj(t), V (0) = V0, (2)

where V (t) is the neuronal membrane potential, Vr the resting potential, Cm the
membrane capacitance, gL the leak conductance, α is the order of the fractional
derivate (0 < α ≤ 1) and the injecting current Iinj(t) includes a Gaussian
white noise. The above dynamics records a spike (the firing) if the voltage V (t)
crosses a threshold value Vth, i.e. if V (t) ≥ Vth, and the reset V (t+) → Vreset

is imposed, without applying any reset to the current Iinj(t). The time t such
that V (t) ≥ Vth is the time of the firing, i.e. a spike is generated at time t.

The above fractional model is presented and investigate in [13] with a con-
stant current Iinj ; the same Langevin-type equation is also considered in [2], but
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it is investigated in a different way. Here, we compare the two study approaches
from which two different simulation procedures can be derived. We point out
that, even if the same stochastic fractional equation is involved in the two mod-
els, a specific reset mechanism is required for the model in [2] to make it compa-
rable to that in [13]. We investigate the results of the two R-codes suitably made
up to implement the corresponding algorithms. In particular, to put in evidence
the effects of the memory of the process on the firing activity, we provide simula-
tions including both a constant and a time-depending external current. The First
Passage Time (FPT) probability density, often used to provide approximations
of Inter-Spike Interval (ISI) (for instance, see [4,8]) is estimated by histograms
of first crossing (through the neuronal threshold Vth) time of simulated paths of
Eq. (2).

2 The Fractional Model

Let us consider the neuronal model based on the following fractional equation,
for t ≥ 0:

dαV

dtα
= −1

θ
(V (t) − Vr) + I(t) + σξ(t), if V > Vth, then V → Vreset, (3)

with V (0) = V0, and where, comparing with (2), θ = Cm/gL, I(t) stands for
Iinj(t)/Cm and ξ(t) represents a white Gaussian noise. Following the notation
used in [2], we denote the Caputo derivative as D∗

α, while the fractional integral
is denoted as Jα. Hence, we have:

Jαf(t) =
1

Γ (α)

∫ t

0

(t − s)α−1f(s)ds (4)

so that D∗
α = J1−αD, where D is the usual derivative. In particular, one has

J−1
1−α = DJα. The Eq. (3) can be also re-written as:

D∗
αV (t) = −1

θ
(V (t) − Vr) + I(t) + σξ(t). (5)

Along the lines of [13], a simulation algorithm can be obtained. In particular,
applying the representation of [2] in [13], we have

D∗
αV (t) =

1
Γ (1 − α)

∫ t

0

V ′(s)
(t − s)α

ds.

One can consider a discretization of V ′(s) such as

D∗
αV (t) � Δt−α

Γ (2 − α)

n−1∑
k=0

(Vk+1 − Vk)[(n − k)1−α − (n − k − 1)1−α]
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where Δt is fixed, n is chosen such that nΔt = t and Vk = V (kΔt). Then, by
using Eq. (5) and isolating Vn in the sum on the left side of the above equation,
we have, for n ≥ 1,

Vn = Vn−1 + (Δt)αΓ (2 − α)
(

−1
θ
(Vn−1 − Vr) + In−1 + σξn−1

)

−
n−2∑
k=0

(Vk+1 − Vk)[(n − k)1−α − (n − k − 1)1−α] (6)

where In−1 = I((n − 1)Δt) and ξn−1 = ξ((n − 1)Δt). To introduce the space
reset after a spike, one have to define Vn = V0 if Vn−1 ≥ Vth, instead of using
(6). Note that ξk is simulated by using ξk = (Δt)− 1

2 σξ where ξ is a standard
Gaussian random number. Finally, by means of a suitable R-code based on (6)
and the specific reset, we provide simulations of the modeled firing activity.

An Alternative Approach. Following the lines of [2], one can also consider
the integral version of the proposed model. Indeed, by using D∗

α = J1−αD on
(5) and then the operator J−1

1−α on both terms of the same equation we have:

DV (t) = J−1
1−α

(
−1

θ
(V (t) − Vr) + I(t) + σξ(t)

)
.

Furthermore, one can observe that J−1
1−α = DJα to obtain:

V (t) = V0 + Jα

(
−1

θ
(V (t) − Vr) + I(t) + σξ(t)

)
. (7)

Let us consider the integral term in Eq. (7):

Jα

(
−1

θ
(V (t) − Vr) + I(t) + σξ(t)

)

=
1

Γ (α)

∫ t

0

(t − s)α−1

(
−1

θ
(V (s) − Vr) + I(s) + σξ(s)

)
ds.

Let us proceed as done before, by using a discretization of the integrand:

Jα

(
−1

θ
(V (t) − Vr) + I(t) + σξ(t)

)

� (Δt)α

Γ (α + 1)

n−1∑
k=0

(
−1

θ
(Vk − Vr) + Ik + σξk

)
[(n − k)α − (n − k − 1)α].

Using this term in Eq. (7), we have for n > 0

Vn = V0+
(Δt)α

Γ (α + 1)

n−1∑
k=0

(
−1

θ
(Vk − Vr) + Ik + σξk

)
[(n−k)α−(n−k−1)α]. (8)
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Now, we have to introduce a specific reset in the simulation procedure based
on the Eq. (8). To do that, one can also impose a sort of space-time reset (or
memory reset), if ñ−1 is the last spiking time, by setting Vñ = V0 if Vñ−1 ≥ Vth,
and then for m > ñ :

Vm = V0 +
(Δt)α

Γ (α + 1)

m−1∑
k=ñ

(
−1

θ
(Vk − Vr) + Ik + σξk

)
[(m − k)α − (m − k − 1)α].

(9)
In the next section we provide simulation results by means an R-code based on
the Eqs. (8) and (9).

Briefly, we remark that the two simulation procedures based on (6) and (9),
respectively, include reset mechanism and memory terms in different ways. The
first of them (6) is subject to a simple space reset, then the process continues
its evolution remembering also what happened before the last spike time. The
second (9) does not remember exactly what happened before the spike, but it
records the last spike time taking into account the elapsed time. Moreover, these
different reset mechanisms produce a difference in complexity and execution
time, making (6) much more slower than (9). In order to clarify these differences,
we provide some simulation results.

3 Simulation Results

For simulations, we used parameters as in Table 1. In particular, we simulated
sample paths, first passage times and firing rates by using firstly a constant
current I(t) = I0

Cm
and then a periodic current I(t) = I0

2Cm
(1 + cos(ωt + ϕ)).

Firing rates are calculated using the following formula:

Fr(t) =
Nsp(t)

t
(10)

where Nsp(t) is the number of spikes until the time t. In simulations we also
include a refractory time τref, such that if V (t) > Vth then V (t+) = V0 and
V (t + s) = V0 for all s ∈ [0, τref].

Table 1. Parameters for simulations

gL = 25 nS α = 0.4 Vr = −70 mV ω = 2π
20

rad/s

Cm = 0.5 nF σ = 1 mV(s)
1
2 Vth = −50 mV ϕ = 0 rad

θ = Cm
gL

ms I0 = 12 nA V0 = −70 mV τref = 0.5 ms

As suggested in [13], we separately simulated V1 as:

V1 = V0 − 1
θ
(V0 − Vr +

θI0
Cm

)Δt + σξ0
√

Δt.
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Furthermore, for the histogram of the FPTs, we provide 10000 simulated
trajectories for each process.

Let us consider sample paths for (6) and (9), for constant I(t) and then
periodic I(t) (Fig. 1). We have a different number of noise generation (gaussian
random numbers) in each algorithm, so we can not fix the seed before generating
paths. Then, even if very similar, the obtained paths by using the two algorithms
are not the same. This is more evident in paths corresponding to the periodic
I(t), when the current is sufficiently low to generate a time interval without
spikes.

In Fig. 2 we compare the two corresponding firing rates for both kind of cur-
rents and equations. For the constant I(t), one can see that firing rates stabilize
themselves on different values. In particular, the spiking is more frequent in (9),
where the process is subject also to a memory reset. Instead for periodic I(t) we
have an evident adaptation phenomenon, in which firing rates stabilize on the
same value, but with a different velocity, as can be seen in Fig. 2.

We also investigated how the firing rates change when we change α (Fig. 3).
We can see that when α increases, firing rates stabilize to a lower value.

One can simulate FPTs (Fig. 4). These are not influenced by the reset mech-
anism; indeed, one can see that the histograms are quite similar in shape. In
particular, from Table 2 it is possible to observe that simulations results from
(9) tend to provide FPT anticipating that from (6), whereas their coefficient of
variation do not change significantly. We can also observe high FPTs for increas-
ing values of α.
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Fig. 1. Sample paths with reset for (6) in red and (9) in blue: on top with constant
I(t), on bottom with periodic I(t) and for different values of α. (Color figure online)

Finally, it appears evident that a more detailed analysis of the two considered
models and a more extensively investigation of the simulation results is essential
and it will be the object of a future work.
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Fig. 2. Overlapping firing rates for (6) in red and (9) in blue: on left with constant
I(t), on right with periodic I(t). (Color figure online)

0 50 100 150 200

0.
0

1.
0

2.
0

3.
0

α=0.2
α=0.4
α=0.8

0.
0

1.
0

2.
0

3.
0

0 50 100 150 200

α=0.2
α=0.4
α=0.8

0 50 100 150 200

0.
0

1.
0

2.
0

3.
0

t (ms)

α=0.2
α=0.4
α=0.8

0 50 100 150 200

0.
0

1.
0

2.
0

3.
0

t (ms)

α=0.2
α=0.4
α=0.8

Fig. 3. Firing rates of (6) in red and (9) in blue, on top with constant I(t), on bottom
with periodic I(t). (Color figure online)
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Fig. 4. FPT probability densities from simulated sample paths of (6) in red and (9) in
blue, on top with constant I(t), on bottom with periodic I(t). (Color figure online)
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Table 2. Sample means, standard deviations and coefficient of variations for the sim-
ulated FPTs for constant and periodic I(t).

I(t) Simulations from Eq. (6) Simulations from Eq. (9)

M SD CV M SD CV

Const. α = 0.2 0.075555 0.0445907 0.5901754 0.051871 0.02960907 0.5708213

α = 0.4 0.33334 0.1114196 0.3342521 0.234057 0.07057159 0.3015145

α = 0.8 0.760905 0.0917167 0.1205363 0.654228 0.04860864 0.07429924

Per. α = 0.2 0.076838 0.04563277 0.5938829 0.052412 0.02966665 0.5660279

α = 0.4 0.33296 0.1113753 0.3345006 0.233499 0.07055257 0.3021536

α = 0.8 0.767176 0.09418679 0.1227708 0.657651 0.0487794 0.07417217
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Abstract. Missing data frequently happen in environmental research,
usually due to faults in data acquisition, inadequate sampling or mea-
surement error. They make difficult to determine whether the limits set
by the European Community on certain indicators of air quality are ful-
filled or not. Indeed, due to missing values, the number of exceedances
per year of PM10, that is particulate matter 10µm or less in diameter,
and other air quality indicators are often heavily underestimated, and
no environmental policy is applied to protect citizen health.

In this paper, we propose a non-parametric method to impute missing
values in PM10 time series. It is primarily based on a local polynomial
estimator of the trend-cycle in time series. We also compare the proposed
method with other methods usually used in literature for the imputation
of missing values in univariate time series and implemented in the R
package imputeTS.

1 Introduction

Particulate matter is one of the main indicators of air quality, in particular PM10

(particles with a diameter less than 10µm) is the major air pollutant monitored
in Europe since the exposure to particulate matter can contribute to heart and
lung diseases, and can lead to premature death [3,6]. Due to this motivations,
European Union set some limits to the emissions of PM10 concentrations into
the air. Precisely, current EU legislation regulating the PM10 concentration in
ambient air is given in the EU directive 1999/30/EC, establishing for PM10 two
binding limit values that have to be respected from 1 January 2005:

– a daily limit of 50µg/m3 not to be exceeded on more than 35 days within a
calendar year;

– an annual mean value of 40µg/m3.

In this context, missing data, usually due to faults in data acquisition, is a
significant problem in environmental research. They are generally due to mon-
itoring station being down, and this can cause a gap in the data a single value
to many consecutive values long.

In particular, missing values make difficult to determine whether the limits
set by the European Community on certain indicators of air quality are fulfilled
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 12–19, 2018.
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or not. Indeed, due to missing values, the number of exceedances per year of
PM10 and other air quality indicators is often massively underestimated, and no
environmental policy is applied to protect citizen health (see, for example, [1,2]).

Many single imputation methods have been proposed to estimate missing
data, going from simple mean substitution to regression-based imputation and
neural network (see [4,5,8,9]).

In this paper, we discuss a non-parametric method to impute missing values
in PM10 time series. It is essentially based on a local polynomial estimator of
the trend-cycle in time series first proposed by [7]. This method can handle with
data in which the residuals has no particular structure, so it seems to work
well in the context of environmental data in which, besides the cycle trend,
an autocorrelation in the conditional mean and variance is expected. We also
compare the proposed method with other methods usually used in literature for
the imputation of missing values in univariate time series and implemented in
the R package imputeTS.

The paper is organized as follows: Sect. 2 introduces the estimation method
and briefly describes the imputation methods implemented in the R package
imputeTS used to evaluate the performance of the method. Section 3 describes
the data used for evaluating the procedure. In Sect. 4 a simulation study is per-
formed to simulate additional missing values in the time series and comparison
between the different imputation techniques are provided using some perfor-
mance indicators. Some concluding remarks close the paper.

2 Imputing Missing Values

Let us consider a univariate time series {Yt, t = t0, t1, . . . , tn = T} in which
some missing values, also consecutive, can occur. Following [7], to impute missing
values in Yt, we use a local polynomial estimator in which the missing values are
estimated by looking at within a sliding window. That is, the unknown regression
function m(t) = E[Yt] is estimated for each fitting point τ by m̂(t), obtained by
minimizing the function

T
∑

t=0

W

(

ti − τ

hT

)[

Yti − (a0 + a1(ti − τ) + . . . + ak(ti − τ)k)
]2

, k ∈ N. (1)

The kernel function W (·) is assumed to be symmetric with bounded support
and Lipschitz continuous; hT is a smoothing parameter, generally depending on
T and such that limT→∞ hT = 0, limT→∞ ThT = ∞. The local least squares
criterion (1) is minimized to procedure estimates â0, â1, . . . , âk. Precisely, let us
define the following vectors and matrices:

Tτ =

⎛

⎜

⎜

⎜

⎝

1 (t0 − τ) . . . (t0 − τ)k

1 (t1 − τ) . . . (t1 − τ)k

...
...

. . .
...

1 (T − τ) . . . (T − τ)k

⎞

⎟

⎟

⎟

⎠

,
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Y = (Yt0 , Yt1 , . . . , YT )T

a = (a0, a1, . . . , ak)T

Wτ =

⎛

⎜

⎜

⎜

⎝

W1

(

t0−τ
h1T

)

0 . . . 0
0 W1

(

t1−τ
h1T

)

. . . 0
...

...
. . .

...
0 0 . . . W1

(

T−τ
h1T

)

⎞

⎟

⎟

⎟

⎠

.

The least squares problem is then to minimize the weighted sum-of-squares
function

(Y − Tτa)TWτ (Y − Tτa)

with respect to the parameters a. The solution is

â = (TT
τ WτTτ )−1(TT

τ WτY)

The quantity m(τ) is then estimated by the fitted intercept parameter (i.e. by
â0) as this defines the position of the estimated local polynomial curve at the
point τ . By varying the value of τ , we can build up an estimate of the function
m(t). We have:

m̂(t) = eT1 (TT
τ WτTτ )−1(TT

τ WτY)

where the vector e1 has length k + 1 and has 1 in the first position and 0’s else-
where. The estimate m̂(t) is then used to recostruct the time series as following:

Ỹt = δtYt + (1 − δt)m̂(t), t = t0, . . . , T, (2)

where the fuction δt is the indicator of the missing observations, thus

δt =
{

0 if Yt is observed
1 if Yt is missing.

We will indicate LP the above method. To compare the performance of the
proposed method with other methods proposed in the literature, we use the R
package imputeTS, in which the following methods are implemented:

Interp linear interpolation in which missing values get replaced by values of an
approx interpolation;

Spline cubic (or Hermite) spline interpolation in which the spline used is that of
Forsythe, Malcolm and Moler (an exact cubic is fitted through the four points
at each end of the data, and this is used to determine the end conditions);

Stine Stineman interpolation function in which missing values are replaced by
a piecewise rational interpolation according to the algorithm of Stineman
based on an interpolating circle (1980);

locf Missing Value Imputation by Last Observation Carried Forward;
nocb Missing Value Imputation by Next Observation Carried Backwards;
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Clearly, a performance comparison can only be done for simulated missing values.
To do this, we will consider the time series of PM10 concentration in Alessandria
province, located in Piemonte region, in the north of Italy. For the considered
time series the percentages of missing values are low (between 0 and 10%), and
from them, data points are artificially removed. Later on, imputed values and
real values can be compared.

For our simulation, we choose a Missing Completely At Random (MCAR)
data mechanism. Precisely, we use an exponential missing data distribution,
whereas the amount of missing data is assumed geometric distributed.

To compare the performance of the above methods, we will refer to Mean
Absolute Error (MAE), Root Mean Square Error (RMSE) and

d = 1 −
∑N

i=1(Ii − Oi)2
∑N

i=1

(|Ii − Ō| + |Oi − Ō|)2
(3)

where N is the number of imputed values, Oi represents the observed value, and
Ii is the corresponding imputed value.

3 Alessandria Dataset

We analyse daily PM10 data (in micrograms/meter3) measured from 1 Jan-
uary 2015 to 19 October 2016 (658 days) by gravimetric instruments at seven
sites in the italian province of Alessandria, in Piemonte region, located in the
north of Italy. Data are provided by Agenzia Regionale Protezione Ambien-
tale (ARPA) Piemonte. Figure 1 shows the distribution of PM10 concentration
from each station. We can see that all the distributions are positively skewed.
Table 1 illustrates the percentage of missing values for each location and the
number of observations. Only Arquata Scrivia Minzoni and Tortona Carbona

D’Annunzio Arquata Dernice Tortona

0
20

40
60

80
10

0
12

0
14

0

Fig. 1. PM10 concentration distribution by station.
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Table 1. Percentage of missing values and number of observations in the considered
time series.

Station % of missing Number of observations

Alessandria - D’Annunzio 4.1 631

Alessandria - Volta 0 658

Arquata Scrivia - Minzoni 26.6 483

Casale Monferrato - Castello 2.7 640

Dernice - Costa 0.3 656

Novi Ligure - Gobetti 9.9 593

Tortona - Carbone 26.4 484

Novi Ligure

Dernice Costa

Casale Monferrato

Alessandria Volta

Alessandria D’Annunzio
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Fig. 2. PM10 concentration time series with a percentage of missing values between 0
and 10%.

are characterized by a high percentage of missing values (26.6 and 26.4, respec-
tively), so in order to compare the method illustrated above we will focus on the
stations Alessandria-D’Annunzio, Alessandria-Volta, Casale Monferrato-Castello
and Dernice-Costa in which the percentage is lower (between 0 and 10%). The
considered time series are shown in Fig. 2.

4 Simulation of Missing Values and Performance
Indicators

To illustrate the proposed method and compare its performance with other
methods proposed in the literature, we will refer to the dataset illustrated in
the previous section, consisting of PM10 concentration levels in the province of
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Alessandria in Piemonte. In particular, we will refer to the stations with a lower
percentage of missing values, i.e. Alessandria-D’Annunzio, Alessandria-Volta,
Casale Monferrato-Castello and Dernice-Costa.

Table 2. Results of mean of MAE, RMSE and d for three different choices of the
simulation parameters (λ = 0.02, 0.05 and 0.1, p = 0.2). MNM denotes the mean
number of missing values artificially generated in the series.

λ = 0.02, p = 0.2 (MNM = 58.43) λ = 0.05, p = 0.2 (x̄ = 91.35) λ = 0.1, p = 0.2 (x̄ = 144.25)

Alessandria - D’Annunzio

MAE RMSE d MAE RMSE d MAE RMSE d

LP 0.037 0.214 0.973 0.120 0.420 0.940 0.122 0.366 0.917

Interp 0.028 0.161 0.983 0.068 0.265 0.954 0.156 0.460 0.897

Spline 0.054 0.305 0.927 0.124 0.512 0.822 0.237 0.727 0.661

Stine 0.029 0.166 0.982 0.071 0.279 0.949 0.127 0.383 0.909

locf 0.870 1.122 0.997 0.871 1.123 0.942 0.871 1.126 0.793

nocb 0.892 1.154 0.993 0.887 1.149 0.948 0.882 1.145 0.898

λ = 0.02, p = 0.2 (x̄ = 33.24) λ = 0.05, p = 0.2 (x̄ = 66.66) λ = 0.1, p = 0.2 (x̄ = 119.58)

Alessandria - Volta

MAE RMSE d MAE RMSE d MAE RMSE d

LP 0.014 0.100 0.990 0.056 0.231 0.947 0.080 0.251 0.925

Interp 0.014 0.081 0.989 0.044 0.182 0.966 0.082 0.272 0.937

Spline 0.027 0.152 0.951 0.187 0.781 0.766 0.193 0.651 0.536

Stine 0.015 0.085 0.987 0.046 0.189 0.962 0.085 0.262 0.932

locf 0.017 0.099 0.996 0.053 0.215 0.940 0.099 0.303 0.932

nocb 0.017 0.098 0.993 0.058 0.223 0.953 0.097 0.297 0.899

λ = 0.02, p = 0.2 (x̄ = 49.37) λ = 0.05, p = 0.2 (x̄ = 89.98) λ = 0.1, p = 0.2 (x̄ = 133.5)

Casale Monferrato - Castello

MAE RMSE d MAE RMSE d MAE RMSE d

LP 0.082 0.441 0.954 0.299 0.874 0.809 0.170 0.591 0.912

Interp 0.051 0.277 0.980 0.122 0.454 0.948 0.198 0.603 0.915

Spline 0.096 0.513 0.912 0.286 1.116 0.608 0.419 1.338 0.531

Stine 0.053 0.287 0.978 0.128 0.478 0.942 0.208 0.621 0.906

locf 0.760 1.191 0.990 0.827 1.266 0.898 0.890 1.314 0.927

nocb 0.750 1.193 0.996 0.804 1.248 0.929 0.870 1.311 0.944

λ = 0.02, p = 0.2 (x̄ = 32.6) λ = 0.05, p = 0.2 (x̄ = 67.04) λ = 0.1, p = 0.2 (x̄ = 120.12)

Dernice - Costa

MAE RMSE d MAE RMSE d MAE RMSE d

LP 0.009 0.050 0.992 0.024 0.098 0.970 0.042 0.120 0.951

Interp 0.011 0.064 0.986 0.025 0.104 0.966 0.046 0.141 0.938

Spline 0.020 0.114 0.952 0.053 0.226 0.833 0.127 0.460 0.192

Stine 0.011 0.066 0.985 0.026 0.108 0.963 0.048 0.147 0.933

locf 0.184 0.287 0.967 0.195 0.297 0.964 0.212 0.313 0.849

nocb 0.182 0.284 0.981 0.193 0.296 0.971 0.207 0.308 0.918

λ = 0.02, p = 0.2 (x̄ = 90.76) λ = 0.05, p = 0.2 (x̄ = 119.54) λ = 0.1, p = 0.2 (x̄ = 166.32)

Novi Ligure-Gobetti

MAE RMSE d MAE RMSE d MAE RMSE d

LP 0.022 0.171 0.983 0.069 0.298 0.948 0.113 0.351 0.937

Interp 0.027 0.158 0.983 0.056 0.235 0.967 0.151 0.449 0.927

Spline 0.044 0.257 0.957 0.097 0.411 0.894 0.219 0.701 0.689

Stine 0.028 0.162 0.981 0.059 0.247 0.963 0.119 0.373 0.917

locf 1.044 1.342 0.987 1.051 1.352 0.973 1.061 1.360 0.936

nocb 1.041 1.339 0.993 1.039 1.335 0.975 1.041 1.334 0.929
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We will consider three different simulated missing data patterns, which differ
in the distribution of the gap position and for their length. Missing values have
been generated drawing the gap length from two distributions, an exponential
of the parameter λ and an hypergeometric distribution with parameter p. For
each missing data pattern, 100 simulations are performed, and the means of the
RMSE, MAE and d are compared.

Table 2 shows the results of our simulation experiment. In the first column it
is considered the case λ = 0.02, p = 0.2, in the second column it is λ = 0.05, p =
0.2, whereas in the last column it is λ = 0.1, p = 0.2. For each case, the mean
number of missing values in our 100 simulations is denoted by MNM . The best
values of RMSE, MAE and d are indicated in bold.

We can see the worse imputation methods are locf and nocb in which the
performances are comparable with the others in the only case in which the
original time series has zero percentage of missing values (Alessandria-Volta).
Moreover, their performances make worse when the percentage of missing values
increases in the original time series. The approach based on spline interpola-
tion seems to perform worse than the interpolation and Stine method in all
our simulation experiments. Moreover, interpolation and Stine performs almost
equivalently in all the cases. We can see that LP works in line with interpola-
tion and Stine method when the mean number of missing values is low, while
the results becomes better and better when the percentage of missing values
increases, as we can see in the last column of Table 2, in which the percentage
of missing values is between 18% and 26%, so it is comparable with the near
stations of Arquata Scrivia - Minzoni and Tortona - Carbone (see Table 1).

5 Conclusions

We discuss a local estimator technique for the imputation of missing values
sequences in univariate PM10 time series. It is based on [7] in which no partic-
ular structure is assumed for the residuals of the detrended time series, so it is
particularly able to handle with environmental time series in which some auto-
correlation in mean and in variance is expected due to the natural link between
“near in time” observations. To compare the suggested method, LP, with other
methods already used in literature to impute missing values we provide a sim-
ulation experiment in which three different missing data patterns, that differ
in the distribution of the gap position and their length. Missing values have
been generated drawing the gap length from two distributions, an exponential
of the parameter λ and an hypergeometric distribution with parameter p. For
each missing data pattern, 100 simulations are performed, and the means of the
RMSE, MAE and d defined in (3) are compared. The simulation experiment
shows that LP works better than the other methods when the percentage of
missing values increases in all the simulated cases.
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Abstract. Finite inhomogeneous continuous-time Markov chains are
studied. For a wide class of such processes an approach is proposed
for obtaining sharp bounds on the rate of convergence to the limiting
characteristics. Queueing examples are considered.

1 Introduction

We deal with sharp bounds of the rate of convergence for a wide class of finite
continuous-time Markov chains which describe the corresponding Markovian
queueing models.

As it is known, the problem of finding sharp bounds of the rate of convergence
to the limiting characteristics for such processes is very important for a number
of reasons:

(i) it is easier to calculate the limit characteristics of a process than to find the
exact distribution of state probabilities, (see, for instance [1,6,16,20]);

(ii) the best bounds of perturbations require the corresponding best bounds on
the rate of convergence, see [9,19];

(iii) sharp bounds on the rate of convergence are required to obtain truncation
bounds which are uniform in time, see [17].

A general approach is closely connected with the notion of the logarithmic norm
and the corresponding bounds for the Cauchy matrix. It was first studied for
birth-death processes (with possible catastrophes), see details and references
in [3,7,16], and for Markovian queueing models with batch arrivals and group
service, see [18]. An essential component of this approach consists of special
transformations of the reduced intensity matrix. These transformations were
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 20–28, 2018.
https://doi.org/10.1007/978-3-319-74727-9_3
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proposed in [12] and applied to general inhomogeneous birth-death models in
[13]. Here we apply this approach and the same transformation to two new
classes of inhomogeneous continuous-time Markov chains describing combined
queueing systems with state-dependent arrival intensity and batch service; and
vice versa for queueing system with batch arrivals and state-dependent service,
see, for instance, [8,10]. The case of a finite state space provides the possibility
of, first, to simplify the reasoning and, second, to obtain essentially more precise
bounds.

Definition. A Markov chain X (t) is called weakly ergodic, if

lim
t→∞

∥
∥p1 (t) − p2 (t)

∥
∥ = 0

for any initial conditions p1 (0) = p1 ∈ Ω, p2 (0) = p2 ∈ Ω. In this situation
one can consider any p1 (t) as a quasi-stationary distribution of the chain X (t).

Definition. A Markov chain X (t) has the limiting mean φ(t), if

|E(t; k) − φ(t)| → 0

as t → ∞ for any k, where E(t; k) is the mathematical expectation (the mean)
of the process at the moment t under the initial condition X(0) = k.

2 Basic Approaches to Bounding

There are two approaches to the study of the rate of convergence of continuous-
time Markov chains.

The first approach is based on the notion of the logarithmic norm of a linear
operator function and the corresponding bounds of the Cauchy operator, see the
detailed discussion, for instance, in [3]. Namely, if B (t), t ≥ 0, is a one-parameter
family of bounded linear operators on a Banach space B, then

γ (B (t))B = lim
h→+0

‖I + hB (t)‖ − 1
h

(1)

is called the logarithmic norm of the operator B (t). If B = l1 then the operator
B (t) is given by the matrix B (t) = (bij (t))∞

i,j=0, t ≥ 0, and the logarithmic
norm of B (t) can be found explicitly:

γ (B (t)) = sup
j

(

bjj (t) +
∑

i�=j

|bij (t)|
)

, t ≥ 0.

Hence the following bound on the rate of convergence holds:

‖x(t)‖ ≤ e
∫ t
0 γ(B(τ)) dτ‖x(0)‖,
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where x(t) is the solution of the differential equation

dx
dt

= B(t)x(t).

Here we apply the second approach, the detailed consideration of which
for the case of a finite state space can be found in our recent paper [20].

A matrix is called essentially nonnegative, if all off-diagonal elements of this
matrix are nonnegative.

Let
dx
dt

= H(t)x(t), (2)

be a differential equation in the space of sequences l1 with essentially nonnegative
for all t ≥ 0 countable matrix H(t) = (hij(t)) such that the corresponding
operator function on l1 is bounded for almost all t ≥ 0 and locally integrable on
[0,∞).

Therefore x(s) ≥ 0 implies x(t) ≥ 0 for any t ≥ s.
Put

h∗(t) = sup
j

∑

i

hij(t), h∗(t) = inf
j

∑

i

hij(t). (3)

Let x(0) ≥ 0. Then x(t) ≥ 0, if t ≥ 0 and ‖x(t)‖ =
∑

i xi(t). Hence (2) implies
the inequality

d‖x(t)‖
dt

=
d

∑

i xi(t)
dt

≤ h∗(t)
∑

j

xj = h∗(t)‖x‖.

Then ‖x(t)‖ ≤ e
∫ t
0 h∗(τ)dτ‖x(0)‖, if x(0) ≥ 0.

Let now x(0) be arbitrary vector from l1. Put x+
i (0) = max(xi(0), 0), x+(0) =

(

x+
1 (0), x+

2 (0), · · · )T
and x−(0) = x+(0) − x(0). Then x+(0) ≥ 0, x−(0) ≥ 0,

x(0) = x+(0) − x−(0), hence ‖x(0)‖ = ‖x+(0)‖ + ‖x−(0)‖.
Finally we obtain the upper bound

‖x(t)‖ = ‖x+(t) − x−(t)‖ ≤ ‖x+(t)‖ + ‖x−(t)‖ ≤
≤ e

∫ t
0 h∗(τ)dτ

(‖x+(0)‖ + ‖x−(0)‖)

= e
∫ t
0 h∗(τ)dτ‖x(0)‖. (4)

for any initial condition.
On the other hand, if x(0) ≥ 0, then

d‖x(t)‖
dt

=
∑

j

(
∑

i

hij

)

xj ≥ h∗(t)
∑

j

xj = h∗(t)‖x‖,

and we obtain the lower bound

‖x(t)‖ ≥ e
∫ t
0 h∗(τ)dτ‖x(0)‖, (5)

for any nonnegative initial condition.
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On sharpness of bounds
Let us note that if the matrix of system (2) is essentially nonnegative for any t,
then one can see that the logarithmic norm of this matrix is equal to our new
characteristic, γ (H(t)) = h∗(t).

Let {di}, i ≥ 0, be a sequence of positive numbers such that infi di = d > 0.
Let D = diag (d0, d1, d2, . . . ) be the corresponding diagonal matrix and l1D be a
space of vectors l1D = {x = (x0, x1, x2, . . .)/‖x‖1D = ‖Dx‖1 < ∞} .

Put z(t) = Dx(t), then (2) implies the equation

dz
dt

= HD(t)z(t), (6)

where HD(t) = DH(t)D−1 with entries hijD(t) = di

dj
hij(t) is also essentially

nonnegative for any t ≥ 0.
If there exists a sequence {di} such that

h∗
D(t) = sup

j

∑

i

di

dj
hij(t) = inf

j

∑

i

di

dj
hij(t), (7)

then the equality
‖x(t)‖D = e

∫ t
0 h∗

D(τ)dτ‖x(0)‖D (8)

holds for any nonnegative initial condition. Therefore, the bound

‖x(t)‖D ≤ e
∫ t
0 h∗

D(τ)dτ‖x(0)‖D, (9)

which is correct for any initial condition, is sharp.
Note that the construction of such sequences for homogeneous birth-death

processes was studied in many papers, see for instance [2,3,7].

3 Classes of Markov Chains

Let X(t) be a continuous-time finite Markov chain with intensity matrix Q(t).
Denote by A(t) = QT (t) the corresponding transposed intensity matrix. Thus it
has the form

A(t) =

⎛

⎜
⎜
⎜
⎜
⎝

a00(t) a01(t) · · · a0r(t)
a10(t) a11(t) · · · a1r(t)
a20(t) a21(t) · · · a2r(t)

· · ·
ar0(t) ar1(t) · · · arr(t)

⎞

⎟
⎟
⎟
⎟
⎠

, (10)

where aii(t) = −∑

k �=i aki(t).
Now we can apply this approach to the following classes of finite inhomoge-

neous continuous-time Markov chains.

(I) inhomogeneous birth-death processes; in this case all aij(t) = 0 for any
t ≥ 0 if |i − j| > 1; here ai,i+1(t) = μi+1(t) and ai+1,i(t) = λi(t) are birth
and death rates respectively;
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(II) inhomogeneous chains with ‘batch’ births and single deaths; here all
aij(t) = 0 for any t ≥ 0 if i < j − 1 and moreover, all ‘birth’ rates do
not depend on the size of a ‘population’, where ai+k,i(t) = ak(t) for k ≥ 1
is the rate of ‘birth’ of a group of k particles, and ai,i+1(t) = μi+1(t) is the
death rate;

(III) vice-versa, inhomogeneous chains with ‘batch’ deaths and single births,
here all aij(t) = 0 for any t ≥ 0 if i > j + 1 and moreover, all ‘death’ rates
do not depend on the size of a ‘population’, where ai,i+k(t) = bk(t) for
k ≥ 1 is the rate of ‘death’ of a group of k particles, and ai+1,i(t) = λi(t)
is the birth rate;

(IV) inhomogeneous chains with ‘batch’ births and deaths, here all rates do
not depend on the size of a ‘population’, where ai+k,i(t) = ak(t), and
ai,i+k(t) = bk(t) for k ≥ 1 are the rates of ‘birth’ and ‘death’ of a group of
k particles respectively.

Here for these four classes a unified approach based on a special transfor-
mation of reduced infinitesimal matrix is described. This unified approach has
already been successfully applied to system from the Ist and IVth class. Namely,
for the inhomogeneous Markovian queueing model with a finite number of wait-
ing rooms such as M |M |S|S +K the bounds were firstly obtained in our papers,
see for instance [13].

Markovian queueing systems belonging to the IVth class were been studied
in the recent papers [11,18].

Queueing systems with group arrivals or services (types II and III respec-
tively) were also studied (see, for example, the so-called Mx|M |c models [10]
and the recent paper [8]).

Here we demonstrate that the approach is also suitable for the systems from
the IInd and IIIrd class and thus offers a unified means for the analysis of the
ergodicity properties of such Markov chains.

4 Transformation

Let X(t) be a finite continuous-time Markov chain and

dp(t)
dt

= A(t)p(t) (11)

be the corresponding forward Kolmogorov system, where p(t) is the vector of
state probabilities. Since p0(t) = 1 − ∑r

i=1 pi(t) due to the normalization condi-
tion, one can rewrite the system (11) as

dy(t)
dt

= B(t)y(t) + f(t), (12)

where

f(t) = (a10(t), a20(t), . . . , ar0(t))
T

, y(t) = (p1(t), p2(t), . . . , pr(t))
T

,
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and

B=(bij(t))
r
i,j=1 =

⎛

⎜
⎝

a11 (t)−a10 (t) a12 (t)−a10 (t) · · · a1r (t)−a10 (t)
a21 (t)−a20 (t) a22 (t)−a20 (t) · · · a2r (t)−a20 (t)

· · · · · · · · · · · ·
ar1 (t)−ar0 (t) ar2 (t)−ar0 (t) · · · arr (t)−ar0 (t)

⎞

⎟
⎠ .

Then the bound of the norm of the solution for the corresponding homoge-
neous system

dy(t)
dt

= B(t)y(t) (13)

yields the rate of convergence for X(t).
Denote by Tr the upper triangular matrix of the form

Tr =

⎛

⎜
⎝

1 1 1 · · · 1
0 1 1 · · · 1
0 0 1 · · · 1

.

.

.

.

.

.

.

.

.
. . .

0 0 0 · · · 1

⎞

⎟
⎠ . (14)

Then the corresponding matrix H(t) = TrB(t)T−1
r = (hij(t))

r
i,j=1 is essen-

tially nonnegative for all of our classes, hence we can apply the second approach
and obtain the sharp bounds on the rate of convergence!

Namely, for the first class we have

H(t) =

⎛

⎜
⎜
⎝

− (λ0(t) + μ1(t)) μ1(t) 0 · · · 0
λ1(t) − (λ1(t) + μ2(t)) μ2(t) · · · 0

. . .
. . .

. . .
. . .

. . .

0 · · · · · · λr−1(t) − (λr−1(t) + μr(t))

⎞

⎟
⎟
⎠

.

For the second class we obtain

H(t) =

⎛

⎜
⎜
⎝

a11(t)− ar(t) μ1(t) 0 · · · 0
a1(t)− ar(t) a22(t)− ar−1(t) μ2(t) · · · 0

. . .
. . .

. . .
. . .

. . .

ar−1(t)− ar(t) · · · · · · a1(t)− a2(t) arr(t)− a1(t)

⎞

⎟
⎟
⎠

,

hence, the off-diagonal elements hij(t) ≥ 0, if ak+1(t) ≤ ak(t) for any k, t.
For the third class we have

H(t) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

− (λ0(t) + b1(t)) b1(t) − b2(t) b2(t) − b3(t) · · · br−1(t) − br(t)

λ1(t) −(
λ1(t) +

∑

i≤2
bi(t)

)
b1(t) − b3(t) · · · br−2(t) − br(t)

. . .
. . .

. . .
. . .

. . .

0 · · · · · · λr−1(t) −(
λr−1(t) +

∑

i≤r

bi(t)
)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

hence, the off-diagonal elements hij(t) ≥ 0, if bk+1(t) ≤ bk(t) for any k, t.
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Finally, for the fourth class we have

H(t) =

⎛
⎜⎜⎜⎜⎜⎜⎝

a11(t)− ar(t) b1(t)− b2(t) b2(t)− b3(t) · · · br−1(t)− br(t)
a1(t)− ar(t) a22(t)− ar−1(t) b1(t)− b3(t) · · · br−2(t)− br(t)

. . .
. . .

. . .
. . .

. . .

ar−1(t)− ar(t) · · · · · · a1(t)− a2(t) arr(t)− a1(t)

⎞
⎟⎟⎟⎟⎟⎟⎠
,

hence, the off-diagonal elements hij(t) ≥ 0, if ak+1(t) ≤ ak(t) and bk+1(t) ≤ bk(t)
for any k, t.

5 Example

As a queueing example we can consider the rate of convergence for the Erlang
loss system Mt|Mt|S|S and its generalizations.

The queue-length process X(t) for Mt|Mt|S|S is a birth-death process with
r = S, arrival and service intensities λk(t) = λ(t) and μk(t) = kμ(t) respectively.
The rate of convergence for this process in the homogeneous situation and its
asymptotic as S → ∞ were studied in many papers, see for instance [3,5].

The approach considered in this paper was applied to a general inhomoge-
neous situation in [4,12,14].

Namely, the queue-length process for the ordinary Mt|Mt|S|S queue is weakly
ergodic if and only if

∫ ∞

0

(λ(t) + μ(t)) dt = ∞. (15)

Bounds for different intensity functions were presented in [14]. Particularly,
bound (4) holds for h∗(t) = μ(t) and for h∗(t) = S−1λ(t) for the transformations
dk = 1 and dk = 1/k respectively.

The simplest analogue of the Mt|Mt|S|S queue for a queueing system with
group services was introduced and studied in [15]. For this model we suppose that
the intensity of arrival of a customer to the queue is also λ(t), and the intensity
of departure (servicing) of a group of k customers is bk(t) = μ(t)/k, 1 ≤ k ≤ S.
The queue-length process X(t) for such model belongs both to the III-d and IY-
th classes. We obtained the same criterion (15) of the weak ergodicity of X(t).
Moreover, bound (4) holds for h∗(t) = μ(t) and for h∗(t) = S−1λ(t) with the
corresponding transformations dk = 1 and dk = 1/k.

The following model is an essential generalization of the Erlang loss system.
Let the length of the queue is X(t) ≤ S, and assume that a group of k ≤ M ≤ S

customers can arrive to the queue with intensity ak = λ(t)
k , and a group of

k ≤ N ≤ S customers can leave the queue after being serviced with intensity
μk = μ(t)

k , where M and N are fixed natural numbers. The asymptotics as
S → ∞ of the rate of convergence for this model in the homogeneous situation
was studied in [21]. A general inhomogeneous case was considered in [20]. Namely,
if M = N = S, then putting dk = 1 we obtain the sharp bound on the rate of
convergence (9) with h∗(t) = λ(t) + μ(t).
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Abstract. We consider a tandem network consisting of an arbitrary but
finite number Rm of queueing systems, where Rm is a discrete random
variable with a suitable probability distribution. Each queueing system
of the tandem network is modeled via a birth-death process and consists
of an infinite buffer space and of a service center with a single server.

1 Introduction

Stochastic queueing networks are successfully used to describe a variety of dif-
ferent real systems, such as telecommunications systems, computer systems, call
centers and manufacturing systems (cf., for instance, [3,9,11,12]). In particu-
lar, a tandem network consists of some finite number of queueing systems in
series. For instance, in manufacturing systems, a serial production line consists
of machines and buffers; between any two subsequent machines there is a buffer
and between any two subsequent buffers there is a machine.

Figure 1 shows a Jackson tandem network (cf. [8]) that consists of the compo-
nents C1, C2, . . . , Cr (r ≤ m). Each component Cj represents a queueing system
modeled via a birth-death process with state-dependent service rates.

We assume that the tandem network in Fig. 1 satisfies the following assump-
tions: (i) there is only one class of customers in the network; (ii) the overall
number of customers in the network is unlimited; (iii) the customers arrive to
the first queueing system from an external source according to a Poisson process
of rate λ; (iv) the service discipline at all nodes is FCFS and there is a single
server available to each node; (v) the service times at Cj are exponentially dis-
tributed with mean [μj(nj)]−1 when there are nj customers in Cj just before
the departure of a customer.

In [10], Reich extends the Burke’s result (cf. [4]) showing that in a queueing
system, described via a birth-death process with constant arrival rate λ > 0,
in steady-state regime the departure process is a Poisson process with the same
rate as the arrival process.

We denote by Nj the random variable describing the number of customers
at the component Cj (j = 1, 2, . . . , r) in steady state regime and by qj(nj) =

This paper is partially supported by G.N.C.S.- INdAM.
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Fig. 1. Tandem queueing network with state dependent service rates.

P (Nj = n) (n = 0, 1, . . .) the steady-state probability. Furthermore, let (N1,
N2, . . . , Nr) be the random vector indicating the number of customers in all
the components of the tandem network and let q(n1, n2, . . . , nr) = P (N1 =
n1, N2 = n2, . . . , Nr = nr) be the joint steady-state probability. An extension
of Jackson’s theorem asserts that in steady-state regime the joint steady-state
probability can be still expressed as a product-form solution (cf. [2,3,8]). Indeed,
under the assumptions (i)–(v), if

Sj = 1 +
+∞∑

n=1

λn

μj(1)μj(2) . . . μj(n)
< +∞ (j = 1, 2, . . . , r)

then, in steady-state regime, the joint distribution of (N1, N2, . . . , Nr) can be
factorized into the product of the marginal distributions of each queueing system:

q(n1, n2, . . . , nr) = q1(n1)q2(n2) . . . qr(nr), (1)

where for j = 1, 2, . . . , r one has:

qj(0) = S−1
j , qj(n) =

λn

μj(1)μj(2) . . . μj(n)
qj(0) (n = 1, 2, . . .). (2)

Some special birth-death processes are considered in [3,5,6,11].
In Sects. 2 and 3, we calculate the probability distribution of the total number

of customers in a tandem network with a fixed number of components and with
a random number of components in steady-state regime.

2 Tandem Network with a Fixed Number of Components

We denote by Mr = N1 + N2 + . . . + Nr (1 ≤ r ≤ m) the total number of
customers in the tandem network with r components in steady-state regime.
Then, since N1, N2, . . . , Nr are independent random variables, one has

P (Mr = n) =
∑

n∈Dr

q1(n1)q2(n2) . . . qr(nr) (n = 0, 1, . . .), (3)

with Dr =
{
n = (n1, n2, . . . , nr) : ni ≥ 0 (i = 1, 2, . . . , r),

∑r
i=1 ni = n

}
. The

probability generating function of Mr is:

GMr
(z) = E

(
zN1+N2+...+Nr

)
= G1(z)G2(z) . . . Gr(z) (r = 1, 2, . . .), (4)

where Gj(z) = E
(
zNj

)
is the probability generating function of Nj (j =

1, 2, . . . , r).
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In the sequel we consider two scenarios: (a) tandem network with negative
binomial components, (b) tandem network with logarithmic components.

(a) Tandem network with negative binomial components
In this case the arrival rate is λ and the service rates of the component Cj are:

μj(n) =
μj n

βj + n
(n = 1, 2, . . . ; j = 1, 2, . . . , r) (5)

where μj > 0 and βj ≥ 0. In particular, if βj = 0 the birth-death process corre-
sponds to the M/M/1 queue. We note that μj(n) ≤ μj and limn→+∞ μj(n) = μj .

When the traffic intensities �j = λ/μj < 1 for j = 1, 2, . . . , r, from (2), one
obtains the steady-state distribution of the component Cj :

qj(n) = P (Nj = n) =
�n

j

n!
(βj + 1)n(1 − �j)βj+1 (n = 0, 1, 2, . . .), (6)

where (γ)n denotes the Pochhammer symbol, defined as (γ)0 = 1 and (γ)n =
γ(γ + 1) . . . (γ + n − 1) if n = 1, 2, . . .. We remark that

• if βj = 0, (6) corresponds to the geometric steady-state distribution of
M/M/1 queueing system: qj(n) = (1 − �j) �n

j (n = 0, 1, 2, . . .);
• if βj = k − 1 (k = 2, 3, . . .), (6) becomes a negative binomial distribution:

qj(n) =
(
n+k−1

k−1

)
(1 − �j)k�n

j (n = 0, 1, 2, . . .), that corresponds to the sum of
k − 1 independent geometric random variables.

Since Mr = N1 + N2 + . . . + Nr, if max(�1, �2, . . . , �r) < 1 it follows:

E(Mr) =
r∑

j=1

�j

1 − �j
(1 + βj), Var(Mr) =

r∑

j=1

�j

(1 − �j)2
(1 + βj). (7)

Assuming that μ1 = μ2 = . . . = μr = μ, from (4) for � = λ/μ < 1 one has:

GMr
(z) =

( 1 − �

1 − z�

)β1+β2+...+βr+r

(r = 1, 2, . . .). (8)

Expanding (8) in a power series, one obtains the probability function of Mr:

P (Mr = n) =
(β1 + . . . + βr + r)n

n!
(1 − �)β1+...+βr+r �n (n = 0, 1, . . .). (9)

Note that as β1 = . . . = βr = 0 from (9) one obtains the distribution of the total
number of customers in a tandem network that consists of r queues M/M/1:
P (Mr = n) =

(
n+r−1

r−1

)
(1 − �)r�n (n = 0, 1, . . .).

In Fig. 2, we consider a tandem network with negative binomial components
and identical service rates (5) for βj = β and μj = μ (j = 1, 2, . . . , r).
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Fig. 2. Tandem network with negative binomial components and identical state-
dependent service rates. In (a) and (b), E(Mr) and Cv(Mr) are plotted. In (c) and
(d), the probabilities P (Mr = n) are shown for r = 5 and r = 10.

(b) Tandem network with logarithmic components
In this case the arrival rate is λ and the service rates of the component Cj are:

μj(1) = μ1, μj(n) =
nμj

n − 1
(n = 2, 3, . . .), (10)

where μj > 0. We note that μj(n) ≥ μj and limn→+∞ μj(n) = μj . When
�j = λ/μj < 1 for j = 1, 2, . . . , r, from (2) one has (cf. [7]):

qj(0) =
[
1− ln(1−�j)

]−1
, qj(n) =

�n
j

n

[
1− ln(1−�j)

]−1 (n = 1, 2, . . .). (11)

Furthermore, since Mr = N1+N2+. . .+Nr, if max(�1, �2, . . . , �r) < 1 it follows:

E(Mr) =
r∑

j=1

�j

1 − �j
qj(0), Var(Mr) =

r∑

j=1

�j

(1 − �j)2
qj(0)

[
1 − �jqj(0)

]
. (12)

When μj = μ (j = 1, 2, . . . , r), from (4) for � = λ/μ < 1 one obtains:

GMr
(z) =

[1 − log(1 − z�j)
1 − log(1 − �j)

]r

(r = 1, 2, . . .). (13)
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Fig. 3. As in Fig. 2 for a tandem network with logarithmic components and identical
state-dependent service rates.

Expanding (13) in a power series and recalling that (cf. [1], p. 824)

[ln(1 + x)]k = k!
+∞∑

i=k

S
(k)
i

xi

i!
(|x| < 1),

one obtains the probability function of Mr:

P (Mr = n) =
(−�)n

n! [1 − ln(1 − �)]r

min(n,r)∑

j=0

(
r

j

)
(−1)j j!S(j)

n (n = 0, 1, . . .), (14)

where S
(j)
n denotes the Stirling number of first kind. Figure 3 refers to a tandem

network with logarithm components and identical state-dependent service rates.

3 Tandem Network with a Random Number
of Components

We assume that the number of components of the tandem network is random
and let Rm be a discrete random variable that assumes the values 1, 2, . . . ,m
with an assigned probability distribution. We denote by (N1, N2, . . . , NRm

)
the vector that describes the state of the random tandem network in equilib-
rium regime and we assume the independence between N1, N2, . . . , Nm and Rm.
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In the random tandem network we analyze the total number of customers
Nm = N1 + N2 + . . . + NRm

. The probability function of Nm is:

P (Nm = n) =
m∑

r=1

P (Rm = r)P (Mr = n) (n = 0, 1, . . .). (15)

Furthermore, if N1, N2, . . . , Nm are independent and identically distributed ran-
dom variables, then

E(Nm) = E(Rm)E(N1), Var(Nm) = E(Rm)Var(N1) + [E(N1)]2Var(Rm). (16)

We denote by E(NB)(Nm) and V(NB)(Nm) [E(L)(Nm) and V(L)(Nm)] the
mean and the variance in a random tandem network with negative bino-
mial components [with logarithmic components]. Making use of the inequality
x < − ln(1 − x) < x/(1 − x) (0 < x < 1) (cf., for instance, [1], n. 4.2.29), one
has:

E(L)(Nm) < E(NB)(Nm), V(L)(Nm) < V(NB)(Nm).

Special discrete distribution for the random variable Rm are:

• Uniform distribution: P (Rm = r) = 1/m for r = 1, 2, . . . ,m;
• Truncated geometric distribution: P (Rm = r) = (1 − ξ) ξr−1/(1 − ξm) for

r = 1, 2, . . . ,m, with ξ > 0 and ξ �= 1. Note that as ξ → 1 one obtains the
uniform distribution.

(a) Random tandem network with negative binomial components
We consider a random tandem network with negative binomial components and
identical state-dependent service rates μj(n) = μn/(β + n), with μ > 0, β ≥ 0.
Recalling (7) and (9), from (15) and (16), for � = λ/μ < 1 one obtains:

P (Nm = n) =
�n

n!

m∑

r=1

P (Rm = r)(1 − �)r(β+1)
(
r(β + 1)

)
n

(n = 0, 1, . . .),

E(Nm) =
�

1 − �
(β + 1)E(Rm), (17)

Var(Nm) =
�

(1 − �)2
(β + 1)

{
E(Rm) + �(β + 1)Var(Rm)

}
.

Note that if β = 0, (17) refers to a random tandem network with M/M/1
identical components. In Fig. 4, we take in account a random tandem network
with negative binomial components by choosing the uniform (ξ = 1) and the
truncated geometric distributions (ξ = 0.5, 1.5) for Rm.

(b) Random tandem network with logarithm components
We consider a random tandem network with logarithm components and identical
state-dependent service rates μj(1) = μ, μj(n) = nμ/(n − 1), with μ > 0. By
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Fig. 4. Random tandem network with negative binomial components, in which R10

has an uniform (ξ = 1) or a truncated geometric distribution (ξ = 0.5, 1.5). In (a) and
(b), E(N10) and Cv(N10) are plotted. In (c) and (d), P (N10 = n) are shown.

virtue of (12) and (14), from (15) and (16), for � = λ/μ < 1 one obtains:

P (Nm = n) =
�n

n!

m∑

r=1

r!P (Rm = r)
[1 − ln(1 − �)]r

min(n,r)∑

j=0

(−1)n+j

(r − j)!
S(j)

n (n = 0, 1, . . .),

E(Nm) =
�

1 − �

1
1 − ln(1 − �)

E(Rm), (18)

Var(Nm) =
�

(1 − �)2
[1 − � − ln(1 − �)]E(Rm) + �Var(Rm)

[1 − ln(1 − �)]2
·

In Fig. 5 we consider a random tandem network with logarithmic components
in which Rm has an uniform (ξ = 1) or a truncated geometric distributions
(ξ = 0.5, 1.5).

The uniform and truncated geometric distributions belong to the class of
truncated discrete distributions

P (Rm = r) =
ϕ(m − r + 1)∑m

k=1 ϕ(k)
(r = 1, 2, . . . ,m), (19)

where the function ϕ(x) is positive and not depend by m. In particular, the
uniform distribution is obtained by choosing ϕ(x) = 1 in (19), whereas if
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Fig. 5. As in Fig. 4 for a random tandem network with logarithmic components, in
which R10 has an uniform (ξ = 1) or a truncated geometric distribution (ξ = 0.5, 1.5).

ϕ(x) = ξ−x, with ξ > 0 and ξ �= 1, in (19) one has the truncated geometric
distribution. A truncated discrete distribution satisfies the iterative relation:

P (Rm = r) = [1 − P (Rm = 1)]P (Rm−1 = r − 1) (r = 2, 3, . . . , m),

so that the probabilities (15) and the moments of Nm can be iteratively com-
puted with respect to m as follows:

P (Nm = n) = P (Rm = 1)q1(n) + [1 − P (Rm = 1)]
n∑

j=0

q1(j)P (Nm−1 = n − j)

(n = 0, 1, . . . ;m = 2, 3, . . .) (20)

E(N k
m) = P (Rm = 1)E(Nk

1 ) + [1 − P (Rm = 1)]
k∑

i=0

(
k

i

)
E(N i

m−1)E(Nk−i
1 )

(k = 1, 2, . . . ;m = 2, 3, . . .)

with P (N1) = P (N1 = n) = q1(n) and E(N k
1 ) = E(Nk

1 ) for k = 1, 2, . . ..
A future study will concern the analysis of a more general random tandem

network and the construction of relative suitable continuous approximations.
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Abstract. We consider the problem of synthesising parameters affect-
ing transition rates and probabilities in generalised Stochastic Petri Nets
(GSPNs). Given a time-bounded property expressed as a probabilisitic
temporal logic formula, our method allows computing the parameters
values for which the probability of satisfying the property meets a given
bound, or is optimised. We develop algorithms based on reducing the
parameter synthesis problem for GSPNs to the corresponding problem
for continuous-time Markov Chains (CTMCs), for which we can leverage
existing synthesis algorithms, while retaining the modelling capabilities
and expressive power of GSPNs. We evaluate the usefulness of our app-
roach by synthesising parameters for two case studies.

1 Introduction

Various extensions of Stochastic Petri Nets (SPNs), e.g. generalised SPNs [12]
(GSPNs), have been introduced to model complex and concurrent systems in
many areas of science. In biochemistry, quantitative models of genetic networks
can be expressed as SPNs [8]. In engineering, GSPNs are used to study various
reliability and performance aspects of manufacturing processes, computer net-
works and communication protocols [1,3]. Assuming certain restrictions on their
structure, the dynamics of SPNs as well as GSPNs can be described using finite-
state continuous-time Markov chains (CTMCs) [12]. This allows modellers and
designers to perform quantitative analysis and verification using well-established
formal techniques for CTMCs, above all probabilistic model checking [11].

Traditionally, formal analysis of SPNs and GSPNs assumes that transition
rates and probabilities are known a priori. This is often not the case and one
has to consider ranges of parameter values instead, for example, when the
parameters result from imprecise measurements, or when designers are inter-
ested in finding parameter values such that the model fulfils a given specification.
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In this paper, we tackle the parameter synthesis problem for GSPNs, described as
follows:

“Given a time-bounded temporal formula describing the required behaviour
and a parametric GSPN (pGSPN) whose transition rates and probabilities are
functions of the parameters, automatically find parameter values such that the
satisfaction probability of the formula meets a given threshold, is maximised, or
minimised”.

Importantly, this problem requires effective reasoning about uncountable sets
of GSPNs, arising from the presence of continuous parameter ranges. We show
that, under restrictions on the structure of pGSPNs (i.e. requiring a finite number
of reachable markings or avoiding Zeno behaviour) and on predicates appear-
ing in the temporal formulas, we can describe the dynamics of a pGSPN by a
finite-state parametric CTMC (pCTMC). The parameter synthesis problem for
pGSPNs can be then reduced to the equivalent problem for pCTMCs and thus,
we can employ existing synthesis algorithms that combine computation of prob-
ability bounds for pCTMCs with iterative parameter space refinement in order
to provide arbitrarily precise answers [5]. We further demonstrate that pGSPNs
provide an adequate modelling formalism for designing complex systems where
parameters of the environment (e.g., request inter-arrival times) and those inher-
ent to the system (e.g. service rates) can be meaningfully expressed as intervals.
We also show that pGSPNs can be used for the in silico analysis of stochastic
biochemical systems with uncertain kinetic parameters.

The main contribution of the paper can be summarised as follows:

– formulation of the parameter synthesis problem for GSPNs using pGSPNs;
– solution method based on translation of pGSPNs into pCTMCs; and
– evaluation on two case studies from different domains, through which we

demonstrate the usefulness and effectiveness of our method.

2 Problem Formulation

In our work we consider the problem of parameter synthesis for Generalised
Stochastic Petri Nets (GSPNs). GSPNs naturally combine stochastic (i.e. timed)
transitions and immediate (i.e. untimed and probabilisitic) transitions [4] and
thus provide an adequate formalism for modelling engineered and biological sys-
tems alike. Below we introduce the model of parametric GSPNs (pGSPNs), which
extends GSPNs with parameters that affect transitions rates and probabilities.

Definition 1 (pGSPN). Let K be a set of parameters. A pGSPN over K is a
tuple (L, T,A,Min,R,P), where:

– L is a finite set of places inducing a set of markings M , where for each
m ∈ M,m = (m1,m2, . . . ,mn) ∈ R

n, with n = |L|;
– T = Tst ∪ Tim is a finite set of transitions partitioned into stochastic tran-

sitions Tst and immediate transitions Tim;
– A ⊆ (P ×T )∪(T ×P ) is a finite set of arcs connecting transitions and places;
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– min ∈ M is the initial marking;
– R :Tst →(M →R[K]) is the parametric, marking-dependent rate matrix, where

R[K] is the set of polynomials over the reals R with variables k ∈ K;
– P :Tim →(M →R[K]) is the parametric, marking-dependent probability matrix.

The domain of each parameter k ∈ K is given by a closed real interval
describing the range of possible values, i.e., [k⊥, k�] ⊆ R. The parameter space P
induced by K is defined as the Cartesian product P =×k∈K

[k⊥, k�]. Subsets of
P are called subspaces. Given a pGSPN and a parameter space P, we denote with
NP the set {Np | p ∈ P} where Np = (L, T,A,Min,Rp,Pp) is the instantiated
GSPN obtained by replacing the parameters in R and P with their valuation
in p. The rate (probability) matrix for marking m and parameter valuation p is
denoted by Rm,p (Pm,p).

For all markings m ∈ M reachable from min, we require that: (1) For all
t ∈ Tst, it holds that either Rp,m(t) > 0 for all p ∈ P, or Rp,m(t) = 0 for all
p ∈ P. (2) For all t ∈ Tim it holds that either Pp,m(t) > 0 for all p ∈ P or
Pp,m(t) = 0 for all p ∈ P, and

∑
t∈Tim

Pp,m(t) = 1. Note that Rp,m(t) > 0
(Pp,m(t) > 0, respectively) if and only if the transition t is enabled, i.e. there
is a sufficient number of tokens in each of its input places. In other words,
parameters do not affect the enabledness of transitions. Further, we use the
notion of capacity C to indicate, for each place l ∈ L, the maximal number of
tokens C(l) in l, thus determining when a transition is enabled.

Vanishing and tangible markings. As in GSPNs, a marking m ∈ M is called
vanishing if there is an immediate transition t ∈ Tin that is enabled in m,
or tangible otherwise. In a vanishing marking m, all stochastic transitions are
blocked, and the enabled immediate transitions are fired in zero time according
the probability distribution Pp,m. To avoid Zeno behaviour, we require that there
are no cycles over vanishing markings. In a tangible marking m, the sojourn
time is exponentially distributed with average time Ep(m)−1 where Ep(m) =∑

t∈Tst
Rp,m(t) is the exit rate. The probability that a transition t ∈ Tst is fired

first is given by Rp,m(t) · Ep(m)−1.

Specification language. We consider the time-bounded fragment of Continuous
Stochastic Logic (CSL) [2] to specify behavioural properties of GSPNs, with the
following syntax. A state formula Φ is given by Φ ::= true | a | ¬Φ | Φ ∧ Φ |
P∼r[φ] | P=?[φ], where φ is a path formula, given by φ ::=X Φ | Φ UI Φ, a is an
atomic proposition defined over the markings m ∈ M,∼∈ {<,≤,≥, >} , r ∈ [0, 1]
is a probability threshold, and I ∈ R is a bounded interval. As explained in [5],
our parameter synthesis methods also support time-bounded rewards [11], which
we omit in the following for the sake of clarity.

Let φ be a CSL path formula and NP be a pGSPN over a space P. We denote
with Λφ : P → [0, 1] the satisfaction function such that Λφ(p) = P=?[φ], that is,
Λφ(p) is the probability of φ being satisfied over the GSPNs Np. Note that the
path formula φ may contain nested probabilistic operators, and therefore the
satisfaction function is, in general, not continuous.
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Synthesis problems. We consider two parameter synthesis problems: the thresh-
old synthesis problem that, given a threshold ∼r and a CSL path formula φ, asks
for the subspace where the probability of φ meets ∼r; and the max synthesis
problem that determines the subspace within which the probability of the input
formula is guaranteed to attain its maximum, together with probability bounds
that contain that maximum. Solutions to the threshold synthesis problem admit
parameter points left undecided, while, in the max synthesis problem, the actual
set of maximising parameters is contained in the synthesised subspace. Impor-
tantly, the undecided and maximising subspaces can be made arbitrarily precise
through user-defined tolerance values.

For NP , φ, an initial state s0, a threshold ∼r and a volume tolerance ε > 0,
the threshold synthesis problem is finding a partition {T ,U ,F} of P, such that:
∀p ∈ T : Λφ(p) ∼ r;∀p ∈ F : Λφ(p) �∼ r; and vol(U)/vol(P) ≤ ε, where U is an
undecided subspace and vol(A) =

∫

A
1dμ is the volume of A.

For NP , φ, s0, and a probability tolerance ε > 0, the max synthesis problem is
finding a partition {T ,F} of P and probability bounds Λ⊥

φ , Λ�
φ such that: ∀p ∈

T : Λ⊥
φ ≤ Λφ(p ≤ Λ�

φ ; ∃p ∈ T : ∀p′ ∈ F : Λφ(p) > Λφ(p′); and Λ�
φ − Λ⊥

φ ≤ ε.
The min synthesis problem is defined in a symmetric way to the max case.

3 Parameter Synthesis for Stochastic Petri Nets

First, we introduce a novel automated translation from pGSPNs into parametric
CTMCs (pCTMCs), able to preserve important quantitative temporal proper-
ties. This allows us to reduce the pGSPN synthesis problem to the equivalent
pCTMC synthesis problem. Second, we provide an overview of our recent results
on parameter synthesis for CTMCs [5].

3.1 Translation of pGSPNs into pCTMCs

CTMCs represent purely stochastic processes and thus, in contrast to GSPNs,
they do not allow any immediate transitions. The dynamics of a CTMC is given
by a transition rate matrix defined directly over its set of states S. Parametric
CTMCs [5] extend the notion of CTMCs by allowing transitions rates to depend
on model parameters. Formally, for a set of parameters K, the parametric rate
matrix is defined as M : S × S → R[K]. Similarly as in the case pGSPNs, for a
given parameter space P the pCTMC CP defines an uncountable set {Cp | p ∈ P}
where Cp = (S,Mp, s0) is the instantiated CTMC obtained by replacing the
parameters in M with their valuation in p and where s0 denotes the initial
state.

We introduce a translation method from pGSPNs to pCTMCs that builds
on the translation for non-parametric GSPNs [4] and exploits the fact that
parameters do not affect the enabledness of transitions and thus do not alter
the set of reachable markings. Therefore we can map the set of markings M
in the pGSPN NP to the set of states S in the pCTMC CP . This mapping
allows us to construct the parametric rate matrix M of the pCTMC such
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Fig. 1. Left: Merging at the level of places. Right: Merging at the level of markings.

that CP preserves the dynamic of pGSPN over tangible markings. Formally,
for p ∈ P,Mp(m,m′) =

∑
t∈T (m,m′) Rp,m(t), where T (m,m′) = {t ∈ Tst | m′

is a marking obtained by firing t in marking m}.
The crucial difficulty of this translation lies in handling the vanishing mark-

ings. Since any state in a CTMC has a non-zero waiting time, in order to map
pGSPN markings into pCTMC states we need to eliminate the vanishing mark-
ings. Specifically, for each vanishing marking, we merge the incoming and out-
going transitions and combine the corresponding parameters (if present).

Although we merge at the level of markings, we first explain the intuition
of the merging at the level of places, which is illustrated in Fig. 1 (left). The
reasoning behind this operation is that the immediate probabilistic transitions
t2 and t3 take zero time and thus they do not affect the total exit rate in
the resulting, merged transitions t4 and t5, i.e., R(t1) = R(t4) + R(t5). The
transition probabilities k2 and 1−k2 of t2 and t3, respectively, are used to deter-
mine the probability that the transition t4 and t5, respectively, is fired when the
sojourn time in the place 1 is passed.

Since the transition rates and probabilities are marking-dependent, elimina-
tion and merging is actually performed at the level of markings. Figure 1 (right)
illustrates these operations. The principle is same as in the case of merging at
the level of places, but it allows us to reflect the dependencies on the markings
and thus to preserve the dynamic of pGSPN over tangible markings. Clearly, we
cannot reason about the vanishing markings and thus trajectories in pGSPN that
differ only in vanishing markings are indistinguishable in the resulting pCTMC.
To preserve the correctness of our approach we have to restrict the set of proper-
ties. In particular, we support only properties with atomic propositions defined
over the set of tangible markings. This allow us to compute the satisfaction
function Λφ using the satisfaction function Γφ defined over the pCTMC.

3.2 Parameter Synthesis for pCTMCs

We now give an overview of the parameter synthesis method for pCTMCs [5]. The
method builds on the computation of safe bounds for the satisfaction function Γφ.
In particular, for a pCTMC CP , the procedure efficiently computes an interval
[ΓP

⊥ , ΓP
� ] that is guaranteed to contain the minimal and maximal probability

that pCTMC CP satisfies φ, i.e. ΓP
⊥ ≤ minp∈P Γφ(p) and ΓP

� ≥ maxp∈P Γφ(p).
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This safe over-approximation is computed through an algorithm that extends
the well-established time-discretisation technique of uniformization [11] for the
transient analysis of CTMCs, which is the foundation of CSL model checking.
Our technique is efficient because the computation of maximal and minimal
probabilities is based on solving a series of local and independent optimisation
problems at the level of each transition and each discrete uniformisation step.
This approach is much more feasible than solving the global optimisation prob-
lem, which reduces to the optimisation of a high-degree multivariate polynomial.

The complexity of our approach depends on the degree of the polynomials
appearing in the transition matrix M. We restrict to multi-affine polynomial
rate functions for which we have a complexity of O(2n+1 · tCSL), where n is
the number of parameters and tCSL is the complexity of the standard non-
parametric CSL model-checking algorithm, which mainly depends on the size of
the underlying model and the number of discrete time steps (the latter depends
on the maximum exit rate of the CTMC and time bound in the CSL property).
For linear rate functions, we have an improved complexity of O(n · tCSL).

Crucially, the approximation error of this technique depends linearly on the
volume of the parameter space and exponentially on the number of discrete
time steps [5], meaning that the error can be controlled by refining the param-
eter space (i.e. the error reduces with the volume of the parameter region). In
particular, the synthesis algorithms are based on the iterative refinement of the
parameter space P and the computation of safe bounds for Γφ (as per above).

Threshold synthesis. We start with U containing P (i.e. the whole parameter
space is undecided). For each R ∈ U , we compute the safe bounds ΓR

⊥ and ΓR
� .

Then, assuming a threshold ≤r, if ΓR
� ≤ r then for all p ∈ R the threshold

on the property φ is satisfied and R is added to T . Similarly, if ΓR
⊥ > r then

R is added to F . Otherwise, R is decomposed into subspaces that are added
to U . The algorithm terminates when U satisfies the required volume tolerance
ε. Termination is guaranteed by the shape of approximation error.

Max synthesis. The algorithm starts with T = P and iteratively refines T
until the probability tolerance ε on the bounds Λ⊥

φ = Γ T
⊥ and Λ�

φ = Γ T
� is

satisfied. To provide faster convergence, at each iteration it computes an under-
approximation M of the actual maximal probability, by randomly sampling a
set of probability values and setting M to the maximal sample. In this way,
each subspace whose maximal probability is below M can be safely added to F .
Otherwise, R is added to a newly constructed set T and the bounds Λ⊥

φ and
Λ�

φ are updated accordingly. Since that the satisfaction function Λφ is in general
discontinuous, the algorithm might not terminate. This is detected by extending
the termination criterion using the volume tolerance ε.

The complexity of the synthesis algorithms depends mainly on the number of
subspaces to analyse in order to achieve the desired precision, since this number
directly affects how many times the procedure computing the bounds on Γφ has
to be executed. Therefore, complex instances of the synthesis problem can be
computationally very demanding. To overcome this problem, we redesigned the
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sequential algorithms to enable state space and parameter space parallelisation,
resulting in data-parallel algorithms providing dramatic speed-up on many-core
architectures [6]. Thanks to the translation procedure previously described, we
can exploit parallelisation also for the parameter synthesis of GSPNs.

4 Experimental Results

All the experiments were performed using an extended version of the GPU-
accelerated tool PRISM-PSY [6]. They run on a Linux workstation with an AMD
PhenomTM II X4 940 Processor @ 3 GHz, 8 GB DDR2 @ 1066 MHz RAM and
an NVIDIA GeForce GTX 480 GPU with 1.5 GB of GPU memory.

Google File System. We consider a case study of the replicated file system used
in the Google search engine known as Google File System (GFS). The model,
introduced in [3] as a non-parametric GSPN, reproduces the life-cycle of a single
chunk (representing a part of the file) within the file system. The chunk exists
in several copies, located in different chunk servers. There is one master server
that is responsible for keeping the locations of the chunk copies and replicating
the chunks if a failure occurs. In [6] we introduced a parametric version of the
model, manually derived the corresponding pCTMC, and performed parameter
synthesis using the tool PRISM-PSY.

In this paper we exploit the modelling capabilities of pGSPNs and introduce
an extension of the model. In particular, we integrate into the model a message
monitoring inspired by the original paper on GFS [7]: the master server period-
ically send so-called HeartBeat messages to check for chunk inconsistency, i.e.
when a write request occur between a failure and its acknowledgement. Figure 2
(left) depicts the pGSPN describing the parametric model, where the part in the
green-bordered box corresponds to the extension.

We are interested in the probability that the first chunk inconsistency occurs
minutes 15 and 45, and how this probability depends on the rate of the HeartBeat
messages (c check) and the rate of the chunk server failure (c fail). We solve
this as a threshold synthesis problem with threshold ≥30%, path formula φ ≡
(Cinc = 0) U [15,45] (Cinc > 0), parameter intervals c check ∈ [0.01, 10] and
c fail ∈ [0.01, 0.11], and volume tolerance ε = 10%.

Results are shown in Fig. 2 (right), namely, the decomposition of the parame-
ter space into subspaces satisfying the property (green), not satisfying (red), and
uncertain (yellow). The pGSPN has around 139 K states and 740 K transitions,
and the synthesis algorithm required around 11 K time steps and produced 460
final subspaces. The data-parallel GPU computation took 25 min, corresponding
to more than 7-fold speedup with respect to the sequential algorithm.

Mitogen-Activated-Protein-Kinases cascade. In our second case study we con-
sider the Mitogen-Activated-Protein-Kinases (MAPK) cascade [10], one of the
most important signalling pathways that controls molecular growth through acti-
vation (i.e. phosphorylation) cascade of kinases. We use a SPN model introduced
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Fig. 2. Left: pGSPN for a new variant of the GFS model [3]. Red boxes with question
marks indicate parametric transitions. Right: Results of the threshold synthesis. (Color
figure online)

in [9] and study how two key reactions, namely activation by MAPKK-PP
and deactivation by Phosphatase, affect the activation of the final kinases.
We want to find rates of these reactions that maximise the probability that,
within 50 and 55 min, the number of the activated kinases is between 25%
and 50%. To this purpose, we formulate a max synthesis problem for prop-
erty φ ≡ G[50, 55] (25% ≤ γ ≤ 50%), where γ is the percentage of the activated
kinases. The interval for both reaction rates is [0.01, 0.1] and the probability
tolerance ε = 5%.

Fig. 3. Results of the max synthesis for the
MAPK cascade. (Color figure online)

Figure 3 illustrates the results
of max synthesis, namely, it shows
the decomposition of the parame-
ter space into subspaces maximis-
ing the property (green) and not
maximising (red). The bounds on
maximal probability are 57.4% and
62.4%. The pGSPN has around 100 K
states and 911 K transitions, and the
synthesis algorithm required around
121 K time steps and produced 259
final subspaces. The parallel GPU
computation took 5 h, correspond-
ing to more than 22-fold speedup
with respect to the sequential CPU
algorithm.

5 Conclusion

We have developed efficient algorithms for synthesising parameters in GSPNs,
building on the automated translation of parametric GSPNs into parametric
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CTMCs. The experiments show that our approach allows us to exploit existing
data-parallel algorithms for scalable synthesis of CTMCs, while retaining the
modelling power provided by parametric GSPNs.
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Abstract. A stochastic diffusion model based on a generalized Gom-
pertz deterministic growth in which the carrying capacity depends on
the initial size of the population is considered. The growth parameter
of the process is then modified by introducing a time-dependent exoge-
nous term. The first passage time problem is considered and a two-step
procedure to estimate the model is proposed. Simulation study is also
provided for suitable choices of the exogenous term.

1 Introduction

The models for the description of growth phenomena, originally associated to
the evolution of animals populations, currently play an important role in several
fields like that economic, biological, medical, ecological, among others. For this
reason many efforts are oriented to the development of always more sophisticated
mathematical models for the description of a particular type of behaviour. The
most representative curves for modeling growth are of exponential-type as the
logistic and Gompertz curves because they are characterized by a finite carrying
capacity, that represents, in general terms, the limitation of the natural resources.
Specifically, the Gompertz curve is frequently used because in several contexts
it seems to fit the experimental data in enough precise way. It is described by
the equation:

x(t) = exp
{m

β
[1 − e−β(t−t0)] + lnx0 e−β(t−t0)

}
, (1)

where m and β are positive constants that represent the growth parameters of the
population. Equation (1) is able to describe growth dynamics in a lot of contexts
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so, for instance animal, vegetable, tumor growth. Equation (1) is solution of the
following ordinary differential equation:

dx

dt
= mβ − βx ln x, x(t0) = x0.

We note that in (1) the carrying capacity is K = limt→∞ x(t) = exp{m/β}.
However, in several contexts, the carrying capacity can depend from the initial
size of the population (cf. [4,6,8], for example). In order to take into account
this aspect, in [8] the authors modified Eq. (1) as follows

x(t) = x0 exp
{m

β
[e−βt0 − e−βt]

}
. (2)

Equation (2) is the solution of

dx

dt
= me−βtx, x(t0) = x0. (3)

We note explicitly that the limit for long time of (2) depends from the initial
size of the population being K = x0 exp

{
m/β e−βt0

}
.

In this paper, we consider the stochastic diffusion process associated to (2),
denoted by X(t). Then we derive the process XC(t) by modifying the growth
parameter m to introduce the effect of a therapy interpreted as a continuous time
dependent function C(t). We study both the processes by focusing on the First
Passage Time (FPT) problem. Moreover, in experimental studies the effect of a
new therapy has to be tested so the term C(t) is usually unknown. The knowledge
of such functional form is fundamental since it allows to introduce an external
control to the system and to explain how the therapy acts. Further, the study
of some problems related to the process XC(t), i.e. modeling and forecasting,
requires the knowledge of C(t). For these reasons, the functional form of C(t) has
to be estimated. In this direction we propose a two-step estimation procedure
applicable when data from a control group, modeled by means of X(t), and
from one or more treated groups, described by XC(t), are available. In the first
step the parameters of the control group, are estimated by maximum likelihood
method (see [8,9]). In the second step the function C(t) is estimated making
use of relationships between the processes X(t) and XC(t). Finally, in order to
evaluate the goodness of the proposed procedure a simulation study is presented.

The paper is organized as follows. In Sect. 2 the stochastic model XC(t) is
introduced, the transition distribution and the related moments are provided. In
Sect. 3 we study the FPT through suitable boundaries of interest in real applica-
tions. In Sect. 4 a two-step procedure is proposed to estimate the parameters of
XC(t). A simulation is also provided to validate the procedure. Some conclusions
close the paper.

2 The Stochastic Model

In the following we consider the stochastic version of the Eq. (3). Precisely, let
X(t) be a stochastic process defined in R

+ described by the following stochastic
differential equation (SDE)
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dX(t) = me−βtX(t)dt + σX(t) dW (t), X(t0) = x0 a.s. (4)

It can be obtained from (3), following a standard procedure (see, for instance
[5]). The parameters m and β are positive constants that represent the growth
rates of the population X(t), σ > 0 is the width of random fluctuations and W (t)
represents a standard Brownian motion.

In real-life situations, intrinsic growth rates of the population can be modify
by means of exogenous terms generally depending on time. Examples of such
situations could be suitable food treatments in growth of animals (see [1]) or
therapeutic treatments in tumor growth (see for instance [2,3,7]). In order to
model such situations, we modify the drift of X(t) by introducing a continuous
time dependent function C(t) to model the effect of an exogenous factor, namely
therapy, obtaining the stochastic process XC(t) described by the following SDE

dXC(t) = [m − C(t)]e−βtXC(t)dt + σXC(t)dW (t), XC(t0) = x0 a.s. (5)

The solution of (5) is a diffusion process with sample paths

XC(t) = x0 exp
{∫ t

t0

[m − C(s)] e−βs ds − σ2

2
(t − t0) + σ [W (t) − W (t0)]

}
.

(6)
Clearly, the solution of (4) can be obtained by (6) choosing C(t) = 0.
Equation (5) defines a stochastic diffusion process taking values in R

+, char-
acterized by drift and infinitesimal variance given by

AC
1 (x, t) = [m − C(t)]e−βtx, AC

2 (x) = σ2x2,

respectively. Let fC(x, t|y, τ) = ∂
∂xP [XC(t) ≤ x|XC(τ) = y] be the transition

probability density function (pdf) of XC(t). The function fC(x, t|y, τ) is solution
of the Fokker-Planck equation:

∂fC(x, t|y, τ)
∂t

= −[m−C(t)]e−βt ∂

∂x
[xfC(x, t|y, τ)]+

σ2

2
∂

∂x2
[x2fC(x, t|y, τ)] (7)

and of the Kolmogorov equation:

∂fC(x, t|y, τ)
∂τ

+ [m − C(τ)]e−βτy
∂fC(x, t|y, τ)

∂y
+

σ2y2

2
∂fC(x, t|y, τ)

∂y2
= 0. (8)

Furthermore, fC(x, t|y, τ) satisfies the initial delta condition: limt→τ fC

(x, t|y, τ) = limτ→t fC(x, t|y, τ) = δ(x − y). Note that the transformation

z = lnx + d(t), z0 = ln y + d(τ)

with

d(t) =
σ2

2
t +

m

β
e−βt +

∫ t

C(θ)e−βθdθ,



50 G. Albano et al.

reduces (7) and (8) to the analogous equations for a Wiener process Z(t) defined
in R with drift and infinitesimal variance B1 = 0, B2 = σ2, respectively. So one
obtains

fC(x, t|y, τ) =
1

x
√

2πσ2(t − τ)
exp

{
− [ln(x/y) + d(t) − d(τ)]2

2σ2(t − τ)

}
.

Moreover one has

E[Xk
C(t)|XC(τ) = y] = y exp

{
−k

[m

β

(
e−βt − e−βτ

)

+
∫ t

τ

C(θ)e−βθ dθ
]

+
k(k − 1)

2
σ2(t − τ)

}
.

3 First Passage Time Through a Single Boundary

Let

TC
x0,S(t) =

⎧
⎨
⎩

inf
t≥t0

{t : XC(t) > S(t)|XC(t0) = x0}, x0 < S(t0)

inf
t≥t0

{t : XC(t) < S(t)|XC(t0) = x0}, x0 > S(t0)

be the FPT of XC(t) through the boundary S(t) and let gC [S(t), t|x0, t0] be the
FPT pdf. If S(t) ∈ C2[t0,+∞) the FPT pdf gC [S(t), t|x0, t0] is solution of the
following second kind Volterra integral equation:

gC [S(t), t|x0, t0] = 2ρ
[
ψC [S(t), t|x0, t0] −

∫ t

t0

gC [S(τ), τ |x0, t0] ψC [S(t), t|S(τ), τ ]dτ
]

with

ψC [S(t), t|y, θ] =
fC [S(t), t|y, θ]

2

{
S′(t) − [m − C(t)]e−βtS(t)

−S(t)
ln[S(t)/S(θ) − ∫ t

θ
[m − C(s)]e−βs ds

t − θ

}

Note that if

S(t) = A exp
{

Bt +
∫ t

[m − C(s)] e−βs ds
}

with A > 0 and B ∈ R, then ψC [S(t), t|S(τ), τ ] = 0,∀τ ∈ [t0, t], so that the FPT
pdf can be expressed in the following closed form:

gC [S(t), t|x0, t0]=

∣∣∣ ln S(t0)
x0

∣∣∣
√

2πσ2(t−t0)3
exp

{
−

[
(σ2

2
+B)(t−t0)+ln S(t0)

x0

]2

2σ2(t−t0)

}
, S(t0) �= x0.

Moreover, by choosing in (9) C(t) = Beβt and A = px0 exp
{

m
β e−βt0

}
, one has

S(t) = pE[X(t)|X(t0) = x0] = px0 exp
{m

β
(e−βt0 − e−βt)

}
(9)
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that, for 0 < p < 1, represents a percentage of the mean of the process X(t).
In other words, for the process {XC(t); t0 ≤ t} characterized by infinitesimal
moments

AC
1 (x, t) =

[
m − Beβt

]
e−βtx, AC

2 (x) = σ2x2, (10)

the FPT pdf through boundary (9) is given by

gC [S(t), t|x0, t0] =
| ln p|√

2πσ2(t − t0)3
exp

{
− [(σ2/2 + B)(t − t0) + ln p]2

2σ2(t − t0)

}
. (11)

For the process defined in (10) with m = 0.75, β = 0.18, σ = 0.07, in Fig. 1 the
FPT pdf (11) is plotted for p = 0.7 (on the left) and p = 0.85 (on the right) for
various choices of B.

Fig. 1. FPT pdf (11) for XC(t) in (10) with m = 0.75, β = 0.18, σ = 0.07 through S(t)
in (9) for p = 0.7 (left) and p = 0.85 (right) and some values of B.

4 Inference

In this section we propose a two step estimation procedure that can be used when
data from a control group and from one or more treated groups are available. In
the first step, from the control group, modeled by means of X(t), the parameters
m,β and σ are estimated by maximum likelihood method (see [8,9]). In the
second step the function C(t) is estimated making use of some relationships
relating the process X(t) describing the control group, i.e. an untreated group,
and XC(t) modeling the treated group. The idea is to take the model X(t) as a
starting point and then to use the information provided by the treated group to
fit the function C(t). Therefore, after estimating the parameters of X(t), C(t) is
estimated by the trajectories of the treated and non treated groups by means of
suitable relations between the two models.
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In order to relate the trajectories of the processes XC(t) and X(t), we assume
that XC(t0) = X(t0) = x0, i.e. the therapy is applied from time t0, so that from
Eq. (6) one obtains:

XC(t) = exp
{

−
∫ t

t0

C(s) e−βsds

}
X(t). (12)

From (12), looking at the conditional mean functions, we find

E[XC(t)|XC(t0) = x0] = exp
{

−
∫ t

t0

C(s) e−βsds

}
E[X(t)|X(t0) = x0]

from which we have

C(t) = −eβt d

dt
ln

(
E[XC(t)|XC(t0) = x0]
E[X(t)|X(t0) = x0]

)
.

4.1 Proposed Methodology

The data required for the proposed strategy are the values of d1 sample paths
of a non-treated group (xij , i = 1, . . . , d1, j = 1, . . . , n) and d2 sample paths
of a treated group (xC

ij , i = 1, . . . , d2, j = 1, . . . , n), observed in the same time
instants t1, . . . , tn.

• From the data of the control group, estimate the parameters of process X(t).
From this first step, we obtain ML estimations m̂, β̂ and σ̂2.

• Denoting by xj and xC
j the means of xij and of xC

ij at any instant tj , respec-
tively, i.e.

xj =
1
d1

d1∑
i=1

xij , xC
j =

1
d2

d2∑
i=1

xC
ij ,

we obtain

γj = − ln

[
xC

j

xj

]
.

• Interpolate the points γj for j = 1, 2, . . . n (for example by using cubic spline
interpolation) obtaining the function γ̂(t). Finally, consider the following func-
tion as an approximation of C(t).

Ĉ(t) = −e
̂βt γ̂ ′(t).

4.2 A Simulation Study

In order to evaluate the goodness of the proposed procedure we present a sim-
ulation study. We consider some specific functions for therapies: constant, lin-
ear, logarithmic and periodic. 50 sample paths of the control group X(t) with
m = 0.1, β = 0.01, σ = 0.01 and t0 = 0 have been simulated assuming a random
initial state x0 chosen according Λ(1, 0.16).
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The paths include 300 observations of the process starting from t1 = t0 = 0
with ti − ti−1 = 2.

The first step of the procedure gives the estimation of the control group
parameters: m̂ = 0.09578, β̂ = 0.01085 and σ̂ = 0.0157. Hence, as control group
we consider the stochastic process X(t) with infinitesimal moments

A1(x, t) = 0.09578 e−0.01085 t x, A2(x) = 0.01572 x2. (13)

Then, 50 sample paths of the treated group XC(t) have been simulated
with XC(t0) = X(t0) = x0 and considering the following therapies: C(t) =
−0.005, C(t)=±0.001t, C(t)=0.005 sin(t), C(t)=0.02 ln(1 + 0.15t). The results
obtained by applying the proposed procedure are shown in Fig. 2. The dashed
curves represent the functions C(t) whereas the full curves represent the corre-
sponding estimation Ĉ(t). We note explicitly that in the considered cases the
proposed procedure is able to capture the trend of C(t). To evaluate the perfor-
mance of the proposed procedure we calculate the mean absolute error (MAE),
root mean square error (RMSE) and

d = 1 −
∑N

i=1(Ĉ(ti) − C(ti))2∑N
i=1

(|Ĉ(ti) − C(t)| + |C(ti) − C(t)|)2

where N is the number of estimated values for the considered cases and C(t) is
the mean of function C(t). The results are shown in Table 1 for the aforemen-
tioned cases. For all the choices of the function C(t) the procedure provides very
satisfactory estimates of the function C(t).

Fig. 2. For the process (13), C(t) and its estimate are shown for different cases.
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Table 1. MAE, RMSE and d for the considered therapies.

C(t) MAE RMSE d

−0.005 0.095 0.216 0.999

0.005 sin t 0.081 0.169 0.995

0.001t 0.0918 0.219 0.999

−0.001t 0.085 0.175 0.999

0.02 log(1 + 0.15t) 0.086 0.181 0.998

5 Conclusions

We have analyzed a non-homogeneous Gompertz-type stochastic diffusion pro-
cesses characterized by a carrying capacity depending on the initial state. For
such a process we have considered a perturbation of a growth parameter by
introducing the effect of a exogenous term C(t) generally depending on time
and we have studied the first passage time of the process through a time depen-
dent boundary. Moreover, a two-step procedure has been proposed in order to
estimate the model parameters and to fit the function C(t) when data from a
control group and one or more treated groups are available. Our simulation study
has shown that the proposed procedure is able to capture the trend of C(t) in a
very satisfactory way.
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Abstract. Concepts of Econophysics are usually used to solve problems related
to uncertainty and nonlinear dynamics. The risk neutral probabilities play an
important role in the theory of option pricing. The application of entropy in
finance can be regarded as the extension of both information entropy and
probability entropy. It can be an important tool in various financial issues such
as risk measures, portfolio selection, option pricing and asset pricing. The
classical approach of stock option pricing is based on Black-Scholes model,
which relies on some restricted assumptions and contradicts with modern
research in financial literature. The Black-Scholes model is governed by Geo-
metric Brownian Motion and is based on stochastic calculus. It depends on two
factors: no arbitrage, which implies the universe of risk-neutral probabilities and
parameterization of risk-neutral probability by a reasonable stochastic process.
Therefore, risk-neutral probabilities are vital in this framework. The Entropy
Pricing Theory founded by Gulko represents an alternative approach of con-
structing risk-neutral probabilities without depending on stochastic calculus.
Gulko applied Entropy Pricing Theory for pricing stock options and introduced
an alternative framework of Black-Scholes model for pricing European stock
options. In this paper we derive solutions of maximum entropy problems based
on Tsallis, Weighted-Tsallis, Kaniadakis and Weighted-Kaniadakies entropies,
in order to obtain risk-neutral densities.
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1 Introduction

The concept of entropy plays crucial role to extract universal features of a system from
its microscopic details. In statistical mechanics entropy is defined as the logarithm of
total number of microstates multiplied by a constant coefficient or alternatively it is
written in terms of the probability to occupy the microstates.

The Shannon entropy [14] can be used in particular manners to evaluate the entropy
of probability density distribution around some points, which model specific events like
deviation from the mean or any sudden news in the case of stock market [16]. At this
point additional information is needed. The concept of entropy can be generalized. In
1988 Tsallis introduced a new entropy measure, which successfully describes the
statistical features of complex systems [18]. Some other examples of entropy measures
that depend on power of the probability introduced by generalizing Shannon entropy
include Kaniadakis [9], Rényi [12], Shafee [15] and Ubriaco [19] entropy measures.
The application of entropy in Finance can be regarded as the extension of both
information entropy and probability entropy. Since last two decades, it has become a
very important tool for portfolio selection and asset pricing. In mathematical finance, a
risk-neutral measure, also called an equivalent martingale measure, is heavily used in
the pricing of financial derivatives. In the theory of option pricing the risk-neutral
densities plays very important role and stochastic calculus is vital in this framework.
The Entropy Pricing Theory (EPT) was introduced by Gulko as an alternative method
for constructing risk-neutral probabilities without relying on stochastic calculus [6, 7].
The famous Black-Scholes model [1] assumes the condition of no arbitrage, which
implies the universal risk-neutral probabilities. The uniqueness of these risk-neutral
probabilities is crucial. The stock price process is controlled by Geometric Brownian
Motion in Black-Scholes model and in this framework stochastic calculus is vital.
The EPT provides an alternative approach to construct risk-neutral probabilities
without depending on stochastic calculus.

The Principle of Maximum Entropy was used to estimate the distribution of an
asset from a set of option prices [8]. Beside this work, the maximum entropy principle
was used to retrieve the risk-neutral density of future stock risks or other asset risks
[13]. Preda and Sheraz [10] have used recently the Shafee entropy measure for
obtaining risk-neutral densities. Recently Preda et al. [11] used Tsallis and Kaniadakis
entropy measures for the case of semi-Markov regime switching interest rate models.
The maximum entropy approximations were used for the cases of assessing stock
market volatility, criterion to select a pricing measure for solving the valuation problem
in incomplete markets and ecological bias and there exist many other examples for the
use of entropy measures in various fields [4, 18].

In this paper we use Tsallis and Kaniadakis entropy measures to derive the
risk-neutral densities using the framework of EPT for stock options. We introduce the
weighted cases for both Tsalllis and Kanidakis entropy measures. In Sect. 2 we present
the introduction of EPT and Sect. 3 is dedicated to the formulation of our problems,
and then we further develop the structure to obtain our new results. In Sect. 4 we
present our results using Tsallis and Weighted Tsallis entropies to get risk-neutral
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density of stock options. In Sect. 5 we present our results by using Kaniadakis and
Weighted Kaniadakis entropy measures for the underlying entropy maximization
problems. Section 6 concludes our results.

2 Risk Neutral Densities

Risk managers are always interested to use set of tools such that risks that are not
profitable can be avoided. One of the most common market risk measures used is
volatility, evaluated by standard deviation. The concept of risk involves uncertainty,
which is represented by the probability of scenario and its consequence resulting from
the happening of the scenario. Financial instruments such as derivatives enables firms
and risk managers to manage the risk. These instruments promise payoffs that are
derived the underlying which include goods prices, stock prices, exchange rates, bond
prices, interest rates, and stock market indices. We consider the European Options
(financial derivative) to obtain Risk-Neutral-Densities (RND). European call (put) op-
tion are based on a stock provides its buyer with a right to purchase (sell) a prede-
termined amount of stocks at a contracted price (“strike price or exercise price”) on or
by a specific date (“maturity”).

In finance, particularly pricing derivatives the estimation of correct RND implied
by the option prices, remains one of the most important problem. Most of the theo-
retical and empirical studies, which are aimed to improve the performance of the
Black-Scholes model, have focused on recovering the correct RND implied by option
prices [13]. Risk-Neutral Densities (RND) are asset price distributions in a risk-neutral
world at a future point of time estimated today; also referred to as risk-neutral prob-
ability density functions as investors are risk-neutral. If f ðSTÞ is the RND, then the
value of the call option in the Black-Scholes framework is given by:

Call ¼ e�rðT�tÞ
Z 1

K
f STð ÞðST � KÞdST ð1Þ

In the above equation r;K; T; ST denote risk free interest rate, strike price, time to
maturity and stock price at maturity respectively. In a discrete time setting if there are n
possible states for ST and p1; p2; . . .; pn are affiliated probabilities to states of ST wherePn

i¼1 pi ¼ 1, therefore we can write under the risk neutral framework the price of the
call option is given by:

Call ¼
Xn

i¼1
pi max ST � K; 0ð Þð Þ=r ð2Þ

The expected value of the underlying price ST will give us the mean of the RND. We
can use RND to price other derivatives written on the same asset, hedging derivatives
and adjusting interest rates. Usually parametric and non-parametric methods are used to
recover the RND. Typically lognormal or mixture of a lognormal functions are used in
parametric methods while non-parametric methods use polynomials and approxima-
tions such as Edgeworth expansion.
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Information theory bases on Shannon entropy is the most efficient way to store an
information I out of given set of i possible information is to code every information

using logb
1

f Ið Þ
� �

, where f ðIÞ is the information relative frequency. The idea from

information theory is, that if our assumption shall include the least knowledge possible,
the information generated by some random draw should be maximal. Formally we look
for some density f for which the expression

H Xð Þ ¼
X

x2X f xð Þ ln 1
f ðxÞ
� �

ð3Þ

where X is the sample space of the random variable X. Equivalently in continuous form
is given by

H Xð Þ ¼
Z
X
f xð Þ ln 1

f xð Þ
� �

dx: ð4Þ

Since introduced in 1988 [18], the Tsallis entropy attracted a special interest inside the
scientific community and for practitioners as well. Now we give the definition of the
relative Tsallis entropy.

Definition 1 [17]. The Tsallis entropy of order q corresponding to a probability
measure p on a finite set X is given by:

Hq pð Þ ¼ 1
1� q

1�
X

i2X pqi
h i

ð5Þ

For q ! 0 this measure reduces to Shannon entropy.

Definition 2 [9]. The Kaniadakis entropy of order k corresponding to a probability
measure p on a finite set X is given by:

Hk pð Þ ¼ �
X

i2X
pkþ 1
i � p�kþ 1

i

2k
: ð6Þ

For k ! 0 this entropy reduces to Shannon entropy.

3 Problem Formulation

According to Gulko [6], the term market belief is vital in option pricing and current
price of any risky asset indicates this belief. The future picture of the market up (down)
reflects a state of maximum possible uncertainty therefore market belief for the future
performance of an efficient prices can be characterized by maximum uncertainty.
Consider a risky asset on time interval [0, T]: We denote by YT the asset price process
at time T, ST the asset price at future time T, þ the state space, a subset of real line R,
g STð Þ a probability density on þ, f STð Þ the efficient market belief and H gð Þ is the index
of market uncertainty about YT. The index H gð Þ is defined on the set of beliefs g STð Þ.
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Therefore, the efficient market belief f STð Þ maximizes H gð Þ and given H gð Þ with some
relevant information about current price of S we can determine f STð Þ. The index of the
market uncertainty about YT is H gð Þ and it will be modeled by using Tsallis,
Weighted-Tsallis, Kaniadakis and Weighted-Kaniadakies entropies. The Tsallis and
Kaniadakis entropy measures are given by

HT gð Þ ¼ � 1
1� q

Eg gq�1 YTð Þ � 1
� � ð7Þ

and

HK gð Þ ¼ �Eg gk YTð Þ � g�k YTð Þ
2k

� �
ð8Þ

respectively, where q 6¼ 1 and k 6¼ 0: For q ! 1 or k ! 0 we get the Shannon entropy.
The Tsallis logarithm with parameter q is given by:

logTqf g xð Þ ¼ xq�1 � 1
q� 1

: ð9Þ

The Kaniadakis logarithm with parameter k 2 ½�1; 1� is given by:

logKkf g xð Þ ¼ xk�1 � xk�1

k
: ð10Þ

The term H gð Þ is a functional defined on the set of market beliefs STð Þ, where q and
k are Tsallis and Kaniadakis parameters respectively. The market belief that maximizes
H gð Þ is called the maximum entropy belief and H gð Þ is called the entropy of YT, which
is used to evaluate the degree of uncertainty of g STð Þ. The weighted entropy was first
introduced by Belis and Guiasu [3], by considering the two basic concepts of objective
probability and subjective utility. Guiasu [5] derived the principle of maximum
information obtaining the probability distribution maximizing the weighted Shannon
entropy. We introduce similarly the weighted Tsallis and weighted Kaniadakis entro-
pies for our problem, respectively

HWT gð Þ ¼ � 1
1� q

Eg u YTð Þðgq�1 YTð Þ � 1Þ� � ð11Þ

HWK gð Þ ¼ �Eg u YTð Þ g
k YTð Þ � g�k YTð Þ

2k

� �
ð12Þ

where u > 0 are positive weights. The maximum entropy characterizes the market
beliefs regardless of the subjective or aggregate risk preferences and it is useful to
determine the risk neutral beliefs in incomplete arbitrage free markets. Consider I the
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prior information set available. Then the maximum entropy market belief f STð Þ as a
solution to the maximum entropy problem can be written as follows:

f ¼ arg max H gð Þ; g 2 G½ �: ð13Þ

where G is the set of density functions and in order to determine the maximum entropy
belief f STð Þ derived from the prior information I, let us consider one risky asset S and
riskless bond with price P, þ the price space and T is the terminal time, r2 the variance
of random prices ST .

4 Risk Neutral Densities Using Tsallis Entropy

We denote by f STð Þ the unknown density function to be determined. More specifically,
if f STð Þ is the risk-neutral probability density function for the terminal price of the
underlying asset satisfying the given constraints, where g STð Þ > 0 on þ: The constraints
involved in the next theorem are density normalization, the risk neutral pricing and
variance respectively and þ is a continuous subset of the real line for example the stock
price þ = [0, 1) and for normalized bond prices þ = [0, +1Þ. We consider the analogue
of the discrete case of Tsallis entropy. We suppose that all expectations are also well
defined and underlying optimization problems admit solutions for some continuous
cases. More details can be found in [2]. We consider some constrained entropy opti-
mization problems in order to derive risk neutral densities.

Theorem 1. The unique solution of the Tsallis entropy maximization problem

max
g

�Eg½log qf gg YTð Þ� ð14Þ

subject to the following constraints

Eg I YT [ 0f g
� � ¼ 1 ð15Þ

Eg YTð Þ½ � ¼ S
P

ð16Þ

Eg Y2
T

� � ¼ r2 þ S
P

� �2

ð17Þ

is given by:

f STð Þ ¼ 1þ q k0 þ k1ST þ k2S2T
� 	

q� 1

� �1
q

; ð18Þ

where k0; k1; k2 are chosen so that f STð Þ satisfies the price and variance constraints.
Now we consider the case of Weighted Tsallis entropy maximization problem.
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Theorem 2. The unique solution of the Tsallis entropy maximization problem with
weights u > 0

max
g

�Eg½u YTð Þlog qf gg YTð Þ�: ð19Þ

Subject to constraints (15), (16) and (17) is given by:

f STð Þ ¼ u STð Þþ q k0 þ k1ST þ k2S2T
� 	

u STð Þðqþ 1Þ
� �1

q

; ð20Þ

where k0; k1; k2 are chosen so that f STð Þ satisfies the price and variance constraints.

5 Risk Neutral Densities Using Kaniadais Entropy

In this section we present the solution of maximum entropy problems for the cases of
Kaniadakis and Weighted Kaniadakis framework. We consider the following con-
strained Kaniadakis entropy optimization problem in order to derive risk neutral
densities.

Theorem 3. The unique solution of the Kaniadakis entropy maximization problem

max
g

�Eg½log kf gg YTð Þ�: ð21Þ

Subject to the constraints (15), (16) and (17) is given by:

f STð Þ ¼ kðk0 þ k1ST þ k2S2TÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2ðk0 þ k1ST þ k2S2T � 1Þþ 10

p
kþ 1

 !1
k

; ð22Þ

where k0; k1; k2 are chosen so that f STð Þ satisfies the price and variance constraints and
k 6¼ 0.

Now we consider the case of Weighted Kaniadakis entropy maximization problem
and we look for the solution of risk neutral density f STð Þ.
Theorem 4. The unique solution of the Kaniadakis entropy maximization problem
with weights u > 0

max
g

�Eg½u YTð Þlog kf gg YTð Þ�: ð23Þ

Subject to constraints (15), (16) and (17) is given by:

f STð Þ ¼ k k0 þ k1ST þ k2S2T
� 	þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk k0 þ k1ST þ k2S2Tð Þ � 1Þ½ � þ 1
p
ðkþ 1Þu STð Þ

" #1
k

; ð24Þ

where k0; k1; k2 are chosen so that f STð Þ satisfies the price and variance constraints.
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6 Conclusions

In this paper we have obtained solutions for maximum entropy problems constructed in
some general frameworks based on Tsallis, weighted Tsallis, Kaniadakis and weighted
Kanidakis entropy measures, in order to obtain risk-neutral densities using entropy
pricing theory of stock options. The problem of extracting implied volatilities from
market price of the options has always attained the concentration of researchers in
option pricing but this is the single statistic which can be extracted and depends on the
option pricing model. The problem of getting risk-neutral density without specifying
any model has become crucial and entropy pricing theory represent an alternative
approach to solve such problems. The use of Tsallis and Kaniadakis entropy measures
is more general comparative to the classical one, based on Shannon entropy.
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A Note on Diffusion Processes with Jumps
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Abstract. We focus on stochastic diffusion processes with jumps occur-
ring at random times. After each jump the process is reset to a fixed state
from which it restarts with a different dynamics. We analyze the transi-
tion probability density function, its moments and the first passage time
density. The obtained results are used to study the lognormal diffusion
process with jumps which is of interest in the applications.

1 Introduction and Description of the Model

Stochastic processes with jumps play a relevant role in many fields of applica-
tions. For example, in [3,7,10], diffusion processes with jumps are studied in
order to model an intermittent treatment for tumor diseases, in [4] birth-and-
death processes with jumps are analyzed as queuing models with catastrophes, in
[5] a non-homogeneous Ornstein-Uhlenbeck with jumps is considered in relation
to neuronal activity. In these contexts, a jump is random event that changes the
state of the process leading it to another random state from which the dynamics
restarts with the same or different law.

We consider diffusion processes assuming that the jumps occur at random
times chosen with a fixed probability density function (pdf). After each jump the
process is reset to a fixed state from which it restarts with a different dynamics.

Let { ˜Xk(t), t ≥ t0 ≥ 0} (k = 0, 1, . . .) be a stochastic diffusion process.
Following [6], we construct the stochastic process X(t) with random jumps.
Starting from the initial state ρ0 = X(t0), the process X(t) evolves according to
˜X0(t) until a jump occurs that shifts the process to a state ρ1. From here, X(t)
restarts according to ˜X1(t) until another jump occurs resetting the process to
ρ2 and so on. The effect of the k-th jump (k = 1, 2, . . .) is to shift the state of
X(t) in ρk. Then, the process evolves like ˜Xk(t), until a new jump occurs.

X(t) consists of cycles, whose durations, I1, I2, . . ., representing the time
intervals between two consecutive jumps, are independent random variables dis-
tributed with pdf ψk(·). We denote by Θ1, Θ2, . . . the times in which the jumps
occur. We set Θ0 = t0 that corresponds the initial time and for k = 1, 2, . . .,
let γk(τ) be the pdf of the random variable Θk. The variables Ik and Θk are
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related, indeed Θ1 = I1 and for k > 1 it results Θk = I1 + I2 + . . . Ik. Hence,
the pdf γk(·) of Θk and the pdf ψk(·) of Ik are related, indeed γ1(t) = ψ1(t) and
γk(t) = ψ1(t) ∗ ψ2(t) ∗ · · · ∗ ψk(t), where “∗” denotes the convolution operator.

In the paper we study X(t) by analyzing the transition pdf, its moments
and the first passage time of X(t) through a constant boundary. We consider
some particular cases when the inter-jumps Ik are deterministic or exponentially
distributed. Finally, the lognormal diffusion process with jumps is studied.

2 Some Probabilistic Features of the Process

Let f(x, t|y, τ)= ∂
∂xP [X(t) ≤ x|X(τ)=y], ˜fk(x, t|y, τ)= ∂

∂xP [ ˜X(t) ≤ x| ˜X(τ)=y]
be the transition pdf’s of X(t) and ˜Xk(t), respectively. The densities f and ˜fk

are related. Indeed, considering the age of the process with jumps, we have the
following expression of the transition pdf of the process X(t)

f(x, t|ρ0, t0) =
(

1 −
∫ t−t0

0

ψ1(s) ds

)

˜f0(x, t|ρ0, t0)

+
∞
∑

k=1

∫ t

t0

(

1 −
∫ t−τ

0

ψk(s)ds

)

˜fk(x, t|ρk, τ) γk(τ) dτ. (1)

We analyze the right hand side of (1). The first term represents the case in which
there are not jumps in the interval (t0, t), so that X(t) evolves as ˜X0(t). The
factor 1 − ∫ t−t0

0
ψ1(s) ds represents the probability that the first jump occurs

after the time t. The sum in (1) concerns the circumstance that one or more
jumps occur in (t0, t). In this case, the last jump, the k-th one, occurs at the
time τ ∈ (t0, t) with probability 1 − ∫ t−τ

0
ψk(s) ds; then X(t) evolves according

to ˜Xk(t) to reach x at time t, starting from ρk.
Denoting by m(n)(x, t|y, τ) = E[Xn(t)|X(τ) = y] and m̃

(n)
k (x, t|y, τ) =

E[ ˜Xn(t)| ˜X(τ) = y] the conditional moments of X(t) and ˜Xk(t), respectively,
from (1) it follows

m(n)(t|ρ0, t0) =
(

1 −
∫ t−t0

0

ψ1(s) ds

)

m̃
(n)
0 (t|ρ0, t0)

+
∞
∑

k=1

∫ t

t0

(

1 −
∫ t−τ

0

ψk(s)ds

)

m̃
(n)
k (t|ρk, τ) γk(τ) dτ. (2)

To analyze the first passage time (FPT) of X(t), we consider a state S > ρk (k =
0, 1, 2 . . .). For X(t0) < S we denote by Tρ0(t0) = inf{t ≥ t0 : X(t) > S} the ran-
dom variable FPT of X(t) through S and with g(S, t|ρ0, t0) = ∂

∂tP {Tρ0(t0) < t}.
Similarly let ˜Tρ0(t0) = inf{t ≥ t0 : ˜X(t) > S} with ˜X(t0) < S be the FPT
for ˜X(t) through S and g(S, t|ρ0, t0) = ∂

∂tP {Tρ0(t0) < t}. Recalling that X(t)
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consists of independent cycles and that ˜Xk(t) evolves in Ik, the following relation
can be obtained

g(S, t|ρ0, t0) =

[
1 −

∫ t−t0

0

ψ(s) ds

]
g̃0(S, t|ρ0, t0) (3)

+
∞∑

k=1

∫ t

t0

[
1 −

∫ t−τ

0

ψ(s)ds

]
g̃k(S, t|ρk, τ)γk(τ) dτ

{k−1∏
j=0

[
1 − P (T̃j(Θj) < Θj+1)

]}
,

where the product
∏k−1

j=0

[

1−P (˜Tj(Θj) < Θj+1)
]

represents the probability that

none of the processes ˜X0(t), ˜X1(t), . . . , ˜Xk−1(t) crosses S before τ .

3 Deterministic Inter-jumps

We assume that the jumps occur at fixed times denoted by τ1, τ2, . . . , τN . There-
fore, X(t) consists of a combination of processes ˜Xk(t) with ˜Xk(τk) = X(τk) =
ρk. Assuming that τ0 = t0, τN+1 = ∞, one has

X(t) =
N

∑

k=0

˜Xk(t)1(τk,τk+1)(t) with 1(τk,τk+1)(t) =
{

1, t ∈ (τk, τk+1)
0, t /∈ (τk, τk+1) .

After the time τN , the process X(t) evolves as ˜XN (t). For k = 0, 1, . . . , N ,
Θk = τk a.s. and Ik are degenerate random variables; in particular, denoting by
δ the delta Dirac function, the pdf ’s of Θk and of Ik are

γk(t) = δ(t − τk), ψk(t) = δ [t − (τk − τk−1)] ,

respectively. We note that

∫ b

a

δ(s − τk)ds = H(b − a − τk), H(x) =
∫ x

−∞
δ(u) du =

{

0, x < 0
1, x > 0,

(4)

where H(·) is the Heaviside unit step function. Hence, from (1) one has:

f(x, t|ρ0, t0) = [1 − H (t − τ1)] ˜f0(x, t|ρ0, t0)

+
∞
∑

k=1

H (t − τk) [1 − H (t − τk − (τk − τk−1))] ˜fk (x, t|ρk, τk) ,

from which, recalling (4), it follows:

f(x, t|ρ0, t0) =
N

∑

k=0

˜fk(x, t|ρk, τk)1(τk,τk+1)(t). (5)

Similarly, from (2) the conditional moments of X(t) can be obtained.
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Concerning the FPT problem, we note that since Θk = τk a.s., one has

1 − P [ ˜Tk(τk) < τk+1] = 1 −
∫ τk+1

τk

g̃k(S, τ |ρk, τk)dτ ;

so, following the procedure used to obtain (5), one has:

g(S, t|ρ0, t0) =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

g̃0(S, t|ρ0, t0), t ∈ I1

k−1
∏

j=0

[

1 −
∫ τj+1

τj

g̃j(S, τ |ρi, τj)dτ

]

g̃k(S, t|ρk, τk), t ∈ Ik

(k = 2, 3, . . .).

(6)

4 Exponentially Distributed Inter-jumps

We assume that, for k ≥ 1, ρk = ρ and Ik are identically distributed with
pdf ψk(s) = ψ(s) = ξe−ξs for s > 0. In this case the pdf of Θk is an Erlang
distribution with parameters (k, ξ), i.e. γk(t) = ξktk−1e−ξt/(k − 1)! for t > 0.
From (1) and (2) the transition pdf and the conditional moments of X(t) result:

f(x, t|ρ, t0) = e−ξ(t−t0) ˜f0(x, t|ρ, t0) + e−ξt
∞
∑

k=1

∫ t

t0

ξkτk−1

(k − 1)!
˜fk(x, t|ρ, τ)dτ, (7)

m(n)(t|ρ, t0) = e−ξ(t−t0)m̃
(n)
0 (t|ρ, t0) + e−ξt

∞
∑

k=1

∫ t

t0

ξkτk−1

(k − 1)!
m̃

(n)
k (t|ρ, τ)dτ, (8)

respectively. Moreover, concerning the FPT pdf, from (3) one has:

g(S, t|ρ, t0) = e−ξ(t−t0)g̃(S, t|ρ, t0)

+
∞∑

k=1

∫ t

t0

(ξτ)k−1e−ξτ

(k − 1)!
ξe−ξ(t−τ)g̃k(S, t|ρ, τ)dτ

{k−1∏
j=0

[
1 − P (T̃j(Θj) < Θj+1)

]}
. (9)

We assume that each ˜Xk(t) evolves as ˜X(t), from (7) and (8) one obtains:

f(x, t|ρ, t0) = e−ξ(t−t0) ˜f(x, t|ρ, t0) + ξ

∫ t

t0

e−ξ(t−τ)
˜f(x, t|ρ, τ)dτ ; (10)

m(n)(t|ρ, t0) = e−ξ(t−t0)m̃(n)(t|ρ, t0) + ξ

∫ t

t0

e−ξ(t−τ)m̃(n)(t|ρ, τ)dτ, (11)

in agreement with the analogue results in [1,2]. Moreover, if the involved pro-
cesses are time homogeneous, one has that P (˜Tj(Θj) < Θj+1) = P ( ˜T (0) <
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Ij+1) = P ( ˜T (0) < I), where ˜T (0) is the FPT of ˜X0(t) through the threshold S

and Ik
d= I. Therefore, Eq. (9) becomes:

g(S, t − t0|ρ) = e−ξ(t−t0)g̃(S, t − t0|ρ) +
∞
∑

k=1

∫ t−t0

0

(

ξτ
[

1 − P ( ˜T (0) < I)
])k−1

(k − 1)!

× xie−ξtg̃(S, t − τ |ρ)dτ
[

1 − P ( ˜T (0) < I)
]

= e−ξ(t−t0)g̃(x, t − t0|ρ)

+ ξ
[

1 − P ( ˜T (0) < I)
]

e−ξt

∫ t−t0

0

eξτ[1−P (˜T (0)<I)]g̃(S, t − τ |ρ)dτ. (12)

5 The Lognormal Process with Jumps

We construct a new process with jumps on the lognormal process. This is an
interesting process to study because it and its transformations are largely used
in the applications. For example, in [8] a gamma-type diffusion process is trans-
formed in a lognormal process to model the trend of the total stock of the private
car-petrol. So, the study is performed on a lognormal process to provide a statis-
tical methodology by which it can be fitted real data and obtain forecasts that,
in statistical term, are quite accurate. In this context, a process with jumps can
take into consideration the possibility of stock collapsed and a threshold can rep-
resent a control value. Also such process with stock collapses can be studied to
give forecasts and, eventually, prevent problems. More recently, in [9], a gamma
diffusion process with exogenous factors is transformed also in a lognormal pro-
cess to describe the electric power consumption during a period of economic
crisis. The transformation in the lognormal process allows to infer on parame-
ters to give forecasts and, moreover, an application on the total consumption in
Spain is considered. In this context, we can construct a process with jumps to
take into consideration the possibility of a breakdown. Regarding this process
with breakdowns, a threshold can represent a control value that gives an alarm
in some cases which can be of interest for the authority.

Let ˜Xk(t) be the lognormal time homogeneous diffusion processes with drift
Ak

1(x) = akx and infinitesimal variance Ak
2(x) = σ2

kx2. For ˜Xk(t) one has

˜fk(x, t|ρk, tk) =
1

xσk

√

2π(t − τk)
exp

{

−
[log( x

ρk
) − (ak − σ2

k

2 )(t − τk)]2

2σ2
k(t − τk)

}

, (13)

m̃
(n)
k (t|ρk, τk) = exp

{

n

[

log ρk +
(

ak − σ2
k

2

)

(t − τk)
]

+
n2

2
σ2

k(t − τk)
}

, (14)

g̃k(S, t|ρk, τk) =
| log( S

ρk
)|

√

2πσ2
k(t − τk)3

exp

{

−
[log( S

ρk
) − (ak − σ2

k

2 )(t − τk)]2

2σ2
k(t − τk)

}

. (15)
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5.1 Lognormal Process with Deterministic Jumps

Let τ1, τ2, . . . , τN be the instants in which jumps occur. From (5), recalling (13)
one obtains the transition pdf of X(t):

f(x, t|ρ0, t0) =
N

∑

k=0

1(τk,τk+1)(t)

x
√

2πσ2
k(t − τk)

exp
{

−
[log( x

ρk
) − (ak − σ2

k

2 )(t − τk)]2

2σk
2(t − τk)

}

and, making use of (14), the conditional moments of X(t) can be obtained from
(2). Moreover, the FPT pdf is obtainable by (6) by remarking that from (15)
one has:

∫ τj+1

τj

g̃j(S, τ |ρj , τj)τ =
1
2
Erfc

[ log( S
ρj

) + (aj − σ2
j

2 )(tj+1 − tj)
√

2σ2
j (tj+1 − tj)

]

+
1
2

exp
{

−
2(aj − σ2

j

2 ) log( S
ρj

)

σ2
j

}

Erfc
[ log( S

ρj
) − (aj − σ2

j

2 )(tj+1 − tj)
√

2σ2
j (tj+1 − tj)

]

,

where Erfc(x) = (2/
√

π)
∫ ∞

x
e−t2dt denotes the complementary error function.

5.2 Lognormal Process with Exponentially Distributed Jumps

Let Ik be identically distributed random variables with ψk(s) ≡ ψ(s) = ξe−ξs,
so that the expression (7) holds, with ˜fk(x, t|ρ, τk) defined in (13). Moreover,
making use of the moments of the single process ˜Xk(t), also the moments of
X(t) can be evaluated via (8). Similarly, recalling (15), from (9) the FPT pdf
can be written.

Now we consider the special case in which ρk = ρ and ˜Xk(t) d= ˜X(t) with
A

(k)
1 (x) = ax and A

(k)
2 (x) = σ2x2. In this case, from (10) and (13) one has:

f(x, t|ρ, t0) =
e−ξ(t−t0)

x
√

2πσ2(t − t0)
exp

{

−
[log(x

ρ ) − (a − σ2

2 )(t − t0)]2

2σ2(t − t0)

}

+ ξ

∫ t

t0

e−ξ(t−τ)

x
√

2πσ2(t − τ)
exp

{

−
[log(x

ρ ) − (a − σ2

2 )(t − τ)]2

2σ2(t − τ)

}

dτ,

where
∫ t

t0

e−ξ(t−τ)

x
√

2πσ2(t − τ)
exp

{
− [log(x

ρ
) − (a − σ2

2
)(t − τ)]2

2σ2(t − τ)

}
dτ

=
e
log( x

ρ
)
(

a− σ2
2 −

√

(a− σ2
2 )2+2σ2ξ

)
2x

√
μ2 + 2σ2ξ

[
Erfc

( log(x
ρ
) − (t − t0)

√
(a − σ2

2
)2 + 2σ2ξ√

2(t − t0)σ2

)

− e
2 log( x

ρ
)

√

(a− σ2
2 )2+2σ2ξ

σ2 Erfc

( log(x
ρ
) + (t − t0)

√
(a − σ2

2
)2 + 2σ2ξ√

2(t − t0)σ2

)]
.
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Moreover, the conditional moments of X(t) can be evaluated from (11) with
m̃(n)(t|ρ, t0) given in (14); so it follows:

m(n)(t|ρ, t0) = e−ξ(t−t0)m̃(n)(t|ρ, t0) +
ξρn

n(a − σ2

2 ) + n2 σ2

2 − ξ

×
[

exp
{

[n
(

a − σ2

2

)

+ n2 σ2

2
− ξ](t − t0)

}

− 1
]

. (16)

Concerning the FPT pdf, recalling that g̃j(S, τ |ρ, tj) = g̃(S, τ |ρ, tj) is defined in
(15), from (12) one has:

g(S, t|ρ, t0) = e−ξ(t−t0)
log(S

ρ )
√

2πσ2(t − t0)3
exp

{

−
[log(S

ρ ) − (a − σ2

2 )(t − t0)]2

2σ2(t − t0)

}

+ ξe−ξ(t−t0)
[

1 − P ( ˜T (0) < I)
]

∫ t

t0

eξτ
[

1−P (˜T (0)<I)
] log(S

ρ )
√

2πσ2(t − τ)3

× exp
{

−
[log(S

ρ ) − (a − σ2

2 )(t − τ)]2

2σ2(t − τ)

}

dτ,

with

P ( ˜T (0) < I) = −1
2
ξ

{

L

[

Erfc
(− log(S

ρ ) + (a − σ2

2 )θ√
2σ2θ

)]

+L

[

Erfc
(− log(S

ρ ) − (a − σ2

2 )θ√
2σ2θ

)]}

,

where L is the Laplace Transform.
In Fig. 1 the mean of X(t) (full line) and the mean of ˜X0(t) (dashed line) are

plotted for the deterministic jumps (on the left) and for exponential jumps (on
the right).

Fig. 1. The mean of X(t) (full line) and the mean of X̃0(t) (dashed line) are plotted for
the deterministic jumps (on the left) and for exponential jumps (on the right). For the
deterministic case ρk = 0.1, 0.3, 0.2, 0.1, 0.2, ak = 0.1, 0.2, 0.3, 0.4, 0.1, τk = 0, 5, 8, 11, 14
for k = 0, 1, 2, 3, 4. For the exponential case the parameters are ρ = 0.1, a = 0.3 and
ξ = 0.2. In both cases σ = 1.
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6 Conclusion and Future Developments

Stochastic diffusion processes with jumps occurring at random times have been
studied by analyzing the transition pdf and its moments, the FPT density in the
presence of constant and exponential distributed jumps. Particular attention has
been payed on the lognormal process with jumps.

As future develops one could insert a dead time after a jump representing
a delay period after that the process re-starts. This period can be represented
by a random variable and the expressions for the transition pdf, the conditional
moments and the FPT density can be obtained. Moreover, one can consider
other probability distributions for the inter-jump intervals. In general, one can
construct other processes with jumps, unknown in literature, on diffusion pro-
cesses that are of interest in the applications. Finally, a general methodology to
infer on parameters could be interesting to fit real data and provide forecasts in
application context.
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Some Remarks on the Mean of the Running
Maximum of Integrated Gauss-Markov
Processes and Their First-Passage Times
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Abstract. Explicit formulae for the mean of the running maximum of
conditional and unconditional Brownian motion are found; these formu-
lae are used to obtain the mean, a(t), of the running maximum of an inte-
grated Gauss-Markov process X(t). Moreover, the connection between
the moments of the first-passage-time of X(t) and a(t) is investigated.
Some explicit examples are reported.

Keywords: Running maximum · First-passage time
Gauss-Markov process

1 Introduction

Let X(t) be a continuous stochastic process, with X(0) = 0, and let S(t) :=
maxs∈[0,t] X(s) its running maximum process; in [7] it was found a connection
between its mean a(t) = E[S(t)] and that of the first-passage time (FPT) τr of
X through a threshold r > 0. Precisely, assuming that a(t) is strictly increasing
(i.e. the inverse a−1 exists), it was shown that, for any non-decreasing function
g : [0,+∞) −→ [0,+∞), it results E [g(τr)] ≥ ∫ 1

0
g(a−1(rt))dt, and that this

bound is sharp. In particular, for any integer n, one gets:

E [(τr)n] ≥
∫ 1

0

(
a−1(rt)

)n
dt. (1)

Inequality (1) is very useful when exact calculation of the moments of the FPT
of X through the level boundary r > 0 is not possible, since it provides lower
bounds to them in terms of the mean of the running maximum process.

In this note, motivated by the result of [7], we find the function a(t) for
integrated Gauss-Markov (GM) processes; in particular, for integrated Brown-
ian motion and integrated Ornstein-Uhlenbeck process. In the cases when it is
possible to calculate exactly E [(τr)n], we compare it with its lower bound given
by (1) (see also [1]). Notice that integrated GM processes have important appli-
cations, e.g. in computational neuroscience (see e.g. [10] and references therein).
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Other applications can be found also in queueing theory, economy, and finance
mathematics (see e.g. the discussion in [2,3]).

Now, we recall the definition of GM process, and its integrated process.
Let m(t), h1(t), h2(t) be continuous functions of t ≥ 0, which are C1 in

(0,+∞), and such that h2(t) �= 0 and ρ(t) = h1(t)/h2(t) is a non-negative,
differentiable and increasing function, with ρ(0) = 0. If B(t) = Bt denotes
standard Brownian motion (BM), then for t ≥ 0, Y (t) = m(t) + h2(t)B(ρ(t)) is
a continuous GM process with mean m(t) and covariance c(s, t) = h1(s)h2(t),
for 0 ≤ s ≤ t.

Besides BM, a noteworthy case of GM process is the Ornstein-Uhlenbeck
(OU) process, and in fact any continuous GM process can be represented in
terms of a OU process (see e.g. [9]).

For a continuous GM process Y , its integrated process, starting from X(0)
is defined by X(t) = X(0) +

∫ t

0
Y (s)ds.

2 The Running Maximum of Bt, |Bt|, and the Brownian
Bridge

We recall the formulae for the distributions of the running maximum of Bt, in the
interval [0, t] i.e. SB(t) = maxs∈[0,t] Bs, and the running maximum of |Bt|, i.e.
S∗

B(t) = maxs∈[0,t] |Bs|; then, we calculate E[SB(t)] and E[S∗
B(t)]. Furthermore,

the running maximum of Brownian bridge is studied.
As far as Bt is concerned, it is well known that, for x ≥ 0, P (SB(t) ≤ x) =

2Φ
(

x√
t

)
− 1, where Φ stands for the standard normal distribution function.

Therefore, the probability density of SB(t) is fSB
(x) = 2√

2πt
e−x2/2t, x ≥ 0. By

straightforward calculation, one gets:

E (SB(t)) =
∫ +∞

0

2x√
2πt

e−x2/2tdx =

√
2t

π
. (2)

As for the distribution of the maximum absolute value of BM in the interval
[0, t], for x ≥ 0 one has (see e.g. formula (3.6) of [5], or formula (1.3) of [6]):

P (S∗
B(t) ≤ x) =

+∞∑

k=−∞
(−1)k

[

Φ

(
x(2k + 1)√

t

)

− Φ

(
x(2k − 1)√

t

)]

. (3)

Then, the following holds:

Proposition 2.1 (see [1] for the proof). The mean of the maximum absolute
value of BM in the interval [0, t] is

E (S∗
B(t)) =

π

2
E (SB(t)) =

√
πt

2
. (4)

�
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Remark 2.2. Equation (4) specifies and improves the estimate contained in
Example 4 of [8]. In both cases, when X(t) = Bt and X(t) = |Bt|, one gets
that a(t) = E[maxs∈[0,t] X(s)] is concave, since a(t) = const · √t.

Now, we study the running maximum of the Brownian bridge, that is, the
diffusion process X(t), starting from zero, and conditioned to take the value β

at t = 1. Its explicit form is X(t) = βt + (1 − t)B̃
(

t
1−t

)
, 0 ≤ t ≤ 1, where

B̃ is BM. So, for 0 ≤ t ≤ 1,X is a GM process with mean m(t) = βt, and
h1(t) = t, h2(t) = 1 − t, ρ(t) = t

1−t , c(s, t) = h1(s)h2(t) (ρ(t) is defined only in
[0, 1)). The following formula holds for the distribution of the maximum of X(t)
in the interval [0, t], t < 1 (see e.g. Eq. (2.1) of [6]):

P

(

max
s∈[0,t]

X(s) ≤ z

)

= Φ

(
z − βt

√
t(1 − t)

)

− e−2z(z−β)Φ

(
(2z − β)t − z

√
t(1 − t)

)

, z > 0.

(5)
The mean of the running maximum of the Brownian bridge in the interval [0, t] is:

a(t) = E( max
s∈[0,t]

X(s)) =
∫ +∞

0

P

(

max
s∈[0,t]

X(s) > z

)

dz

=
∫ +∞

0

[

1 − Φ

(
z − βt

√
t(1 − t)

)

+ e−2z(z−β)Φ

(
(2z − β)t − z

√
t(1 − t)

)]

dz. (6)

Since is not possible to analytically calculate the integral in (6), for every t ∈
(0, 1), we have numerically computed it; notice however that, for t = 1 and β > 0,
one has a(1) = β +

√
π
8 eβ2/2[1 − Φ(β/

√
2)] (see [1]). In the Fig. 1, we report the

graph of a(t), numerically evaluated, as a function of t ∈ (0, 1), for several values
of β > 0. Note that, the shape of a(t) appears to be like const · √

t, t ∈ (0, 1),
this suggesting that a(t) is concave, as in the cases of Bt and |Bt|.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

time t

a(t)

Fig. 1. Graph of the mean a(t) of the maximum of Brownian bridge, as a function of
t ∈ (0, 1), for some values of β; from top to bottom, β = 1, 0.8, 0.5, 0.2, 0.
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3 The Maximum of an Integrated Gauss-Markov Process
and Lower Bounds to the FPT Moments

For a GM process Y (t), we consider the integrated GM process X(t) = x +∫ t

0
Y (s)ds. We recall from [2,3] the following:

Theorem 3.1. Let Y be a GM process, then X(t) = x +
∫ t

0
Y (s)ds is normally

distributed with mean x + M(t) and variance γ(ρ(t)), where M(t) =
∫ t

0
m(s)ds,

γ(t) =
∫ t

0
(R(t) − R(s))2ds and R(t) =

∫ t

0
h2(ρ−1(s))/ρ′(ρ−1(s))ds. Moreover, if

γ(+∞) = +∞, then there exists a BM B̂ such that X(t) = x + M(t) + B̂(ρ̂(t)),
where ρ̂(t) = γ(ρ(t)). Thus, the integrated process X can be represented as a GM
process with respect to a different BM. �

In the sequel, we assume that the condition γ(+∞) = +∞ holds, and we also
suppose that M(t) = 0, so, the integrated GM process X(t) = x +

∫ t

0
Y (s)ds

takes the form X(t) = x + B̂(ρ̂(t)); note that ρ̂(t) is increasing and ρ̂(0) = 0.
First, we focus on the FPT of X(t) through a single barrier r, that is, τr(x) =

inf{t > 0 : X(t) = r|X(0) = x}, with x < r. Under the above conditions, we
obtain that

max
s∈[0,t]

(X(t) − x) = max
s∈[0,t]

B̂(ρ̂(t)) = max
u∈[0,ρ̂(t)]

B̂u = S
̂B(ρ̂(t)). (7)

From (2), we get

a(t) = E[ max
s∈[0,t]

(X(t) − x)] =

√
2ρ̂(t)

π
, (8)

and so a−1(u) = ρ̂ −1
(

πu2

2

)
. One has τr(x) = inf{t > 0 : B̂(ρ̂(t)) = r − x}, and,

since the function ρ̂ is increasing, τ̂r(x) := ρ̂(τr(x)) = inf{s > 0 : B̂s = r − x},
from which it follows (see also [2]) that the density of τr(x) is:

fτr (t) =
(r − x)ρ̂ ′(t)√

2π ρ̂(t)3/2
e−(r−x)2/2ρ̂(t). (9)

From (9) we get that the n-th order moment of τr(x), if it exists finite, is explicitly
given by:

E [(τr(x))n] =
∫ +∞

0

tn
(r − x)ρ̂ ′(t)√

2π ρ̂(t)3/2
e−(r−x)2/2ρ̂(t)dt. (10)

As easily seen, E [τn
r (x)] is finite if and only if the function tnρ̂ ′(t)/ρ̂(t)3/2 is

integrable in (c,+∞), c > 0. Assume that α > 0 exists, such that ρ̂(t) ∼ const·tα,
as t → +∞; then, in order that E [τn

a (x)] < ∞, it must be α = 2(n + δ), for
some δ > 0 (see [2]).

On the other hand, (1) implies:

E [(τr(x))n] ≥
∫ 1

0

[
a−1((r − x)u)

]n
du =

∫ 1

0

[

ρ̂ −1

(
π(r − x)2u2

2

)]n

du. (11)
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Now, we consider the first exit time (FET) of X(t) from the interval (r1, r2),
that is, τr1,r2(x) = inf{t > 0 : X(t) /∈ (r1, r2)|X(0) = x}, x ∈ (r1, r2); for the
sake of simplicity, we assume that r2 = b > 0, r1 = −b, and X(0) = x = 0. Thus,
we consider τ−b,b(0) = inf{t > 0 : |B̂(ρ̂(t))| = b}, or, ρ̂(τ−b,b(0)) = inf{s > 0 :
|B̂s| = b}, from which it follows (see [2]) that the density of τ−b,b(0) turns out
to be f̂−b,b(ρ̂(t)|0)ρ̂ ′(t), where

f̂−b,b(t|x) =
π

b2

∞∑

k=0

(−1)k

(

k +
1
2

)

cos
[(

k +
1
2

)
πx

α

]

exp

[

−
(

k +
1
2

)2
x2t

2b2

]

(12)
is the density of the FET of x + B̂t from the interval (−b, b). Moreover (see [2]):

E [(τ−b,b(0))n] =
π

b2

∞∑

k=0

[

(−1)k

(

k +
1
2

)∫ +∞

0

e−(k+1/2)2π2t/2b2(ρ̂ −1(t))ndt

]

.

(13)
On the other hand, from (4), we get

a(t) = E
(
maxs∈[0,t] |B̂(ρ̂(s))|

)
= E

(
maxs∈[0,ρ̂(t)] |B̂(s)|

)
=

√
πρ̂(t)

2 , and so

a−1(u) = ρ̂ −1
(

2u2

π

)
. Then, (1) implies:

E [(τ−b,b(0))n] ≥
∫ 1

0

[
a−1(bu)

]n
du =

∫ 1

0

[

ρ̂ −1

(
2b2u2

π

)]n

du. (14)

3.1 Integrated BM (IBM)

Let be X(t) = x +
∫ t

0
Bsds; from Theorem 3.1 (see also [2]), it follows that

there exists a BM B̂ such that X(t) = x + B̂(ρ̂(t)), where ρ̂(t) = t3/3; more-
over, for x < r, E [τr(x)] =

(
3
2

)1/3
Γ

(
1
6

) (r−x)2/3√
π

≈ 3.595 · (r − x)2/3, while
the moments of τr(x) of order n > 1 are infinite (see [2]). From (8) we obtain

a(t) = E[maxs∈[0,t](X(s)−x)] =
√

2t3

3π , and so, for u ≥ 0, a−1(u) =
(
3
2π

)1/3
u2/3.

Thus, from (1) we get:

E [τr(x)] ≥
∫ 1

0

a−1((r − x)u)du =
(

3
2
π

)1/3

· 3
5
(r − x)2/3 ≈ 1.0059 · (r − x)2/3.

(15)
If we compare this lower bound to E [τr(x)] with its exact value given above,
we see that the obtained estimate captures the right power of r − x, giving an
evaluation up to a multiplicative constant.

Explicit formulae for the first two moments of the FET of IBM from the
interval (−b, b), when starting from x ∈ (−b, b), are given in [2]. Taking b = 1
and x = 0, for the sake of simplicity, one gets
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E [τ−1,1(0)] =
8 · 31/3Γ ( 43 )

π5/3

∞∑

k=0

(−1)k 1
(2k + 1)5/3

. (16)

E
[
(τ−1,1(0))2

]
=

192
π4

∞∑

k=0

(−1)k 1
(2k + 1)4

. (17)

Formula (4) for the maximum of |Bt| provides a(t) = E
(
maxs∈[0,t] |B̂(ρ̂(s))|

)
=

√
π
6 t3/2, and so, for u ≥ 0, a−1(u) =

(
6
π

)1/3
u2/3. Thus, from (1) we get

E [(τ−1,1(0))n] ≥ ∫ 1

0

[
a−1(u)

]n
du. For n = 1, the last integral is equal to

(
6
π

)1/3 · 3
5 ≈ 0.7444, while the exact value of E [τ−1,1(0)], numerically calcu-

lated by (16) is 1.3518.
For n = 2, the integral above is

(
6
π

)2/3 · 3
7 ≈ 0.6599, while the exact value of

E((τ−1,1(0))2), numerically calculated by (17) is 1.95 (see the values reported in
the Fig. 2 of [2]). Although for IBM the lower bounds to E [τr(x)] and E [τ−1,1(0)]
are somewhat far from the true values, for more general processes, the cor-
responding lower bounds are useful estimates, when no other information is
available.

3.2 Integrated Ornstein-Uhlenbeck (IOU) Process

For μ, σ > 0 and β ∈ R, the OU process is the diffusion Y (t) driven by the SDE
dY (t) = −μ(Y (t) − β)dt + σdBt, Y (0) = y, whose explicit solution is:

Y (t) = β + e−μt[y − β + B̃(ρ(t)] (18)

where B̃ is Brownian motion and ρ(t) = σ2

2μ

(
e2μt − 1

)
. Y is a GM process with

m(t) = β + e−μt(y − β), h1(t) = σ2

2μ (eμt − e−μt) , h2(t) = e−μt and c(s, t) =

h1(s)h2(t). For the integrated process X(t) = x+
∫ t

0
Y (s)ds, the various functions

in Theorem 3.1 have been calculated in [3]. We consider the special case when
y = β = 0, so that M(t) = 0. Since limt→+∞ γ(t) = +∞, by Theorem 3.1,
we conclude that there exists a BM B̂ such that X(t) = x + B̂ (ρ̂(t)), where
ρ̂(t) = γ(ρ(t)). Since ρ̂(t) ∼ const · t, as t → +∞, we obtain that E [τr(x)] = +∞
for any x, while E [(τ−b,b(x)]n is finite for any n and x ∈ (−b, b) (see [2]). It is
interesting to compare the first two moments of τ−b,b(0), numerically calculated
in [2], with their lower bounds given by (14); for instance, for μ = 2 and σ = 1,
the calculation of the mean exit time from (−1, 1) starting from x = 0 furnishes
the value 4.74, while its lower bound turns out to be 1.44; the second order
moment of the exit time is 3.319, while its lower bound results to be 2.012.

In the Fig. 2, we report a comparison between the mean exit time from (−1, 1)
of IOU process with β = 0, σ = 1 and starting from x = 0, and its lower bound
given by (14), as a function of μ ∈ [0, 2].
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Fig. 2. Comparison between the mean exit time from (−1, 1) of integrated OU process
with β = 0, σ = 1 and starting from x = 0, and its lower bound, given by (14), as
a function of the parameter μ ∈ [0, 2]. The black line (top) represents E(τ−1,1(0)),
the blue line (bottom) its lower bound (LB) and the green line (middle) represents
E(τ−1,1(0))/LB; on the horizontal axes μ ∈ [0, 2]. (Color figure online)

4 Conclusions and Final Remarks

The argument used so far can also be applied to a transformed GM process

X(t) driven by the SDE dX(t) = −ρ′(t)u′′(X(t))
2(u′(X(t)))3 dt +

√
ρ′(t)

u′(X(t))dBt, where u is an
increasing twice-differentiable function with u′(x) �= 0, u(0) = 0, and ρ(t) is non-
negative, increasing and differentiable with ρ(0) = 0 and ρ(+∞) = +∞ (the case
ρ(t) = t corresponds to a diffusion conjugated to BM, according to the definition
given in [4], and it includes e.g. the Feller, or Cox–Ingersoll–Ross process, and
the Wright-Fisher process). We can conclude (see also [1]) that there exists a BM
B̃t such that X(t) = u−1

(
B̃(ρ(t)) + u(x)

)
, i.e. a space transformation of time-

changed BM. Then, for r > x we get τr(x) = inf{t > 0 : X(t) ≥ r|X(0) = x} =
inf{t > 0 : B̃(ρ(t)) ≥ u(r) − u(x)}, that is, τ̃r(x) := ρ(τr(x)) = inf{s > 0 : B̃s ≥
u(r) − u(x)}. From this it follows (see [2] and (9)) that the density of τr(x) is
fτr (t) = (u(r)−u(x))ρ′(t)√

2π ρ(t)3/2
e−(u(r)−u(x))2/2ρ(t). In the cases when the FPT moments

are finite, but their analytical calculations turn out to be prohibitive, we can use
(1) to obtain a lower bound to E [τr(x)n]. In fact, a(t) can be found, by using
the density of maxs∈[0,t] B̃s. Moreover, since by hypothesis u−1 is monotoni-

cally increasing, S(t) = maxs∈[0,t] X(s) = maxs∈[0,t] u
−1

(
B̃(ρ(t)) + u(x)

)
=

u−1
(
u(x) + maxs∈[0,ρ(t)] B̃s

)
. Analogous considerations allow to obtain lower
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bounds to the moments of the FET from the interval (r1, r2). In this regard, we
show two examples of diffusion conjugated to BM, namely ρ(t) = t.

Example 1. The Wright-Fisher process, which is driven by the SDE dX(t) =
(1/4−X(t)/2)dt+

√
X(t)(1 − X(t))dBt,X(0) = x ∈ [0, 1], is a diffusion in [0, 1]

which is conjugated to BM via the function u(x) = 2 arcsin
√

x, i.e. X(t) =
sin2(Bt/2 + arcsin

√
x). Let us consider the first hitting time of X(t) to the

boundaries of [0, 1], when starting from x ∈ (0, 1), that is, τ0,1(x) = inf{t > 0 :
X(t) = 0, or X(t) = 1|X(0) = x} = inf{t > 0 : Bt + u(x) = 0, or Bt + u(x) =
π}. If e.g. x = 1/2, since u(1/2) = π/2, one obtains τ0,1(1/2) = inf{t > 0 :
|Bt| = π/2}, which, as well-known, is equal to π2/4. On the other hand, a(t) =
E(maxs∈[0,t] |Bs|) =

√
πt/2, then, by (1) E(τ0,1(1/2)) ≥ ∫ 1

0
a−1(πt/2)dt = π/6,

which is a lower bound to the true value π2/4.

Example 2. The diffusion X(t) driven by the SDE dX(t) = 1
3X(t)1/3dt +

X(t)2/3dBt,X(0) = x, is conjugated to BM via the function u(x) = 3x1/3,
that is, X(t) = (x1/3 + Bt/3)3. Then, for x = 0, we have τ−1,1(0) = inf{t >
0 : |X(t)| = 1|X(0) = 0} = inf{t > 0 : |Bt| = 3}, which, as well-known, is
equal to 9. On the other hand, a(t) = E(maxs∈[0,t] |Bs|) =

√
πt/2, then, by (1)

E(τ−1,1(0)) ≥ ∫ 1

0
a−1(3t)dt = 6/π, which is a lower bound to the true value 9.
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{adicrescenzo,bmartinucci}@unisa.it
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Abstract. Distorted distributions were introduced in the context of
actuarial science for several variety of insurance problems. In this paper
we consider the quantile-based probabilistic mean value theorem given in
Di Crescenzo et al. [4] and provide some applications based on distorted
random variables. Specifically, we consider the cases when the under-
lying random variables satisfy the proportional hazard rate model and
the proportional reversed hazard rate model. A setting based on random
variables having the ‘new better than used’ property is also analyzed.

Keywords: Quantile function · Distorted distribution
Mean value theorem

1 Introduction and Background

A probabilistic generalization of the Taylor’s theorem was proposed and studied
by Massey and Whitt [8] and Lin [7], showing that for a nonnegative random
variable X and a suitable function f one has

E[f(t + X)] =
n−1∑

k=0

E[Xk]
f (k)(t)

k!
+ E[f (n)(t + Xe)]

f (n)(t)
n!

, t > 0,

where Xe is a random variable possessing the equilibrium distribution of X.
This result was employed by Di Crescenzo [3] in order to obtain the following
probabilistic version of the well-known mean value theorem:

E[g(Y )] − E[g(X)] = E[g′(Z)][E(Y ) − E(X)],

where X and Y are nonnegative random variables such that X ≤st Y , i.e.,
P(X > x) ≤ P(Y > x), for all x ≥ 0, and E(X) < E(Y ). Moreover, the random
variable Z is a generalization of Xe and has density function

P(Z ∈ dx)
dx

=
P(Y > x) − P(X > x)

E(Y ) − E(X)
.

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 80–87, 2018.
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Various related results have been exploited recently, such as the fractional
probabilistic Taylor’s and mean value theorems (see Di Crescenzo and Meoli
[5]), and a quantile-based version of the probabilistic mean value theorem (see
Di Crescenzo et al. [4]). The latter involves a distribution that generalizes the
Lorenz curve, and allows the construction of new distributions with support
(0, 1). Specifically, for any random variable X, let F (x) = P(X ≤ x), x ∈ R,
denote the distribution function, and let

Q(u) = inf{x ∈ R : F (x) ≥ u}, 0 < u < 1 (1)

be the quantile function, with Q(0) := limu↓0 Q(u) and Q(1) := limu↑1 Q(u).

Definition 1. Let D be the family of all absolutely continuous random vari-
ables having finite nonzero mean, and such that the quantile function (1) satis-
fies Q(0) = 0 and is differentiable, in order that the following quantile density
function exists:

q(u) = Q′(u), 0 < u < 1.

We remark that if X ∈ D then F [Q(u)] = u, 0 < u < 1. According to Di
Crescenzo et al. [4], if X ∈ D, let XL denote an absolutely continuous random
variable taking values in (0, 1) with distribution function

L(p) =
1

E[X]

∫ p

0

Q(u) du, 0 ≤ p ≤ 1, (2)

and density

fXL(u) =
Q(u)
E[X]

, 0 < u < 1.

Note that the function given in (2) is also known as the Lorenz curve of X,
and deserves large interest in mathematical finance for the representation of the
distribution of income or of wealth. Then, for X ∈ D, if g : (0, 1) → R is n-times
differentiable and g(n) · Q is integrable on (0, 1) for any n ≥ 1, then

E[{g(1) − g(U)} q(U)] =
n−1∑

k=1

1
k!
E

[
g(k)(U)(1 − U)kq(U)

]

+
1

(n − 1)!
E

[
g(n)(XL)(1 − XL)n−1

]
E[X],

where U is uniformly distributed in (0, 1). Furthermore, the following result can
be viewed as a quantile-based analogue of the probabilistic mean value theorem
(cf. Theorem 3 in Di Crescenzo et al. [4]). In particular, given X,Y ∈ D such
that X ≤st Y and a differentiable function g : (0, 1) → R with g′ ·QX and g′ ·QY

integrable on (0, 1), then

E[{g(1) − g(U)} {qY (U) − qX(U)}] = E
[
g′(ZL)

] {E[Y ] − E[X]}, (3)
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where U is uniformly distributed in [0, 1] and qX and qY are the quantile densi-
ties of X and Y , respectively. Moreover, ZL denotes a random variable having
distribution function

LX,Y (p) =
1

E[Y ] − E[X]

∫ p

0

[QY (u) − QX(u)]du, 0 ≤ p ≤ 1,

which is a suitable extension of (2). Note also that, under the previous assump-
tions, E

[
g′(ZL)

]
in (3) is finite.

Stimulated by the above mentioned results, in this paper we construct new
relationships involving distorted random variables that deserve interest in utility
theory and can be applied for assessing stochastic dominance among risks (we
refer, for instance, to the recent papers by Balbás et al. [1] and Sordo et al.
[12,14]).

Let Γ be the set of continuous, nondecreasing and piecewise differentiable
functions h : [0, 1] → [0, 1] such that h(0) = 0 and h(1) = 1. These functions are
called distortion functions. See Sordo and Suárez-Llorens [13] for applications of
distortion functions to classes of variability measures, and Gupta et al. [6] for
the use of distortion functions for the analysis of random lifetimes of coherent
systems. We denote by F (x) = 1 − F (x), x ∈ R, the survival function of X.

Definition 2. For each distortion function h ∈ Γ , and any survival function
F (x), the position

Fh(x) = h(F (x)), x ∈ R,

defines a survival function associated to a new random variable Xh, which is
called the distorted random variable induced by h.

Distorted distributions were introduced by Denneberg [2] and Wang [15,16]
in the context of actuarial science for several variety of insurance problems. One
of the most important applications is in the rank dependent expected utility
model (see Quiggin [10], Yaari [17], Schmeidler [11]).

It is easy to see that given a random variable X and a distortion function
h ∈ Γ , the distorted random variable induced by h, say Xh, has quantile function
given by

Qh(u) := Q(1 − h−1(1 − u)), 0 < u < 1,

where Q is the quantile function of X.

Proposition 1. Let X be a nonnegative random variable, and h, l ∈ Γ two
distortion functions. Then,

Xh ≤st Xl ⇔ h(x) ≤ l(x), 0 < x < 1.

Proof. The proof immediately follows noting that Xh ≤st Xl holds if, and only
if, h(F (x)) ≤ l(F (x)) or, equivalently, h(x) ≤ l(x), for all 0 < x < 1.
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2 Results Based on Distorted Random Variables

In this section we provide some applications of (3) based on the comparisons of
distorted random variables.

Theorem 1. Let X ∈ D be a nonnegative random variable with quantile func-
tion Q and quantile density q. Let h and l be two distortion functions such that
h(x) ≤ l(x), for all 0 < x < 1, one has E[Xl] < E]Xh] < +∞. Then, for a
random variable U uniformly distributed in (0, 1) we have that

E

[(
q(1 − l−1(1 − U))

l′(l−1(1 − U))
− q(1 − h−1(1 − U))

h′(h−1(1 − U))

)
(g(1) − g(U))

]

= E[g′(ZL)](E[Xl] − E]Xh]),

where E[Xh] =
∫ ∞
0

h(F (t))dt and ZL is the random variable with density func-
tion

fZL(x) =
Q(1 − l−1(1 − x)) − Q(1 − h−1(1 − x))

E[Xl] − E[Xh]
, 0 < x < 1. (4)

Proof. Denoting as qh and ql the quantile densities corresponding to Qh and Ql,
respectively. Then, for 0 < u < 1, one has

qh(u) =
q(1 − h−1(1 − u))

h′(h−1(1 − u))
and ql(u) =

q(1 − l−1(1 − u))
l′(l−1(1 − u))

.

Hence, the thesis follows from (3).

There exist several types of distortion functions that leads to special cases of
interest. For instance, if h(t) = tα, then Xh and Xl correspond to the propor-
tional hazard rate model (see, for instance, Balbás et al. [1] and Navarro et al.
[9]). This suggests our first application.

Application 1. Let us consider the distortion functions h(t) = tα and l(t) = tβ

for 0 < β < α and 0 < t < 1, so that h(t) ≤ l(t) for 0 < t < 1. We can
consider the distorted random variables induced by h and l, say Xh and Xl,
respectively. Hence, due to Proposition 1, we have Xh ≤st Xl. It is easy to see
that the survival and quantile functions of Xh and Xl are

Fh(x) = (F (x))α and F l(x) = (F (x))β , x > 0,

respectively. With straightforward calculations, we can obtain the corresponding
quantile functions

Qh(u) = Q(1 − (1 − u)1/α) and Ql(u) = Q(1 − (1 − u)1/β),

and the quantile densities

qh(u) =
1
α

q(1− (1−u)1/α)(1−u)
1
α −1 and ql(u) =

1
β

q(1− (1−u)1/β)(1−u)
1
β −1,
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for 0 < u < 1, where Q and q are respectively the quantile and quantile density
function of X. Then, from Theorem 1, we have

E

[(
q(1 − (1 − U)1/β)

β(1 − U)1− 1
β

− q(1 − (1 − U)1/α)
α(1 − U)1− 1

α

)
(g(1) − g(U))

]

= E[g′(ZL)](E[Xl] − E[Xh]),

where the density of ZL, given in (4), becomes

fZL(x) =
Q(1 − (1 − x)1/α) − Q(1 − (1 − x)1/β)

E[Xl] − E[Xh]
, 0 < x < 1,

with E[Xl] =
∫ ∞
0

(F (x))αdx and E[Xh] similar. For instance, if X is uniformly
distributed in (0, 1), then Q(u) = u, and q(u) = 1, 0 < u < 1, so that E[Xl] =
(α + 1)−1 and E[Xh] = (β + 1)−1. Therefore,

E

[(
(1 − U)

1
β −1

β
− (1 − U)

1
α −1

α

)
(g(1) − g(U))

]
= E[g′(ZL)]

α − β

(α + 1)(β + 1)
,

where, for 0 < β < α,

fZL(x) =
(α + 1)(β + 1)

α − β
((1 − x)1/α − (1 − x)1/β), 0 < x < 1.

Next we consider h(t) = 1 − (1 − t)n, 0 < t < 1, for some positive integer n.
Note that in this case E[Xh] = E[max{X1, . . . , Xn}], where X1, . . . , Xn are i.i.d.
random variables.

Application 2. Let us consider the distortion functions h(t) = 1− (1− t)n and
l(t) = 1 − (1 − t)m, 0 < t < 1, for integers 1 ≤ n ≤ m. It is not hard to see that
these distortion functions refer to the proportional reversed hazard rate model.
Hence, since h(t) ≤ l(t), 0 < t < 1, the corresponding distorted random variables
satisfy Xh ≤st Xl due to Proposition 1. The survival and quantile functions of
Xh and Xl are respectively

Fh(x) = 1 − Fn(x) and F l(x) = 1 − Fm(x), x > 0,

Qh(u) = Q(1 − u1/n) and Ql(u) = Q(1 − u1/m), 0 < u < 1,

where F (x) and Q(u) are the distribution and the quantile function of the i.i.d.
random variables X1,X2, . . . , respectively. If Mk := max{X1, . . . , Xk}, for k ≥ 1,
then from Theorem 1 we have

E

[(
q(U

1
m )

mU1− 1
m

− q(U
1
n )

nU1− 1
n

)
(g(1) − g(U))

]
= E[g′(ZL)](E[Mm] − E[Mn]), (5)

where

fZL(x) =
Q(x

1
m ) − Q(x

1
n )

E[Mm] − E[Mn]
, 0 < x < 1.
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For instance, if X is exponentially distributed with parameter λ > 0, it is known
that, for each integer n ≥ 1,

E[Mn] =
1
λ

∫ 1

0

1 − tn

1 − t
dt =

1
λ

Hn,

where Hn :=
∑n

k=1
1
k is the nth harmonic number. Hence, for 1 ≤ n ≤ m, from

(5) and given that q(u) = [λ(1 − u)]−1, for all 0 < u < 1, we have

E

[
1
U

(
1
m

1
U−1/m − 1

− 1
n

1
U−1/n − 1

)
(g(1) − g(U))

]
= E[g′(ZL)](Hm − Hn),

where

fZL(x) =
1

Hm − Hn
log

1 − x1/n

1 − x1/m
, 0 < x < 1.

The following theorem involves a random variable having the NBU property.
We recall that a nonnegative random variable X is said NBU if its survival
function F satisfies F (s)F (t) ≥ F (s + t), for all s ≥ 0 and t ≥ 0.

Theorem 2. Let X be a nonnegative random variable with quantile density q,
and having the NBU property, and let h be a distortion function. Then, for a
random variable U uniformly distributed in (0, 1), and for all t > 0, one has

E

[(
q(1 − h−1(1 − U))

h′(h−1(1 − U))
− F (t)

q(1 − h−1(1 − U)F (t))
h′(h−1(1 − U))

)
(g(1) − g(U))

]

= E[g′(ZL)](E[Xh] − E[(Xt)h]),

where E[Xh] =
∫ ∞
0

h(F (t))dt and, given t > 0, (Xt)h and ZL are respectively
the random variables having survival and density functions given by

F (Xt)h
(x) = h

(
F (x + t)

F (t)

)
, x ≥ 0,

fZL(x) =
Q(1 − h−1(1 − x)) − Q(1 − h−1(1 − x)F (t)) + t

E[Xh] − E[(Xt)h]
, 0 < x < 1.

Proof. Denoting as qh and qt,h the quantile densities of Xh and (Xt)h, respec-
tively, for 0 < u < 1 we have

qh(u) =
q(1 − h−1(1 − u))

h′(h−1(1 − u))
and qt,h(u) = F (t)

q(1 − h−1(1 − u)F (t))
h′(h−1(1 − u))

.

The thesis then follows from Theorem 1.

Application 3. Let X be an uniformly distributed random variable in (0, 1).
It is well known that X is NBU. The survival and quantile function of Xh are
given respectively by

Fh(x) = h(1 − x), 0 < x < 1, and Qh(u) = 1 − h−1(1 − u), 0 < u < 1.
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Similarly, for the distorted random variable (Xt)h given t ∈ (0, 1), we have

F (Xt)h
(x) = h

(
1 − (t + x)

1 − t

)
, 0 < x < 1 − t,

Qt,h(u) = 1 − (1 − t)h−1(1 − u), 0 < u < 1.

The corresponding quantile densities of Xh and (Xt)h are

qh(u) =
1

h′(h−1(1 − u)
and qt,h(u) =

1 − t

h′(h−1(1 − u)
, 0 < u < 1.

From Theorem 2, we have

E

[(
1

h′(h−1(1 − U))
− 1 − t

h′(h−1(1 − U))

)
(g(1) − g(U))

]

= E[g′(ZL)](E[Xh] − E[(Xt)h]),
(6)

where ZL is the random variable having density

fZL(x) =
(1 − t)h−1(1 − x) − h−1(1 − x)

E[Xh] − E[(Xt)h]
, 0 < x < 1.

Let us now consider h(t) = min
{

t
1−p , 1

}
, for a fixed p ∈ (0, 1). It can be seen

that h is a proper distortion function, and that E[Xh] = E[X|X > Q(p)] for any
random variable X having quantile function Q(p). Specifically, if X is uniformly
distributed in (0, 1), we have

E[X|X > Q(p)] =
1 + p

2
and E[Xt|Xt > Qt(p)] =

(1 − t)(1 + p)
2

.

Hence, since h−1(u) = (1 − p)u and h′(u) = 1
1−p , 0 < u < 1, (6) gives

(1 − p)E [g(1) − g(U)] = E[g′(ZL)]
1 + p

2
, 0 < p < 1,

where the density of ZL is

fZL(x) = 2
1 − (1 − p)(1 − x)

1 + p
, 0 < x < 1.

3 Concluding Remarks

The quantile-based probabilistic mean value theorem proposed in [4] has been
shown to be useful (i) to construct new probability densities with support (0, 1)
starting from suitable pairs of stochastically ordered random variables, and (ii)
to obtain equalities involving uniform-(0, 1) distributions and quantile functions.
On this ground, further applications have been provided in the present paper
based on distorted distributions, with special care to the cases when the underly-
ing random variables satisfy the proportional hazard rate model, the proportional
reversed hazard rate model, and the ‘new better than used’ property.
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14. Sordo, M.A., Suárez-Llorens, A., Bello, A.J.: Comparison of conditional distribu-
tions in portfolios of dependent risks. Insur. Math. Econ. 61, 62–69 (2015)

15. Wang, S.: Insurance pricing and increased limits ratemaking by proportional Haz-
ards transforms. Insur. Math. Econ. 17, 43–54 (1995)

16. Wang, S.: Premium calculation by transforming the layer premium density. ASTIN
Bull. 26, 71–92 (1996)

17. Yaari, M.E.: The dual theory of choice under risk. Econometrica 55, 95–115 (1987)



Model-Based System Design,
Verification and Simulation



One Degree of Freedom Copter

Peter Ťapák(B) and Mikuláš Huba
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Abstract. The paper presents laboratory model of unmanned aerial
vehicle. The plant design, construction and building was a part of a
project in the course on autonomous mechatronic systems. The goal was
to make an exercise in mechatronics, resulting in plants which could be
used in other project or classes, using the same hardware as common
UAVs.

Keywords: Control education using laboratory equipment
Balance issues of theoretical-versus-practical training
Teaching curricula developments for control and other engineers

1 Introduction

The unmanned aerial vehicles (UAV) have been very popular for several years
already. It is very common practice to use PD controllers for attitude stabiliza-
tion and altitude control. In this paper, very simplified laboratory model of an
UAV (Fig. 1) consisting of a platform with only one propeller is presented. The
plant construction was inspired by the papers [1,5]. The altitude of the platform
is measured by an ultrasonic sensor. Since the most popular UAVs, multicopters,
do spend a lot of time in hover mode while performing their tasks, the altitude
control of this vehicle ranks among the tasks requiring special attention. The
altitude control algorithm presented in this paper uses ultra local model of the
plant for tuning. The least squares method was employed in identification pro-
cess. The controller performance has been evaluated taking into account the total
variance of control signal, in other words the sum of all control signal changes
which gives the reader nice overview on power consumption. The paper is orga-
nized as follows. Section 2 describes the plant construction, Sect. 3 presents the
control loop programming. The Sect. 4 discusses the mathematical model of the
plant, in Sect. 5 the real experiments results considering various filter used in the
closed loop are presented, the Sect. 6 presents results of closed loop control by
various controllers and their tunings. Contributions of the paper are summarized
in Conclusions.

M. Huba—This work has been supported by the grant APVV-0343-12 Computer
aided robust nonlinear control design.

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 91–98, 2018.
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92 P. Ťapák and M. Huba

Fig. 1. One degree of freedom copter model

2 Plant Parts

The parts which the model consists of were chosen to be the same as can be
used on a real multicopter. However, the cheap ones were used, because there
was no need to lift a lot of payload. The model is equipped with BLDC motor
A2212 for the copter propulsion. The motors came with the electronic speed
controller (ESC) and a pair of propellers. To measure the platform altitude the
SR04 ultrasonic sensor was bought. The Arduino UNO R3 microcontroller is
used for control and communication with PC.

3 Real Time Control and Measurement

As the plant uses embedded controller, it is a crucial part of the design to
be able to program the measurement and control algorithm in real time. It
is necessary to choose the sampling time properly. The actuator/powertrain is
brushless direct current motor, its outer body contains permanent magnets. The
ESC is used to switch the phase of the windings to make the rotor run properly.
The input of most of the basic ESCs is the square signal at the frequency of 50 Hz,
where the pulse width corresponds to a desired speed of the rotor. The width
of 1000µs usually corresponds to the lowest speed, the 2000µs corresponds to
the full speed. Since the ESC input has usually the frequency of 50 Hz it would
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be enough to use the same sampling frequency for the controller. Nevertheless
there is necessary to check if the measurement can be made within one period.
We use the ultrasonic sensor, the maximum altitude is not more than 80 cm.
Considering the speed of sound vs = 340.29 [m/s], to measure the distance of
80 cm the sound has to travel twice the distance. It is trivial to calculate the time
needed to travel the distance of 1.6m, ts = 1.6/vs = 0.0047 [s], which is below
20 ms which is the sampling time at 50 Hz. It would be possible to measure the
altitude more times within one sampling period, however it is measured only
once for simplicity. To keep the timing as accurate as possible, timer interrupt
was used. Arduino’s CPU provides three timers: Timer0, Timer1 and Timer2.
The 16bit Timer1 is used by servo library to generate the signal to control the
ESC connected to digital pin 9 of the microcontroller board. 8bit Timer2 was
chosen to generate interrupts for the control loop timing. The AVR CPU of
Arduino board runs at 16 MHz. The maximal prescaler value for Timer2 is 128.
To work at 50 Hz the prescaler was set to its maximum value 128, and it was
set to CTC mode making interrupt and reseting the counter at the timer value
249, this corresponds to sampling time of 2 ms. To get 20 ms sampling, another
counter of these interrupts was used and at every 10th interrupt when this
counter is reset, the control action is applied the measurment is made and new
control signal value is calculated. The standard deviation of the sampling time
is 4.3865µs, maximum deviation was 24µs. These results are quite satisfactory
for this low cost hardware and sufficient when considering the sampling time of
20000µs.

4 Mathematical Model

In many papers, books and articles e.g. [2,4] the mathematical model of quad-
copter starts with the rigid body dynamics.

Therefore, in this paper, the double integrator plus dead time model

G(s) =
K1

s2
e−TDs (1)

is considered.
Since the body can not make any significant rotations, only one degree of

freedom, movement up and down, was taken into account in the paper. The
dynamics of the propeller is neglected for simplicity.

The following Fig. 2 shows the model (1) with parameters

K1 = 0.97, TD = 0.12 (2)

obtained using least squares method matching the unfiltered measured data
shifted to zero. The measurement was performed by making a step change of the
system input at an altitude stabilized by PD controller.
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Fig. 2. Double integrator plus dead time model matching the measured data

5 Real Experiments - Filters

In this section the real time control using PD and PID control employing various
filters is presented.

The PID controller’s algorithm corresponds to the following equation

u = uf + KP e(t) + KI

∫ t

0

e(τ)dτ − KD
dy(t)
dt

(3)

where

– uf is the bias compensating the gravitational force,
– KP is proportional action gain,
– KI is integral action gain,
– KD is derivative action gain,
– e = w − y is the control error,
– w is the setpoint,
– y is the altitude,
– u is the control signal.

The PD controller algorithm is the same considering the integral action
gain to be KI = 0. The first experiments were performed using no additional fil-
ter in the control loop. The system output derivative was realized as a difference.
The second experiments were performed using the finite impulse response (FIR)
filter in the form of the simple moving average using unweighted last five samples
to calculate the filtered system output and its derivative. The third experiments
were performed using 3rd order binomial filter

Hy(s) =
1

(Tf + 1)3
(4)

with the time constant Tf = 0.04 for the system output filtration.
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Fig. 3. Real experiment using PD controller with various filters - altitude (upper left)
and control signal (upper right) - PID controller with various filters - altitude (lower
left) and control signal (lower right)

The system output derivative was obtained from the measured output by the
following filter

Hd(s) =
s

(Tf + 1)3
(5)

The discretized realizations of the transfer functions (4, 5) were used in the
real time experiments. In Fig. 3 the PD controller with bias was used. All exper-
iments start at steady state at 30 cm altitude. Then the setpoint step is made to
40 cm. Then at time 30 s the setpoint step to 55 cm was made. In the case of PD
control, all the transients show steady state error, which is ok since they do not
use any kind of integral action. The transients have the most noise in the cases
when the FIR filter was used. In Fig. 3 one can see the experiment results where
the PID controller with bias was used. In the case of PID control, lower P and
D action gains are used due the presence of integral action. In these experiments
the most noise can be seen using no filter. As it was mentioned in Sect. 1, the
UAVs spend a lot of times in hover. Despite the fact they look barely moving
in this mode, there is a lot of movement going on, keeping the vehicle in the
spot due to the external disturbances and the system natural instability. It can
be observed in the transients that the altitude and control signal are changing
permanently during the flight. To evaluate the performance by the means of the
energy efficiency total variance (TV) integral criterion can be used. It sums all
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Table 1. Performance - TV values - PD control

Signal Y Y U U

Setpoint 40 55 40 55

No filter 85.62 178.35 85.62 178.35

FIR - 5 samples 22.31 40.31 140.79 253.24

3rd order low pass 7.54 24.87 95.89 287.37

Table 2. Performance - TV values - PID control

Signal Y Y U U

Setpoint 40 55 40 55

No filter 6.67 40.52 196.5 922.55

FIR - 5 samples 19.86 80.26 87.28 403.46

3rd order low pass 7.51 32.2 50.32 203.93

the changes of the signal over a specified time period. The following formula
represents its discrete realization

TV (y) =
n∑

i=1

|y(n) − y(n − 1)| (6)

where

– y represents the samples over the time period,
– n is the number of samples.

The performance is summarized in Tables 1 and 2, where two left columns
represent the system output (Y) TV values for setpoints at 40 and 55 cm, the two
right columns show the TV values of control signal (U) for these two setpoints.
In Table 1 one can see that employing the 3rd order low pass filter yielded the
lowest TV values altogether with PD controller, except the first setpoint when
the loop without any filtration outperforms the loop with this filter. Neverthe-
less, the TV values for the loop with FIR filter are considerably higher than
both the other options. In Table 2 one can see the PID without any filter outper-
forms the loop with FIR filter when considering only the output of the system,
however when considering the TV of the control signal, the loop without filter
is obviously the worst.

6 Real Experiments - Controller Design

In this chapter several control algorithms will be used to control the plant.
Since the binomial filter (4) yielded good results in Sect. 5 and can be used in

the system output first and second derivative calculation as well, the same filter
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Table 3. Controller parameters

Signal KP KI KD

PID1 0.3 0.02 1

PID2 1.2 0.2 2

PID3 0.4 0.01 1.7
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Fig. 4. Real experiment - PID tuning - altitude (upper left) and control signal (upper
right) - DOPID tuning - altitude (lower left) and control signal (lower right)

but with the time constant Tf = 0.1 is going to be used in all the experiments in
this chapter. The Matlab’s pidtool was used to tune the controller based on the
plant model (1). Three controller tunings summarized in Table 3 are presented
in the paper. Figure 4 represents results obtained using the controller (3) and the
PD controller expanded by the input disturbance observer based on the inverse
plant model was used (DOPID). The input disturbance is obtained according to
the following formula (see e.g. [3])

d̂i = 1/K1
d2y(t)
dt2

− u(t) (7)

where

– di is the input disturbance,
– u(t) is system input,
– K1 is process gain from (1),
– y(t) is the altitude system output.
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From the presented results there is obvious the tuning with the highest gains
yields oscillatory behavior. The PID controller with the lowest integral action
gain shows the least oscillations. In the case of DOPID controller, the tuning
with the low proportional gain is not able to achieve the setpoint. The system
output of the control loop with the DOPID with higer proportional gain oscil-
lates around the setpoint. However the problem is the controller uses the second
derivative of the system output which is hard to obtain using the ultrasonic sen-
sor. So these experiments show that there is necessary to equip the plant with
the accelerometer in the future to allow users to apply more complex algorithms.

7 Conclusion

The developing and controlling the plant enabled students to perform many
tasks in the area of mechatronics. Presented experiments show that the plant
can be used as a starting point before going to control real multicopter. The real
time control based on the inverse model of the plant have shown the necessity of
equipping the plant with the accelerometer to obtain the higher order derivatives
of the altitude. Nevertheless, it will make the plant control even more close to the
real UAVs since it is the same way the common inertial measurement units work
and it will bring broader spectrum of the experiments available to the students.
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Abstract. Testing of concurrent programs is difficult since the schedul-
ing non-determinism requires one to test a huge number of different
thread interleavings. Moreover, a simple repetition of test executions
will typically examine similar interleavings only. One popular way how
to deal with this problem is to use the noise injection approach, which is,
however, parametrized with many parameters whose suitable values are
difficult to find. To find such values, one needs to run many experiments
and use some metric to evaluate them. Measuring the achieved coverage
can, however, slow down the experiments. To minimize this problem, we
show that there are correlations between metrics of different cost and
that one can find a suitable test and noise setting to maximize coverage
under a costly metrics by experiments with a cheaper metrics.

1 Introduction

With the current massive use of multicore processors, concurrent programming
has become widespread. Such programming is, however, far more challenging
since apart from errors that one can cause in sequential code, there is a number
of synchronization-related errors specific for concurrent code. What is worse,
such errors are easy to cause but difficult to find since they often manifest under
some very specific conditions only. Therefore, advanced approaches for finding
such errors are highly needed.

A traditional, yet still dominating approach to finding errors is testing. How-
ever, for testing to be effective in the context of concurrent code, a special care
must be taken to cope well with the nondeterminism of thread scheduling.

First, to steer the testing process, various coverage metrics are often used.
When testing concurrent code, traditional coverage metrics (such as statement
coverage) are not sufficient as they do not reflect how well the concurrent
behaviour of the program under test has been exercised. Instead, one needs
to use specialised metrics, such as coverage of concurrently executing instruc-
tions [4], synchronisation coverage [21], or coverage of internal states of dynamic
analysers while chasing for various concurrency-related bugs [15]. Sometimes,
maximizing coverage under several metrics at the same time is even used since
they characterize different aspects of concurrent behaviour.
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 99–108, 2018.
https://doi.org/10.1007/978-3-319-74727-9_12
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To maximize coverage under a chosen concurrency coverage metric (or a
combinations of such metrics), the space of possible thread schedules has to be
properly examined. For that, simple repetitive execution of the same tests in the
same environment does not help much [9]. Indeed, despite the scheduling is non-
deterministic, some schedules may prevail. To deal with this problem, one can
use the approach of noise injection [7,9] which influences the thread scheduling
by injecting different kinds of noise (e.g., context switches or delays) into a pro-
gram execution. However, there are many different heuristics for generating noise
and for deciding where to place it, which are, moreover, heavily parametrized.
This, in turn, leads to a need of solving the so-called test and noise configuration
setting (TNCS) problem, which consists in finding the right parameters of noise
generation together with the right test cases and suitable values of their possible
parameters [11].

If the TNCS problem is not solved properly, the usage of noise can even
decrease the obtained coverage [9]. However, solving the TNCS problem is not
an easy task. Sometimes, its solution is not even attempted, and purely random
noise generation is used. Alternatively, one can use genetic algorithms or data
mining [1,11,12]. These approaches can outperform the purely random approach,
but finding suitable test and noise settings this way can be quite costly. The aim
of this paper is to make the cost of this process cheaper.

The approach which we propose builds on the facts that (1) maximizing
coverage under different metrics may have different costs, and that (2) one can
find correlations between test and noise settings that are suitable for maximiz-
ing coverage under different metrics. Moreover, such correlations may link even
metrics for which the process of maximizing coverage is expensive but which
are highly informative for steering the testing process and metrics for which
the process of maximizing coverage is cheaper but which are less efficient when
used for steering the testing process. We confirm all these facts through a set
of our experiments. In particular, we identify the correlations by building a pre-
dictive model between several expensive metrics (under which one may want to
simultaneously maximize coverage) and several cheap metrics.

Using the above facts, we suggest to optimize the testing process in the fol-
lowing way. Given some expensive but informative metrics, one may find suitable
values of test and noise parameters for maximizing coverage under these metrics
by experimenting with coverage under some cheap metric (or a combination of
such metrics) and then use this setting for testing with the expensive metrics.
We show on a set of experiments that this approach can indeed increase the
efficiency of noise-based testing.

Our contribution is thus threefold: (1) An experimental categorisation of
various concurrency-related metrics to cheap and expensive ones according to
the price of maximizing coverage under these metrics. (2) The observation and
experimental confirmation of correlations between test and noise settings suit-
able for testing under metrics of different cost. (3) The idea of exploiting the
above facts for more efficient noise-based testing of concurrent programs and its
experimental evaluation.
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Related Work. There exist many ways how to verify concurrent programs such
as systematic testing [13], coverage-driven testing [22], or various kinds of static
analysis and model checking [16]. Compared with these techniques, noise-based
testing, considered in this paper, is probably the most light-weight. In our previ-
ous works [1,11,12], we focused on solving the TNCS problem via genetic algo-
rithms and data mining. Here, we propose an orthogonal optimisation based on
solving the TNCS problem for expensive concurrency metrics by using cheaper
ones, which is justified by existence of a predictive model between the expensive
and cheap metrics. Prediction is used in various other areas of software testing,
e.g., to predict bug severity [17] or to link concurrency-related code revisions
with the corresponding issues and characterize bugs [5]. None of these works,
however, builds on prediction in a similar way as this work.

2 Preliminaries

In this section, we briefly introduce noise injection, concurrency coverage metrics,
as well as the benchmark programs and experimental setting used in the rest of
the paper.

2.1 Noise Injection

The main principle of noise injection when testing concurrent programs is to
influence the scheduling of concurrently executing threads by inserting various
delays, context switches, temporary blocking of some threads, and/or additional
synchronization into the execution. Two main questions to be resolved when
applying noise injection are how to generate noise and when to generate it, which
are referred to as the so-called noise seeding and noise placement problems.
For solving these problems, a number of heuristics has been proposed [9]. In
this work, we, in particular, use noise seeding and noise placement heuristics
implemented within IBM ConTest [6] or on top of it.

2.2 Concurrency Coverage Metrics

A number of concurrency coverage metrics has been proposed in the literature.
We build primarily on a selection of those discussed in [15], including both met-
rics concentrating on various generic aspects of concurrency behaviour as well
as on metrics focusing on behavioural aspects relevant when chasing for various
synchronisation defects. The former are represented by the ConcurPairs, Syn-
chro, WSynchro, and HBPair metrics while the latter by Avio, Avio∗, GoodLock
[3], WEraser∗, GoldiLockSC ∗, and Datarace. Below, we briefly characterize those
of these metrics that we use the most.

Coverage tasks of the ConcurPairs metric [4] consist of pairs of program
locations that are checked to be reached in the given order and a Boolean flag
indicating whether a context switch happened in between. Coverage tasks of the
Avio metric are based on the Avio atomicity violation detector [18] and track
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which pairs of locations of one thread were interleaved with which locations
reached in another thread. The Avio∗ metric is the same as Avio up its tasks
are enriched with an abstract identification of the involved threads (reflecting,
e.g., their type).

The WEraser∗ and GoldiLockSC ∗ metrics are based on coverage of internal
states of the Eraser [19] and GoldiLocks [8] data race detectors (the latter with
the so-called short-circuit checks), both of them extended with an abstract iden-
tification of the involved threads. The Datarace metric measures the number of
data race notifications raised by the GoldiLock detector.

2.3 Benchmarks and Experimental Setting

The experimental results presented below are based on the following 10 multi-
threaded benchmark programs written in Java: Airlines (0.3 kLOC), Cache4j
(1.7 kLOC), Animator (1.5 kLOC), Crawler (1.2 kLOC), Elevator (0.5 kLOC),
HEDC (12.7 kLOC), Montecarlo (1.4 kLOC), Rover (5.4 kLOC), Sor (7.2
kLOC) and TSP (0.4 kLOC). More details about these benchmarks can be found
in [1,2]. All these benchmarks are available on the Internet1. All our experiments
were performed using the IBM ConTest tool [6] on a machine with Intel Xeon
E3-1240 v3 processors at 3.40 GHz, 32 GiB RAM, running Linux Debian 3.16.36,
and using OpenJDK version 1.8.0 111.

3 Distinguishing Cheap and Expensive Metrics

We now explain our way of distinguishing cheap and expensive metrics, i.e.,
metrics for which collecting coverage is cheaper or more expensive, respectively.

For the classification of the cost of the metrics, we first ran a series of 1000
test runs of each of our benchmark programs without collecting any coverage.
These tests were, however, run already in the ConTest environment, using its
random noise setting, which already slows the programs down. This way, we
obtained the so-called bottom case. The running time of the tests in the bottom
case was around 93 s for one execution when averaging over all our case studies.

Second, for each metric, we performed 100 test runs while collecting cover-
age under the given metric, again using ConTest with random noise injection.
We then compared the time needed for the bottom case with the times of the
experiments with each single metric. We classify metrics into three groups: cheap
metrics, expensive metrics, and others (i.e., metrics with medium slowdown). In
particular, we mark metrics with the slowdown between 10% and 30% as cheap
metrics and those with the slowdown 50% and more as expensive metrics.

Experimental Results. The obtained classification is shown in Table 1 and
used in the further experiments.

1 http://www.fit.vutbr.cz/research/groups/verifit/benchmarks/.

http://www.fit.vutbr.cz/research/groups/verifit/benchmarks/
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Table 1. Cheap and expensive metrics.

Slowdown in % Metrics

Cheap metrics 10% ≤ x < 30% Avio, Avio∗, Concurpairs, HBPair,
GoodLock, ShvarPair∗, Synchro, WSynchro

Expensive metrics 50% ≤ x Datarace, WEraser∗, GoldiLockSC∗

4 Discovering Correlations Between Cheap
and Expensive Metrics

Next, we aim at automatically finding correlations between metrics that will
allow us to find suitable test and noise settings for testing under expensive met-
rics by experimenting with cheaper ones. Due to multiple metrics are often used
in testing of concurrent programs (each of them stressing somewhat different
aspects of the behaviour), we, in fact, aim at correlations between sets of expen-
sive metrics and sets of cheap metrics.

For the above, one can use multi-variable regression on the cumulative cover-
age of the different metrics obtained from multiple test runs (i.e., coverage based
on a union of the sets of coverage tasks covered in the different runs). However,
we, instead, decided to use the so-called lasso (least absolute shrinkage and selec-
tion operator) algorithm [10,14,20] to build a predictive model between cheap
and expensive metrics. The algorithm selects suitable cheap metrics and con-
structs their linear combination capable of predicting a given expensive metric,
hence showing correlation among the metrics. In our experience, this approach
gives more stable results than normal correlation.

In more detail, we use the lasso algorithm to search for a combination of cheap
metrics which has a high partial correlation coefficient with a chosen expensive
metric. The algorithm iteratively increases the partial correlation and selects
a subset of cheap metrics with the highest partial correlation. The obtained
predictive model then looks as follows: expMetric = β0 + β1 ∗ cheapMetric1 +
· · · + βn ∗ cheapMetricn.

Note that the above model predicts a single expensive metric based on
several cheap ones. However, we said that, in general, we aim at maximizing
coverage under several expensive metrics based on settings suitable for several
cheap metrics. To cope with this, we propose to replace the role of the single
expensive metric in the above model by using a fitness function representing a
weighted combination of the chosen expensive metrics (as often done in genetic
algorithms).

Such a combination can have the following form:

fitness =
expMetric1

expMetric1max

+ · · · +
expMetricn

expMetricnmax

.

Here, expMetrici is the cumulative coverage under the i-th metric obtained
in the given series of test runs with the same test and noise setting while
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expMetricimax is the maximum of all cumulative coverage values under the given
metric in all so far performed experiments even with different test and noise set-
tings (this way of approximating the maximum is used since there is no exact
way of computing it).

Experimental Results. We have decided to experiment with finding suitable
test and noise settings maximizing simultaneously coverage under all the three
identified expensive metrics, i.e., GoldiLockSC∗, WEraser∗, and Datarace. The
first step is to construct the fitness function combining these three metrics for
the lasso algorithm. For that, we generated 100 random test and noise settings,
ran 5 tests with each of the configurations, cumulating the coverage obtained
in these runs. Finally, we took the maximum values of the cumulated coverage
from the 100 experiments. This way, we obtained the following fitness function:

fitness =
GoldiLockSC∗

1443
+

WEraser∗

3862
+

Datarace

267
.

Second, we used the lasso algorithm with forward regression as implemented
in the glmnet() function from glmnet package [14] of the R-project tool to obtain
the predictive model. We created the predictive model from a cumulation of
results from five runs on all the considered case studies.

In the forward lasso algorithm, one can choose how many cheap metrics one
wants for the prediction. It is because the algorithm starts with an empty model,
and, in each step, it adds one cheap metric to the previously built prediction
model. Thus, one can see which cheap metrics form the model in each iteration.
For our case, we choose to predict three expensive metrics by only two cheap
metrics. In the future, it could be interesting to compare prediction using two,
three, or four cheap metrics. We suppose that using more cheap metrics for the
prediction could be more precise but also more time consuming.

Using the above approach, we obtained the following predictive model:

fitness = 2.9e − 01 + 2.2e − 06 ∗ ConcurPairs + 1.8e − 03 ∗ Avio∗.

This predictive model and also the above mentioned fitness function are used in
all further experiments described below.

5 Using Correlations of Metrics to Optimize
Noise-Based Testing

Once the predictive model is created and we know which set of cheaper metrics
can be used to predict coverage under a given (set of) expensive metrics, this
knowledge can be used to optimize the noise based testing process. In particular,
we can try to find suitable test and noise settings for the given expensive metrics
by experimenting with the cheap ones. The experiments can be controlled using
a genetic algorithm [11,12], or data mining on the test results can be used [1],
all the time evaluating the performed experiments via the chosen cheap metrics,
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or, more precisely, through the predictive model built. In the simplest case, one
can perform just a number of random experiments with different test and noise
settings and choose the settings that performed the best in these experiments
wrt the predictive model. This is the approach we follow below to show that our
approach can indeed improve the noise-based testing process.

Experimental Results. We randomly generated 100 test and noise configu-
rations and executed 5 test runs with each of them for each of our case studies
while collecting coverage under the selected cheap metrics (leading to 500 execu-
tions for each case study). We cumulated results within the 5 executions of one
configuration and then worked with the obtained cumulative value. We chose
20 configurations with the best results wrt the derived predictive model. These
20 configurations were used for further test runs under the three considered
expensive metrics. Each of the chosen 20 configurations was executed 200 times,
leading to 4000 test executions under the three expensive metrics for each case
study. Finally, to compare the efficiency of this approach with the purely ran-
dom one, we also performed 4500 test runs with random test and noise settings
while directly collecting coverage under the expensive metrics for each of the
case studies. Hence, both of the approaches were given the same number of test
runs.

In Table 2, we compare the random approach with our prediction-based app-
roach. In particular, we aim at checking whether the proposed approach can help
to increase the obtained coverage of the expensive metrics when weighted by the
consumed testing time. From the table, we can see that this is indeed the case:
the coverage over time increased in most of the cases. The average improvement
of the obtained cumulative coverage over the testing time across all our case
studies ranges from 46% to 62%.

Table 2. A comparison of random and prediction-optimized noise-based testing.

GoldiLockSC∗ WEraser∗ Datarace

Case studies Random Predict Random Predict Random Predict

Airlines 9.46 22.42 74.92 182.59 0.28 0.72

Animator 817.82 1451.35 233.20 291.42 0.35 0.46

Cache4j 0.93 2.62 4.14 10.98 0.03 0.10

Crawler 54.93 88.69 351.85 547.41 1.90 2.86

Elevator 297.09 286.30 756.72 733.91 2.31 2.23

HEDC 27.50 19.93 67.37 48.73 0.50 0.36

Montecarlo 4.24 5.19 9.03 11.35 0.02 0.03

Rover 37.62 62.89 174.14 292.18 0.08 0.08

Sor 3.19 7.16 4.93 12.69 0.00 0.00

TSP 1.86 1.40 15.36 11.74 1.14 0.86

Average impr. 1.62 1.59 1.46
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Fig. 1. Cumulative coverage (left) and testing time (right) for an increasing number
of test runs.

Finally, Fig. 1(left) compares how the obtained cumulative coverage, averaged
over all of our case studies, increases when increasing the number of performed
test runs under the purely random noise-based approach and under our optimized
approach. Our approach wins despite it has some initial penalty due to using
some number of test runs to find suitable test and noise parameters via cheap
metrics. The right part of the figure then compares the average time needed by
the two approaches over all the case studies. Again, the optimized approach is
winning.

6 Conclusion and Future Work

We have proposed an approach that uses correlations between cheap and expen-
sive concurrency metrics to optimize noise-based testing under the expensive
metrics by finding suitable values of test and noise parameters for such testing
through experiments with the cheap metrics. Our experiments showed that such
an approach can improve noise-based testing. In the future, we would like to
combine the proposed optimization with previously proposed optimizations of
noise-based testing via genetic optimizations and/or data mining. Moreover, it
is interesting to generalize the idea of finding suitable noise settings maximizing
coverage under an expensive metric via experiments with a cheap one to a con-
text of dealing with other kinds of cheap and expensive analyses some of whose
parameters may also be correlated.
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Abstract. In this paper, we explore a possibility of improving exist-
ing methods for verification of parallel systems. We particularly con-
centrate on safety properties of well-structured transition systems. Our
work has relevance mainly to recent methods that are based on finding
an inductive invariant by a sequence of refinements learned from coun-
terexamples. Our goal is to improve the overall efficiency of this approach
by concentrating on choosing refinements that lead to a more succinct
invariants. For this, we propose to analyze so called minimal counterex-
ample runs. They are digests of counterexamples concise enough to allow
for a more detailed analysis. We experimented with a simple refinement
algorithm based on analysing minimal runs and succeeded in generating
significantly more succinct invariants than the state-of-the-art methods.

1 Introduction

Verification of parallel programs is challenging since they can generate a huge
number of interleavings. This is called a state space explosion (the size of the
state space grows exponentially to the number of processes). On top of that, the
number of parallel processes may be unbounded or processes might be dynam-
ically created which render the state space infinite. However, a large class of
the parallel programs can be understood as well structured transition systems
(WSTS) where many properties can be effectively verified. The class of WSTS
include for instance Petri nets, lossy channel systems, or various broadcast and
mutual exclusion protocols. We are interested especially in safety properties of
WSTS, particularly in those that can be formulated as coverability of a set of
incorrect configurations.

Our work is in the direction originating from or conceptually similar to back-
ward reachability analysis [1], especially close to recent works [5,7,8] that are
based on learning a safe inductive invariant of the similar form. A safe induc-
tive invariant is a set of configurations of the system with the three following
properties: (a) it contains its initial configurations; (b) it does not intersect with
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the target configurations; and (c) it is closed under the transition relation. The
properties together are an inductive proof of safety of the system.

The methods [5,7,8] build-up the invariant by iterative steps, refining the
current invariant approximation in order to satisfy inductiveness. A crucial com-
ponent of this process is always a use of abstraction used to accelerate the process
and regulated by a variation on counterexample-guided refinement (CEGAR).

The basic variant of CEGAR [4] runs the program within the abstract domain
and in the case of reaching the target, the path to the target, so called coun-
terexample, is analyzed. If the path is feasible in the real system then the target
is reachable. Otherwise, the counterexample is spurious due to a too coarse
abstraction and the path is used to refine the abstraction.

The counterexample analysis of [5,7,8] is based on forms of backward explo-
ration of the state space starting in the target, using the operation pre. Although
the methods differ in many aspects, it can be said that all of them perform essen-
tially an eager backward exploration of the state space—they do not take into
account any counterexample path in particular. Almost all found configurations
(modulo some local and indeed powerful optimizations such as the “general-
ization” of algorithms [7,8]) are being used to refine the representation of the
invariant approximation. Due to the eagerness, much of the added precision is
unnecessary and makes the inferred invariants much more verbose than needed.

We conjecture that heuristics for finding more succinct invariants would
improve efficiency of the discussed methods [5,7,8] significantly, for the following
reasons: the invariant approximations are the most costly data that the meth-
ods work with, and so the price of the analysis depends directly on the size of
the invariant representation. Moreover, more succinct invariants can be usually
found by less invariant building steps.

Our approach. Our work comes out from the work [5], referred to as GBR. Its
backward counterexample analysis is based on an exhaustive backward search
through the state space implemented using the precise precondition operator.

We propose a modification of GBR which instead of the exhaustive depth-
bounded backward search concentrates on a single entire counterexample path
called minimal counterexample run. Since it is usually very concise we can ana-
lyze it thoroughly. From each such a run, we try to derive a “reason” for why
the run could not be executed in the real system. Intuitively, it consists of parts
of preconditions of transitions in the run that cannot occur (similarly to inter-
polants [9]). The minimal reason has a potential to be a part of the minimal
inductive invariant since (1) it is necessary to refute the examined spurious
counterexample run and (2) it is a “minimal” such “reason”. In contrast to the
eager strategy, many useless candidates for parts of the invariant and unsafe
overapproximations can be avoided in this way.

2 Well-quasi-ordered Transition Systems

The well-quasi-ordered transition systems, WSTS for short, are systems with
infinitely many configurations with a well-quasi-ordering (wqo), and whose
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transitions satisfy the monotonicity property. It has been shown that the cover-
ability problem (reachability of an UCS) is decidable for WSTS [2].

Formally, according to [8], WSTS is a tuple (Σ, I,→,�) where Σ stands
for a set of configurations, a finite set I ⊂ Σ is a set of initial configurations,
→ ⊂ Σ × Σ is a transition on Σ, and a � ⊂ Σ × Σ is a wqo.

The transition relation → between configurations is monotonic wrt. to the
relation � if for each two configurations s0 and s1 such that s0 � s1 and a
relation s0 → s′

0 there is a configuration s′
1 such that s1 → s′

1.
The pre-order � is defined over a set S such that for any infinite sequence

s0, s1, s1, . . ., there are i, j with i < j and si � sj . If � is an equivalence relation,
then the condition of � being a wqo amounts to the equivalence relation having
a finite index [1].

Given a pre-order � defined over a set S set of configurations S, the upward-
closure T↑ of a subset T ⊆ S and the downward closure T↓ are defined as

T↑ def= {s ∈ S | ∃t ∈ T : t � s} and T↓ def= {s ∈ S | ∃t ∈ T : s � t}.

We define a set T to be an UCS, respectively a downward closed set (DCS), iff
T↓ = T , respectively T↑ = T . If T is an UCS, its complement S\T is a DCS,
and, conversely, if T is a DCS, its complement is an UCS [3]. Based on the
monotocity of →, for any UCS, the set of its predecessors is an UCS.

Let x, y ∈ Σ. If x → y we call x a predecessor of y and y a successor of x,
and define

pre(x) := {y | y → x} and post(x) := {y | x → y}.

For X ⊂ Σ, pre(X) and post(X) are defined as usual, i.e.

pre(X) =
⋃

x∈X

pre(x) and post(X) =
⋃

x∈X

post(x).

For sets X and Y of configurations, we use X→Y to denote that there are
x ∈ X and y ∈ Y such that x → y. If there are configurations x0, . . . , xk ∈ Σ

such that x0 = x, xk = y and xi→xk+1 for 0 ≤ i < k, then we write x
k−→ y.

Furthermore, ∗−→ represents the reflexive transitive closure of →. A set X of
configurations is said to be reachable if Xinit

∗−→ X. The set of k-reachable
configurations, reachable in at most k steps, is defined as:

Reachk := {y ∈ Σ | ∃k′ ≤ k,∃x ∈ I, x
k′
−→ y}.

The set of all reachable configurations is formally defined as:

Reach :=
⋃

k≥0

Reachk = {y ∈ Σ | ∃x ∈ I, x
k−→ y}.

Given a WSTS S = (Σ, I,→,�), we denote by Cover the covering set of S,
consisting of all configurations covered by some of the reachable configurations:

Cover(S) def= post∗(I)↓.
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3 Testing Coverability Using CEGAR

Let us have given a WSTS S0 = (Σ, I,→,�) and a target configuration bad.
The coverability problem means to decide whether a configuration from the set
bad↑ is reachable from the set of initial configurations I or not. A system where
bad↑ is not reachable is called safe. Formally, we say that the set bad is coverable
if bad ∈ Cover(S0).

The method of [5] on which we build uses abstract interpretation with the
abstraction defined by a set of configurations D, called domain. Every config-
uration x ∈ D gives the abstraction means to distinguish configurations in x↑
from the rest. We say that D is “expressive enough” when it can express a safe
and inductive invariant, that is, if it has a subset V such that the complement
of V ↑ is a safe inductive invariant. All runs of the system then stay within the
complement of V ↑.

The domain is refined using CEGAR until unreachability or reachability of
bad↑ is proven. One iteration of the CEGAR loop takes the current value of
D and generates an abstract forward run until it reaches a fixpoint, or until
bad is reached. If the fixpoint is reached without reaching bad, then bad is not
coverable. If it generates bad, then it is a counterexample run starting from the
complement of D↑ and ending to the target bad.

A counterexample run either signifies that bad is indeed reachable, or it is
a spurious counterexample. A spurious counterexample is generated due to the
abstraction not being able to distinguish certain dangerous configurations that
can reach bad from some configurations that are reachable. The abstraction has
then to be refined. This is done by adding the configurations from the coun-
terexample run to D in order to give the abstraction the means of distinguishing
the dangerous configurations from the reachable ones. CEGAR then continues by
the next iteration with the refined abstraction. Otherwise, if the counterexample
was not spurious, then it gives a proof of coverability of bad.

In the following sections, we present our modification of forward and back-
ward analysis of the method [5].

3.1 Forward Abstract Interpretation

In this section, we recall the forward abstract interpretation of WSTS of [5]
that uses an abstract domain parameterised by a finite set D of configurations.
Initially, the input of the algorithm is given as a WSTS S = (Σ, I,→,�), a
parameter D and a target bad. For simplicity, we assume that D contains bad
and the set I contains a single initial configuration x0. The abstract interpreta-
tion algorithm runs the system in the abstract domain and decides whether the
target bad is reachable from the initial set I or not.

Intuitively, a set of configurations E is abstracted into the set of elements
form D that are covered by it (in a sense of �). Formally, the abstraction is
defined as

∀E ∈ 2X : α[D](E) def= E↓ ∩ D,
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while the concretisation function is defined as:

∀P ∈ 2D : γ[D](P ) def= {x ∈ X | x↓ ∩ D ⊆ P}.

The abstract post operator in the domain defined by D is defined in a stan-
dard way as:

post�[D] def= α[D] ◦ post ◦ γ[D].

To find all configurations reachable in the abstract system from a set P , the
forward steps are carried out till no new elements within the abstract domain
defined by D are found, computing the image under the transitive closure of the
abstract post:

post�[D]∗(P ) def=
⋃

i≥0

post�[D]i(P ).

The concretisation function γ may return an infinitely large set of config-
urations. Therefore, it is necessary to compute post� in a symbolic manner. In
particular, the post image consists of those elements x ∈ D which have their pre-
decessors in the concretization of the elements from the set P . Formally defined:

x ∈ post�(P ) ⇔ (x ∈ D ∧ ¬(pre(x↑) ⊆ (D\P )↑)).

After the set of reachable configurations is computed, it is necessary to check
whether it contains the target bad. The target bad is unreachable if

bad �∈ post�[D]∗.

Otherwise, if bad ∈ post�[D]∗, then the system can reach the target bad or the
precision of the abstract domain defined by D is not sufficient and has to be
refined.

Algorithm 1. Forward analysis
input : a WSTS S = (Σ, I,→,�), a parameter D and a target bad
output: Is bad reachable?

1 P0 = α[D](x0)
2 i = 0
3 path = ε
4 do
5 for t ∈ T do
6 if t.isEnabled (Pi) then
7 path = path . t

8 Pi+1 = Pi ∪ postt�[D](Pi)
9 i = i + 1
10 while Pi �= Pi−1

11 if bad ∈ Pi then
12 return UNREACHABLE
13 else if ∃x0, . . . , xk ∈ D : x0 → · · · → xk and xk = bad then
14 return REACHABLE
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Algorithm 1 implements the fixpoint computation of post�[D]∗(P ) and
decides whether bad was or was not reached. The function t.isEnabled() returns
true if there is a configuration in γ[D](Pi) from where the transition t can be
fired, and false otherwise. The function postt�[D](Pi) represents a set of abstract
successors of Pi under the transition t. It is a restriction of the post operator
post� to a single transition t, namely:

x ∈ postt�(P ) ⇔ (x ∈ D ∧ ¬(pret(x↑) ⊆ (D\P )↑)),

where pret(X) =
⋃

x∈X pret(x) and pret(x) = {y | y
t→ x}. Algorithm 1 is anal-

ogous to the forward search presented in [5] up that it also records the sequence
P0, . . . , Pn of the fixpoint approximations that and the sequence t1, . . . , tn of
transitions that were taken to compute them. They will be used in the coun-
terexample analysis.

3.2 Counterexample Analysis and Abstraction Refinement

The analysis of the counterexample run is based on the construction of the so
called minimal (abstract) counterexample run. A minimal counterexample run is
considered to be a run within an abstract domain, leading from an abstraction
of initial set I to the target bad which is executed using a shortest sequence
of transitions. The minimal counterexample run records how exactly were the
elements of Pi, i < n that were necessary for reaching bad generated by the
forward analysis.

Algorithm 2. Construction of the graph
input : P0, . . . , Pn; t1, . . . , tn; a parameter D; a target bad;

G = (V,E) where V = bad and E = ∅
output: a minimal counterexample run represented by a DAG (V,E)

1 n = length(path)
2 W = ∅
3 W ′ = {bad}
4 for i ← n to 1 do
5 W = W ′

6 W ′ = ∅
7 for node ∈ W do
8 Choose ti from path

9 if node ∈ postti�(Pi−1) then
10 V = V ∪ {preti(node)} ∪ α[D](preti(node))
11 E = E ∪ {(node, preti(node))} ∪ {(preti(node), x)|x ∈

α[D](preti(node))}
12 W = W\{node}
13 W ′ = W ′ ∪ α[D](preti(node))
14 break

Algorithm 2 constructs the minimal counterexample run in the form of a
graph G based on the records of intermediate configurations and transitions
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taken during the forward analysis. Its nodes are the elements of P ′
is needed

for reaching bad and also the concrete preconditions of these elements wrt. the
transitions which generated them within the forward analysis.

We so far propose only a naive method for the analysis of minimal runs. It
is sufficient to generate more succinct invariants, but it is not yet optimized for
overall efficiency: From each minimal run, we randomly select a configuration
from the DCS of preconditions and use it to extend D.

4 Experiments

We have implemented our method in a prototype tool MINA in Python and
compared the size of invariants generated by our method with the invariants
generated by the state-of-the-art methods BFC [7], IIC [8], and our implemen-
tation of the algorithm GBR on several verification tasks from the benchmark
of MIST2 [6]. In BFC we have deactivated the coverability oracle which uses
simple forward exploration to search for reachable configurations and excludes
their downward closure from the candidates for invariant refinement.1

Table 1. A comparison of the size of the invariants generated by our method (Random
Search), our implementation of the algorithm GBR [5], BFC [7] and IIC [8]. The size
of the smallest invariant are typeset bold.

Benchmark name MINA GBR BFC IIC

basicME.spec 6 22 23 7

read-write.spec 3 Timeout 456 67

pingpong.spec 14 80 31 14

newrtp.spec 45 45 54 45

mesh2× 2.spec 10 Timeout 16454 10

mesh3× 2.spec 10 Timeout Timeout 10

lamport.spec 17 68 70 33

newdekker.spec 21 Timeout 234 45

peterson.spec 32 135 191 67

multiME.spec 7 Timeout 64 7

manufacturing.spec 6 Timeout 39 6

Since our method chooses invariant refinements randomly, the size of the final
invariant is variable. We therefore report the size of the most the most succinct
invariant generated in 30 executions. The overall runtime was therefore much
higher than that of the other tools. Most importantly, despite the naivety of
choosing refinements from minimal counterexample runs, we have succeeded in

1 Optimizations like this are rather orthogonal to the choice of the main algorithm.
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generating significantly more succinct invariants than the other tools, as reported
in Table 1. This supports our hypothesis that with a more advanced analysis of
the minimal counterexample runs, our approach has a potential to be more
efficient than the existing methods. Our future research will therefore focus on
efficient analysis of minimal counterexample runs.
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Abstract. In this paper a method to simply computations of singular
configurations of redundant and nonredundant manipulators was pre-
sented. Theoretical and numerical aspects of the method were given.
Illustrating examples were carried out on models of planar pendula. The
method can be also applied to simplify computations of manipulators’
dynamics.

1 Introduction

Basic topics in robotics include forward and inverse kinematics, a Jacobian
matrix and singularities of the latter. The first one describes a relationship
between a configuration and an end-effector position and orientation, the second
one maps velocities at joints into those of the end-effector, the third one checks a
rank of the Jacobian matrix aimed at determining configurations where inverse
kinematics, based on the Newton algorithm [1], is ill-conditioned. In textbooks
on robotics [1,2] two ways to compute singular configurations are advised: either
directly calculate the rank of the matrix or to check determinant of a manipu-
lability matrix.

It appears that some characteristics of robots (e.g. singularities) do not
depend on the first coordinate of the configuration vector. This useful obser-
vation is not pointed out in textbooks [1–3] although Kircansky [4], searching
for isotropic configurations of a planar pendulum, noticed that Jacobian matri-
ces are particularly simple at some coordinate frames. To popularize this fact,
we will show its theoretical background and original practical implications sig-
nificantly simplifying computations of the characteristics.

In the paper [5], a usefulness of exploiting a structure of robots’ models
was shown to gain some cognitive and practical benefits. The same paradigm
is present in this paper, being an extended version of [6], which is organized as
follows: in Sect. 2 a basic terminology is introduced, a theoretical background
presented and a main result given. In Sect. 3 the result was illustrated on models
of non-redundant and redundant pendula. In Sect. 4 it was extended to some
characteristics of manipulators’ dynamics. Section 5 concludes the paper.

c© Springer International Publishing AG 2018
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2 Theory and the Main Result

Forward kinematics is a mapping

Q � qqq → xxx = KKK(qqq) = AAAn
0 (q) =

[
RRRn

0 TTTn
0

0001,3 1

]
=

n∏
i=1

AAAi
i−1(qi) ∈ X ⊂ SE(3), (1)

where Q is a configuration space (dimQ = n), qqq is a configuration, X is a
taskspace being a subspace of the special Euclidean group SE(3), xxx – a point
corresponding to the configuration qqq, 0003,1 is a (1×3) matrix composed of zeroes,
AAAi

i−1 ∈ SE(3) is a transformation between the (i − 1)st and the i-th coordi-
nate frames (0-th frame is the base (global) one, the n-th frame is fixed at the
end-effector). Usually coordinates φ (e.g. Cartesian for position and RPY/Euler
angles for orientation) are introduced into SE(3) to get kinematics in coordinates
kkk(qqq) = φ(KKK(qqq)).

There exist a few types of Jacobian matrices [7] (in space, in body, geometric,
analytic). Each of them transforms velocities from a configuration space appro-
priately defined velocities of the end-effector and depend on ṘRRn

0 and ˙TTTn
0 of AAAn

0

(dot stands for the time derivative).
Based on an analytic Jacobian JJJ(qqq) = ∂kkk(qqq)/∂qqq, a manipulability index is

defined
m(qqq) =

√
det(MMM(qqq)) =

√
det(JJJ(qqq) · JJJT (qqq)),

where M(qqq) is a manipulability matrix.

Fact 1: Singular configurations do not depend on q1 coordinate.
A proof on independence of m(qqq) on q1 coordinate (or, equivalently, the

rank of JJJ(qqq) on q1) can be carried out either geometrically or algebraically. In
a geometric approach, it is noticed that at singular configurations columns of
the Jacobian matrix (alternatively a manipulability matrix) become dependent
in a global frame. An absolute value of determinant of the matrix describes a
volume of parallelepiped spanned by the columns of the matrix. The volume is
insensitive to rotations and translations of a global coordinate frame in which
the Jacobian matrix was calculated. Thus, the global frame (0) can be shifted
to the frame (let us call it 0b) where the motion of the first joint is performed
(transformation between the two frames is given by AAA0b

0 ∈ SE(3), cf. (2)). If the
1st joint is revolute, so 0b frame can be rotated by any angle (q1 is preferable in
our case) without changing the manipulability index. The same argument is valid
also for translational joint q1. Thus, the manipulability index (and consequently
singular configurations) can not depend on q1. �

The same result is obtained using algebraic arguments. This approach is more
powerful because it is extendable to dynamic characteristics of manipulators.
Kinematics (1) can be rewritten as

KKK(qqq) = AAAn
0 (qqq) = AAA0a

0 · AAA0b
0a(q1) · AAA1

0b · AAA2
1(q2) . . .AAAn

n−1(qn). (2)
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The transformation AAA1
0(q1) was expressed as a composition of three matrices:

constant AAA0a
0 , AAA1

0b (possible identity ones) and a q1-dependent matrix AAA0b
0a(q1)

corresponding to a pure rotation or translation. Let us compute ∂AAAn
0 (qqq)/∂qi for

i = 1, . . . , n, to get a structure of the resulting Jacobian matrix. For i = 2, . . . , n,
the derivative is of the form

∂AAAn
0 (qqq)

∂qi
= AAA0a

0 · AAA0b
0a(q1) · BBBi(q2, . . . , qn), (3)

where BBBi is a (4 × 4) matrix (/∈ SE(3)). It will be shown that ∂AAAn
0 (qqq)/∂q1 is

also in the form (3). Taking a derivative of matrices from SE(3) is equivalent to
multiplying them by appropriately defined matrix operators [8]. Rotation around
canonical versors eeei, i = 1, 2, 3 (e.g. eee2 = (0, 1, 0)T )

AAA0b
0a(q1) = Rot(eeei, q1) ⇒ AAA0b

0a(q1)
∂q1

= AAA0b
0a(q1)

[
[eeei] 0003,1

0001,3 0

]
= AAA0b

0a(q1)EEER (4)

where EEER is the operator for a rotational joint, and a skew-symmetric matrix
[eeei] corresponds to eeei (e.g. [eee3] =

[
0 −1 0
1 0 0
0 0 0

]
). For a translational joint

AAA0b
0a(q1) = Trans(eeei, q1) ⇒ AAA0b

0a(q1)
∂q1

= AAA0b
0a(q1) ·

[
0003,3 eeei

0001,3 0

]
= AAA0b

0a(q1) · EEET ,

(5)
where EEET is an operator for a translational joint. Substituting (4) or (5) to the
derivative ∂AAAn

0 (qqq)/∂q1, the form (3) is obtained

∂AAAn
0 (qqq)

∂q1
= AAA0a

0 · ∂AAA0b
0a(q1)
∂q1

AAA1
0b · AAAn

1 (q2, . . . , n) = AAA0a
0 AAA0b

0a(q1)BBB1(q2, . . . , n).

Now, we observe that the product AAA0a
0 AAA0b

0a(q1) ∈ SE(3), so all derivations (and
also the Jacobian) can be expressed in 0b frame by multiplying all the items by
the matrix (AAA0a

0 · AAA0b
0a(q1))−1

(AAA0a
0 AAA0b

0a(q1))
−1 ∂AAAn

0 (qqq)

∂qi
= (AAA0a

0 AAA0b
0a(q1))

−1AAA0a
0 AAA0b

0a(q1)BBBi(q2, ..., qn)=BBBi(q2, ..., n).

(6)
Consequently, the Jacobian matrix, expressed in the 0b frame, does not depend
on q1 coordinate. �
Fact 2: The 0b frame is not the only one in which Fact 1 holds. It is easy to
check that at any frame 1, . . . , n, following the 0b frame, the property also holds
and derivatives are equal to, cf. (6)

(AAAi
1(q2, . . . , qi))−1(AAA1

0b)
−1BBBi(q2, . . . , n), i = 2, . . . , n.

The aforementioned method is well motivated theoretically but its practical
applications are difficult as lead to complicated computations. From an engi-
neering point of view, there is no need to shift and/or rotate the global frame to
get all items in 0b frame or any other following it. As the manipulability index
does not depend on q1, thus, still remaining in the global frame, we can state
the following useful fact.
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Fact 3: While computing singularities, any value (denoted as ∗) can be assigned
to the coordinate q1

JJJ(qqq) = JJJ((∗, q2, . . . , qn)), or equivalently m(qqq) = m((∗, q2, . . . , qn)).

The selected value of q1 should simplify computations of the Jacobian and sin-
gularities as well.

3 Illustrating Examples

Exemplary calculations were performed on models of n = 2, 3 dofs planar pen-
dula, depicted in Fig. 1a, with kinematics in SE(3) for n = 2 given as

KKK(qqq) = Rot(eee3, q1)Tran(eee1, a1)Rot(eee3, q2)Tran(eee1, a2) (7)

=

⎡
⎣ c12 −s12 0 a1c1 + a2c12

s12 c12 0 a1s1 + a2s12
0002,2 III2

⎤
⎦,

where III2 denotes the (2 × 2) identity matrix, Rot(axis, angle), T ran(axis, shift)
denote standard robotic transformations [1], qqq = (q1, . . . , qn)T , and lengths of
links ai, i = 1, . . . , n. c12 abbreviates cos(q1 + q2) and s1 = sin(q1).

a) b)

q

q

x

y

1

2

q3

a a2 3

a1 < = > < = >j−1 j i−1 i

j−th link i−th link

Fig. 1. (a) 2 and 3 dof pendulum, (b) frames, links and transformations

Further on, instead of calculating derivatives ∂AAA/∂qi, i = 1, . . . , n, we com-
pute one time derivative including all partial derivatives according to the formula
Ȧ̇ȦA =

∑n
i=1 ∂AAA/∂qi · q̇i. Derivative of kinematics (7) in the base, global 0-th frame

ȦAA
2

0 =

⎡
⎣−s12(q̇1 + q̇2) −c12(q̇1 + q̇2) 0 −(a1s1 + a2s12)q̇1 − a2s12q̇2

c12(q̇1 + q̇2) −s12(q̇1 + q̇2) 0 (a1c1 + a2c12)q̇1 + a2c12q̇2
0002,2 0002,2

⎤
⎦ ,

leads to the Jacobian in positional coordinates (x, y)T

JJJ0 =
[−(a1s1 + a2s12) −a2s12

a1c1 + a2c12 a2c12

]
. (8)
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Derivative of kinematics in the 0b frame, cf. (6)

(AAA0b
0 )−1ȦAA

2

0 =

⎡
⎣−s2(q̇1 + q̇2) −c2(q̇1 + q̇2) 0 −a2s2(q̇1 + q̇2)

c2(q̇1 + q̇2) −s2(q̇1 + q̇2) 0 a1q̇1 + a2c2(q̇1 + q̇2)
0002,2 0002,2

⎤
⎦ ,

in the 1-st frame

(AAA1
0)

−1ȦAA
2

0 = (AAA1
0b)

−1(AAA0b
0 )−1ȦAA

2

0 = (AAA0b
0 )−1ȦAA

2

0, (9)

(the last equality in (9) holds as (AAA1
0b)

−1 = Tran(e1,−a1) does not change the
matrix post-multiplying it) and in the 2-nd frame

(AAA2
0)

−1ȦAA
2

0 =

⎡
⎣ 0 −(q̇1 + q̇2) 0 a1s2q̇1

q̇1 + q̇2 0 0 a1c2q̇1 + a2(q̇1 + q̇2)
0002,2 0002,2

⎤
⎦ ,

result in the Jacobians in these frames equal to, respectively

JJJ0b =
[ −a2s2 −a2s2
a1 + a2c2 a2c2

]
= JJJ1, JJJ2 =

[
a1s2 0

(a1c2 + a2) a2

]
,

which are independent on q1 and Fact 1 is confirmed.
In order to show simplifications in computing singularities, let us apply Fact 3

to the Jacobian (8) in the global frame JJJ0 setting q1 = 0.

rank(J(qqq|q1 = 0)) = rank
[ −a2s2 −a2s2
a1 + a2c2 a2c2

]
= rank

[ −a2s2 0
a1 + a2c2 −a1

]
. (10)

From (10), it is easy to get the condition a1a2s2 = 0 to determine singular
configurations. It is met for q2 = kπ/2, k ∈ Z and any value of q1.

Another example illustrates computing singular configurations for a redun-
dant manipulator. Positional kinematics of the 3 dof pendulum, Fig. 1a, with
configuration qqq = (q1, q2, q3)T

(x, y)T =
[
a1c1 + a2c12 + a3c123
a1s1 + a2s12 + a3s123

]

generates the Jacobian matrix

J(qqq) =
[−(a1s1 + a2s12 + a3s123) −(a2s12 + a3s123) −a3s123

a1c1 + a2c12 + a3c123 a2c12 + a3c123 a3c123

]
.

The first step of simplifications relies on manipulating with columns (subtracting
them) of the Jacobian matrix and excluding constant terms that depend on
lengths of links a1, a2, a3 by multiplying columns by factors of 1/ai (all the
transformation do not change the rank of a matrix). Thus,

rank(J(qqq)) = rank
[
s1 s12 s123
c1 c12 c123

]
.
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Then, it follows the step presented in this paper. The value of q1 is set to 0

rank(J(qqq)) = rank
[
0 s2 s23
1 c2 c23

]
= 1 + rank

[
s2 s23

]
.

At singular configurations, the rank is smaller than 2. So, all singular configura-
tions are characterized by q2 = kπ/2, q3 = lπ/2, where k, l are integers and q1
takes any value.

4 Simplifying Model of Dynamics

The same method can be utilized to simplify computing some terms of a model
of dynamics for manipulators. The dynamics is given as [1–3]

QQQ(qqq)q̈qq + CCC(qqq, q̇qq)q̇qq + DDD(qqq) = uuu.

where is QQQ a symmetric inertia matrix, CCC is a matrix of centripetal and Coriolis
forces, D is a gravity vector, uuu are controls at joints. Due to shortage of space,
the simplification will be illustrated on computing the Qij(qqq) term only which
is given in a standard Lagrange-based form as follows [1,8]

QQQij(qqq) = tr(
n∑

s=i

∂AAAs
0

∂qi
JJJs(

∂AAAs
0

∂qj
)T ) = tr(

n∑
s=i

(
∂AAAs

0

∂qj
)T ∂AAAs

0

∂qi
JJJs), i ≥ j. (11)

Here JJJs stands for a pseudo-inertia matrix of the s-th link and tr is a trace
operator. At first a useful notation is introduced to denote splitting any trans-
formation matrix AAAr

r−1 (illustrated in Fig. 1b)

AAAr
r−1(qr) =

<

AAAr
r−1

=

AAAr
r−1(qr)

>

AAAr
r−1 (12)

into fixed (pre- and post-) multiplying matrices, and a matrix (with symbol =)
corresponding to variable of motion in the r-th joint (example: for the 2D pen-
dulum, cf. (7), the matrix AAA1

0(q1) is split into III4, Rot(e3, q1), Tran(e1, a1),
respectively).

Now, we will concentrate on the product of first two matrices in (4). Using
derivative operators, cf. (4), (5) and the form (12), one can get

∂AAAs
0

∂qj
= AAAj−1

0

<

AAAj
j−1

∂
=

AAAj
j−1

∂qj

>

AAAj
j−1AAA

s
j = AAAj−1

0

<

AAAj
j−1

=

AAAj
j−1EEEj

>

AAAj
j−1AAA

s
j =

<=

AAAj
0EEEj

>

AAAs
j . (13)

Then, using properties of the special Euclidean group SE(3), the transposition
and respecting i ≥ j, one gets

(
∂AAAs

0

∂qj
)T ∂AAAs

0

∂qi
= (

>

AAAs
j)

T

︸ ︷︷ ︸
(1)

EEET
j (

<=

AAAj
0)

T
<=

AAAi
0EEEi︸ ︷︷ ︸

(2)

>

AAAs
i︸︷︷︸

(3)

. (14)
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where the first term does not depend on variables 1, . . . , j, the second may
depend only on variables 1, . . . , i and the third does not depend on variables
1, . . . , i. As we want to prove that QQQij does not depend on qj and any qr, r < j,
thus only the second term in (14) will be processed.

EEET
j (

<=

AAAj
0)

T
<=

AAAi
0EEEi (15)

The product of two middle matrices in (15), cf. (1) (we omit the symbol <= to
abbreviate notations)

[
(RRRj

0)
T 0003,1

(TTT j
0)

T 1

] [
RRRi

0 TTT i
0

0003,1 1

]
=

[
R̃̃R̃Ri

j (RRRj
0)

TTTT i
0

(TTT j
0)

TRRRi
0 (TTT j

0)
TTTT i

0 + 1

]
. (16)

It is worth noticing, cf. Fig. 1b, that R̃̃R̃Ri
j =

>

RRRj
j−1RRR

i−1
j

<=

RRRi
i−1 does not depend on

coordinate qj . Now a detailed analysis should be performed for any pair (j, i) of
rotational/translational joints.

Case 1: rotational (j) – rotational (i) pair. In this case, cf. (15), (16), we get
[
[eeej ]T 0003,1

0001,3 0

] [
R̃̃R̃Ri

j ∗
∗ ∗

] [
[eeei] 0003,1

0001,3 0

]
=

[
[eeej ]T R̃̃R̃Ri

j [eeei] 0003,1

0001,3 0

]
(17)

where ∗ denotes an unimportant value. As operators [eeei], [eeej ] are constant and
the matrix R̃̃R̃Ri

j do not depend on qj (and on all qr, r ≤ j) we conclude, collecting
(11)–(17) that QQQij do not depend on any variable qr with r ≤ j.

Case 2: rotational (j) – translational (i) pair
[
[eeej ]T 0003,1

0001,3 0

] [
R̃̃R̃Ri

j ∗
∗ ∗

] [
0003,3 eeei

0001,3 0

]
=

[
0003,3 [eeeT

j ]R̃̃R̃Ri
jeeei

0001,3 0

]
.

Case 3: translational (j) – rotational (i) pair
[
0003,3 0003,1

eeeT
j 0

] [
R̃̃R̃Ri

j ∗
∗ ∗

] [
[eeei] 0003,1

0001,3 0

]
=

[
0003,3 0003,1

eeeT
j R̃̃R̃Ri

j [eeei] 0

]
.

Case 4: translational (j) – translational (i) pair
[
0003,3 0003,1

eeeT
j 0

] [
R̃̃R̃Ri

j ∗
∗ ∗

] [
0003,3 eeei

0001,3 0

]
=

[
0003,3 0003,1

eeeT
j R̃̃R̃Ri

j [eeei] 0

]

In Cases 2–4 conclusions are the same as in Case 1. Summing up all the cases:

1. QQQij(q) with i ≥ j does not depend on all variables qr, 1 ≤ r ≤ j
2. while computing QQQij(q), any values can be set to all variables qr, r ≤ j in

auxiliary computations.
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The following example illustrate this issue. While computing equations of
dynamics, for an exemplary transformation matrix

AAA3
0 = Rot(eee3, q1)Tran(eee1, a1)Rot(eee2, q2)Tran(eee1, a2)Rot(eee3, q3)Tran(eee3, a3)

one needs to evaluate ∂AAA3
0/∂q3 having known that it does not depend on q1 and

q2 variables. In this case, instead of processing the expression in a standard way

∂AAA3
0

∂q3
= Rot(eee3, q1)Tran(eee1, a1)Rot(eee3, q2)Tran(eee1, a2)Rot(eee2, q3)EEE3 Tran(eee3, a3),

we assume that q1 = q2 = 0, thus Rot(eee3, q1) and Rot(eee3, q2) becomes identity
matrices and can be neglected in a chain of multiplications. Finally, computations
are simplified significantly ∂AAA3

0
∂q3

= Tran(eee1, a1 +a2)Rot(eee2, q3) ·E3 ·Tran(eee3, a3).

5 Conclusions

In this paper simplifications in computing some kinematic and dynamic
characteristics of manipulators were presented. Possible practical applications
are based on speeding-up on-line computations of the characteristics and
can be exploited either within a computer software (like Mathematica) or
by lecturers of robotics at classes. The approach can also extend simplifi-
cations presented in [5]. The reasoning presented in this paper is heavily
based on a geometric structure of SE(3), therefore it can not be applied to
other concepts of kinematics (like endogenous kinematics for nonholonomic
manipulators [7]).
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Abstract. A large amount of information is not always appealing to
tourists. We developed a new application using Bluetooth Low Energy
(BLE) beacons that not only provides a guide to a specific location but
also provides the traditional customs and history of the area as an easter
egg. In this paper, we discuss a system development process for IoT sys-
tem of development of our sightseeing support system for IoT system. We
extract the development model that is suitable for developing a service
that uses devices embedded in environment and maintaining it.

Keywords: Location-based service · Embedded system
BLE beacon · Sightseeing support application
System development model · World cultural heritage · Zeigarnik effect

1 Introduction

A large amount of information is not always appealing to tourists. We have been
developing a new sightseeing support application using Bluetooth Low Energy
(BLE) beacons that not only provides a guide to a specific location but also
provides the traditional customs and history of the area [1]. Information and
communication technology (ICT) is widely used for travel and tourism and has
now made considerable information available. Tourists get information about
maps, shops, accommodations, museums, events etc. However, the plethora of
information available on the Web is not always appealing to tourists. We, so that,
have to consider what information is appealing to tourists, when they should
receive it and who the target audience for this information should be. In 2014, we
investigated the information needs of tourists in Nikko and tested the provision
of information using a Bluetooth Low Energy (BLE) beacon system. Before
using BLE to provide information for tourists, we re-inspected and analyzed the
information contents and designed behaviour and UX of our system. Based on
this research, we finally decided to use BLE to embed the tourist information in

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 126–133, 2018.
https://doi.org/10.1007/978-3-319-74727-9_15
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the environment. In this paper, we mainly discuss on the development process of
our sightseeing support system based on the result of our experiments. The one of
key factors of this system is “beacon”. The balance between devices (beacon) and
software (smartphone application) is very important to develop this system. And
we think that this idea is important for designing IoT system since IoT system
consists of devices and software (application). There are several design processes
such as Waterfall model, Spiral model and Prototyping model, however, there
is no design model for IoT system. There are some unique characteristics in a
development process of IoT.

1. In a usual software development process, we consider only interfaces between
software module, however, in a development process of IoT, we have to con-
sider both devices and software.

2. Devices are key of the service of IoT, so that it is required to keep valance
between development of devices and that of software.

3. It is required to clarify the interaction between devices and software.

So that, we would like to propose our design model based on our experiments. In
this paper, we review the design process of the development of sightseeing sup-
port application using BLE beacon and propose a design model for IoT system.

2 Design Process

In this section, we analyze the design process of this sightseeing support system
using BLE beacons in detail and extract an outline of design process for IoT
system.

2.1 Analyze Requirements of Users (Step 1)

We administered questionnaires to the visitors to Nikko [2], in order to know the
focus points for our new system, on September 2014. A total of 606 question-
naires (534 in Japanese and 72 in English) were completed. A key finding was
that young people reported that they would like to have enjoyed Nikko more
completely and that most of them were smartphone users. Cluster analysis was
used to confirm this pattern. Young tourists tend to plan active trips to Nikko.
Their characteristic tendencies are as follows:

– They come to Nikko by train and navigate Nikko by bus or on foot
– They are smartphone users
– They know little about traditional culture
– They like to experience new things

Responses from foreign tourists showed the same profile.
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2.2 Define Service Model (Step 2)

Tourists who know little about the area and the history currently exchange com-
ments using SNS. We therefore addressed the use of beacons to allow residents
of the tourism area to recover information from such tourists. In addition, we
devised several quizzes using the Zeigarnik effect [3], aimed at young students on
school trips. This is a psychological effect. We, human beings remember better
an unfinished event or an incomplete one. We defined our service model as shown
in Fig. 1.

Fig. 1. Service model. Fig. 2. Use case in UML.

2.3 Define Environments (Step 3)

In this section, we mention the environment where this system will be used.

Usage of Features of Smartphone. Current smartphones incorporate a range
of sensors and communication devices. Some of the devices can be used to col-
lect information and identify the location of smartphone users. However, foreign
tourists rarely use roaming data communication services because of their high
cost, so we also designed a service that did not require the use of 3G/LTE. As
both GPS and the camera quickly deplete the battery, we designed our service
to work without them.

Street, Shops and Users. We assumed the following design constraints in the
environment:

– Information should be displayed using the BLE beacon.
– If 3G/LTE is not available, it must be possible to download applications and

information using Wi-Fi.

The use case model of our application was as shown in Fig. 2. A beacon sends
advertising message with UUID, major, minor to mobile phone application. Such
information is key to retrieve data to be displayed to a user.
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2.4 Define Architecture (Step 4)

Fig. 3. Software components of the appli-
cation.

As described in Fig. 3, we defined sys-
tem architecture. This figure shows
relation of each devices and informa-
tion. The application should provide
a full range of information includ-
ing location, shopping information and
bus timetables since foreigners usually
do not have wireless connection during
walking in Nikko. Each beacon con-
tains information relating to location
of a beacon. This architecture is the
basis of development of this system.

2.5 Develop Devices (Step 5)

In this section, we mention the development process of devices that works with
application software.

Design Concept of Devices. The traditional Japanese method of attending
services of worship, in which the journey to and from the service are not the same.
Before entering a temple or shrine, tourists purify themselves. After leaving the
shrine, they eat or go shopping. This is an established Japanese cultural custom,
which has long been taken for granted. The installation of new signboards is
seldom permitted in Nikko, following the Convention Concerning the Protection
of the World Cultural and Natural Heritage (UNESCO, 1972). Using beacons,
we were able to show the information on a smartphone. We created a traditional
road, ‘SANDOU’ (it means a road approaching the main temple or shrine in
Japanese), for the Nikko cultural heritage site.

Define Requirements. To improve the visitor experience, we imposed the
following requirements on the system:

– Reduce power consumption by avoiding the use of GPS
– Provide sightseeing information related to the BLE beacon location
– Have navigation operate in both foreground and background while displaying

the distance from the station to the Shinkyo Bridge entrance to Toshogu (the
main shrine)

– Display a timetable of main bus routes.

Define Environment. Many trials using BLE beacons have been reported in
which location-specific and shopping information was provided in shopping malls
and train stations. However, the BLE beacon has rarely been used for outdoor
sightseeing, we have to define the physical location of beacon and distance between
two consecutive beacons. We finally decided the distance of beacon as follows.
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Fig. 4. How to use devices in the envi-
ronment.

Fig. 5. Distance between devices.

– To receive a signal from beacon in background, it is required to receive a
beacon every one minute or longer to avoid a restriction of iPhone.

– Let assume the distance of beacons is D and the range of a beacon is R. We
set a beacon to send a message to one direction. (Fig. 4) If D>R, beacons
does not make interference each other. Walking speed is about 84 m/min [4]
and range of beacon is about 80 m as described in Table 1.

– Finally, we decided D = 100 m and R = 80 m. (Fig. 5).

Fig. 6. Signboard and space for beacon
device.

Fig. 7. Screenshots of the software.

Select Parts. We tested several BLE devices. We firstly tested BLE113. The
power consumption is high (about 20 mA), so that the battery last in one month.
Next we tested MDBT40. The power consumption is about 5 mA and is lower
than BLE113. We decided to use MDBT40 for this system.
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Table 1. Reach of advertisement of BLE

Location Reach of advertisement

Between the Nikko station and Shinkyo-bridge About 80 m

Near the Toshogu-shrine: on the main approach About 80 m

Near the Toshogu-shrine in the forest About 40 m

Bus stops near the station About 80 m

Shops near the station: in front of a shop About 10 m

Forest of Senjyogahara (summer) About 20 m

Forest of Senjyogahara (winter) About 40 m

Fig. 8. Software components of the appli-
cation.

Develop Device. To install the
device on the signboards (see Fig. 6),
the space is very limited (5 cm x 5 cm).
In addition, we set the parameter of
beacon. We set transmission inter-
val as 500 ms to reduce power con-
sumption. This is 5 times longer than
usual transmission timing (100 ms).
Usually, advertising uses three chan-
nels. To reduce power consumption,
we modified farm ware to use only one
channel for advertising.

2.6 Develop Software (Step 6)

In this section, we mention the development process of application software.

Design Concept of Software. The target user of this application is for-
eigner and young people. Functions that are useful for our target users should be
installed. Sustainability is important. The research period is three years, however
the software should be used longer. It is important to use flexible framework is
important. One decision was to use open street map instead of propriety map.

Define Requirements. As described in Fig. 7, Map, Spot information, Naviga-
tion information, Shop and restaurant information, Bus timetable are important.

Navigation information, Shop and restaurant information should be displayed
using Advertising signal from beacons. Especially foreigner, they do not want to
use 3G/LTE since the roaming fee is expansive. It is important to provide all
required information in the software and not to access the 3G/LTE network to
get information.
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Collect Contents and Data. We collected information. It is important to col-
lect high quality information. We asked Tobu bus company, Nikko Tourism Asso-
ciation, Hatsuishi-kai: an association of Nikko shopping streets to provide data.

Design Software. Figure 8 explains the software components of this applica-
tion. In the operating system (OS), BLE access function always scans advertis-
ing message. If the OS catches an advertising message, the information of the
advertising message is forwarded to the application. For example, Core Loca-
tion framework of iOS (7 or later) provides three properties such as proximity
UUID, major and minor. Android 5.0 or later also provides similar function. If
the information such as UUID, major and minor is received from a beacon, the
application retrieves information that matches triples (UUID, major and minor).

Fig. 9. Development model for IoT
system.

Develop Software. We developed soft-
ware concerning requirements both for
iPhone and Android.

2.7 Test and Deployment

Integration Test (Step 7). We tested
application using beacon device in the
laboratory and checked the every screen
transition according to change of beacon
devices.

System Test (Step 8). We performed
system test after installing beacon devices
on the road and shops. We walked from
Nikko station to Toshogu-shrine.

Deployment (Step 9). This application
was checked by Apple Inc. and opened in
the iTune store.

Finally, we obtained a development
model for IoT system as described in
Fig. 9.

3 Discussion

In this section, we mention what we learned from this study, what was the bottle-
neck of development. We had a lot of unexpected trouble during the development.
We learned the following issues from the experience.
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– For the IoT service, stability of devices is crucial. In our case, the beacon
device sometimes broken by rain (intrusion of water).

– It is also important to estimate battery life under low temperature.
– We have to design devices first. Understanding of performance of devices and

limitation of devices are important. We have to design software within the
limitation and performance of devices. Devices are not flexible to modify. Also
the location where to install devices is restricted by several rules and law.

– The devices should be maintenance free. In our case, the most time consuming
work was battery check of devices (beacons).

– Performance and stability of smartphone is different. For example, BLE in
Android smartphone was not stable when we started this project.

– Application check by App market takes long time. I our case, it took 4 months.
We have to develop simple and flexible architecture to maintain application
easily.

4 Conclusion

In this paper, we explained the design and development process of an IoT system
that contains both devices and software based on our experience to develop
the sightseeing support system using BLE beacons as described in Fig. 9. The
development using this model and reuse of knowledge is useful especially for
developing devices.

Our main goal to develop this sightseeing support system is to inform tourists
about traditional cultures. Our system allows knowledge of the culture of a loca-
tion to be transmitted to the next generation and to foreigners. Such travel infor-
mation will inspire tourists and encourage them to treat the culture respectfully.
We are planning to extend our collaboration to other world heritage sites as well.
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Abstract. In this paper we describe a decision support system for mar-
itime traffic and operations, based on formal models and driven by data
from the environment. To handle the complexity of system description,
we work with a decomposition of the system to set of abstraction levels.
At each level, there are specific tools for system functionality specifica-
tion, respecting particular domain point of view. From the business level
point of view, the system consists of processes and vehicles and facilities
over those the processes are performed. From the engineering point of
view, each process consists of a set of devices, that should be controlled
and maintained. Software engineering point of view operates on read-
ing and converting bytes of data, storing them into variables, arrays,
collections, databases, etc. For complex trading processes management
purposes we need to cover all levels of abstraction by specific description,
suitable to model and automate the operations on each particular level.
As a case study we use salmon farming in Norway. The system implemen-
tation is based on Reference Petri nets and interpreted by the Petri Nets
Operating System (PNOS) engine. This approach brings formal founda-
tions to the system definition as well as dynamic reconfigurability to its
runtime and operation.

1 Introduction and Motivation

In this paper we focus on describing the system for maritime traffic and oper-
ations support, based on formal methods and driven by the data from environ-
ment. Some of the work has already been done in this area. For example Ray
et al. base their Decision Support System (DSS) on the idea that it needs to
include mechanisms from which operators can define some contextual situations
he wants to be detected as suspicious, dangerous or abnormal. They build this
mechanism on a rule-based engine approach allowing to formalise rules ensuring
the link between the conceptual specification of a situation and its implementa-
tion. The main aim of their DSS is a design, where the business logic might be
re-configured by a surveillance operator [6].
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Production rules are defined as fragments of knowledge, that can be expressed
in the format: “WHEN conditions are verified THEN perform some actions”,
where the WHEN part is referred to as the “left-hand side”, and the THEN part
as the “right-hand side”. This format allows experts to express their knowledge
in a straightforward way, without using any specific programming language and
therefore removing the need for a computer programmer to assist the expert in
encoding his knowledge [6]. Some of these ideas were already addressed e.g. by
Ludwig Ostermayer and his colleagues [5].

We suggest a decomposition of the problem to a set of abstraction levels to
reduce the complexity of a whole problem definition. This approach also allows
for separating the concerns of different domains specialists as well as languages
and tools they use for particular level specification. Similar ideas could be also
found in some literature about expert systems like e.g. [4].

2 Maritime Logistics and Operations

We use salmon farming in Norway as a case study. Salmon production starts
with hatching of eggs in freshwater tanks on land. After 1–1.5 years the juvenile
salmon goes through a physical transformation process that is called smoltifica-
tion that prepares the fish for life in seawater. The salmon is now called smolt
and is ready to be transferred to the sea cages.

In the sea the salmon is fed pelleted feed for 1 to 2 years. Due to the high
concentration of salmon it is common to add oxygen to the water and to remove
CO2. The salmon is harvested when it has reached optimum size. This is usually
done by pumping the salmon into a well-boat and shipping the live salmon to
the salmon processing plant.

Aquaculture is a profitable business dominated by big companies. In order to
maximise the profit there are continuous efforts put on optimising the process.
Optimisation of: time at sea (fast growth), fodder, produced biomass vs fodder
volume, harvesting time, medicine, O2 usage and fish quality. In later years
sea-lice has been a problem for aquaculture companies, in addition to other
pathogens such as toxic algae. In order to succeed a close control of biomass
production at every step in the process is vital.

3 Rule-Based Modelling

Each action in the system produces some data that are sent to the particular
rule engine that decides, what action should be taken. Rules apply to much
more higher number of situations, and they also must be applied first, before
the action caused by the task occurrence within the process could take the
place. Rules within the system trigger the task fulfilment, and therefore a start
of following task.

The important problem is the language used for the rules definition. The main
rule clause structure is when-eval-then. But the definition of all these three parts
is not constrained at all, or the constraints depend on the environment used for
rules execution, like Java in Drools or RPNs in our example.
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4 Data-Driven System

Technologies are being adopted for acquiring monitoring data about how the
vehicle and different components are behaving. Recently, with the intention of
remote ship monitoring for better services for shipping customers, vessel builders
started to adopt new sensor technology by installing different sensors for different
components on board a vehicle and transmit data using satellite communications
to land-based service centres, e.g., HEalth MOnitoring System (HEMOS) by
Rolls-Royce Marine AS.

These systems provide more accurate and timely operational data, but they
also introduce new danger to the operations: information overload problem (IOP)
[3,9] – the crew members receive a large volume of monitoring information and
alert messages that s/he can easily overlook important/vital ones. Therefore, it
is urgently needed to develop and implement a new framework to integrate and
visualise the monitoring data in an informative way. In this way, the crew mem-
bers can examine the massive, multi-dimensional, multi-source, time-varying
information streams to make effective decisions in time-critical situations.

Our system bases on data flows and their processing according to predefined
rules similarly as Ray et al. defined in their system [6], where the AIS (Automatic
Identification System) data are processed by the rules engine producing the
specific information and warnings about vessels movement and behaviour.

5 Levels of Abstraction

To be able to define the whole system functionality while reducing the complexity
of the problem, it is better to separate it by a set of levels of abstraction [4].
Each level could be seen as a sole system, consisting of nodes, communication
means and dependencies checking. Each system operates on nodes specified in
more detail within the level below it. From the level 3 to 5 the nodes of the
system could be taken as actors (ref. Actor model), in levels below, they behave
less independently.

5.1 Level 5 - Aquaculture Facilitation

This level represents a set of processes forming the maritime trade. When per-
forming each task, the facilitation system uses services from Level 4. This level of
abstraction is intended to be used by the maritime trading management people.
The most appropriate way of modelling processes at this level seems to be the
sequence of tasks with dependencies among them as well as participant involved.
For example using BPMN notation. At this level, basic processes of the system
are defined.

5.2 Level 4 - Vessels Chartering, Berthing Process, Etc.

This level defines a set of nodes and communication means involved within trad-
ing processes that takes the place by serving as a platform for the Level 5 pro-
cesses organisation. I.e. this level is an decomposition of participants from the
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level above. This level is intended for modelling vessels, ports, etc. relationships
together with relevant communication channels.

5.3 Level 3 - Vessels, Ports, Etc.

This level describes the functional nodes with independent behaviour that use
services of modules from the Level 2 and serve as services for the level 4. This level
is defined as Workflow System Specification and could be directly transformed
to the interpretable Reference Nets structure for further process management
purposes [7]. Typical example of system parts at this level of abstraction are
independent units usable for the Level 4 purposes, like vessels, fish farms, or fish
factories.

5.4 Level 2 - Modules

This level describes assembled components providing specific set of services
within Level 3 models. Modules consist (physically or logically) of components
from the Level 1 and are usually controlled by staff, or also using any kind
of programming interface, or both. Components communicate among others
using defined protocol. Modules could be represented by e.g. navigation module,
dynamic positioning module, wellboat pumping and cleaning module.

5.5 Level 1 - Components

This level covers mountable devices with well-defined and encapsulated
behaviour defined as a set of primitive operations defining the protocol of the
component. The example of a device at this level is pumping component operat-
ing over one pipe within pumping facilities. Components operate on parts from
the Level 0 and are accessible via programmable interface or some specific of
bus. Here the appropriate examples of components belong to thrusters, engines,
pumps, etc.

5.6 Level 0 - Sensors and Actuators

At this level, simple parts mounted within the environment take place. Sensors
are able to read data from the environment and serve it as raw values, or digitised
and calibrated. Actuators have direct effect on the environment, it means these
are e.g. multiple types of switches, servos, motors, etc. In PNOS, sensors and
actuators are triggered by invoking primitive operations bounded with Reference
Petri Nets transitions. These operations produce or consume values in specific
strings-based format, which are propagated through the system to particular
node they are dedicated. The important part of each node is its ability to store
rules for data filtering, before they are directly sent to upper levels of the system.
Data could be also modified or combined by these rules.
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6 Running Example

System construction process will be described on real-life scenario of wellboat
operations and technology. Wellboats carry fish from fish farms to fish factories.
Fish are pumped from the farm into the boat and then transported to the factory,
where they are pumped back again. The water with fish is treated following some
predefined rules to keep the fish in good conditions. While pumping the fish out
of the boat, it is possible to separate them according to their size. An example
of described process definition could be found in Fig. 1.
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Fig. 1. Wellboat process description (Level 4)

From the point of view of control system structure, there are three control
sub-systems of fish farm, the wellboat itself, and the fish factory.

7 System Construction Process

Management of distributed trading processes must take into account many
involved nodes and regarding the maritime processes, there is also necessary
to take into account the conditions coming from the fact, that processes are
undertaken on the sea. One of the main influencing condition is that ships and
their crew could in some situations remain without the connection with the land.
Therefore it is necessary to count on with adequate control system installation
and communication ways.
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Fig. 2. Maritime system example (Level 3)

Particularly it means that the system must be distributed and all the nodes
must be able to behave independently on the connection to other nodes, as well
as some particular sets of nodes that operate together should be able to act
independently on the rest of the system. This leads to the isolation of particular
sub-ecosystems, like the vessel control system, port control system, etc. that
together form the process management platform. These ecosystems are defined
at each level of abstraction and represented as a subset of PNOS installations.

7.1 Data Propagation and Analysis

There are two ways of data propagation - (A) from the top to the bottom and
(B) from the bottom to the top. At each layer of the system decomposition there
are PNOS nodes that allow to retrieve commands and Petri nets specifications
from the above layers as well as the data produced by layers below. Each PNOS
node hosts a set of Petri nets that perform commands. Other Petri nets are
responsible for filtering data coming from lower layers.

Model-Driven Engineering moves the software engineering paradigm to the
level, where the code itself does not play the central role of the application design
and implementation, but more abstract model of the application logic takes the
place as a first-class artifact within the development process [8]. This approach
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makes it possible to distinguish between modelling the application logic by the
domain expert or specialist and the interpretation or transformation of the model
into its executable form.

There are many papers describing model transformation into executable code,
but all of these approaches lack the dynamic reconfigurability features as well
as preserving the model during the runtime, therefore the model execution got
more attention among researchers now [2]. Basic model transformations and
target system construction process is documented in our previous papers [7].

7.2 Runtime and Reconfiguration

The core characteristics of resulting system - its formal basements and dynamic
reconfigurability - is in our solution based on the ability of Reference Petri Nets
interpretable representations to migrate among places of the system as tokens,
similarly as in reference Nets. The new or modified Petri Net, that represents
the system partial behaviour change is sent over other Petri Nets to its des-
tination place to change the whole system functionality. In our solution, these
Petri Nets parts are maintained by the Petri Nets Operating System (PNOS)
and interpreted by the Petri Nets Virtual Machine (PNVM) engine [7]. System
decomposition is inspired by MULAN architecture [1].

The installation of the system starts with placing proper nodes to the target
environment. Each node should be installed with the PNOS, PNVM and basic
platform layer. In our running example the scenario should start with installing
the processes for each Workflow Specification and then sending particular sub-
processes nets to relevant nodes. All processes of the node could be changed and
then passed to its platform to change the behaviour of the node. Finally all the
sub-processes nets could be modified and sent to particular nodes processes that
reinstall them within the nets place.

8 Conclusion

In this paper we discussed the problem of data driven distributed control and
decision support system. The system itself is decomposed into five levels of
abstraction to reduce the complexity of its construction. At each level a spe-
cific notation or formalism for system functionality description and operation is
used. The main idea of system design is to enable target users with the possibil-
ity to maintain the system during its runtime by introducing new functionality
as well as new rules defining the expert knowledge. The implementation of the
system is based on Petri Nets Operating System (PNOS) that is able to inter-
pret textual representation of Reference Petri nets called Petri Nets Byte-Code
(PNBC). System itself is constructed as a set of Reference Petri Nets installed
within nodes of the system. Parts of the system specification at each node rep-
resents rules defining the data propagation from each node to the above layers
of the system.
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Abstract. In the intelligent buildings more and more features are dependent on
the proper operation of equipment powered by electricity. Possible damage to
these devices is very detrimental to the functioning of the building and must be
repaired or replaced immediately. In many cases a failure prevents the building
from being used. Possible equipment failures, however, can be predicted from
the analysis of how they operate. Monitoring and analysis of power parameters
of individual electrical devices allow to distinguish characteristic parameters of
each electrical receiver. Any departure from stable working conditions may be
recorded by a neuronal monitoring and evaluation system. The mechanism for
such an analysis is the implementation of an adaptive prediction algorithm using
artificial neural networks. This method allows adaptation of the decision
mechanism to the current working conditions of controlled devices. The mea-
sured parameters are the measurements of physical quantities that illustrate the
operation of the device. For example, for air handling and ventilation units, this
is the electricity consumed. The advantage of power analysis is the identification
of common faults and corresponding deformations of power supply parameters.
Based on the previously prepared pattern, neural networks identify component
damage or predict the predicted critical failure time of the component or control
subsystem using MWF. Early forecasting of the failure situation contributes
significantly to the comfort and security of intelligent building users.

Keywords: Artificial neuron networks � FFT � Forecasting
Successive values of a time series
Environmental measurements in an intelligent building

1 The Need to Analyze Measurement Data in an Intelligent
Building

In an intelligent buildings we need measurement many of parameter: for example: sun
light, wind speed, outdoor humidity or outdoor temperature. These parameters are
independent and we can only measure, while those parameters are examples of the
effects of control by the automation system.
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For measurements [1] of independent parameters, only measurements and their
current analysis or forecasting of future values are possible, e.g. for modifications of
control algorithms.

The second type of measurement is the measurement of parameters which are the
effect of the regulations developed by the automation system. For example, temperature
indoors, energy consumption or gas concentration in the building. Analysis of these
parameters, with stable operation of the automation system, gives additional infor-
mation on the efficiency of all mechanical and electrical equipment included in the
building automation system.

2 Methodology of Measurements

The results of measurements of the aforementioned parameters, for their analysis [2],
were presented by time series [3]. An example of a time series representing the current
consumed by the electric kettle is shown in Fig. 1.

In order to increase the amount of information, the measurement time series was
extended with additional information contained in current harmonics. An example of a
measuring point - vector of harmonic currents, taking into account the amplitudes of
individual harmonic currents from the first to the twenty-first one, is shown in Fig. 2.

Measurement time series, composed of successively occurring, within specified
time distances, vector harmonic currents. An example of a series of harmonic current
amplitude vectors - harmonic time series (HTS) illustrating the current consumption of
a sandwich toaster is shown in Fig. 3.

Fig. 1. The current consumed by the electric kettle – time series.
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3 Analysis of Measurement Results - Profiling of Devices

Figures 4a and b show harmonic time series of two electrical devices: sandwich toaster
and coffee maker.

Based on the analysis [4] of the differences in their harmonic time series, it is
possible to isolate the individual profiles for each of the devices. In the example
presented, the tested devices are a toaster and a coffee maker. Devices with very similar
electrical functionality - heating. Despite a very similar electrical construction, there is
a significant difference in the seventh harmonic.

Fig. 2. The components of the amplitudes of harmonic current - example of electric kettle.

Fig. 3. Harmonic time series. Example sandwich toaster.
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For the purpose of the experiments showing differences in harmonic time series, the
following devices were measured:

– LED bulb,
– laptop,
– electric motor.

The harmonic time series corresponding to these devices are illustrated in Figs. 5a,
b and c.

Fig. 4. Harmonic time series illustrating the differences in the seventh harmonic.

Fig. 5. Harmonic time series for the test equipment: (a) LED bulb, (b) laptop, (c) electric motor.
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The purpose of the analysis was to identify the elementary profiles of devices from
the harmonic time series consisting of sets of the above devices. An example of
harmonic time series for the working simultaneously laptop and LED bulb is shown in
Fig. 6.

An artificial neural network [5] was used to identify elementary devices. The
methodology of analysis and identification was:

Teaching ANN: Presentation of the artificial neural network of individual harmonic
profiles of each device working independently (at the ANN input presents a harmonic
time series corresponding to the measurement of the device, on the outputs of the
network identifying this device).

Testing ANN: Presentation of the artificial neural network of harmonic time series
derived from measurements of several devices working simultaneously. ANN at its
outputs set the device identifiers detected in the presented harmonic time series.

The results of device identification are shown in Fig. 7.
In all tested harmonics time series, the LED bulb was identified with 100%

accuracy. The laptop profile was identified in 98% of the situation and the electric
motor in 84% of the measurements.

These results show that artificial neural networks, based on elementary device
profiles reflected in their harmonic time series, can identify elementary electrical
devices connected to the mains power supply.

Fig. 6. Harmonic time series. The LED bulb and laptop.
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4 Identification of Defects of Components Attached
to the Building Automation System

The extension of the ability to identify elementary electrical devices connected to the
mains power supply is the identification of anomalies of power caused by an
improperly functioning electrical appliance. With the knowledge of the harmonic
profile of the device, and on the basis of its identification among many other devices, it
is possible continuous observation of the impact of his work on the harmonic time
series of the entire system. Any deviation from proper operation, e.g. due to mechanical
damage to the diagnosed device reflected in the measurements. For example, Fig. 8a
shows the harmonic time series for a properly functioning fan and fan with a damaged
blade (Fig. 8b).

Fig. 7. Correct identification of the elementary profile electrical device.

Fig. 8. Comparison of harmonic time series for the fan working properly (a) and damaged (b).
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The algorithm for identifying the harmonic distortion of a time series using an
artificial neural network in the examined case is as follows:

Teaching ANN: At the inputs of the neural network presents historical data as
compiled in the time series of measurements of individual harmonic {H01, H02, …,
H05} correctly running engine with a fan. The output was presented specifying the
correct operation index {0}.

Testing ANN: The inputs of the neural network shows measurement data from a
properly running engine and a motor with a damaged fan blade.

As a result the neural network 100% of the indicated measurements from the
damaged of the engine-fan detecting anomalies power.

These results indicate that it is possible to identify an electrical device that is
malfunctioning in a complex system. These types of systems operate in building
automation. The tested devices were equivalent to the components of the air
conditioning/ventilation unit of the automated building.

An example of the method of identifying a defective component in a building
automation system is shown in Fig. 9. This is a typical air conditioning and ventilation
control system, enhanced with modules: higher harmonics measurement and neural
analysis of higher current harmonics.

5 Summary and Conclusion

Based on the conducted research can be stated that it is possible to identify elementary
devices belonging to the operating system by measuring of harmonic time series and
elementary device profiles. For each identified device, it is possible to carry out a

Fig. 9. Neural harmonic analysis system [NHA] used to control the central air conditioning and
ventilation in intelligent building.
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current analysis of the correctness of its operation and to identify the anomaly based on
the harmonic time series and the corresponding pattern of the functioning of the device.

Early detection of elementary component damage in complex systems (e.g. HVAC
system in intelligent building) allows for faster restoration of the entire system to full
efficiency, thus minimizing the cost of replacing more defective elements (damage to
one component can lead to failure) and minimizing Downtime of the entire system.
Figure 10 shows the sequence of operations in the standard failures of the system
without Neural Harmonic Analysis [NHA] and with NHA.

The above conclusions lead to the presentation of the Algorithm of Neural Har-
monic Analysis [NHA] of fault identification in complex building automation system
based on neural model:

– Use of a device capable of measuring higher harmonics in the system.
– Determination profile harmonic elementary electrical equipment included in the

system.
– Identification of the elementary electric devices based on their harmonic profile

using artificial neural network.
– Presentation of measurement of harmonics for a device in the form of time series on

the input of artificial neural network.
– Analysis of the measurement of harmonics for each extracted elementary profile

electrical device.
– Automatic detection of changes of elementary.

Fig. 10. Sequence of events in the event of a device failure in the system without NHA and
NHA.
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Abstract. Recently, ICT has been adopted for use by the judiciaries in
many countries such as Singapore and India, in response to the global
changes in the economy and politics. It is urgently necessary for Japanese
judiciary to adopt ICT to catch up with the global trend. For example,
since almost all judicial records are stored as printed material, it is dif-
ficult to access them. Recently, limited number of record are opened on
web site. UI for retrieving is not well designed for ordinary people. For
example, they cannot search precedents with thing in action and what
to prove to win.

In this paper, to solve this problem, we propose an intelligent prece-
dent retrieval system that uses ontology. It allows users to find precedents
with thing in action and similarity of documents. Also, it suggests appro-
priate laws and what to prove. In other words, our system can support
user’s prosecution.

Keywords: Cyber court · High tech court · Legal document · XML
Ontology · Semantic web · Civil trial · Precedent retrieval system

1 Introduction

Recently, multilateral trade has increased and multinationalization of companies
has developed by progress of globalization. In addition, the market of e-commerce
is in a trend of expansion in the world [11].

With this, the disputes that persons, companies of the foreign nationality are
concerned and the disputes to cross between many countries increase. Therefore,
jurisdictions of many countries aim at following economic growth and politi-
cal change to allow anyone to access the judiciary easily by introducing ICT
(Information and Communication Technology). Particularly, we call such justice
system enpowered by ICT as “Cyber Coat”.

The pioneer study of a Cyber Court System is Courtroom 21 [1]. It started
in 1993 at William & Mary University as a joint project of that university and
c© Springer International Publishing AG 2018
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the National Center for State Courts in the U.S.A. In addition, the Singaporean
Supreme Court introduced ICT in 1998 [2], and High Court of Delhi and District
Court of Delhi introduced paperless E-Court. From the standpoint of technolog-
ical research, there are many studies about models combining law and knowl-
edge structures of law [3], however it is very rare to find a model to create an
experimental system for ICT based judiciaries. We have decided that it is very
important to develop a prototype of a Cyber Court to evaluate the effectiveness
of such an idea.

In Japan, “Judicial Reform Promotion Plan” was decided in 2002 [12]. The
prototype for the first civil trial in Japan was developed at Toin University
of Yokohama in 2004 [4,5], and the effectiveness, particularly the usefulness in
Saibanin system (Japanese jury system) which in late years was introduced,
was proved [6]. The experiment of the remote trial was conducted, too [10].
However, judicial records are not yet fully opened and only some decisions are
opened. Also, the retrieval tool is not well designed for ordinary people.

In this paper, we mainly discuss the result that we examined how to support
to describe legal documents by a citizen ignorant about a law and the possibility
to improve the flexibility of civil trial.

We firstly discuss requirements for the records of a lawsuit in the civil trial
and extract problems in Sect. 2. In Sect. 3, we suggest a system to solve the
problems and explain the structure of ontology that is used in the system in
Sect. 4. Then we explain detail of the search system it in Sect. 5. Finally, we
mention conclusion in Sect. 6.

2 Requirements of Creating the Case Record

2.1 Presupposed Ultimate Fact

In a civil action, in order to obtain a profitable legal effect, it is necessary for
parties to find sentences in law, as a weapon to win, and provide presupposed
ultimate facts to satisfy each law. When we take an action, we must describe a
cause of the demand in accordance with these presupposed ultimate facts. For
example, when a self-possession, such as a house or ground, is occupied illegally,
the presupposed ultimate facts to return the possession based on the ownership
is as follows [8].

[plaintiff]
• Requirement to return the ground

a1 The fact that the plaintiff owns the thing concerned
a2 The fact that defendant occupy the thing concerned

• Requirement for a damage claim as an Attendant claim
* Injuria

a3 The fact that the defendant has occupied the thing concerned for
a certain period of time

a4 The fact that the plaintiff has owned the thing concerned in the
beginning period mentioned above

a5 Amount of loss
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[Defendant]
d1 Completion of a lease agreement between the plaintiff and the defendant

for the thing concerned
d2 The extradition of the thing concerned from the plaintiff to the defendant

based on the above

It is necessary for the plaintiff to prove the above their requirements. The
plaintiff can get legal effects by proving these presupposed ultimate facts, which
accept a demand. In contrast, the defendant proves the above their requirements,
so that their demands that is the rejection to the plaintiff’s statement (plea).
Furthermore, there are the requirements that a plaintiff performs a claim (surre-
buttal) to reject the effect of this law. The situation such as “own” and “occupy”
should satisfy requirements described in law.

2.2 Decision of Laws

When plaintiffs prosecutes, they need to check whether they can prove the pre-
supposed ultimate facts that they must satisfy to get a law effect, and whether
they are more likely to lose the case by a plea beforehand, and then it is neces-
sary to choose an appropriate law effect. However, this is very difficult for people
with a little legal knowledge.

As an example, we focus a situation that the presupposed ultimate facts of
demand for return based on proprietary rights when a self-possession is occupied
illegally (showed in Sect. 2.1). The example in Sect. 2.1 is the return request based
on proprietary rights, but plaintiffs can demand it as excessive profit return
request when there is a gain of the equivalent amount of rent to get an equal
effect [8].

In practice, damages request based on tort (illegal occupation) are often
used since a proof is easy [8]. In this case, when plaintiffs prosecute, they must
consider possibility that illegality of occupation is rejected by a plea. In other
words, they must choose the law that is easy to satisfy presupposed ultimate
facts from the situation of the dispute. To pass demands, the people with a
little legal knowledge must check the most suitable law effects, and compare
situation of litigant parties and the situation of the precedent, and check whether
presupposed ultimate facts are satisfied. However, these procedures are difficult
for people with a little legal knowledge because there are few clue to search it.

2.3 Access Precedent

Some Japanese case records are now open to access. We can access them online
and search them [4,10]. The search screen is shown in Figs. 1 and 2. We think
that the legibility and flexibility of the search function are not so well developed
since the search system requires knowledge of the legal system and the court
system, such as the court name, case number, trial date and time. So, it is
difficult for an ordinary person to use it effectively.
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Because of the difficulty about decision of which showed in Sect. 2.1, it is
the best for the people with a little legal knowledge to allow them to search
precedents whose content is similar to what they intend. About the precision
improvement of the similar legal documents search, the trial with the similarity
between laws is carried out, too, but the effectiveness is not shown [9].

Fig. 1. Japanese case records searching
system

Fig. 2. Japanese case records searching
system in English

3 Proposed System

We propose a system described in Fig. 3 to solve the problems in Sect. 2. Pro-
posed system is based on a system based on ontology that we suggested before
[7]. As a premise, the records of a lawsuit shall be described according to ontol-
ogy to suggest (civil trial ontology). Moreover, we use OWL and SPARQL as
ontology language and query language. In addition, we make an assumption that
is the reference relations between a precedent (records of a lawsuit) and a law
(this time the set of presupposed ultimate facts and the law effect), but such
meta data are not added to an exhibited precedent at the present. The study of
the reference method identification to parse this from plain sentence is conducted
now, but the precision is not so high [9]. It is necessary to prepare for reference
relations manually when we start use this system. Once this system is started,
reference relations can be added automatically, because if a law suggested on
proposed system is used, then records of a lawsuit is generated automatically. It
is clear that high quality data can be generated in this sequence, once this flow
is invoked. The reference relations shall be expressed by using a property defined
as owl:refer from a node to expressed as complaint according to civil trial.

The rough structure of this system is as follows: (1) throwing “claim” and
“situation” as a query, (2) searching law effects that can demand claim matching
with the claim in the query, (3) taking precedents that have high similarity
between itself and “situation” in the query as natural language expression, (4)
outputting information gained in (1)–(3) and reasoned form this.
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Fig. 3. Structure of proposed system

4 Ontology for Interaction Between Fact and Law

We explain “ontology for interaction between fact and law” to enable the search
showed in Sect. 3. We will show effects and usefulness of this ontology in Sect. 5.
This ontology is composed of two ontologies that are “Law term ontology” and
“Requirement and Effect ontology”.

“Requirement and Effect ontology” gathers up presupposed ultimate facts
and the law effects showed as an example that self-possession is occupied illegally
in Sect. 2.1. This knowledge are searched by procedure (2) in Fig. 3.

“Law term ontology” expresses terms, which are, that are the “state”,
“action” and “relations” decided by law referred in “ontology for Requirement
and Effect”. In the case of Sect. 2.1, it is “own” in “The fact that the plaintiff
owns the thing concerned” and “occupy” in “The fact that defendant occupy an
applicable thing”. Figure 4 shows an example of “Law term ontology”.

A structure about “own” is drawn in detail, but “occupy”, “tort” are also
described by a similar method. In the case of “own”, it is separated by two
patterns (P1, P2). P1 is “opposite party does not go to law about current own-
ership” and P2 is “opposite party goes to law about current ownership”. In the
case of P1, it is proved only in “to insist current ownership” (we assume this
R1). In addition, P2 has two patterns (P3, P4). In the case of P2–P3, we must
insist R2 and R3. Also, if it is a pattern of P2–P4, we must insist R4, R5 and
so on. Therefore, leaves of the hierarchy structure are the requirements.

Figure 5 shows “ontology for Requirement and Effect” in the case of demand
for return based on proprietary rights when a self-possession is occupied illegally
in Sect. 2.1. Each sign was defined in Sect. 2.1. Purpose class has what we can
demand by the law effects. Therefore, we refer to this in a search from a claim.
We define the reference relations by owl:refer property to express reference about
the term referred by each requirement. We explain the detail of the search using
these ontologies in the next Section.
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Fig. 4. Law term ontology Fig. 5. Requirement and effect ontology

5 Search by Using Ontology

In Sect. 3, we explain procedure (1)–(3) in Fig. 3. In this Section, we explain
the procedure (4) in proposed system. The rule-based is described in accordance
with Apache Jena’s form. Apache Jena is Java framework to treat semantic web.

In procedure (4), proposed system performs a reasoning to support users.
At first, it finds the major difference in requirements of each law. The following
rules are given

[defferenceRule :
(?Lowl : hasContentsOf?A), (?Aowl : hasRequirement?B),
(?Bowl : refer?W ) → (?Lowl : hasImportant?B)

This rule defines requirements referring to law terms as important require-
ments. The property to point at important requirements is defined as
“owl:hasImportance” newly. “Outbreak of the damage and amount of damage”
and “the causation” are one of presupposed ultimate facts, but they are not
main factors expressing the difference between laws. When we choose laws, what
we should check is what it is based on. Therefore, if the system search infor-
mation that owl:hasImportance property point at and display them, users can
choose suitable information easily without reading every proposed presupposed
ultimate facts.

Then, we give proposed system possibility of rights of conflict to claim. Rights
of conflict to claim mean that there are plural rights to claim in same situa-
tion. In the case of the presupposed ultimate facts of demand for return based
on proprietary rights in Sect. 2, a relationship between that right and vindica-
tion of unjust enrichment is right of conflict to claim. If it is difficult to prove
presupposed ultimate facts of demand for return based on proprietary rights,
vindication of unjust enrichment is often used.
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We give some examples of famous rights of conflict to claim are as follows:

: DebtDefault owl : CompeteWith : Tort.

: RightStemmingFromTitle owl : CompeteWith : RightToClaimInTheContract.

: Tort owl : CompeteWith : UnjustEnrichmentClaim.

: RightStemmingFromTitle owl : CompeteWith : UnjustEnrichmentClaim.

“owl:CompeteWith” is a property that shows possibility of rights of conflict to
claim and is given “owl:SymmetricProperty”, which is a property restriction. If
users browse “return for the owner based on title”, the query with SPARQL as
follows shows possibility of rights of conflict to claim.

select distinct?owhere{
“returnfortheownerbasedontitle′′

owl : BasedOn?r
?rowl : CompeteWith?o.}

As described above, the proposed system supports users with a little knowledge
of law. Figure 6 shows dialogue between the system and users. Because it is easy
to add relationships of referring right to claim to records of lawsuit made by
using proposed system, the precedent database becomes bigger automatically.

Fig. 6. Dialogue between the system
and users

Fig. 7. Expansion of proposed system

6 Conclusion

In current precedents searching system, there is a problem that it targeting judi-
cial officer. It cannot allow ordinary people to search precedent that they want.
Therefore, in this paper, we suggested the system that urges people with a little
knowledge of law to use justice. Specifically, we suggested the system that sup-
port precedent search that is required when users take an action. To implement
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this system, we defined new ontology that explain presupposed ultimate fact.
New ontology allowed proposal system to consider conflict of law and thing in
action.

However, it is difficult for the system to recognize the situation of trial enough
because the proposed system simply searches similar precedents by natural lan-
guage processing. Therefore, we are going to design new ontology which can
express the situation of trial. Then, an problem arise. It is difficult for ordinary
people to apply their situation to new ontology. As the system that users can
describe ontology easily, we are going to examine a way which is “To allow users
describe ontology graphically described as Figs. 4 and 5” in future. In this way,
a good tool with user friendly UI is demanded. Figure 7 shows procedures in a
system that uses ontology for situation. It uses this ontology to search similar
precedents. Also, we would like to implement function to support users’ argu-
ment by visualization by using flow chart like Toulmin Model [13] to explain
structure of discussion.
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also express special thanks to all people who joined the Cyber Court Project.
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Abstract. Identifying a sparse system impulse response is often per-
formed with the l0-least-mean-squares (LMS)-, or the zero-attracting
LMS algorithm. Recently, a linearized Bregman (LB) iteration based
sparse LMS algorithm has been proposed for this task. In this contri-
bution, the mentioned algorithms are compared with respect to their
parameter dependency, convergence speed, mean-square-error (MSE),
and sparsity of the estimate. The performance of the LB iteration based
sparse LMS algorithm only slightly depends on its parameters. In our
opinion it is the favorable choice in terms of achieving sparse impulse
response estimates and low MSE. Especially when using an extension
called micro-kicking the LB based algorithms converge much faster than
the l0-LMS.

Keywords: Sparse · System identification · Adaptive filter · LMS

1 Introduction

In many applications such as interference cancellation or system identification,
the underlying system impulse response is of sparse nature, i.e. it only has a small
number of non-zero elements. In the presence of noise, the zero-elements cannot
exactly be identified by l2-norm based estimators such as the least-mean-squares
(LMS) algorithm. Extensions to the LMS algorithm such as the zero-attracting
least-mean-squares (ZA-LMS) [1], l0-least-mean-squares (l0-LMS) [2], and the
recently proposed linearized Bregman-based sparse LMS (LB-SLMS) algorithm
[3] show significantly better performance in terms of sparsity of the estimate
and steady state mean-square-error (MSE). In this contribution, we compare
the mentioned algorithms in terms of transient and steady-state performance
for different signal-to-noise ratio (SNR) scenarios. We demonstrate the influence
on the l2-norm cost function surface by adding a sparsity promoting l1- or l0-
norm. The parameter dependency of the algorithms, and the tradeoff between
a low MSE and the sparsity in the estimated impulse response is discussed.
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Furthermore, we present performance plots and improvement strategies for the
LB-SLMS based algorithms providing a faster convergence than the original LB-
SLMS algorithm as well as sparse estimates.

2 Sparse System Identification

Figure 1 depicts a block diagram to identify the finite impulse response of an
unknown system with adaptive filtering. The input sequence x[n] convoluted
with the true system impulse response hT[n] gives the output y[n] = x[n]∗hT[n].
Additive white Gaussian noise (AWGN) is added to the output to model the
measurement noise in a practical application. The signal d[n] = y[n] + w[n] is
used as a desired signal for the adaptive algorithm to estimate the N coefficients
of the impulse response vector hT = [hT[0], . . . , hT[N − 1]]T using the error
signal e[n] = d[n] − ŷ[n], where ŷ[n] = x[n]T ĥ[n] is the estimated output. The
traditional LMS uses the instantaneous cost function J [n] = e[n]2 to calculate
the gradient, which results in the update equation

ĥ[n + 1] = ĥ[n] + μe[n]x[n] (1)

for the estimated impulse response vector using the step-size μ. The idea of the
ZA-LMS and l0-LMS algorithm is to extend the gradient in the update equation
with an algorithm dependent sparsity promoting term p(ĥ[n]) which forces the
small values toward zero.

ĥ[n + 1] = ĥ[n] + μe[n]x[n] − μσ p(ĥ[n]) (2)

This term is a function of the estimated impulse response and is scaled by a
factor σ, which accounts for the l1- or l0-norm part. As shown in [1,4], this
zero-point attracting function causes a biased estimate of the ZA-LMS and l0-
LMS algorithm. The LB-SLMS algorithm enforces sparsity by using a shrinking
function to force the coefficient entries which are below a threshold level λ to
zero.

-
x[n] y[n]

w[n]
d[n] e[n]

ŷ[n]
ĥ[n]

adaptive
algorithm

h[n]

n

Fig. 1. System identification of a sparse system.
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3 Investigated Algorithms

In this section, the ZA-LMS, l0-LMS and LB-SLMS algorithms are discussed,
and the influence of adding an l1- or l0-norm part to the l2-norm cost function
is visualized by using the least-squares cost function. Figure 2 shows the least-
squares cost function surface with the minimum at the optimal coefficients hopt =
[1, 0.5]T . Adding an l1-norm part with the scaling factor σ to the least-squares
cost function results in

J =
N−1∑

i=0

e[i]2 + σ ‖h[n]‖1 . (3)

Using the same approximation for the l1-norm as used in the derivation of the
ZA-LMS in Sect. 3.1, the cost function surface looks like depicted in Fig. 3. For
a better visibility of the l1-norm’s influence, the factor σ is set to a value that is
much larger than typically used in practice. It can be observed that the minimum
is moved towards a sparse solution. A similar effect is observed for adding an
l0-norm part.
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Fig. 2. l2 cost J =
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e[i]2.
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Fig. 3. Combined l1/l2 cost function.

3.1 Zero-Attracting LMS Algorithm

The ZA-LMS algorithm [1,5] aims to minimize the combination of the l1/l2-norm

JZA[n] =
1
2
e2[n] + γ ‖h[n]‖1 . (4)

This results in the estimated impulse response vector update equation

ĥ[n + 1] = ĥ[n] + μe[n]x[n] − μγ p(ĥ[n]) (5)

where γ is the l1-norm weighting factor, and pi(ĥi[n]) = sign(ĥi[n]). To pre-
vent excessive forcing of coefficients with small magnitude to zero, the so called
reweighted zero-attracting least-mean-squares (RZA-LMS) algorithm was intro-
duced [1]. It uses the cost function
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JRZA[n] =
1
2
e2[n] + γ

∑

i

log (1 + ε |hi[n]|) (6)

with the additional parameter ε. This changes the sparsity-promoting term in
(5) to

pi(ĥi[n]) =
ε sign(ĥi[n])

1 + ε
∣∣∣ĥi[n]

∣∣∣
. (7)

Extensions of the ZA-LMS and RZA-LMS with a variable step-size are presented
in [6]. Due to the superior performance of the RZA-LMS over the ZA-LMS, below
we will only present results for the RZA-LMS.

3.2 l0-LMS Algorithm

The cost function of the l0-LMS contains an l0-norm part of the estimated vector

Jl0[n] =
1
2
e2[n] + κ ‖h[n]‖0 , (8)

which is weighted by the factor κ [2]. The nonlinear l0-norm is approximated by
‖h[n]‖0 ≈ ∑

i

(
1 − e−α|hi[n]|), and the exponential function is linearized with

e−α|hi| =
{

1 − α |hi| for |hi| ≤ 1
α

0 else (9)

where α is an additional scaling parameter. The gradient of the cost function
(8), using the mentioned l0-norm approximations, gives the update equation

ĥ[n + 1] = ĥ[n] + μe[n]x[n] + μκp(ĥ[n]) (10)

with the sparsity promoting term

pi(ĥi[n]) =
{

α2ĥi[n] − αsign(ĥi[n]) for |hi[n]| ≤ 1
α

0 else
. (11)

A detailed performance analysis of the l0-LMS for a Gaussian input signal is
presented in [7]. In [8] a variant with an adaptive zero-attractor for applications
with time-varying measurement noise is derived.

3.3 Linearized-Bregman Based Sparse LMS Algorithm

The linearized Bregman iteration based sparse LMS algorithm [3,4] can be seen
as a simplified variant of the linearized Bregman iteration [9–11]. The coefficient
update

e[n] = d[n] − x[n]T ĥ[n] (12)

v̂[n + 1] = v̂[n] + μe[n]x[n] (13)
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is similar to the standard LMS update, but with an important difference: For
the calculation of the instantaneous error e[n], the vector ĥ[n] is used, which is
calculated from v̂[n] via a shrinking function. This shrinking function shrinks
each element ĥi[n] of ĥ[n] by ĥi[n] = shrink (v̂i, λ) = max (|v̂i| − λ, 0) sign (v̂i),
thereby promoting sparsity in the estimate. The threshold parameter λ is a trade-
off between achieving sparse solutions and fast convergence of the adaptive filter.
Choosing a small value employs a fast convergence but more non-zero elements
in the solution and vice versa. We also used a variant of the Linearized-Bregman
based Sparse LMS with an improvement called micro-kicking [12]. Its idea is to
reuse the gradient vector μe[n]x[n] in the next iteration if an iteration does not
significantly change ĥ[n]. This saves computations and can lead to a much faster
convergence of Linearized-Bregman based sparse LMS algorithms [12].

4 Simulation Results

The simulation results are structured as follows. First, the parameter dependency
of each algorithm is investigated. Second, we compare the different algorithms.
The step-size μ of each algorithm is adjusted to give the same normalized mean-
square-error (NMSE) of the estimated impulse response vector at a signal-to-
noise ratio (SNR) of 20 dB and for the particular parameter choices ε = 5, γ =
0.01, α = 0.01, κ = 0.01 and λ = 10 (Fig. 7a). The system impulse response
to identify has 10 coefficients with only three non-zero elements. The location
of these non-zero elements is selected randomly for each realization. All figures
show the averaged results over 1000 simulated random systems with random
uncorrelated input samples from a standard Gaussian distribution.
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Fig. 4. Variation of the parameter γ in the RZA-LMS algorithm (μ = 0.6, ε = 5).
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4.1 Parameter Dependency of the RZA-LMS Algorithm

The RZA-LMS algorithm uses the parameter γ to account for the l1-norm in the
cost function. The overall coefficient NMSE = mean

∑
i(hT[i]− ĥ[i])2/||hT||22 for

i = 0, 1, . . . , 9 at different SNR values and different values for γ is depicted in
Fig. 4a. It can be observed that choosing a small γ results in a better NMSE at
high SNR values. On the other hand, Fig. 4b shows that with lowering γ, the
zero-element NMSEA = mean

∑
i∈A(hT[i] − ĥ[i])2/||hT||22 of the zero positions

A = {i |hT[i] = 0} in ĥ increases. This means a tradeoff between a low MSE of
the non-zero coefficients and a low MSE of the zero coefficients has to be found.

4.2 Parameter Dependency of the l0-LMS Algorithm

For the l0-LMS, the overall coefficient NMSE and the NMSE of the zero-elements
depicted in Fig. 5 show a very similar behavior. The NMSE curves in Fig. 5a
are slightly higher than the curves in Fig. 5b because the error in the non-zero
elements is added. Increasing the l0-norm weighting factor κ increases the error
of the estimation and also the residual power in the zero-elements. Thereby a
small value for κ seems optimal, but as can be seen in Fig. 7a, lowering κ also
slows down the convergence speed. An influence of the parameter α is omitted
due to the limited page space and due to the fact that this parameter has only
a small influence on the performance of the l0-LMS.
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Fig. 5. Variation of the parameter κ in the l0-LMS algorithm (μ = 0.3, α = 0.01).

4.3 Parameter Dependency of the LB-SLMS Algorithm

The coefficient NMSE in Fig. 6a shows only a slight dependency of the parameter
λ. Increasing the parameter λ decreases the NMSE and also produces more sparse
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Fig. 6. Variation of the parameter λ in the LB-SLMS algorithm (μ = 1).

solutions, as depicted in Fig. 6b. Setting the parameter e.g. to λ = 20, produced
a perfectly sparse solution for the simulated test cases at an SNR greater than
7 dB. Consequently, choosing a high value for λ produces sparse estimates with
low NMSE. Unfortunately, increasing the value for λ has a negative influence
on the initial convergence speed of the adaptive filter as can be seen in Fig. 7a.
This drawback can be resolved by extending the LB-SLMS algorithm with the
micro-kicking approach. With micro-kicking, the initial convergence is nearly as
fast as with the RZA-LMS.

4.4 Algorithm Comparison

In this section the investigated algorithms are compared in terms of initial con-
vergence speed and sparsity of the solution. Figure 7a shows the convergence of
the algorithms at an SNR of 20 dB. The step-size of the algorithms is adjusted to
have the same steady-state MSE. The RZA-LMS shows the fastest, and the l0-
LMS the slowest reduction of the NMSE to the steady-state value. The LB-SLMS
algorithm has a slow initial reduction of the NMSE, which can be improved
by the micro-kicking approach. An exemplary result, evaluating the sparsity
in terms of the number of (exactly) non-zero elements is shown in Fig. 7b. It
demonstrates the drawback of the l0-LMS and RZA-LMS algorithms, that the
zero-elements of the estimated coefficient vectors never exactly become zero.
In contrast to that, the sparsity promoting shrinking function of the LB-SLMS
based algorithms sets the elements exactly to zero. It can be observed, that the
LB-SLMS algorithm with λ = 10 produces truly sparse estimates for SNR values
above 12 dB.
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Fig. 7. Performance comparison (ε = 5, γ = 0.01, α = 0.01, κ = 0.01, λ = 10).

5 Conclusion

This paper addresses the issue of sparse system identification and compares the
RZA-LMS, l0-LMS and LB-SLMS algorithms in terms of parameter dependency,
NMSE, convergence speed and sparsity of the solution. By augmenting the l2-
norm cost function by an l1- or l0-norm part, sparsity of the solution can be
enforced. The LB-SLMS algorithms shows a low parameter dependency com-
pared to the RZA-LMS and l0-LMS algorithms, and the drawback of a slow ini-
tial convergence speed can be counteracted by using the so called micro-kicking
approach. The biggest advantage of the LB-SLMS algorithm is its ability to pro-
duce truly sparse estimates where the zero-elements of the coefficient vector are
identified as exactly zero. Furthermore, only the single parameter λ needs to be
selected compared to two parameters for the other algorithms which simplifies
its applicability.

The financial support by the Austrian Federal Ministry of Science, Research
and Economy and the National Foundation for Research, Technology and Devel-
opment is gratefully acknowledged.
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Abstract. In many speech applications the desired speaker is in the
far field, i.e. in teleconferencing, hearing aids, hands-free communication
in cars, home voice control, just to name a few. To still capture a clean
speech signal in a noisy surrounding an acoustic beamformer can be used.
Differential microphone arrays (DMAs) allow for compact microphone
arrangements and show a reasonable speech enhancement performance.
For an optimal performance the microphones used in the array have
to be perfectly matched. In this paper, we investigate the effect of the
microphone mismatch on the performance of first-order adaptive DMAs,
given model data from state-of-the-art micro-electro-mechanical systems
(MEMS) microphones. As an important outcome, our simulations show
that the performance becomes independent of the mismatch with an
increasing number of microphones used.

Keywords: Beamforming · Differential microphone array
MEMS microphones

1 Introduction

The performance of an acoustic beamformer is dependent upon a number of
factors. Major issues are the number of microphones used, the target localization
error, the microphone position error in the array and the microphone’s amplitude
and phase mismatch (denoted as microphone mismatch in the following) to all
other microphones in the array. With regard to the last point, for an optimal
performance the microphones used in the array have to be perfectly matched.

Micro-electro-mechanical systems (MEMS) microphones offer the advantage
to be fabricated simultaneously as a single die providing a much better fre-
quency response matching than conventional electret condenser microphones.
Still, there is potential for further improvement for matching the MEMS micro-
phones. The influence of the microphone mismatch is highly dependent on the
used beamforming algorithm. A differential microphone array (DMA) enables a
theoretically frequency independent beam pattern for small microphone array
configurations with the drawback of an increased white noise gain (WNG) [1].
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The WNG is a measure of the amplification of uncorrelated noise, i.e. sensor
noise, thus indicating the robustness of a beamformer to microphone imperfec-
tions. To mitigate the WNG in DMAs the minimum norm solution (MNS) was
proposed in [1].

In this contribution, the performance of a first-order adaptive differential
microphone array (FOADMA) is analyzed, when used in a speech enhancement
application. Specifically, we investigate the impact of the number of used micro-
phones, the microphone spacing, the microphone signal-to-noise ratio (SNR) and
the microphone mismatch.

2 Adaptive DMAs

An adaptive DMA (ADMA) consists of a fixed and an adaptive part as described
in Sect. 2.1. Realizations of ADMAs are presented in [2,3]. Every DMA is realized
in endfire direction, meaning that the source of interest lies in line of the uniform
line array (ULA). A feature of DMAs is the suppression of interfering sources
by nullforming towards the corresponding directions in the back half of the
microphone array.

2.1 First-Order ADMA

An efficient implementation of the FOADMA first introduced in [2] is shown in
Fig. 1. The conventional first-order implementation needs two microphones.

Fig. 1. Schematic implementation of the first-order ADMA [4, p. 15].

The fixed part of the beamformer is realized as two individual DMAs forming
the so-called forward-facing cardioid Cf(ω, θ) and the backward-facing cardioid
Cb(ω, θ), given in the frequency domain as

Cf(ω, θ) =
[
1 e−jωτ0 cos θ

]
[

1
−e−jωτ0

]
S(ω), (1)
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Cb(ω, θ) =
[
1 e−jωτ0 cos θ

]
[−e−jωτ0

1

]
S(ω), (2)

where S(ω) is the spectrum of the signal source, ω is the angular frequency,
θ is the azimuthal angle and τ0 = δ/c is the delay with the speed of sound c
and the microphone distance δ (cf. Fig. 2(a)). These two outputs are adaptively
combined to obtain the overall output Y (ω, θ) calculated as

Y (ω, θ) = [Cf(ω, θ) − βCb(ω, θ)] HL(ω), (3)

where β is a real valued parameter and HL(ω) is the compensation filter. The
parameter β, ranging between 0 ≤ β ≤ 1, controls the resulting beam pattern
and is updated by the normalized least mean squares (NLMS) algorithm. The
update equation is

βt+1 = βt + μ
y(t)cb(t)

‖cb(t)2‖ + Δ
, (4)

with the step-size μ and the regularization parameter Δ. Figure 2(b) illustrates
the beam patterns of the overall beamformer output for different values of β.

Fig. 2. Beam patterns of the FOADMA: (a) Fixed beamformer outputs; (b) Overall
beamformer output for different values of β.

2.2 Minimum Norm Solution

As mentioned in the introduction, the drawback of DMAs is the white noise
gain (WNG) at low frequencies. This is due to the compensation of the high-
pass characteristic of DMAs (6 dB/octave) as shown in Fig. 3. To mitigate the
WNG in DMAs the minimum norm solution was proposed in [1]. For that, more
than two microphones are used. The resulting filters of the fixed beamformers
are then no longer constructed as simple delay elements (cf. Fig. 1) and can be
described in closed form as

h(ω,α,β) = DT (ω,α)
[
D(ω,α)DT (ω,α)

]−1
β, (5)



Influence of MEMS Microphone Imperfections 173

where D(ω,α) is a constraint matrix and α and β are the design vectors given as

α =
[
1 −1

]T
, (6)

β =
[
1 0

]T
, (7)

for realization of a cardioid pattern. As an example for M = 6 microphones the
constraint matrix is given by (cf. [1])

D(ω,α) =
[
1 e−jωτ0 e−j2ωτ0 e−j3ωτ0 e−j4ωτ0 e−j5ωτ0

1 ejωτ0 ej2ωτ0 ej3ωτ0 ej4ωτ0 ej5ωτ0

]T

. (8)

The authors in [5] extended this concept to ADMAs.

102 103 104

Frequency [Hz]

-20

-10

0

10

M
ag

ni
tu

de
 [d

B
]  = 0°

 = 90°
 = 135°

102 103 104

Frequency [Hz]

-20

-10

0

10
M

ag
ni

tu
de

 [d
B

]

Fig. 3. Directional response of a first-order cardioid for selected angles: (left) Without
and (right) with compensation.

3 Model of the MEMS Microphone Frequency Response
and Mismatch

The microphones under investigation are state-of-the-art digital MEMS micro-
phones [6]. They utilize an omnidirectional pattern at a small package size of
4 × 5 × 1 mm and feature an SNR up to 66 dB. In general a microphone is
an electro-acoustical transducer that operates in three domains: the electrical,
mechanical and acoustical domain. The frequency response of the MEMS micro-
phone can be modeled as a linear combination of the corresponding electro-
mechanic-acoustic parameters. To obtain the overall frequency response all
parameters are usually transformed into the electrical domain and described
as lumped elements [7]. Due to confidential contents of the MEMS microphone
model of our cooperation partner we are not allowed to show details about the
model, but simulations show that the model almost perfectly matches the real
MEMS microphone transfer function [6] as depicted in Fig. 4. Given the model
for the MEMS microphone, the beamformer output given in (3) is extended to

YMEMS(ω, θ) = [Cf(ω, θ) − βCb(ω, θ)] HL(ω)U(ω, θ, γ), (9)
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Fig. 4. Comparison of the measured and simulated frequency response [6].

where U(ω, θ, γ) is the MEMS microphone frequency response. The parame-
ter γ models the frequency response deviation due to manufacturing tolerances
in the production process. Measurements reveal that differences in the fre-
quency responses are determined by a variable lower corner frequency between
16Hz ≤ fcMEMS ≤ 26Hz of the MEMS microphone transfer function. The design
of γ is chosen to map fcMEMS according to

− 1 ≤ γ ≤ 1 ∝ 16Hz ≥ fcMEMS ≥ 26Hz. (10)

4 Simulation Results

To study the influence of the MEMS microphones imperfections on the
FOADMA output we will consider two noise scenarios: A low SNR diffuse noise
field in Sect. 4.2 and a high SNR diffuse noise field with additional reverberation
in Sect. 4.3. Details of the simulation setup are presented in Sect. 4.1.

4.1 Simulation Setup

We investigate FOADMAs with M = 2, 4, 6 microphones and microphone spac-
ings of δ = 1, 5, 10, 15mm. The parameters γm, m = 1, . . . ,M , are equally spaced
between [−1, 1] depending on the number of microphones to ensure the maxi-
mum distance between the microphones lower corner frequencies.

Implementations are based on block processing with the overlap-add method
and 50% overlapping. The used window-type is Hanning and the sample fre-
quency is fs = 16 kHz considering a frame size for the block processing of
29 samples. The step-size of the NLMS is set to μ = 0.01 and the regularization
constant is Δ = 10−4.

All results are averaged over 50 speakers (female and male) randomly selected
from the GRID corpus [8] and are evaluated in terms of perceptual evaluation
of speech quality (PESQ) [9], an ITU recommendation for speech quality assess-
ment. The noise files are selected from the NOISEX-92 database [10].
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4.2 Scenario 1: Diffuse Babble Noise

In this scenario a target speaker with a sound pressure level (SPL) of 70 dB is
located 0.5m in front of the microphone array and is interfered by diffuse babble
noise with a signal-to-interference ratio (SIR) of 6 dB. For the generation of the
diffuse noise field we refer to [11].

Figure 5 shows the results of the speech enhancement performance in terms of
PESQ in dependence of the microphone SNR. Results are illustrated for perfect
microphone matching on the left side, for microphone mismatch on the right
side, and are sorted by the number of microphones from top to bottom. The
unprocessed (UP) signal is the recording of just one microphone in the array
and determines the baseline of the enhancement performance. The other curves
show the results of the FOADMA for different microphone spacings. It can be
seen that the microphone mismatch significantly degrades the speech enhance-
ment performance for a two-element FOADMA. This effect is more distinct for
a smaller microphone spacing and disappears if more microphones are used,
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Fig. 5. Speech enhancement performance of FOADMAs in a low SNR babble noise
scenario for perfect microphone matching (left) and microphone mismatch (right).
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meaning that the performance is independent of the matching for FOADMAs
that utilize more than four microphones. In general a performance gain in com-
parison to the UP signal is achieved, except for the two-element FOADMA with
microphone mismatch.

4.3 Scenario 2: Diffuse Living Room Noise with Room
Reverberations

The second scenario examines the target speaker with an SPL of 60 dB in a
distance of 1 m. The interferer is diffuse ambient living room noise with an SIR
of 26 dB. Additionally, we introduce room reverberations with a reverberation
time of T60 = 0.3 s using the image method in [12].

Results are shown in Fig. 6 and are structured in the same way as in the
previous section. A similar behavior regarding the microphone mismatch can be
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Fig. 6. Speech enhancement performance of FOADMAs in a high SNR living room
noise scenario and additional room reverberation of T60 = 0.3 ms for perfect microphone
matching (left) and microphone mismatch (right).
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observed, although the speech enhancement performance loss due to the mis-
match is less pronounced. However, a performance gain over the entire investi-
gated SNR range is only achieved for FOADMAs with at least four microphones
and microphone spacings greater than or equal to δ = 5mm (with and without
the modeled microphone mismatches). For a spacing of δ = 1mm at least four
microphones with an SNR of 78 dB have to be utilized to improve the speech
quality. This can be explained by the strong amplification of the WNG at small
microphone spacings leading to a microphone noise floor that exhibits the noise
power level of the weak surrounding diffuse living room noise field.

5 Conclusion

This paper addresses the impact of manufacturing tolerances of state-of-the-
art MEMS microphones on the performance of FOADMAs. Given the model of
the microphone mismatch we investigated two simulation setups covering a low
and a high SNR diffuse noise field case. The simulations confirm that a high
microphone SNR is important in low ambient noise situations. Furthermore, to
obtain speech enhancement for small microphone spacings of δ = 1mm using a
two-element FOADMA, perfect matching of the microphones is necessary. On
the contrary, increasing the number of microphones in the microphone array
also increases the robustness of the FOADMA to microphone mismatch. In the
case of at least six microphones the speech enhancement is independent of the
microphone matching for the considered mismatch model.
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Abstract. In this work, we propose an improvement of an established
single lead electrocardiogram (ECG) beat segmentation algorithm based
on the wavelet transform. First, for a particular recording a reference beat
is determined by averaging over a certain amount of beats. Subsequently,
this beat is used to obtain recording specific thresholds and search win-
dows needed for the segmentation of the whole recording. Since noise and
artifacts significantly influence the segmentation process, we show that
using the information provided by the reference beat positively impacts
the results. Specifically, using this global information of the reference
beat, the algorithm becomes more robust against transient noise and
signal abnormalities. Consequently, the proposed approach leads to an
ECG beat segmentation algorithm specifically suited for detecting subtle
relative changes of characteristic time intervals and amplitude levels.

Keywords: ECG beat delineation · ECG beat segmentation
ECG characteristic points · Wavelet transform

1 Introduction

The electrocardiogram (ECG) is a well-established and easy to obtain physiolog-
ical signal of remarkable diagnostic power. It is composed of the concatenation of
single ECG beats, which themselves can be split into single waves (P,Q,R, S, T
wave). Most of its clinically useful information is given by the amplitudes and
durations of the single waves as well as the time intervals between them. Thus,
automated ECG beat detection and the subsequent segmentation into the beats’
waves has been an important subject of research during the past decades.
Algorithms have to be capable of dealing with inter-individual morphology as
well as with common artifacts, characteristic for ECG recordings. Consequently,
there exist many approaches for ECG beat segmentation. One of the most
promising and most extensively evaluated algorithms uses the wavelet trans-
form (WT) and was suggested in [1]. An improved version of the algorithm can
be found in [2]. Although this method generally performs very well, Fig. 1a–c
c© Springer International Publishing AG 2018
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Fig. 1. (a)–(c) Expert and algorithm annotations (top vs. bottom) for different ECG
characteristic points. (a) Algorithm detects wrong Tpeak and Tend for third beat due to
slightly varying morphology. (b) Wrong detection of Tpeak and Tend due to an artifact
and (c) wrong detection of QRSend because of an untypically long S wave.

show some cases where the algorithm fails. This is mainly due to the fact that
the delineation, i.e. the determination of the single waves’ limits and peaks, is
done using local information of the current beat only. This leads to problems in
case that wave shapes slightly differ from one beat to another (Fig. 1a) or in case
of artifacts (Fig. 1b). Additionally specific thresholds and search windows used
for identifying the different waves are set to constant values which could lead to
misdetections of single waves given that the wave shapes are untypical (Fig. 1c).
In this work we suggest a method capable of dealing with the above mentioned
limitations and consequently improving the original approach. Particularly, the
new approach decreases beat-to-beat fluctuations of estimated ECG characteris-
tic points, given that the true morphology of the ECG does not change appruptly
from one beat to another. Figure 1a, e.g., illustrates that the original approach
performs a wrong T wave delineation for the third beat, probably due to tran-
sient noise at the end of the T wave. Assuming that we want to track changes of
the QT interval (QT = Tend−QRSon) over time, such beat-to-beat fluctuations
introduced by the algorithm are very problematic, and are thus decreased by the
approach suggested. In order to assess the robustness of the new approach with
regard to the inter-variety of different patient’s ECGs, the work is evaluated on
the QT database (QTBD) [3], a standard database for testing segmentation algo-
rithms, by comparing our results to those of the algorithm originally provided
in [2].

2 ECG Beat Delineation

2.1 Wavelet Transform of the ECG

The wavelet transform of the ECG signal x(t) is determined by calculating the
inner product of x(t) with dilated as well as shifted versions of a single mother
wavelet ψ(t) ε L2(R)1, defined as

W (b, a) = |a|− 1
2

∫ ∞

−∞
x(t)ψ

(
t − b

a

)
dt. (1)

1 L2(R) is the set of complex valued functions which satisfy
∫ ∞

−∞ |f(t)|2 dt < ∞.
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Dilating and translating the mother wavelet ψ(t) enables to decompose the signal
into a combination of a set of basis functions. As suggested by [1], using the so
called biorthogonal spline wavelet, (1) can be rewritten as

W (b, a) = −a
d

db

∫ ∞

−∞
x(t)φa (t − b) dt, (2)

i.e., the WT is proportional to the derivative (with respect to the translation
parameter b) of a smoothed version of the ECG [4]. Smoothing is performed
by the corresponding scaling filter φ at scale a. Hence, for a particular scale a,
the zero crossing at a specific translation b corresponds to a local maximum or
minimum of the filtered ECG (Fig. 2a). Additionally, maxima and minima of the
WT correspond to maximum positive and maximum negative slopes. Since the
ECG is composed of rising and falling edges (at different frequencies/scales) as
well as local extremes, the WT using the specific mother wavelet is well suited
for our application.

As suggested by [1] the WT is only evaluated for a subset of dyadic scales
a = 2k, k = {1, 2, 3, 4}, leading to the so called stationary discrete wavelet
transform (SDWT), which results in the scales d1 − d4 and can be efficiently
implemented using a filter bank [1]. Based on these scales d1−d4, different valid
wave morphologies can be distinguished, and subsequently onset, peak and end
of the specific waves can be detected (Fig. 2a). Depending on which wave one
is looking for, the information of the according scales d1 − d4 is exploited, since
the P and T waves have significant energy components in scales 3 and 4 (lower
frequencies) while the Q and the S wave are mainly associated with scale 1 and
2 (higher frequencies). The R wave usually influences all scales.

2.2 Delineation Algorithm

The QRS complex is the most striking feature in an ECG and is therefore
detected at first. For that reason we search for local positive maxima (rising
edges) and negative minima (falling edges) in scales d1 − d4 (Fig. 2a), which
will be called modulus maxima (MM) from now on. Chaining the MM of the
different scales, whereas the MM lying closest to each other are connected, lead
to so called MM lines [5]. These initial MM lines are illustrated as dashed lines
in Fig. 2a and are used to identify potential QRS complexes by comparing them
to scale dependent thresholds2. Applying different exclusion criteria to eliminate
non-valid or redundant MM lines, and determining the according zero crossings
of scale d1 leads to a vector of R peak time instants tR (Fig. 2b). These positions
are used to create an average reference beat by calculating the mean of the first
Nb beats of a recording, whereas the beats are sliced and temporally aligned
using tR.

QRS Delineation of the Reference Beat: The algorithm continuous by
detecting the peak positions of the reference beat’s Q and S waves (tQ, tS) as

2 All upcoming relevant thresholds and search windows are listed in Table 1.



182 C. Böck et al.
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Fig. 2. (a) SDWT for scales d1−d4 of different ECG beat morphologies, one covered in
noise, (b) resulting vector tR of R peak time instants, where tR,n is the n-th element of
tR, (c) QRS delineation, (d) valid QRS morphologies and (e) valid T wave morpholo-
gies (normal, inverted, positive biphasic, negative biphasic, ascending, descending).

well as the onset and end of the QRS complex (tQon , tSend) for the mean beat. As
stated in [2] Q and S waves have their main frequency content within scale two.
Hence, the search for significant MM is performed for this scale. Figure 2c shows
the delineation process of the standard QRS complex, whereas the algorithm
starts at the reference beat’s R peak location trefR , which is bordered by a pair
of MM (t′R and t′′R). This pair is related to the maximal slopes of the R wave’s
rising and falling edges. Within a predefined search window SWQRS , we then
search for significant MM before t′R and after t′′R in order to detect the slopes
of the Q and S waves (t′Q, t′S). These significant MM are identified by selecting
MM higher than a threshold

thQ = thq max(|d2[n]|), n εSWQRS , and (3)
thS = ths max(|d2[n]|), n εSWQRS , (4)

whereas thq, ths, and SWQRS are determined using an optimization process
explained further below. If there exist more than one significant MM, the one
best suited is chosen via a criterion based on the distances to t′R or t′′R and the
absolute values of the competing MM. Similarly to the determination of the R
peak, the according zero crossings at scale one are then used to identify the
peaks of the two waves (tQ, tS).

In order to determine the onset of the QRS complex, the algorithm departs
from the earliest significant MM and searches to the left within SWQRS .
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Afterwards three potential candidates for the onset of the QRS complex are
identified, namely the time instant where the absolute value of d2 falls below a
specific threshold for the first time, the time instant of the first local maximum
or minimum found in d2, and the beginning of the search window. Subsequently,
the candidate lying closest to the R peak (the most right one) is defined to be
the onset of the QRS complex. In case that no significant MM are detected (no
Q wave), the search for the onset simply starts at t′R. Finally, the end of the
QRS complex is determined analogously to the onset. Based on the presence or
absence of significant MM and on their signs (positive or negative), we are able
to distinguish between the most common types of QRS complex illustrated in
Fig. 2d.

P and T Wave Delineation of the Reference Beat: In contrast to the QRS
complex, the P and the T waves are slowly varying signals, hence the search for
significant MM is performed at scale four. These MM are identified by selecting
MM higher than a threshold

thP = thp RMS(d4[n]), and (5)
thT = tht RMS(d4[n]), (6)

whereas RMS stands for root mean square. The specific thresholds thp and
tht are determined using an optimization process for the mean beat (explained
below). The simplest case would be to find one positive and one negative signifi-
cant MM leading to the identification of a normal or inverted P/T wave (Fig. 2e,
Beat 1–2). However, there might be invalid MM within the identified set of MM,
e.g., two or more consecutive positive MM. These invalid MM are eliminated via
the following strategies:

– MM lines with a significant MM in scale one (highest frequent scale) are
eliminated since this most probably is some kind of artifact.

– MM smaller than one eighth of the most significant positive and negative MM
are considered to be irrelevant small deflections and are eliminated.

– In case of a biphasic T wave (Fig. 2e - Beat 3–4), the two surrounding MM
must be approximately equal. If this is not the case, one of them is eliminated
based on the distance to the center MM and the absolute values of the MM.

The zero-crossing(s) between the remaining MM correspond to the peak(s) of the
wave and are identified in scale three due to the better time resolution. Finally,
the appropriate type of morphology is determined and onset as well as end of
the P/T wave are defined via a similar strategy as used for the QRS complex
(Fig. 2e).

Optimizing Thresholds and Search Windows: Depending on the patient
and the lead, the single ECG waves vary in height, length, and shape. Hence,
e.g., waves can be very small for a specific patient or lead while they are still
present. Figure 3a shows an example for a small S wave, which is not detected in
case that the threshold ths is too large. On the other hand, the selection of a too
small threshold makes the algorithm more susceptible to noise. Consequently
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it is important to find an appropriate set of thresholds for a specific recording,
which is illustrated in Fig. 3a for selecting ths. The threshold ths is optimized
such that the beats’ shape is approximated best, using only the information
given by the detected ECG characteristic points. For that reason we perform
a shape-preserving piecewise cubic spline interpolation between the ECG char-
acterisitic points to receive an approximation of the beat. Starting, e.g., with
ths = 0.09, as suggested by [2], ths is decreased in order to minimize the mean
square error between the mean beat and the approximation. Simultaneously,
the search window of the S wave is varied within a specific interval. The same
strategy is used for all other thresholds and search windows needed for detecting
significant MM. Table 1 shows all variable and constant thresholds as well as
search windows used for the delineation (based on [2]).

Table 1. Defined thresholds and search windows, (RR is the mean time distance in s
between consecutive R peaks).

thi
QRS , i = 1, 2, 3 th4

QRS thq ths tht thp

RMS(di[n]) 0.5 RMS(d4[n]) [0.03, 0.06] [0.05, 0.09] [0.15, 0.35] [0.01, 0.03]

SWQRS,start SWQRS,end SWP ,start SWP ,end SWT ,start SWT ,end

[trefR − 0.12s,
trefR − 0.06s]

[trefR + 0.06s,
trefR + 0.15s]

trefR −RR/2 QRSon QRSend trefR + 2RR/3

Beat Delineation of the Recording: After setting the recording-specific
thresholds and search windows, ECG beat delineation is carried out for the
whole recording. A crucial step for the detection of the waves’ correct onset,
peak, and end, is the selection of the right MM of the according scales out of
several potential candidates. As shown for the P wave in Fig. 3b, there usually
exist several MM candidates within a specific search window due to noise or other
influences. Assuming that the currently considered beat only deviates slightly
from the mean beat, we select those significant minima and maxima which are
most similar to those of the mean beat, comparing their amplitudes, their dis-
tances to the R peak, and the distances between the MM. If the current beat
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Fig. 3. (a) Optimizing the threshold for the S wave, whereby x̂1 leads to a larger error
than x̂2. (b) Selecting the correct MM for the P wave.
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strongly deviates from the mean beat, as it would be the case for an extrasytole,
the algorithm selects the MM using local information only without considering
the mean beat.

3 Evaluation

The QT database (QTDB) provides more than 3000 manually annotated ECG
beats of 105 different records designed for the evaluation of segmentation algo-
rithms and includes a broad variety of QRS and ST −T morphologies [3]. Hence,
this database is suited to assess the robustness of our algorithm with regard to
the inter-variety of different patient’s ECGs. All beats, which had been manually
annotated by one expert, were extracted and compared to the results provided
by the algorithm. For every ECG characteristic point labeled by the expert, the
time difference e between the expert and algorithm label was calculated. Sub-
sequently we determined the bias e over all beats. Additionally the standard
deviation of e was calculated for every recording and averaged over the num-
ber of recordings leading to σ. Using these two parameters our results can be
compared to those provided in [2].

Table 2 compares the average time difference e as well as the average intra-
recording standard deviation σ for single ECG characteristic points. The aver-
age time differences e between the expert and the algorithm annotations are
slightly larger than those of the original approach. However, considering the fact
that there is no golden rule for the true positions of the ECG characteristic
points, a specific bias to the expert annotations is not considered problematic
since we want to focus on tracking relative changes of ECG intervals and ampli-
tudes. For that reason the average of the intra-recording standard deviations σ
was improved for the most of the ECG characteristic points, indicating that the
undesired beat-to-beat fluctuations, introduced by the algorithm, were decreased
compared to the original approach. An example is shown for the P wave delin-
eation in Fig. 4. In the work of [2] the decision which of the MM to select is
based on local beat criteria only, i.e., the selection of the MM only depends on
the currently segmented beat. As shown in Fig. 4a this leads to a wrong detection
of ECG characteristic points for the second and third beat, which results in high
beat-to-beat fluctuations regarding the position of the P wave. This is prevented
by the new approach (Fig. 4b). Basically, using a mean reference beat for decid-
ing which MM to select, imitates the behavior of physicians, who would also
exploit the information of preceding beats for the delineation of the current one.
Consequently this approach is well suited to track subtle changes of ECG wave
amplitudes and durations as well as the intervals between them, even if some of
the beats are disturbed by transient noise. However, for recordings containing
a lot of irregularly shaped beats, e.g. extrasystoles, this approach is clearly not
suited since averaging the first Nb beats of the recording would already lead to
a non-meaningful reference beat, not appropriate for decision support for any of
the subsequent beats.
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Table 2. Performance comparison between
this work and [2].

This work Orig. app.

#Ann e σ e σ

- ms ms ms ms

Pon 3194 −12.7 11.9 2.0 14.8

Ppeak 3194 −4.7 8.9 3.6 13.2

Pend 3194 2.7 9.9 1.9 12.8

QRSon 3623 −2.4 7.6 4.6 7.7

QRSend 3623 −4.6 8.7 0.8 8.7

Tpeak 3542 −2.0 12.6 0.2 13.9

Tend 3542 −1.8 16.8 −1.5 18.1
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Fig. 4. P wave segmentation (a) of [2] and
(b) of this work.

4 Conclusion

Within this work we have implemented and further improved an ECG beat
delineation algorithm based on the wavelet transform. The individual determi-
nation of the thresholds and search windows as well as the exploitation of the
information given by the reference beat lead to a robust algorithm, which is
specifically suited for detecting minimal changes in a patient’s ECG. The algo-
rithm has been validated using the QTBD and compared to the original approach
provided by [2]. The proposed approach is robust against the inter-variety of dif-
ferent patient’s ECG and reduces the intra-recording standard deviation of the
time differences between the expert and the algorithm annotations.
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Abstract. The main idea of this paper is to show that rational orthog-
onal function systems, called Malmquist-Takenaka (MT) systems can
effectively be used for ECG heartbeat classification. The idea behind
using these systems is the adaptive nature of them. Then the constructed
feature vector consists of two main parts, called dynamic and morpho-
logical parameters. The latter ones contain the coefficients of the orthog-
onal projection with respect to the MT systems. Then Support Vector
Machine algorithm was used for classifying the heartbeats into the usual
16 arrhythmia classes. The comparison test were performed on the MIT-
BIH arrhythmia database. The results show that our algorithm outper-
forms the previous ones in many respects.

Keywords: ECG signals · Heartbeat classification
Rational functions · Malmquist-Takenaka systems
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1 Introduction

The importance of automatic electrocardiogram (ECG) analysis is reflected in
the intense research activity in this area. Reliable computer-assisted cardiac dis-
order detection can efficiently contribute the management of clinical situations.
In this paper we concentrate on the classification problem when each heartbeat
is associated with one of the predefined 16 arrhythmia [19] types in PhysioNet
[8]. There have several methods been published so far using various kinds of
feature extraction methods and classification algorithms [2,10,12,17,18,20,22].
A common approach is to combine dynamic and morphological features, where
the morphological features are generated by means of a proper transformation
of each heartbeat. Then a machine learning classification algorithm is applied.
Review of the relevant literature can be found in [14,21]. The methods are usu-
ally validated through the standard MIT-BIH arrhythmia database (distributed
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by the Massachusetts Institute of Technology and the Boston’s Beth Israel Hos-
pital) [15] that consists of more than 100 000 heartbeats of 48 signals providing
reference annotations for each heartbeat, including the location of the QRS com-
plex and the manually specified class of the heartbeat. The performed evaluation
schemes are either ‘class-oriented’ or ‘subject-oriented’.

The novelty in our paper is the use of rational function systems [4,5] to
extract morphological features. We note that the use of the well known orthog-
onal transformations, like the classical trigonometric, wavelet etc. have a long
history in this area. The reason why we prefer rational function systems for
heartbeat classification is the adaptivity. Namely, the so-called poles that deter-
mine the system can be adjusted to the individual signal. Another reason why
these system perform well in ECG processing is that the elementary rational
functions imitate the shapes of the natural segments, i.e. the P and T waves and
the QRS complex of heartbeats. Therefore there is a direct connection between
the shape of the ECG curve and the poles and coefficients of the rational system.
We note that in recent years, several papers [4–7,11,13] have appeared on using
rational transforms for heartbeat detection, and for compressing, approximating
ECG signals.

We tested the heartbeat classification method developed in this paper on the
MIT-BIH arrhythmia database with 16 classes using the ‘class-oriented’ evalu-
ation scheme, in which followed the common methodology described in [2,14].
The classification was made for a combination of morphological as dynamic fea-
tures with using support vector machine (SVM) classifier, and two-lead fusion.
Finally we performed comparison test on our and on the other known methods.

2 Rational Orthogonal Systems

Our method is based on modeling the signal by rational functions. To this order
let us take the basic rational functions of the form

ra,k(z) =
1

(1 − az)k
(a ∈ D, k ∈ N, k ≥ 1),

where D is the unit disc of complex numbers. a is called the inverse pole and
k is the degree of ra,k. Suppose we have n ∈ N distinct inverse poles {ak ∈
D : k = 0, . . . , n − 1}, and each of them is associated with multiplicity mk ∈ N

(k = 0, . . . , n − 1). They define the set of basic rational functions {rak,jk : k =
0, . . . , n−1, jk = 1, . . . ,mk}. We consider these functions on the torus T = {z ∈
C : |z| = 1}, which can be naturally associated with the interval [−π, π) (Fig. 1).
Then we take the usual scalar product 〈f, g〉 = 1

2π

∫ π

−π
f(eit)g(eit) dt, where f,

and g be complex valued square integrable functions on T. Using the Gram–
Schmidt orthogonalization process with respect to the above collection of basic
functions and scalar product we obtain an

∑n−1
k=0 mk dimensional Malmquist–

Takenaka type orthonormal system. We note that it is not necessary to perform
the orthogonalization process since there is an explicit form for the Malmquist-
Takenaka functions expressed by the so called Blaschke functions. For general
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Fig. 1. Real (blue) and imaginary (red) part of rational basic functions (inverse pole
magnitude 0.8, order 1 to 4). (Color figure online)

reference on rational systems we refer the reader to [9]. In summary, if the
poles and multiplicities are given then a rational orthogonal system on [−π, π]
is determined.

3 Methodology

In this section we provide a detailed description about the proposed method, that
consists of six stages: preprocessing, heartbeat segmentation, pole identification
for the rational transform, feature extraction, classification and two-lead fusion.

3.1 Preprocessing and Heartbeat Segmentation

Raw ECG signals suffer from several type of distortions, like noise, power-line
interference, baseline wander, electrode displacement and muscle movement arti-
facts. To suppress these effects, we applied baseline wander correction using
wavelet-transform [23], and low-pass filtering with cutoff frequency of 35 Hz to
remove high-frequency noise [2].

ECG signals are quasi-periodic, containing subsequent heartbeats, where one
beat typically consists of three wave components (P wave, QRS complex, and T
wave). Although the durations of heartbeats vary with time we will use a fixed
window size corresponding to the typical length as it was done in [22]. Namely,
we take 99 samples (0.28 s) preceding and 200 samples (0.56 s) succeeding the
annotated R peak, i.e. a total of 300 samples. This may raise problems, e.g.
when the heart rate is high, the next heartbeat can overlap. On the other side the
window is normalized and contains the relevant information about the heartbeat.
We also note that in real application, a reliable automatic R peak detector is
required.

3.2 Rational Transform

In this study, heartbeat segments are represented by rational functions using real
MT-systems, defined in Sect. 2. This process is called adaptive transformation
technique consisting of two steps. Namely, it includes a non-linear optimization
problem, where the task is to find the optimal inverse pole combination that
determines the system itself. Here the questions are the number, multiplicities
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and actual positions of the inverse poles. The second step is to perform orthog-
onal projection according to the specified system.

We propose to use a fixed (2, 4, 2) inverse pole configuration for each patient
and to use optimization with respect to their positions only. The natural seg-
mentation of ECG signals consists of three main waves (P wave, QRS complex,
T wave) therefore it is reasonable to work with three poles. The arguments of
the poles hold information about the locations, and the magnitudes carry infor-
mation about the shapes of the waves. Choosing a pole order 4 for the QRS
complex is justified by its higher complexity. With these fixed pole combination,
we suggest to find one pole-triplet assigned to individual patients. There are
several options available to find proper patient-specific pole combinations. The
optimization depends on the optimization method, the objective function, and
the initial guess. Our choice for the optimization method was the Hyperbolic
Nelder-Mead algorithm [6,16]. It is a fast and effective derivate-free method
that has already been utilized to pole identification problems. We modified the
original concept in order to apply the method to a set of heartbeats at the
same time. The objective function is the summarized L2 errors of the individ-
ual heartbeats from the first 5 min. For a good initial guess we took the virtual
heartbeat, which was the average of the heartbeats from the first 5 min. After
this smoothing, the P and T peaks are determined as the locations of the most
prominent local maxima before and after the QRS complex. Finally, the initial
values of the complex arguments of the inverse poles are defined according to
these locations, and fixed values are used for magnitudes. This idea is based on
the time-localization property of the basic rational functions, and our tests show
that it is a good initial guess. The optimization method was used to each of
the records independently, then the rational transform with the patient-adapted
pole triplet is applied to each heartbeats of the record. Figure 2 demonstrates
the result of pole identification and heartbeat representation applied to the first
record (#100) of the MIT-BIH database.

This results in an adaptive and stable pole selection. Moreover, the poles hold
information about the average behaviour of the patient’s heart. Furthermore,
each heartbeat of a patient’s record is represented in the same, patient-specific
rational basis, thus the coefficients of the projection have a comparable meaning.
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Fig. 2. Optimal inverse poles of signal #100; a normal and a ventricular ectopic (PVC)
heartbeat (blue) and their rational approximations (red, shifted). (Color figure online)
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3.3 Feature Vector Extraction

We propose to generate morphological features based on the adaptive rational
transform. As we described in the previous sections, the rational transform holds
frequency and time information about the signal. Furthermore, direct morpho-
logical information can be extracted from the projection, due to the suggested
patient-adapted pole identification method and the connection between ECG
waveforms and the basic rational functions. In this study, after the patient-
specific optimal pole combination is identified, the rational orthogonal projection
is calculated using the three poles with (2, 4, 2) multiplicities. The 16 coefficients
of the real MT system are used as morphological features.

Beside the morphological descriptors, the dynamic RR interval features is
added to the feature vector, to describe the dynamic behaviour of the heart.
According to the literature, 4 RR interval features are considered, the length of
the previous and next RR interval (pre-RR and post-RR), the mean of the RR
intervals in the previous 10 s and 5 min (local and average RR).

3.4 Classification

The performance evaluation of the proposed method was performed following the
‘class-oriented’ scheme on the MIT-BIH arrhythmia database. The heartbeats of
the whole database are clustered according to the arrhythmia classes and split
into training and test dataset. From each cluster a certain fraction of heartbeats
are selected randomly to the training dataset, the rest of the heartbeats are put
to the test dataset. The selected fraction is 13% for normal beats, 40% for bigger
classes, and 50% for smaller classes, a total of 22% of the whole database. The
details are given in Table 1.

In this study, support vector machine (SVM) classifier [3] is utilized to classify
the heartbeats into one of the 16 classes. We applied the multi-class extension
of SVM following the one-against-one (OAO) approach, with radial basis func-
tion (RBF) kernel, where the model parameters (regularization parameter and
kernel width) are automatically selected using tenfold cross-validation on the
training dataset. Then an SVM classifier model is trained using the training
dataset. Finally, the heartbeats of the test dataset are classified based on the
trained model, providing a class prediction and probability estimates. We used
the LIBSVM package [1] to implement the SVM-related algorithms.

3.5 Lead Configuration and Fusion

The MIT-BIH arrhythmia database provides two-lead signals, the proposed
method could be applied to both of the leads independently. The final classi-
fication decision can be improved if we combine the results derived from the
two leads. Following the literature, we considered different approaches. The
Bayesian fusion approach combine the probability estimates of the two classifier
to fused probability estimates, the final class prediction is decided according to
this fusion. The rejection approach rejects heartbeats where the two classifier
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gave different class predictions. A small amount of heartbeats will be excluded
from classification (i.e. no class prediction is made), but for the remaining beats
the predictions are more reliable. Later, the rejected heartbeats can be reviewed
by physicians.

We note that instead of using individual pole combination for the two leads,
it is also reasonable to use the same pole combination for both of the leads. This
modification is not discussed in details, since the results are almost identical, yet
the concept can be interesting in a future research.

4 Results

In this section we evaluate the proposed classification method and discuss the
results. Our method yields accuracy of 99.05% based on the first lead, and
98.65% based on the second. The combined accuracy is 99.38% with Bayesian
fusion approach, and 99.66% with rejection approach (1.56%, 1377 beats were
rejected). A detailed evaluation is provided in Table 1. Here two performance
metric is calculated for each heartbeat classes, based on the number of true
positives (TP), false positives (FP), and false negatives (FN): the sensitivity
(Se = TP/(TP + FN)) and the positive predictivity (+P = TP/(TP + FP)).

Table 1. Summary of classes, training and test datasets, and performance evaluation

Heartbeat Total Train Test Bayesian fusion Rejection

Class a. Num. % Num. Num. TP Se% +P% TP R Se% +P%

NOR N 75016 13 9753 65263 65010 99.61 99.75 64233 898 99.79 99.87

LBBB L 8072 40 3229 4843 4839 99.92 99.94 4816 26 99.98 100.00

RBBB R 7255 40 2902 4353 4347 99.86 99.72 4342 7 99.91 99.84

APC A 2546 40 1019 1527 1436 94.04 94.97 1388 85 96.26 96.86

PVC V 7129 40 2852 4277 4225 98.78 96.53 4084 167 99.37 98.08

PACED / 7024 40 2810 4214 4210 99.91 99.88 4198 15 99.98 99.95

AP a 150 50 75 75 59 78.67 92.19 51 14 83.61 100.00

VF ! 472 50 236 236 229 97.03 100.00 221 13 99.10 100.00

VFN F 802 50 401 401 347 86.53 89.20 310 66 92.54 94.51

BAP x 193 50 97 96 93 96.88 100.00 89 6 98.89 100.00

NE j 229 50 115 114 104 91.23 64.60 96 12 94.12 73.85

FPN f 982 50 491 491 485 98.78 96.61 474 15 99.58 97.93

VE E 106 50 53 53 48 90.57 100.00 48 2 94.12 100.00

NP J 83 50 42 41 39 95.12 88.64 33 7 97.06 91.67

AE e 16 50 8 8 2 25.00 66.67 1 3 20.00 100.00

UN Q 33 50 17 16 0 – – 0 4 – –

Total 16 110108 22 24100 86008 85473 99.38 99.38 84384 1340 99.66 99.66

Information in this table (columns from left to right): heartbeat class and annotation; total
number of processed beats; fraction and number of training beats; number of test beats;
number of true positives (TP), sensitivity (Se), positive predictivity (+P) of Bayesian fusion
approach; number of rejected beats (R), TP, Se, +P of rejection approach.
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Table 2. Comparison of the proposed method and the reference works

Method Feature vector Classifier Accuracy

Lagerholm et al. [12] Hermite SOM 98.49%

Prasad and Sahambi [18] Wavelet + RR ANN 96.77%

Osowski et al. [17] HOS + Hermite SVM 98.18%

Rodriguez et al. [20] Waveform DT 96.13%

Jiang et al. [10] Wavelet + ICA SVM 98.86%

Ye et al. [22] Wavelet + ICA + RR SVM 99.32%

Proposed method Rational + RR SVM 99.38%

We compared our method to earlier results published [10,12,17,18,20,22]
which also adopt the ‘class-oriented’ scheme with 16 classes. The comparison is
provided in Table 2. We can conclude that the proposed method improves the
performance of the previous results, reaching higher overall accuracy level.

Finally, we conducted a robustness test. Following the literature in [14,22],
we experimented the robustness of the feature extraction method by displacing
the QRS locations with an artificial jitter (Gaussian-distributed random variable
with zero mean and standard deviation of five samples). This test simulates the
uncertainty of the automatic R-peak detectors. An overall accuracy of 99.06%
(99.54% with 2.44% rejection) is reached, that confirms the desired robustness
of our method.

5 Conclusion

In this paper, we proposed an automatic heartbeat classification approach for
arrhythmia types. The novelty of our concept is to apply an adaptive rational
transform to the heartbeats for feature extraction. We represented the beats with
a rational orthogonal projection using patient-specific poles, then we extracted
morphological features as the coefficients of this projection. The performance
evaluation with SVM classifier and two-lead fusion on the benchmark MIT-BIH
arrhythmia database yields an accuracy of 99.38% (99.66% with 1.56% rejection).

Our future research interests include to improve the classification accuracy
(e.g. incorporate adaptive segmentation techniques), to develop patient-specific
methods, and to build a real application out of our concept.
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13. Lócsi, L.: Approximating poles of complex rational functions. Acta Univ.
Sapientiae-Math. 1(2), 169–182 (2009)
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Abstract. In this paper we develop an adaptive electrocardiogram
(ECG) model based on rational functions. We approximate the original
signal by the partial sums of the corresponding Malmquist–Takenaka–
Fourier series. Our aim in the construction of the model was twofold.
Namely, besides good approximation an equally important point was
to have direct connection with medical features. To this order, we con-
sider the rational optimization problem as a special variable projection
method. Based on the natural segmentation of a heartbeat into P, QRS,
T waves, we use three complex parameters, i.e. the poles of the rational
functions. For the optimization of the parameters, we apply constrained
optimization. As a result every pole corresponds to one of these waves.
We developed and tested our method by using the MIT-BIH Arrhythmia
Database.

Keywords: Malmquist–Takenaka system · Constrained optimization
ECG modeling

1 Introduction

Certain problems in signal processing like compression, feature extraction, clas-
sification, etc., can be interpreted as approximation and optimization problems.
To this end, an appropriate function space H with norm ‖·‖ is chosen first to the
given problem and the signals are considered as members of this space. In order
to simplify the representation, linear models are preferred. Then, the signals
f ∈ H are usually modeled by linear combinations of the elements of a specific
function system {Φk | 0 ≤ k < n} ⊂ H in such a way that the approximation
error is minimized:

dist(f,S) := min
g∈S

‖f − g‖ = ‖f − ˜f‖, (1)

where S = span {Φk | 0 ≤ k < n}. For instance, in [3,4], the ECG signals were
considered as elements of H = H2(D), the Hardy space on the open unit
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disk D, while the function system was the so-called Malmquist–Takenaka (MT)
system:

Φk(a; z) =

√

1 − |ak|2
1 − akz

k−1
∏

j=0

z − aj

1 − ajz
(z ∈ D, 0 ≤ k < n), (2)

where a := (a0, a1, . . . , an−1) ∈ D
n denotes the inverse pole vector of these

rational functions. One can show that for any f ∈ H2(D) the radial limit function
f(eit) := limr→1−0 f(reit) also exists, which belongs to L2(T) (see e.g., [12]). In
this case the norm in Eq. (1) can be written as ‖f‖ = ‖f‖L2(T), where T denotes
the unit circle (or torus) and ‖.‖Lp(T) is the usual Lebesgue norm. Therefore one
can define a scalar product in H2(D) by

〈f, g〉 :=
1
2π

∫ π

−π

f(eit)g(eit) dt (f, g ∈ H2(D)). (3)

The MT system is an orthonormal function system with respect to this scalar
product, hence 〈Φi(a; ·), Φj(a; ·)〉 = δij (0 ≤ i, j < n) for any a ∈ D

n. Thanks to
this property and the fact that (H2(D), 〈·, ·〉) is a Hilbert space, the orthogonal
projection to S(a) := span {Φk(a; ·) | 0 ≤ k < n} gives the solution to the mini-
mization problem in Eq. (1). The orthogonal projection can be easily calculated
as

S(a) � ˜f(a; z) :=
n−1
∑

k=0

〈f(·), Φk(a; ·)〉Φk(a; z), (4)

where a ∈ D
n is a given inverse pole vector. Note that the subspace S(a) depends

on the parameter vector a (cf. Eq. (1)), thus the rational approximation ˜f(a; z)
is an adaptive signal model.

Proper selection of the features is of key importance in data reduction prob-
lems such as signal compression, smoothing and classification. Hence the param-
eter vector a must be adequately chosen. To this end the following optimization
problem is considered:

min
a∈Dn

r2(a) := min
a∈Dn

‖f(·) − ˜f(a; ·)‖, (5)

where r2(a) is the so-called variable projection functional [6].
We will apply this adaptive model for ECG signals f ∈ H2(D). The optimal

inverse pole vector a ∈ D
n, which minimizes r2(a), is determined by global and

local optimization techniques. Additionally, in order to restrict the search space
of the optimization we will develop constraints related to medical features of
the electrocardiogram. The performance of these algorithms are demonstrated
on real ECG signals of the PhysioNet MIT-BIH database [5]. Note that our case
study includes only ECGs, however, the proposed algorithm can be applied to
other signals as well (see e.g., [11]).
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2 Optimization

For a given vector of inverse poles a ∈ D
n the MT system is completely defined

by Eq. (2). These inverse poles can also be repeated m0,m1, . . . ,mn−1 number of
times. In what follows, we denote the vector of different inverse poles by a ∈ D

n

and the corresponding multiplicities by m ∈ N
n
+. The vector a ∈ D

n along with
m ∈ N

n
+ define the following inverse pole vector:

b := (a0, . . . , a0,
︸ ︷︷ ︸

m0

. . . , an−1, . . . , an−1
︸ ︷︷ ︸

mn−1

) ∈ D
N , (6)

where N = m0 + m1 + . . . + mn−1. Hereinafter, we will consider the MT system
{Φk(a,m; ·) | 0 ≤ k < n} := {Φk(b; ·) | 0 ≤ k < n}.

Following [4], we choose three different inverse poles a = (a0, a1, a2), which
are related to the QRS complex and the T, P waves of the heartbeats. Using
the fact that the QRS complex is the most significant wave among those three,
we choose m0 to be greater than m1 and m2 (see e.g., Table 1). According to
these heuristics, we need to find the optimal positions of the inverse poles a0, a1

and a2. To this end, we minimize the variable projection functional in Eq. (5).
We apply the trust-region [9] and the particle swarm optimization (PSO) [7]
techniques to this optimization problem. In the former case, the cost function
is locally approximated by a quadratic model, which is used to predict the next
step toward the minimum. In our experiments we utilized the lsqnonlin routine,
which is the MatLab implementation of trust-region-reflective algorithm. PSO
is a stochastic search method that evaluates the cost function at several points
in an iteration. Thanks to these trials we can explore the main characteristics
of the cost function. Thus, the PSO has less chance for being trapped in local
optima. Here, we used the hyperbolic variation of the PSO algorithm (HPSO)
that keeps the candidate poles inside D via the Poincaré disk model [8].

Note that minimizing r2 in Eq. (5) is already a constrained optimization prob-
lem, since all the inverse poles should lie inside D (the torus T is not included).
In order to get a compact search space we derive further restrictions for these
parameters based on medical features of the ECG.

3 Constraints for Modeling ECGs

In a cardiac cycle, the heart produces a signal that contains four entities called
P, T, U waves and the QRS complex. Generally, the amplitude of the U wave is
not significant, hence we will consider the P, T waves and the QRS complex only.
The shapes of these waves are quite similar to those of the individual members
of the MT system, which gives one of the main motivations of using rational
functions in ECG signal processing (see e.g., [4]). In Fig. 1, we restricted the
first element of the MT system to the unit circle and displayed the real part
of Φ0(a,m; eit) (t ∈ [−π, π)), where a = a0 = 0.5 + 0i and m = m0 = 1.
Notice that this function gives the basic shape of the approximated P, QRS and
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Fig. 1. Real part of the first element of the MT system at T.

T curves. Therefore, we will use this property to derive the constraints for the
inverse poles.

Let us consider the simple case, when we approximate only the QRS complex
of a heartbeat. To this end, we need to optimize only one inverse pole a0 ∈ D,
which is repeated m0 ∈ N+ number of times. If a0 = reiα (r ∈ [0, 1), α ∈
[−π, π)), the real part of Φ0(a0,m0; eit) at t ∈ [−π, π) (cf. Eq. (2)) is as follows:

g(r, α; t) := Re Φ0(a0,m0; eit) =
√

1 − r2 · 1 − r cos(t − α)
1 − 2r cos(t − α) + r2

(t ∈ [−π, π)).

The angle α is interpreted as a translation parameter that provides a good time
localization property. Namely, the optimization of the angle of the inverse pole
is equivalent to finding the position of the waves. In order to predict the onset
and the offset of the QRS complex we apply the well-known Pan–Tompkins
algorithm [10]. These points can be naturally represented on the interval [−π, π]
and are denoted by QRSon and QRSoff . Then, the constraints for the angles
can be defined as follows:

−π ≤ αP ≤ QRSon, QRSon ≤ αQRS ≤ QRSoff , QRSoff ≤ αT ≤ π.

These constraints are demonstrated in Fig. 2(b). Before turning to the restriction
of the radius r, we note that the translation in time does not change the shape
of the curve g(r, α; t). Thus, for the sake of simplicity we will consider the case
α = 0 in the rest of this section.

The radius r of the inverse pole is a kind of dilation parameter, which is
shown in Fig. 1(b). It is easy to see that g(r, 0; t) ≥ h(r) =

√
1 − r2/(1 + r).

Therefore, we will examine the function g∗(r; t) := g(r, 0; t) − h(r) instead. We
set the constraints rlb ≤ r ≤ rub for the dilation r such that p percentage of the
overall area, i.e. the integral of g∗(r; t) should be concentrated into the interval
[−w,w]:
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p ·
∫ π

−π

g∗(r; t)dt ≤
∫ w

−w

g∗(r; t)dt. (7)

These integrals can be easily calculated by taking the primitive function of g∗:

G∗(r; t) :=
√

1 − r2 ·
(

arctan
(

r − 1
r + 1

cot
t

2

)

+
t

2
− t

1 + r

)

. (8)

Using the fact that g∗ is an even function we get:
∫ π

−π

g∗(r; t)dt = 2 · (G∗(r;π) − G∗(r; 0)) = 2πr ·
√

1 − r2

1 + r
,

∫ w

−w

g∗(r; t)dt = 2 · (G∗(r;w) − G∗(r; 0)) = 2G∗(r;w) + π
√

1 − r2 =: I(r, w).

Hence, the inequality in (7) can be simplified to the following form:

0 ≤ arctan
(

r − 1
r + 1

cot
w

2

)

+
w

2
− w

1 + r
+

π

2
− p · πr

1 + r
=: u(p,w; r). (9)

The trivial solution of this inequality is r = 0 for which u(p,w; 0) = 0. We will
show that the function u(p,w; r) (p ∈ (0, 1) w ∈ (0, π)) has at most one root for
r ∈ (0, 1). To this end, let us consider the derivative of the right hand side with
respect to r:

∂u

∂r
=

1
(1 + r)2

⎛

⎜

⎝
w − pπ +

2 cot w
2

1 +
(

r−1
r+1 cot w

2

)2

⎞

⎟

⎠
. (10)

If pπ ≤ w, the derivative ∂u/∂r is positive and so (9) holds for every r ∈ [0, 1].
In case pπ > w, the derivative ∂u/∂r has at most one root in (0, 1). Indeed, we
can express r in the form

r =
1 − c

1 + c
, where c = tan

w

2
·
√

2 cot w
2

pπ − w
− 1. (11)

If the square root in the definition of c exists and c ∈ (0, 1), then
1 − c

1 + c
is

the unique root of ∂u/∂r in the interval (0, 1). Hence, for fixed p ∈ (0, 1) and
w ∈ (0, π), the function u(p,w; r) (r ∈ (0, 1)) has at most one extremum. On one
hand, if the value at this point is positive, then u(p,w; 0) = 0 and u(p,w; 1) =
(1 − p)π/2 > 0 imply that the inequality in (9) holds for every r ∈ [0, 1]. The
same is true, when the extremum does not exists. On the other hand, a negative
minimum along with the continuity of u and u(p,w; 1) > 0 provide a unique
root rw, and (9) holds for every r ∈ [rw, 1]. In order to find rw we applied the
MatLab fzero routine, which was initialized by r0=1.
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Fig. 2. Constrained optimization of an ECG signal. (Color figure online)

Now, we can derive the heuristics for the radius of the inverse poles corre-
sponding to P, T waves and the QRS complex. Namely, we demand that 70%
of the overall integral of g∗ should be concentrated into the interval [−w,w].
To this end, we set p = 0.7, while the length of the interval should be equal
to the average duration of the P, T waves and the QRS complex. According
to Table 3.1 in [2], we recall the average length of the QRS complex, which is
100 ms ± 20 ms. Then, we set wlb = 120/2ms, wub = 80/2ms and compute the
nontrivial solutions rlb, rub for Eq. (9). These values defines the lower and upper
bounds for the radius of the inverse pole corresponding to the QRS complex:
rQRS ∈ [rlb, rub] ⊆ [0, 1]. The average duration of the P wave is 110 ms ± 20 ms,
thus we can repeat our calculations by setting wlb = 130/2ms, wub = 90/2ms.
The onset of the QRS complex and the offset of the T wave defines the QT inter-
val. The duration of the QT segment varies with the heart rate, which can be
predicted by the length of the RR intervals. The corrected QT interval is called
QTc = QT/

√
RR. The average length of the QTc interval is 400 ms ± 40 ms.

In order to estimate the average maximum/minimum width of the T wave we
apply the following formulas:

max T width =
√

RR · max QTc − min ST − min QRS,

min T width =
√

RR · min QTc − max ST − max QRS.

where ST denotes the average length of the ST segment: 70ms ± 10ms. The
constraints for the inverse pole of the T wave are wlb = max T width/2ms, wub =
min T width/2ms, which depend on the heart rate. Note that for the MT system,
the variable projection functional r2(a) is a continuous function. In addition, we
can restrict the original search space D

n to a compact domain by using our
constraints. Hence, the solution to the new constrained optimization problem
exists. One can see an example in Fig. 2(a), where we displayed the constraints
corresponding to the ECG in Fig. 2(b). The middle points of the red, blue and
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green domains are marked by white circles, which are the initial points of the
MatLab lsqnonlin optimization. The cyan squares mark the optimal inverse
poles after 10 iteration of the algorithm, while the corresponding approximation
(red curve) is displayed in Fig. 2(b).

4 Experiments

We test the efficiency of the proposed method on real ECG signals of the Phy-
sioNet MIT-BIH Arrhythmia Database [5]. The dataset includes 48 half-hour
long two-channel ambulatory ECG recordings, which are sampled at 360 Hz. It
is worth mentioning that the duration of the T wave strongly depends on the
heart rate. In order to test how the lengths of the heart beats affect the con-
straints and so the optimization, we choose a subset of the records: 117 and 119.
The latter one is ideal for testing this phenomenon, since it contains extremely
varying periods (see e.g., [1]).

In the experiment, we segmented the first channel of the whole records into
more than 3500 heart beats. Then, we applied different approaches to solve the
optimization problem in Eq. (5). On one hand, we executed the HPSO for opti-
mizing the inverse poles in the whole unit disk. Recall that the HPSO does not
need any constraints to keep the inverse poles inside D [8]. Here, the size of the
swarm and the number of iteration were equal to 30. On the other hand, we
restricted the search space and applied the constraints in Sect. 3 along with 10
iteration of the lsqnonlin MatLab routine. We evaluated the results by the
percent root mean square difference (PRD), which is a conventional measure of
the numerical distortion in ECG signal processing. The PRD of the approxima-
tion ˜f(a; ·) in Eq. (4) can be defined as

PRD :=

∥

∥

∥f(·) − ˜f(a; ·)
∥

∥

∥

∥

∥f(·) − f
∥

∥

× 100,

where f denotes the mean of f . Note that we used Intel Core i5-4570 3.2GHz
CPUs for testing. Table 1 shows the average execution time and the PRDs for
various multiplicities m of each record. The result of the HPSO can be used as
a reference to the proposed constrained optimization algorithm. Although the
HPSO produced better PRDs, the difference is less than 2.6% and 1.6% for the
records 117 and 119, respectively. In addition, the price of robustness is paid
in the speed of the HPSO, which is about 10 times slower than the lsqnonlin
method.

We implemented the proposed algorithm in MatLab. The procedures that
construct the appropriate constraints for an ECG, the optimization and the
experiments are available at the website: http://numanal.inf.elte.hu/∼kovi/
docs/pubs/ConstrainedVarPro.rar.

http://numanal.inf.elte.hu/~kovi/docs/pubs/ConstrainedVarPro.rar
http://numanal.inf.elte.hu/~kovi/docs/pubs/ConstrainedVarPro.rar
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Table 1. PRDs for various inverse pole configurations and optimization methods.

PRDs (%) of the constrained lsqnonlin Average (sec)
execution time

m = (3, 2, 2) (4, 2, 2) (4, 3, 3) (5, 4, 4) (6, 4, 4) (7, 5, 5) (8, 4, 4) (8, 6, 6)

117 16.93 15.81 11.30 8.80 8.72 7.69 8.58 7.30 355

119 12.24 10.15 8.49 5.94 5.42 4.60 4.98 4.01 445

PRDs (%) of the unconstrained HPSO Average (sec)
execution time

m = (3, 2, 2) (4, 2, 2) (4, 3, 3) (5, 4, 4) (6, 4, 4) (7, 5, 5) (8, 4, 4) (8, 6, 6)

117 14.76 13.24 9.59 7.95 7.66 7.11 7.28 6.72 3907

119 12.02 9.10 6.96 4.57 4.18 3.44 3.70 3.02 4284
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Abstract. In this work, we consider the realization of stochastic com-
puting in the microfluidic domain. To this end, we exploit the fact that
both, the bit streams and the operations required for stochastic comput-
ing can be realized in microfluidic systems through droplet streams and
microfluidic gates. Simulating the trajectory of the individual droplets
through the microfluidic gates confirmed the validity of our approach.

Keywords: Droplet-based microfluidics · Microfluidic computing
Microfluidic gates · Stochastic computing

1 Introduction

Droplet-based microfluidic systems refer to systems, where tiny volumes of fluids,
so-called droplets, flow in channels of micrometer scale [1]. Currently, such sys-
tems are frequently used as platform for the realization of Labs-on-Chip (LoC)
devices, where droplets contain biological/chemical samples and undergo several
processes to execute certain laboratory experiments, e.g., DNA sequencing, cell
analysis or drug discovery [1,2]. But beyond that, droplet-based microfluidics
recently also found interest in domains such as information transmission and
simple computing.

For example, a simple droplet-based communication system was proposed
for the first time in [3]. This idea was later extended in [4] by introducing
different methodologies for information encoding using droplets, e.g., the pres-
ence/absence of droplets or the distance between two consecutive droplets. With
respect to using microfluidic systems for computing, initial work has been con-
ducted in [5,6]. Here, the presence/absence of a droplet is used to represented
Boolean values, while their flow through a dedicated microfluidic system realizes
the desired Boolean functions.

In this work, we further extend these concepts in order to realize stochastic
computing (SC, [7]) in the microfluidic domain. In SC, real numbers between 0
and 1 are represented by a stochastic bit stream which allows to realize usually

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 204–211, 2018.
https://doi.org/10.1007/978-3-319-74727-9_24
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complex arithmetic operations (such as a multiplication) through very simple
logic gates (such as an AND gate) – yielding substantially more compact real-
izations of circuits. The fact that both concepts (the bit streams and the oper-
ations) can be realized in microfluidic systems (namely as droplet streams and
microfluidic gates [5,6], respectively) motivates a more detailed consideration of
SC using droplet-based microfluidic systems.

To this end, the remainder of this work provides the following contributions:
First, we give a brief introduction to SC and review the principle of droplet-
based microfludics as well as microfluidic gates in Sects. 2 and 3, respectively.
Afterwards, we propose a concept for realizing stochastic arithmetic operations in
droplet-based microfluidic systems by adopting the SC approach for the microflu-
dic domain in Sect. 4 – including a validation of the proposed concepts through
simulations based on the duality between microfluidic systems and time-varying
electrical circuits. Finally, Sect. 5 concludes the paper and briefly discusses future
work.

2 Stochastic Computing

In stochastic computing [7], a real number s in the unit range (s ∈ [0, 1]) is
represented as a serial stochastic bit stream S. The desired number corresponds
to the ratio of 1’s included in the bit stream to the bit stream length, i.e.,
the probability for each bit in the stream to be 1 is given by Pr(S = 1) = s.
For example, the value s = 7/10 can be represented by a stochastic stream
S =̂ 1101011011 with Pr(S = 1) = 7/10. It is important to note that the positions
of the 1’s in the stream is not prescribed and, thus, many different streams for
the same value exists.

The generation of a stochastic bit stream can be accomplished through a
comparator as shown in Fig. 1. The comparator compares a w-bit random natural
number R and the value B = [s×2w], with [x] as the nearest integer function. The
number R is drawn from an uniform distribution and the number B corresponds
to the mapping of the desired real number s to an w-bit natural number. If R < B
the output of the comparator is 1 and, thus, the probability of a 1 appearing
at the output of the comparator is given by Pr(R < B) = Pr(S = 1) = [s ×
2w]/2w ≈ s.

Fig. 1. Stochastic bit stream generation.
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Fig. 2. Logic circuits for performing arithmetic operations in SC [7].

The main benefit of SC is that arithmetic operations can be performed with
simple logic circuits. In the following, we briefly discuss the realization of multi-
plication and addition1.

– Multiplication: A multiplication can be implemented by an AND gate as
shown in Fig. 2(a). Let us consider two independent stochastic bit streams S1

and S2 at the input of an AND gate. According to the AND gate behavior
the output stream S3 is only 1, if both input streams are equal to 1. More
formally this can be written as

s3 = Pr(S3 = 1) = Pr(S1 = 1∧S2 = 1) = Pr(S1 = 1) Pr(S2 = 1) = s1s2. (1)

Thus, the AND gate can be used to compute the product of s1 and s2, which
are represented by the input stochastic streams S1 and S2, respectively.

– Addition: A scaled addition can be implemented using a multiplexer as
shown in Fig. 2(b). Let us consider two independent stochastic streams S1

and S2 at the input of the multiplexer and a stochastic stream X that selects
the input to be forwarded to the output. If X = 1 or X = 0 the actual
bit value of the output stream S3 corresponds to the bit value of S1 or S2,
respectively. More formally this can be written as

s3 = Pr(S3 = 1) = Pr(X = 1) Pr(S1 = 1) + Pr(X = 0) Pr(S2 = 1)
= Pr(X = 1) Pr(S1 = 1) + (1 − Pr(X = 1)) Pr(S2 = 1)
= xs1 + (1 − x)s2. (2)

Thus, a multiplexer can be used to compute the scaled addition of s1 and s2,
where s1 and s2 are weighted by x and 1 − x.

In addition to the benefit of realizing arithmetic operations using simple logic
gates, SC has an inherent fault tolerance and requires no synchronization among
the streams. This is because, in a stochastic bit stream, the information on the
number to be represented is included in the stream properties (number of 1’s)
and not in the individual bits. Thus, all bits have a similar weight and no higher
order bits exists as in the conventional binary format. For example, a bit flip
changes a stochastic stream from 000101010 to 100101010 which changes the
corresponding number from 3/8 to 4/8 [7]. Thus, only a small error occurs due
1 We refer to [8] for a description of the implementation for division and subtraction.
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to the bit flip. In contrast, considering the number 3/8 in conventional binary
format 0.011, a bit flip of a higher order bit causes a huge error, i.e., if 0.011
changes to 0.111 the numbers change from 3/8 to 7/8.

One major drawback of SC is that, for high accuracy, long stochastic bit
streams are required – resulting in a high latency for the computation. For
example, to increase the accuracy from 4 to 8 bits requires an increase of the
stream length from 16 to 256 bits [7]. In a recent work, it is proposed to generate
the stochastic streams deterministically rather than randomly (cf. Fig. 1), which
leads to significantly lower latency while keeping the advantage of inherent fault
tolerance [9].

Nevertheless, despite this drawback and motivated by the huge benefits dis-
cussed above, SC has been successfully used in various applications – including
neural networks [8], control systems [10], image processing [11] and decoding of
error-correcting codes [12,13].

3 Droplet-Based Microfluidics and Microfluidic Gates

In droplet-based microfludic systems [1], tiny volumes of fluids, so-called
droplets, flow in closed microchannels, triggered by some external sources (e.g.,
pressure or syringe pump). Typically, the droplets are generated using a T-
junction, where a fluid (dispersed phase) in form of droplets is dispersed into
another immiscible fluid (continuous phase) acting as carrier fluid (cf. Fig. 3).

Originally, droplet-based microfluidic systems were used as a platform for
the realization of LoCs, which execute certain laboratory experiments by includ-
ing biological/chemical samples in the droplet [2]. But in the past few years,
also several approaches for employing droplet-based microfluidics for informa-
tion transmission or computing (microfludic gates) were proposed [3–6]. In this
section, we briefly describe the principle of microfluidic gates [5,6] which will
provide the basis for the proposed realization of SC in the microfluidic domain.

The working principle of microfluidic gates is based on two observations:
First, droplets arriving at a junction flow along the channel with the lowest
hydrodynamic resistance. Second, droplets increase the hydrodynamic resistance
in a channel. For a rectangular channel with length Lc, width wc and height hc,
the hydrodynamic resistance is given by [14]

Rc =
αμcLc

wch3
c

, (3)

Fig. 3. Generation of droplets using a T-junction.
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Fig. 4. Working principle of a microfluidic AND/OR gate [6].

Fig. 5. Working principle of a microfluidic AND/NOT gate [6].

where μc denotes the dynamic viscosity of the carrier fluid and the dimensionless
parameter α is given by α = 12[1 − 192h/(π5wc)tanh(πwc/(2hc))]−1.

The increase of the resistance due to a droplet in a channel is given by [15]

Rd =
(μd − μc)αLd

wdh3
d

, (4)

with Ld, wd and hd being the length, width and height of the droplet, respec-
tively. Moreover, μd denotes the dynamic viscosity of the dispersed phase. Thus,
the total hydrodynamic resistance of a channel which includes a droplet is given
by R = Rc + Rd.

For the first time, microfluidic AND/OR and AND/NOT gates were proposed
in [6] and are shown in Figs. 4 and 5, respectively. The channel dimensions of the
AND/OR gate are chosen such that a droplet from input A or B arriving at the
bottom junction flows into the OR branch (A+B) due the lower hydrodynamic
resistance (wider channel). However, if a droplet arrives at the junction and the
OR branch is occupied by a previously sent droplet (increasing the resistance
of the OR branch to be higher than the AND branch), it is directed to the
AND branch. This behavior corresponds to an AND and OR gate behavior2.

2 To allow for a correct functionality for A = 1 and B = 1, the droplets must enter
the gate with a slight time delay.
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The channel dimensions of the NOT gate are set such that, if there is no droplet
from input A, the droplet from input B flows into the branch Ā · B. By intro-
ducing a droplet into the input channel A, the flow towards the lower channel is
reduced and the droplet from input B flows towards A · B. Thus, by providing
a droplet train for input B, the gate shown in Fig. 5 realizes a NOT gate.

4 Stochastic Computing Using Microfluidic Systems

Using microfluidic systems as reviewed in the previous section allows to real-
ize SC. To this end, a serial stochastic bit stream as well as corresponding
microfluidic gates need to be realized. The latter is already available as discussed
before by means of Figs. 4 and 5. The stochastic bit stream can be realized by a
droplet stream that can be generated by a T-junction as shown in Fig. 3. More
precisely, the droplet transmission is divided into time intervals of duration T
– generating a single or no droplet depending on whether a bit 1 or 0 occurs in
the stochastic stream (cf. Fig. 6).

In the following, we validate the realization of SC in the microfludic domain
through the example of a multiplication of two numbers. To this end, we eval-
uate the trajectory of individual droplets through a microfluidic system using
the event-based simulator proposed in [15]. This simulator models microfluidic
systems as time-varying electrical circuits.

We implemented an AND/OR gate as shown in Fig. 7 using the channel
dimensions and fluid properties as specified in Table 1. We convert the numbers
to be multiplied into two serial stochastic bit streams, which are used for the
droplet generation. One bit stream represents the droplets which are injected into
input A and the other represents the droplets which are injected into input B of
the AND/OR gate. Depending on the value of the bits in the streams, a droplet
is injected or not (presence/absence of a droplet for bit 1/0). More precisely,
in case that both bit streams have length N , every time nT (1 ≤ n ≤ N), a
bit of both streams is injected in form of droplets. It is important to note that,
in order to prevent droplets merging, the injection time of input A and B are
slightly time-delayed.

Using these streams as input to the AND/OR gate, we can observe whether a
droplet enters the OR or the AND branch. Note that the droplet stream exiting
the AND branch represents the results of the multiplication.

As discussed in Sect. 2, a longer stochastic bit stream results in a higher
accuracy. Thus, given a fixed amount of time, it is desirable to have a small time

Fig. 6. Droplet stream representing the number 3/8.
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Fig. 7. Layout of AND/OR gate.

Table 1. Simulation parameters.

Flow rate Q 0.25 µl/s

Dyn. viscosity cont. phase µc 1.002mPa · s
Dyn. viscosity disp. phase µd 5.511mPa · s
Channel height h 70 µm

Channel lengths L1, L2 125 µm

Channel lengths L3, L4, L5 62.5 µm

Channel widths w1, w2 25 µm

Channel width w3 50 µm

Channel width w4 30 µm

Channel width w5 20 µm

interval T . However, in order to ensure a correct behavior of the AND/OR gate,
T cannot be arbitrarily small. A correct behavior can only be ensured, when
droplets injected at time nT do not influence droplets injected at time (n +
1)T (e.g., by changing the resistances). In our simulations, we decreased the
time interval T until droplets flow into wrong branches at the bottom junction
and, thus, produced a wrong result. Considering the system specified in Fig. 7
and Table 1, the smallest droplet injection time interval which still guarantees a
correct behavior has been determined as being T = 2.9ms.

As an example, a video that shows the simulation result for the multiplication
of 0.7×0.9 is available at www.jku.at/iic/eda/sc. This video confirms the working
principle of the AND/OR gate (cf. Sect. 3). More precisely, it shows the injection
of two bit streams of length N = 10. The droplets injected into input A have a
probability Pr(A = 1) = 7/10 and droplets injected into input B have a proba-
bility Pr(B = 1) = 9/10. The result of the multiplication Pr(A = 1) Pr(B = 1)
is obtained by counting the number of droplets flowing into the AND branch
(i.e. to the right bottom channel) and dividing this number by the stream length
N . It is important to note that the result of the multiplication is 6/10, since we
have only used stochastic bit streams of length N = 10. In order to improve the
accuracy, the bit stream length must be increased as discussed in Sect. 2. We
successfully conducted similar simulations using other inputs as well as other
operations – confirming the validity of the proposed approach.

5 Conclusions

In this work, we proposed the realization of stochastic computing using droplet-
based microfluidic systems. To this end, we represented stochastic bit streams
as droplet streams (presence/absence of droplets for bit 1/0) and utilized exist-
ing realization of microfluidic gates to realize stochastic operations (e.g., an
AND gate for a multiplication). We confirmed the validity of the proposed app-
roach through evaluating the trajectory of the droplets in a microfluidic system.
As future work, we will investigate the effect of imperfect droplet generation
(e.g., different droplet volumes and injection time variation) and the implementa-
tion of more complex operations. Furthermore, we will consider ways to conduct
corresponding simulations on discrete models such as proposed in [16].

www.jku.at/iic/eda/sc
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Abstract. Flyback converters are commonly used in switching mode
power supplies. An essential component of a flyback converter is the
high-frequency transformer. In order to ensure a faultless operation of
the converter, even at high operating frequencies, the parasitic capacitive
effects in the transformer have to be considered during the engineering
process. The negative effects of the parasitic capacitances on the cur-
rents in the converter windings increase with rising operation frequency
[1]. The aim of this paper is to draw a comparison between analytic
calculation methods and FEM-simulations by means of a simple sam-
ple transformer model. It is also verified that the dynamic component
of the electric field can be neglected for the calculation of the parasitic
capacitances for frequencies up to a few hundred kilohertz.

Keywords: Transformer parasitic capacitance · Flyback converter
Finite element method · Electrostatic simulation

1 Introduction

Parasitic capacitances appear between all conductors of a coil and between con-
ductors, shields and the core. There are interwinding capacitances which occur
between the conductors inside the winding and there are intrawinding capaci-
tances between different coils. In Fig. 1 some parasitic capacitances are depicted.
The size of the parasitic capacitances is dependent on wire geometry, coil size,
insulation materials, coil form and winding style of the transformer. Parasitic
capacitances can lead to oscillations of the currents in the transformer wind-
ings. In order to produce compact transformers, high operation frequequencies
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 212–218, 2018.
https://doi.org/10.1007/978-3-319-74727-9_25
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are required. But the negative effects of the parasitic capacitances on the cur-
rents in the transformer windings are increasing with rising operation frequency.
Hence it is important to reduce the size of the parasitic capacitances.

Fig. 1. Parasitic capacitances in the transformer windings

2 Methods of Calculation

There are two different approaches for the calculation of parasitic capacitances
in transformers. The first one is based on easy to use equations which depend on
a strong simplification of the complex task. The second one applies the finite ele-
ment method to calculate a matrix of parasitic capacitances. The computational
cost of the second approach is significantly higher [2]. Hence it is evaluated if
the analytic approach is applicable for an automated calculation of the parasitic
capacitances or if the finite element method has to be used.

2.1 Analytic Calculation Methods

Analytic approaches are fast calculation methods for the parasitic capacitances of
specific transformer geometries. There are different analytic approaches which
are all based on strong simplifications of the transformer geometry. Some of
them are presented in [1,3]. For the analytic calculation only a few parameters
of the windings are needed. Hence analytic equations are a good compromise
between accuracy and calculation effort. For the analytic calculation of parasitic
capacitances some assumptions have to be made:

• An electrostatic field between the windings is assumed. Eddy current fields
are neglected.

• There is no distributed charge between the conductors. The charge is only on
the conductor surface.

• A uniform voltage distribution along the winding is assumed.
• All windings of a coil have the same length.
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The least complex model for the calculation of the parasitic coil-to-coil capac-
itance is the parallel plate capacitor model displayed in Fig. 2(a). In this model,
the conductors of the coils are replaced by parallel equipotential surfaces. Each
coil forms an equipotential surface and the parameters of the equation can be
calculated from the geometry of the coil. A better approximation is the cylindri-
cal capacitor model in Fig. 2(b). The disadvantage of these models is the high
simplification of the winding geometry. Hence there can be a huge difference
between the calculated capacitance value and the real value. [3] The basic-cell
method presented in [1] delivers more precise results with higher calculation
effort.

The main problem of analytic calculation methods is to find the right equa-
tion for each winding geometry and coil form. There is also not always an appro-
priate equation available. That makes it difficult to use the analytic calculation
methods in an automated calculation tool.

Fig. 2. (a) Parallel-plate capacitor model. (b) Cylindrical capacitor model. [3]

2.2 FEM Calculation Methods

A better method for the automated calculation of the parasitic capacitances is
the finite element method. The FEM is a numerical method for solving com-
plex problems of engineering and physics. The basic idea behind the FEM is
that the examined structure is cut into a finite number of small elements. The
small elements are connected at nodes. This process results in a set of simulta-
neous algebraic equations which can be solved for the electric potential of each
node. Finally the electrostatic energy which is stored in the structure between
the conductors of the transformer can be used to calculate equivalent lumped
capacitances.

The FEM method can be structured in 5 steps [5]:

1. Discretisation: A complex problem is divided into small elements, connected
with nodes. This meshing process is important for the accuracy of the results.

2. Element analysis: The electric potentials within the elements are expressed.
3. System analysis: The elements are coupled.
4. Boundary conditions: Boundary conditions are added to reduce the degrees

of freedom.
5. Solving the linear set of equations.
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The big advantage of the FEM is, that it can be used for complex geome-
tries and complex physical processes. In contrast to the analytic equations, one
calculation algorithm can be used for all different coil geometries and winding
geometries. On the other hand there is a high computational effort and the solu-
tion is dependent on the density of the mesh during the discretisation process.

2.3 Complexity of the Simulation Model

In order to implement a fast FEM-simulation it is required to clarify if it is
sufficient to calculate only the electrostatic field or if the eddy current field has
to be considered too. Hence a simulation in the software Comsol Multiphysics R©

is implemented. The electric field strength is calculated by use of Eq. (1).

E = −∇φ − j · ω · A (1)

The first term of the equation represents the electrostatic energy and the sec-
ond term represents the energy stored in the eddy current field. Two conductors
coated with an insulation layer and surrounded by air are simulated at an oper-
ational frequency of 500 kHz.

Fig. 3. Electrical field strength

Figure 3 depicts that the electrostatic field is concentrated between the two
conductors. The electrostatic field is not dependent on the operation frequency.
In contrast, the eddy current field is dependent on the operation frequency. The
simulation shows that the electrostatic field is about a thousand times stronger
than the eddy current field. So it is appropriate to neglect the eddy current field
for the calculation of the parasitic capacitances.

3 Comparison of Results

Calculation and simulation of the turn-to-turn and layer-to-layer capacitances
are conducted by use of simple coil models. The capacitances are calculated using
analytical equations in Wolfram Mathematica and are compared to simulations
performed in Comsol Multiphysics R©.
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3.1 Turn-to-Turn Capacitance

The turn-to-turn capacitance is the capacitance between two adjacent conduc-
tors of a coil. The turn-to-turn capacitance of a simple single-layer air coil is
calculated with different analytic equations and simulated in Comsol Multi-
physics R©. The simulation model of the turn-to-turn capacitances is displayed in
Fig. 4.

Fig. 4. Simulation model for turn-to-turn capacitance calculation

The parameters of the coil are depicted in Table 1.

Table 1. Parameters of the simulation model

Variable Value Name

D 10 mm Coil diameter

di 1 mm Conductor inner diameter

da 1.2 mm Conductor outer diameter

εr 4 Relative permittivity of insulation

p 1.21 mm Conductor center distance

d 1.2 mm Coil center distance

The first simulation is carried out with no distance between the conductors
(p = da). The used analytic Eqs. (2) and (3) are only valid for conductors which
are in contact at the insulation surface.

Ctt = ε0 · D · π ·
[

εr

ln da
di

+ cot
(

Θ∗

2

)
− cot

(
π

12

)]
(2)

Θ∗ = arccos

(
1 − ln da

di

εr

)
(3)
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The result of the calculation is 2,633 pF and the simulation result is 2,662 pF.
In this case, the difference between the analytic calculation result and the simula-
tion result is small and the analytic equations can be used for the fast estimation
of the turn-to-turn capacitance.

If the distance between the conductors is inreased, other equations have to
be used. Equations (4) and (5) take account of the distance between adjacent
conductors [4].

Ctt =
π2 · ε0 · DT

ln

{[
p

2·di(
1+ t

di

)1− 1
εr

]
+

√√√√(
p

2·di(
1+ t

di

)1− 1
εr

)2

− (
1 + t

di

) 2
εr

} (4)

t =
da − di

2
(5)

The variable t is the insulation thickness of the conductor. For small air gaps
p the equation works well but if the gap is increased, the difference between
analytic calculation and simulation is getting bigger. For an air gap of p =
0, 2mm the analytic calculation delivers Ctt = 1, 42 pF and the simulation result
is Ctt = 1, 08 pF . The results doesn’t match as well as before. The reason for this
deviation is, that the equation only delivers exact results for a small range of
input parameters like conductor diameter and insulation strength. Each equation
is optimized for a defined coil form and winding geometry. There is no equation
which fits for all winding geometries.

3.2 Coil-to-Coil Capacitance

The coil-to-coil capacitance is the capacitance between different coils of a trans-
former. The simulation model of the coil-to-coil capacitances consists of two coils
and is displayed in Fig. 5. The parameter of this coils are equal to the parame-
ters in Table 1. A simple analytic equation for the calculation of the coil-to-coil
capacitance is based on the cylindrical capacitor model displayed in Fig. 2(b) [3].

Ccc = ε0 · εr · 2 · π · (nt · da)
ln(1 + d

D )
(6)

The variable nt indicates the number of turns of the primary coil. The elec-
trostatic simulation of this coils delivers a capacitance value of Ccc = 17, 01 pF .
The analytic calculation result is 14.93 pF and is therefore underestimating the
simulation result by 12%.

There are far more analytic calculation methods for the calculation of the
turn-to-turn and coil-to-coil capacitances. One example is the basic-cell method
which is more precise but the computational cost is higher. Further information
can be found in [3].
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Fig. 5. Simulation model for coil-to-coil capacitance

4 Conclusion and Future Prospects

The parasitic turn-to-turn capacitance is calculated with two different equations.
The first one is only valid for conductors which are in contact at the insulation
surfaces. The calculated capacitance value is very close to the simulation result.
If the distance between the conductors is increased, another equation has to be
used and the conformity is not so good anymore. The difference is about 30%
and can be explained by the limited range of validity for the input parameters of
the analytic equations. The layer-to-layer capacitance is calculated by use of the
cylindrical capacitor model. The result is underestimating the simulation result
by 12%.

In summary it can be said, that analytic equations are suitable to estimate
the parasitic capacitances of a specific transformer but they are not suitable for
the automated calculation of them. The reason for this is that there are numerous
analytic equations for different use cases and each equation is only valid for a
specific range of input parameters. A FEM-based approch is prefered for the
automated calculation of parasitic capacitances. Future steps will be to conduct
a 3D simulation in the software ANSYS Maxwell to determine the influence of
edge effects which are neglegted in the 2D simulation.
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Abstract. Partial Discharge (PD) events are due to local defects in
dielectrics and can cause damages to the electrical insulation and eventu-
ally to the whole power station. This paper reviews approaches describing
procedures and numerical techniques for detecting, denoising, clustering,
and classifying PDs in the ultra-high frequency range. For each method
the mathematical background is recalled and one or few representative
examples from selected papers are shortly described.

Keywords: Partial Discharge (PD) · Ultra-high frequency
Signal processing · Data analysis

1 Introduction

Partial Discharge is the effect of imperfections in gaseous, liquid, or solid
dielectrics causing a local electrical field enhancement, which in turn may exceed
the intrinsic field strength and thus induce an electron avalanche [2,8,12]. This
can provoke a deterioration of the insulating material; hence, PDs are a common
reason for failures in high voltage power stations [20].

Different types of PD sources have been distinguished, the most common
being the corona, internal, and shallow discharge; they occur at the conducting
heads of gas-insulated systems, within, and on the surface of the insulating mate-
rial, respectively [12]. Effects of PD are noticeable as electromagnetic, acoustic,
thermal, chemical, and electric disturbances. Moreover, different types of PD
reflect into multiple recorded signals, what enables in principle the automatic
detection and classification of PD events [23].

The electromagnetic effects of PDs extend up to the ultra high frequencies
(UHF), ranging from 300 MHz up to 3 GHz (typical systems detect frequencies
up to 1.5 GHz). The approaches focusing on this frequency range (UHF-based
methods) have been diffusing in recent years among researchers and power plant
operators due to its robustness against external noise [20,21]. UHF signals are
mostly represented in time, phase, or spectral domain. In the first approach the
PD waveform is analyzed, in the second the phase angle of the oscillating voltage
at the occurrence time of PD is represented [11,23], while the representation in

c© Springer International Publishing AG 2018
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Fig. 1. Example of a PD pulse. Typically three times describe its shape: rise time,
width and decay time. In this synthetic example, the PD pulse is modeled as f(x) =
A0(e

−τ1t − e−τ2t) with τ1 and τ2 fixed as 0.25 µs and 0.5 µs, respectively. White noise
with amplitude equal to 0.01% of the signal amplitude is superimposed. The resulting
characteristic times are indicated by arrows in the figure.

the spectral domain looks at the frequency content [20]. In the time domain rep-
resentation either the original oscillating waveform or its amplitude modulation
is processed. In the latter case, three typical times describing the shape of the
PD can be introduced [23], see Fig. 1.

As the fine characterization of PDs can potentially reduce the maintenance
effort through real-time monitoring of critical events, many efforts have been
made in recent years to optimize the detection, localization, and classification of
PD events [15,17,21]. In the following we will describe a set of signal processing
and data analysis techniques adopted for this aim. In detail, we will shortly
review approaches used in denoising, detecting, reducing the dimensionality, and
classifying PD events measured through its UHF signals.

2 Review of Methods

A PD monitoring system consists of three components, as schematically shown
in Fig. 2. After recording the signals through a set of sensors, they are cleaned
from noise, certain features are extracted, and the signal dimension is reduced
by means of signal processing. The collected data is then analyzed in order to
decide whether and what type of PD happened. Below some of the methods
involved in these steps are described. For each method, one or more examples
from selected papers are reported.

Energy-Based Detection. The authors in [26] proposed a PD detection
method which uses only the received signal strength (RSSI) of the UHF sig-
nal radiated in consequence of the PD pulse. A couple of sensors measure the
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Fig. 2. The three components of a partial discharge monitoring system [23].

received power in four different frequency bands (where one of these channels
covers the whole bandwidth) in the analog domain. Within each band, the power
signal is integrated over a certain time, still in the analog domain. Afterwards,
the information about the power within each band is sampled at a very low rate
of several tens of MHz. The gained power distribution is then correlated with the
phase relation of the 50 Hz AC high voltage. Based on the gained digitized phase
relation and power distribution, a classification and characterization of the PD
pulse is done. Compared to other approaches operating directly on the original
time-domain signal, this method reduces the sampling rate requirements, since
a great portion of work is done in the analog domain.

Discrete Wavelet Transform (DWT). As PD signals can be quite weak,
their recordings may have a low signal-to-noise ratio (SNR). One approach for
extracting the desired signal from the noisy background is based on the DWT,
which is very well suited for extracting characteristic features from the underly-
ing signal [14,18]. The main steps of wavelet-based denoising are: transformation
of the signal into the wavelet space, thresholding of the coefficients, and back
transformation. One of the major limitations of the wavelet transform (WT) is
the proper selection of the mother wavelet, as it is difficult to catch all types of
PD with a fixed mother wavelet [3]. This fact, however, can be exploited for the
classification of multi-source PD patterns [2].

Empirical Mode Decomposition (EMD) is another technique utilized for
noise reduction. Originally developed in [9] for analyzing nonlinear and non-
stationary data, it was first used for denoising PD signals in [25]. Differently from
the wavelet transform, in EMD selecting a certain mother function is not needed.
EMD rather decomposes any given data into a collection of mono-component sig-
nals called intrinsic mode functions (IMFs), which are based on local properties
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of the signal. The denoising is done by thresholding the IMFs, i.e., by neglecting
those components below a certain level [25].

The authors in [3] combined a modified form of EMD (ensemble EMD [24])
with mathematical morphology for automatic threshold determination. Applica-
tions on simulations show that EEMD better separates signal and noise, while
EMD sometimes leads to IMFs still containing both components. Discarding
or preserving such mixed IMFs distort the denoised signal or inject significant
noise, respectively.

Principal Component Analysis (PCA) reduces the dimensionality of a set
of interrelated variables while retaining as much of the variance of the data set as
possible. This is achieved by rotating the original data space; that is, by linearly
combining the interrelated variables to get a new set of uncorrelated variables,
the principal components (PCs) [10].

Mathematically, PCA diagonalizes the covariance matrix:

Sj,k =
1

n − 1

n∑

i=1

(xj
i − x̂j)(xk

i − x̂k), x j,k = {xj,k
1 , xj,k

2 , . . . , xj,k
n }, (1)

where x̂k is the mean value of the k-th vector.
The new set of coordinates are the eigenvectors of the covariance matrix.

A number m (m < n) of PCs is selected, thus the original data is embedded in
a space of lower dimension. The loss of variance from this dimension reduction

is R =
m∑

i=1

λi

/ n∑
i=1

λi, with λi being eigenvalues of S sorted in descending order.

In [16] PCA is applied as a pre-analysis for extracting representative
attributes from PD simulated signals before the classification. The authors gen-
erate in laboratory five types of PD sources. For each source, 200 acquisitions are
recorded. From this database a phase-resolved data set of 600 points is extracted
by calculating three parameters (average and maximum PD pulse magnitude,
and PD number count) in 200 equally spaced phase windows. Via PCA the
number of significant features is reduced from 600 to 7.

In [7] a DWT is applied to PD pulses providing coefficients and energies of five
decomposition levels. Each PD pulse is then defined by five detail coefficients plus
one approximate coefficient from the final level of the decomposition levels. The
six corresponding energies are adopted as features. PCA applied on the features
of a set of experimental PD pulses reduces the dimensionality from six to three.
The features are computed (in the time domain) from PD pulses that are mostly
extracted from laboratory tests on either artificially defective conductor bars of
AC rotating machines or during the accelerated aging of induction motor coils.
The goal is the separation of multiple PD sources and of PD signal from noise.

In [1] the data set consists of 5000 recordings each of 5000 samples (sampling
window of 2µs). Measurements are acquired by a helical antenna placed close to
a 400/275-kV 500-MVA power transformer with a known internal defect. Before
PCA, each signal is transformed in the frequency domain, thus halving the size
of the samples (Nyquist theorem). Moreover, all signals v i are normalized by the
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“range” method (v i = vi−min(vi)
max(vi)−min(vi)

), to ensure that all features have equal
weight in the PCA. The number of PCs is fixed to six (cumulative variance is
reduced by about 20%). In this way the dimension of the features data is reduced
from 5000 × 2500 to 5000 × 6.

Support Vector Machine (SVM) is a classification technique also used for
denoising and regression analysis. Based on training data with known class affil-
iation, SVM computes the hyperplane maximizing the margin between the clus-
ters formed by data points of each class. The nearest data point of each class
are called support vectors (see the lower right part in Fig. 2).

Mathematically the procedure can be formulated as an optimization problem.
Given a set of training data {(x i, yi)}i , i ∈ {1, . . . , n}, y ∈ {−1, 1}, where
vectors x i are the data points and the corresponding class association is given by
yi, and a hyperplane defined by a vector w and a scalar b satisfying wTx −b = 0
for any x , the optimal hyperplane is found by

min ‖w‖ s.t. yi(wTx i − b) ≥ 1, for i ∈ {1, . . . , n}. (2)

Since the margin is proportional to 1
‖w‖ , it is maximized by minimizing ‖w‖.

If a linear hyperplane segregating two classes does not exist, the problem can
be linearized by mapping it into a higher dimension in which the hyperplane is
linear, what is referred to as kernel trick. Another possibility is to allow some
overlapping of the classes with respect to a linear hyperplane by introducing
a regularization parameter which penalizes data lying in the wrong cluster. In
this way, a linear hyperplane can be found which separates the clusters. This
problem is often less complex to solve than using the kernel trick [5,19].

SVM has been utilized to identify different types of PD [5,6]. In [13] SVM is
compared with two other classification techniques, namely backpropagation NN
(BPN) and self-organizing map (SOM). For two different types of input, SVM
performs best in discriminating the three basic PD sources corona, surface, and
internal discharge. The two input types are both based on phase-resolved pat-
terns; while the first one uses the four statistical moments mean value, standard
deviation, skewness, and kurtosis, the second one directly operates on the raw
data and uses PCA for feature extraction and dimensionality reduction.

SVM is also utilized for denoising. The authors in [18] extract features using
WT and apply an SVM classifier to separate the coefficients related to PD from
those related to noise. This approach outperformed techniques based on linear
filters and three other WT-based denoising procedures. This is also the case
in [22], where the authors directly operate on the (simulated) PD signal and
compare their approach with those based on Fourier and wavelet transforms.

Cumulative Energy Function (CE). The authors in [27] propose using
the CE to separate PD signals of different types. CE calculates the cumula-
tive power of a signal and normalize it to the signal’s total power. This can
be done in time (TCE) and frequency domain (FCE). The resulting function is
then analyzed using the mathematical morphology gradient operation to extract
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certain features, such as rising steepness, width, sharpness, etc. The outcome
is a multidimensional feature space which serves as input to various clustering
approaches. Using the proposed techniques, different cases have been successfully
investigated: (i) separation of PD and noise, (ii) separation of surface and inter-
nal discharge, and (iii) separate PD events at different voltages. Compared to
the phase-resolved pattern analysis, the CE-based approach yields much clearer
results, especially for the case of multiple PD types.

Neural Network (NN). An (artificial) NN is a computation model inspired
by the structure of the brain. It is commonly described as a set of nodes V
mimicking neurons that are interconnected through edges E (links). The nodes
are normally decomposed into T disjoint layers. V0, VT , and V1, . . . , VT−1 are
the input, output, and hidden layers, respectively. In simple prediction problems
the output layer contains a single neuron returning the network output [19].

A feedforward NN is described by a directed acyclic graph, G = (V,E), and
a weight function over the edges, w : E → R. Each single neuron is modeled
as a simple scalar function (activation function), σ : R → R. If we indicate by
vt,i the i-th neuron of the t-th layer and by ot,i(x ) the output of vt,i when the
network is fed with the input vector x , the input at+1,j to the node vt+1,j and
the output of vt+1,j are:

at+1,j(x ) =
∑

r:(vt,r,vt+1,j)∈E

w(vt,r, vt+1,j)ot,r(x ) (3a)

ot+1,j(x ) = σ(at+1,j(x )), (3b)

where w is the weighting vector. Thus, once defined a NN by (V,E, σ,w), we
obtain the function hV,E,σ,w : R → R. Normally the architecture of the NN
(V,E, σ) is fixed and the weights over the edges w are the parameters specifying
a hypothesis in the hypothesis class H, with HV,E,σ = {hV,E,σ,w : w : E → R},
where w are learned in the training phase (typically by backprojection method).
These weights are then used for classifying new instances via Eq. (3).

In [4] a NN is applied to remove corona from internal PD. Signals are mea-
sured from a 300-kV gas-insulated switchgear section using a UHF coupler. Sam-
ples of PD, corona, and mixed signals are first decomposed by Wavelet-Packet
Transform (a generalized DWT in which both detail and approximation coeffi-
cients are decomposed, leading to a full binary tree). For each tree node, three
parameters are defined: |ωj,n|2, Kj,n, Sj,n, (j = 1, . . . , 4), where ωj,n are the
decomposition coefficients, K is the kurtosis and S the skewness of the decom-
posed signals, thus forming three additional trees. Then, from each of these trees
only two nodes are selected (following a criterion based on within- and between-
class scatter), leading to a total of six selected parameters. These are finally
the inputs of a three-layer NN with a backpropagation learning rule used as the
classifier to discriminate among PD, corona, and mixed signals. This NN has
thus six input, three hidden, and two output neurons for a three-class problem.
A sigmoid-type activation function is used for both hidden and output layers.
The authors use 40 PD, corona, and mixed events for training and 10 PD, 23
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corona, and 13 mixed data sets for testing. Training of the NN converges after
15 epochs with almost no error, while the classification of the test shows an error
of about 1%.

3 Conclusion

Currently, plenty of concurrent methods on PD evaluation in the UHF range
are under investigation. Real world field tests will show, which method or com-
bination of methods will be the most suitable. As a follow-up of the research
presented in this paper, this aspect will be covered in a deeper sense.
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Abstract. Differential operators are usually used to determine the rate
of change and the direction of change of a signal modeled by a func-
tion in some appropriately selected function space. Gibbs derivatives are
introduced as operators permitting differentiation of piecewise constant
functions. Being initially intended for applications in Walsh dyadic anal-
ysis, they are defined as operators having Walsh functions as eigenfunc-
tions. This feature was used in different generalizations and extensions
of the concept firstly defined for functions on finite dyadic groups. In this
paper, we provide a brief overview of the evolution of this concept into
a particlar class of differential operators for functions on various groups.

1 Introduction

The Walsh dyadic analysis emerged in late sixties and early seventies as a math-
ematical discipline aimed at providing a form of spectral Fourier-like analy-
sis tailored for signals modeled by two-level piecewise constant functions and,
therefore, making them compatible with digital computing devices based on ele-
ments with two stable states. At the same time, due to exactly this compatibility
with devices based on binary arithmetic, dyadic analysis provided an answer to
demands for a spectral analysis with simplified computations because the limited
computing power of computing devices at that time.

The relentless complexity of contemporary and future digital systems, regains
a new interest to Walsh dyadic analysis. Being primarily intended as a math-
ematical support in solving various signal processing and system design tasks,
the dyadic analysis immediately required the concept of a derivative that will
enable differentiation of piecewise constant functions.

The answer was provided by James Edmund Gibbs who introduced the con-
cept that is now called the Gibbs dyadic derivative [7].

In a report from April 1970, in Sect. 4.1 of this report entitled Dyadic differ-
entiation, Pichler extended this definition to real valued functions of a continuous
non-negative real variable.
c© Springer International Publishing AG 2018
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Two papers [1] and [3], introducing the Butzer-Wagner derivative, which can
be viewed as the extension of the concept of the dyadic differentiation to infinite
dyadic group, alternatively the interval [0, 1), were completed in preprint form
in the autumn of 1971. See, also [2].

Since starting from the initial definitions, these operators were viewed as dif-
ferential operators for functions on groups, and the same line of thinking was
continued by Gibbs himself and his associates [9,11], and have also been accepted
by several other authors [19]. The scope of the definition was extended and gen-
eralized to various Abelian and finite and compact non-Abelian groups [17,18],
including also differentiation of different classes of signals and two-dimensional
signals [20].

In this paper, we discuss evolution of the concept of the Gibbs dyadic differ-
entiation into a variety of differential operators viewed uniformly as differential
operators on groups.

As noticed above, Walsh dyadic analysis including the Gibbs dyadic differen-
tiation appeared as an attempt to provide an answer to demands for a differential
operator for piecewise constant functions used in solving certain mathematical
and engineering problems.

1.1 Mathematical Problems

At the beginning of 20th century, a challenging problem was definition of an
orthogonal system of functions such that series in terms of it will express the
uniform convergence towards the given functions. This property was not pos-
sessed by any orthogonal set know up to that time, until Alfred Haar defined in
1909 in his PhD thesis defended in Göttingen a set of piecewise constant func-
tions known now as Haar functions [12].

Another problem was related to the estimates of Lebesgue function and
Lebesgue constant that quantify how much larger is the interpolation error
compared to the smallest possible error, i.e., compared to the best polynomial
approximation of the given function f . Hans Rademacher proposed certain esti-
mates for the Lebesue function of a general orthonormal system and to prove
that these are the best possible estimates introduced a set of piecewise constant
functions, known as the Rademacher functions [16]. The manuscript was sub-
mitted on October 8, 1921. Rademacher functions are non complete, there exist
other non-trivial functions orthogonal to all of them.

1.2 Engineering Problems

In late sixties, early seventies, there were developed many algorithms for differ-
ent tasks in signal processing, including processing of audio, seismic, sonar, and
radar signals. For example, concrete practical tasks to be solved include authen-
tification, recognition, and voice tracking in the case of audio signals. Then, from
the US side, another problem was spectral analysis of data from seismic sensing
signals to observe the nuclear experiments performed in former USSR.
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Many of these algorithms are based on Fourier analysis and, due to the limited
computing power of digital devices available at that time, their application in
practice was unfeasible. In particular, a fast algorithm to compute the Discrete
Fourier transform (DFT) was highly needed as observed by members of the
President Kenedy Scientific Advisory Committee around 1963. A member of
this committee, Richard (Dick) Lawrence Garwin from Columbia University IBM
Watson Research Center, New York City, served as a catalyst for the discovery
and publication of the Cooley-Tukey Fast Fourier transform (FFT) called after
the names of another member of the same committee, John Wilder Tukey, a
Professor of Mathematics, Princeton University and Bell Labs, and, at that time,
a young researcher James William Cooley at the IBM T. J. Watson Research
Center [6].

2 Walsh Dyadic Analysis

Besides fast algorithms, as FFT for computing the DFT, an alternative approach
to provide computationally efficient spectral analysis was based upon selecting
different orthogonal systems of functions. In this setting, the Walsh functions,
which can be viewed as a completing of the Rademacher system, thus, taking
just two different values ±1 and related transform were a natural choice due
to simplicity of computations and correspondence to binary encoded data to be
processed [7,8].

Importance of the considered problems, as well as suitability of the Walsh
functions as a subject providing foundations for highly acceptable solutions, is
well recognized by pointing out that a series of workshops devoted exclusively to
this subject was organized or supported by the US Navy Laboratory and some
other important institutions and universities. For more details on the develop-
ment and present state-of-art in Walsh dyadic analysis, we refer to [20,21].

3 Gibbs Dyadic Derivative

Since majority of intended applications was signal processing related, the lack of
a differential operator that will permit differentiation of piecewise constant func-
tions, like Rademacher, Walsh, and Haar functions, was apparent. Recall that
the Newton-Leibniz derivative and many other related differentiation operators
are defined to estimate the rate of change and the direction of change of a signal
modeled by a function in a suitably selected function space. The task of finding
an operator that will in the case of Walsh analysis play the role analogous to that
of the Newton-Leibniz derivative in classical functional analysis was assigned by
Ms. A. H. Gebbie, the Head of the National Physical laboratory, Middlesex, UK,
to her associate James Edmund Gibbs. As witnessed by Mrs. Merion Gibbs, her
husband Edmund provided the first completely formulated definition of a dif-
ferentiator having the discrete Walsh functions as eigenfunctions in his personal
diary on January 13, 1967.
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Definition 1. Consider the finite dyadic group Gn whose elements are binary
n-typles with modulo 2 addition ⊕ as the group operation that is in the context
of switching theory also called logic EXOR. The set of elements of Gn can be
isomorphically mapped to the set Bn = {0, 1, . . . , 2n−1} of non-negative integers
smaller than 2n. Denote by Ln the space of all bounded complex-valued functions
f on Gn or Bn.

For a function f ∈ Ln, the Gibbs derivative f [1] is defined as

f [1] = −1
2

n−1∑

r=0

(f(x ⊕ 2r) − f(x))2r, x ∈ Bn.

The operator Dnf = f [1] is called the Gibbs differentiator.

Initially, Gibbs called this operator as the logical derivative, since the EXOR
operation over binary representations of the argument x and 2r is used.

This operator satisfies a property with resect to the Walsh transform anal-
ogous to the corresponding property of the Newton-Leibniz derivative and the
Fourier transform. More precisely, in the classical analysis, the Fourier transform
F (w) of a function f and its derivative f ′ are related as F ′(w) = iwF (w). In
the Walsh analysis, SDf = wSf , where Sf and SDf are the Walsh transforms of
f and its Gibbs dyadic derivative f [1].

From this property, it is possible to show another main property of the Gibbs
derivative which is that the discrete Walsh functions are the 2n solutions of the
eigenvalue problem Dnf = wf . This property is used for certain generalizations
and extensions of the concept of Gibbs dyadic derivative with the Butzer-Wagner
derivative being the most widely known and probably most important and influ-
ential of them.

4 Butzer-Wagner Derivative

Butzer-Wagner derivative is an extension of Gibbs differentiation to functions
defined on infinite dyadic group, which can be related to the unit interval [0, 1)
in the same way as Gn is related to Bn. In the case of dyadic rational numbers,
we use their finite expressions.

Consider the orthonormal Walsh-Paley system w0(x), w1(x), . . . , defined on
the unit interval [0, 1). The Walsh-Fourier transform pair is defined as

f̂(k) =
∫ 1

0

f(u)wk(u)du, f(x) =
∞∑

k=0

f̂(k)wk(x).

In spectral domain, the Butzer-Wagner derivative is defined as

D[k]f(x) =
∞∑

k=0

krf̂(k)wk(x).
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This derivative has Walsh functions wk(x) as its eigenfunctions, i.e., D[k]wk(x) =
krwk(x), for each r ∈ N0 - the set of nonnegative integers. In the functional
domain, the same definition reads as

D[1]f(x) =
1
4

∞∑

j=1

2j(f(x) − f(x ⊕ 2−j)),

where x =
∑∞

j=1 xj2−j , y =
∑∞

j=1 yj2−j , xj , yj ∈ [0, 1), x ⊕ y =
∑∞

j=1 |xj −
yj |2−j .

Depending on the ordering of Walsh functions, distinguished are the Butzer-
Wagner derivatives of the first and the second order corresponding to the Paley
and Kaczmarz orderings, respectively. For a description of the development of
the concept of Butzer-Wagner derivative, we refer to [5], where it is pointed out
that this work have been done without knowledge of the related work by Franz
Pichler reported in a technical report of the Dept. of Electrical Engineering,
University of Maryland, USA [15].

In this report, thinking about the initial definition of the Gibbs derivative,
in Sect. 4.1 entitled Dyadic differentiation Pichler wrote

Slight modifications must be made to obtain a theory of generalized differenti-
ation defined for real valued functions of a continuous nonnegative real variable.
Let f be such a function. To f we attach, if possible, a function f [1], given by

f [1](t) =
∞∑

k=−∞
(f(t) − f(t ⊕ 2−k))2k−2.

If the function f [1] exists, we shall call it the first dyadic derivative of f .
Therefore, the term dyadic differentiation was coined by Pichler in 1970.
For the space Lp(0, 1) of functions of period 1 which are p-th power integrable

1 ≤ p < ∞, in the norm ‖f‖p =
(∫ 1

0
|f(x)|pdx

)1/p

, the following definition is
proposed.

Definition 2. If for f ∈ Lp(0, 1), there exists g ∈ Lp(0, 1) such that

lim
m→∞ ‖1

2

m∑

j=0

2j(f(·) − f(· ⊕ 2−j−1)) − g(·)‖ = 0,

then g is called the strong derivative of f denoted by D[1]f .

It is explained by Butzer in [5] that this definition differs from that given
by Gibbs in [7] essentially in the sense that the factor 2j is replaced by 2−j ,
however, Gibbs definition is taken in the pointwise sense.

Onneweer provided a definition of the dyadic derivative independent of the
choice of enumeration of Walsh functions [14]. Further, by changing his original
definition Onneweer [14] introduced a different derivative for which the additive
characters of the local field are eigenfunctions, and the eigenvalues are equal to
the norm of the character.
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5 Dyadic Derivative on R+

Besides the work by Pichler [15], the concept of dyadic differentiation was
extended to functions defined on the positive part of the real axis by Butzer
and Wagner [4].

Consider R+ = [0,∞) and the space L1(R+).

Definition 3. If for f ∈ L1(R+) there exists g ∈ L1(R+), m1,m2 ∈ P , P =
N ∪ {0}, such that

lim
m1,m2→∞ ‖1

4

m2∑

j=−m1

(f(·) − f(· ⊕ 2−j))
2−j

− g(·)‖ = 0,

then g is called the strong dyadic derivative of f and is denoted by D[1]f .
If for x ∈ R+, 1

4

∑∞
j=−∞ 2j |f(x) − f(x ⊕ 2−j)| = c, then c is called the

pointwise dyadic derivative of f at x and is denoted by f [1].

Designation strong derivative refers to the fact that the sum in question
converges in the norm. If the sum converges in the pointwise sense, we speak
on the pointwise dyadic derivative. For the dyadic group the derivative of Walsh
function wk, for 2n ≤ k < 2n+1 is 2nwk.

6 Dyadic Derivative on Vilenkin Groups

Vilenkin group can be viewed as a generalization of the dyadic group, since
consists of sequences x = (x0, x1, . . .), xk ∈ Zk, Zk = {0, 1, . . . ,mk} - the finite
cyclic group of order mk. Thus, the Vilenkin group is G = ×∞

k=0Zk.
Jeno Pál and Peter Simon generalized the concept of dyadic differentiation

to Vilenkin groups. This definition can be expressed by using the following
notations.

Consider the sequence m = (mk, k ∈ N) of positive integers such that mk ≥
2. Define M0 = 1, Mk+1 = mkMk, k ∈ N . Then, n =

∑∞
k=0 nkMk, for 0 ≤ nk <

mk, nk ∈ N . Define the functions φs
k(x) = exp(2πisx/mk), s ∈ {0, 1, . . . ,m −

1}, x ∈ Zm, i2 = −1, which can be viewed as counterpart of Walsh functions
for the dyadic group. Define ej = (0, 0, . . . , 0, 1, 0, . . .), i.e., all coordinates are 0
except the coordinate j, and lej = (0, 0, . . . , 0, l, 0, . . .). The generalized dyadic
derivative is defined as

dnf(x) =
n−1∑

j=0

Mj

mj−1∑

k=0

k

mj

mj−1∑

l=0

φk
j (l)f(x + lej).

Definition of dyadic differentiation is extended to locally compact Vilenkin
group by Onneweer in 1979 [13,14]. For thus defined differential operator, the
characters of the locally compact Vilenkin groups are the eigenfunctions.
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7 Gibbs Derivatives on Abelian Groups

Already from the first definition of his logic derivative, Dr. Gibbs considered it as
a differential operator on groups. By following this approach, the generalization
of the concept to functions defined on Abelian groups was given by him and
his associate B. Ireland in [9]. The way in which the extension is provided is
probably the best expressed by quoting the following sentence from [9].

Among the basic properties of the differentiator so defined on any finite
Abelian group is that each of its eigenmanifolds is spanned by a member of the
associated system of the discrete Walsh-Lévy functions.

In this general setting, the Gibbs differentiator for complex-valued functions
on each locally compact Abelian group is viewed as a linear operator having the
characters of the group as its eigenfunctions. Gibbs and Ireland in 1971 pointed
out that the transition from finite Abelian groups to compact infinite Abelian
groups goes through viewing the compactness as a generalization of finiteness [9].

In a brief summary, when discussing this group-theoretic approach, the Gibbs
differential operators were discussed on cyclic group of order 2 and its direct
powers in [7], infinite dyadic group [1–3,15], cyclic groups of prime power orders
and finite Abelian groups viewed as direct products of such cyclic groups [10,11],
and Vilenkin groups as briefly mentioned above.

8 Gibbs Derivatives on Non-Abelian Groups

A generalization of the Gibbs differentiation to finite non-Abelian groups is done
by replacing the role of group characters in the case of Abelian groups by the
unitary irreducible representations of non-Abelian groups. For the case of finite
non-Abelian groups, the definition of these operators can be briefly presented in
the following way.

It is assumed that the group G of order g can be represented as the direct
product of n not necessarily Abelian groups Gi of smaller orders gi. Therefore,

G = ×n
i=1Gi, g =

n∏

i=1

gi, g1 ≤ g2 ≤ · · · ≤ gn.

The dual object Γ for G consists of the unitary irreducible representations
defined as group homomorphism R : G → GL(n, P ), where GL(n, P ) is the
General Linear Group whose support set consists of (n×n) matrices over a field
P that can be either the field of complex numbers, real numbers, or a finite
(Galois) field. Therefore,

Γ =
n⊗

i=1

Γi, |Γ | = K =
n∏

i=1

Ki, |Γ | < |G|.

With this notation, the generalized Fourier transform for functions on G into
the field P , i.e., f ∈ P (G), is defined by the Peter-Weyl theorem as

Sf (w) = rwg−1

g−1∑

u=0

f(u)Rw(u−1), f(x) =
K−1∑

w=0

Tr(Sf (w)Rw(x)),
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where Tr denotes the trace of a matrix, and Rw(x) are matrix-valued elements
of the unitary irreducible representations Rw of order rw, with computations
in P .

By the analogy to the definitions of the Gibbs derivative on other groups, the
Gibbs derivative on finite non-Abelian groups in spectral domain is defined as

(Df)(x) =
K−1∑

w=0

wTr(Sf (w)Rw(x)).

In other words, this differential operator has unitary irreducible representa-
tions as eigenfunctions, with orders of representations as the corresponding
eigenvalues.
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Abstract. The utilization of lattices of Boolean functions for the syn-
thesis of circuits combines the benefits of more freedom for optimiza-
tion with limited calculations on mark functions. We extend the known
two-level hierarchy of lattices of Boolean functions by a third level. This
new level increases the possibilities of synthesis approaches (An extended
abstract of this paper was published in [4].).
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1 Introduction

A Boolean function is a mapping of the Boolean space B
n consisting of 2n pat-

terns x to the Boolean space B
1 = B = {0, 1}:

f : B
n → B.

Hence, a Boolean function specifies the output values for all 2n input combi-
nations. Very often not all combinations are needed as, e.g., in the case of the
binary encoding of a decimal digit. The values of a subfunction within a cir-
cuit can also be arbitrarily chosen in many cases, e.g., for all patterns where
one input of an AND-gate is equal to 0 the output of this AND-gate remains
equal to 0 independent of the function values on the other inputs of this gate.
Functions for which not all output values are specified are called incompletely
specified functions (ISF). ISFs play a central role in the optimization of logic
circuits as they represent the degrees of freedom for the assignment of a circuit
structure [1].

From another point of view an ISF represents a set of Boolean functions from
which an arbitrary one can be selected and realized in a circuit. An ISF with |fϕ|
don’t cares specifies a set of 2|fϕ| completely specified Boolean functions. This set
of functions satisfies the rules of a Boolean lattice: commutativity, associativity,
idempotence, absorption, distributivity, neutral elements, complement, and the
laws of De Morgan.
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 238–245, 2018.
https://doi.org/10.1007/978-3-319-74727-9_28
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2 Three Mark Functions of a First-Level Lattice

A benefit of a lattice is that an exponential number of Boolean functions can be
described by two of the three mark functions fq(x), fr(x), and fϕ(x). The set of
all 2n input patterns x = (x1, x2, . . . , xn) of an incompletely specified function
can be divided into three disjoint sets:

– x ∈ don’t-care-set ⇔ fϕ(x1, . . . , xn) = 1
⇔ it is allowed to choose the function value of f(x)

without any restrictions,
– x ∈ ON-set ⇔ fq(x1, . . . , xn) = 1

⇔ (fϕ(x1, . . . , xn) = 0) ∧ (f(x1, . . . , xn) = 1) ,
– x ∈ OFF-set ⇔ fr(x1, . . . , xn) = 1

⇔ (fϕ(x1, . . . , xn) = 0) ∧ (f(x1, . . . , xn) = 0).

Example 1 (A First-Level Lattice). Assume that the variables xi, i = 0, . . . , 3,

are used to encode a decimal digit d by d =
∑3

i=0 2i ∗ xi. The patterns x for the
values d with d = 10, . . . , 15 cannot appear. We use the symbol Φ in a Karnaugh-
map to indicate that the associated function value can be arbitrarily chosen. The
remaining 10 function values are specified in the left Karnaugh-map of Fig. 1.
This Karnaugh-map can be interpreted as an incompletely specified function
or, due to the six don’t-cares, as a first-level lattice of 26 completely specified
Boolean functions.

Fig. 1. Karnaugh-maps of a first-level lattice and the associated mark functions.

The three mark functions fq(x), fr(x) and fϕ(x) cover the whole Boolean
space and are also mutually disjoint, so that one of these mark functions can be
calculated based on the other two mark functions.

We prefer the mark functions fq(x) and fr(x) to specify the functions f(x)
belonging to a lattice; these functions must be greater than or equal to the ON-
set function fq(x) and smaller than or equal to the complement of the OFF-set
function fr(x):

fq(x) ≤ f(x) ≤ fr(x).

This inequality can be split into two inequalities and transformed into the single
equation:

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) = 0. (1)
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Hence, Equation (1) specifies by means of the mark functions fq(x) and fr(x)
all functions f(x) belonging to a lattice that is a first-level lattice in our hierarchy
for which we use the short notation L1 〈fq(x), fr(x)〉.

The benefit of a first-level lattice is that not all functions of the lattice must
be evaluated regarding a certain property, but it can be verified by means of
the mark functions fq(x) and fr(x) whether the lattice contains at least one
function that satisfies a wanted property. For instance, it is known from [2,5]
that a lattice L1 〈fq(x), fr(x)〉 contains at least one function for which an OR-
bi-decomposition with regard to xa and xb exists if it holds that

fq(xa,xb,xc) ∧ max
xa

|xa|fr(xa,xb,xc) ∧ max
xb

|xb|fr(xa,xb,xc) = 0.

3 Second-Level Lattices of Boolean Functions

Derivative operations of the Boolean Differential Calculus [6,7] are very useful
for the synthesis of circuits or the evaluation of properties of a given function
[2,5]. There are three groups of derivative operations:

– vectorial derivative operations: ∂f(x0,x1)
∂x0

,minx0f(x0,x1),maxx0f(x0,x1),
– single derivative operations: ∂f(xi,x1)

∂xi
,minxi

f(xi,x1),maxxi
f(xi,x1), and

– m-fold derivative operations: ∂mf(x0,x1)
∂x01...∂x0m

,minx0
mf(x0,x1),

maxx0
mf(x0,x1),Δx0f(x0,x1).

Each derivative operation of a Boolean function results again in a Boolean func-
tion. This leads to the question how the set of functions can be described that
has been calculated by one selected derivative operation for all functions of a
first-level lattice. It has been shown in [3,6,7] that all three single derivative oper-
ations as well as all four m-fold derivative operations applied to all functions of
a first-level lattice result again in a first-level lattice; formulas to calculate the
mark functions of these new lattices are also given in [3,6,7]. However, it is not
possible to express the results of any vectorial derivative operation of a first-
level lattice again as a first-level lattice. The following example demonstrates
the calculation of the vectorial derivative for all functions of a first-level lattice.

Example 2 (A Second-Level Lattice). A given fist-level lattice, shown in the top
right Karnaugh-map of Fig. 2, has two don’t cars and consequently describes four
functions. The vectorial derivatives of these four functions are shown in the left
four Karnaugh-maps of Fig. 2. It can be seen that these four functions specify a
lattice: both the conjunction and the disjunction of any pair of these function
result in one of these functions as emphasized by the thick blue arrows.

The Karnaugh-map on the bottom right of Fig. 2 indicates by the symbol Φ
different values of the four vectorial derivatives. It seems that there is a contra-
diction between the four don’t cares describing 24 = 16 functions and the four
functions used as source. These four functions satisfy the condition shown on
the bottom right of Fig. 2. Hence, second-level lattices need in addition to the
mark functions fq(x) and fr(x) the information which vectorial derivatives are
equal to zero.
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Fig. 2. Four functions of a second-level lattice. (Color figure online)

The functions of a second-level lattice can be independent of several directions
of change; hence, all functions f(x) of a second-level lattice satisfy

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) ∨
k∨

i=1

∂f(x)
∂x0i

= 0. (2)

There are 2n − 1 different vectorial derivatives for Boolean functions of n
variables, but only n of them are independent of each other. In order to specify
the second-level lattices in a unique manner we define an independence matrix
and the associated rank:

Definition 1 (Independence Matrix). The independencematrix IDM(f)
of aBoolean function f(x1, x2, . . . , xn) is aBooleanmatrix ofn rows andn columns.
The columns of the independence matrix are associated with the n variables of the
Boolean space in the fixed order (x1, x2, . . . , xn). The independence matrix has the
shape of an echelon; all elements below the main diagonal are equal to 0. Values 1 of
a row of the independence matrix indicate a set of variables for which the vectorial
derivative of the function f(x1, x2, . . . , xn) is equal to 0. The following rules ensure
the uniqueness of the independence matrix:

1. Values 1 can only occur to the right of a value 1 in the main diagonal of the
independence matrix.

2. All values above a value 1 in the main diagonal of the independence matrix
are equal to 0.

Definition 2 (Rank). The rank of an independence matrix IDM(f) describes
the number of independent directions of change of the Boolean function f(x). The
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rank(IDM(f)) is equal to the number of elements 1 in the main diagonal of the
unique echelon shape of IDM(f).

Two algorithms, for the first time suggested in [3], can be used to extend a
unique IDM(f) by any new independent direction of change. Algorithm1 calcu-
lates for a set of variables x0 the vector smin that indicates the minimal direction
of change not covered by the given independence matrix IDM(f). Algorithm 2
realizes the unique merge of the given independence matrix IDM(f) and the
new direction of change all functions of the second-level lattice are also not
depending on.

The definition of the independence function facilitates a very compact spec-
ification of a second-level lattice:

Algorithm 1. smin = MIDC(IDM(f),x0): Minimal Independent Direction of
Change
Input : x0 ∈ x: evaluated subset of variables,
Input : IDM(f): unique independence matrix of n rows and n columns of f(x)
Output : smin: minimal direction of change

1: j ← 1
2: smin ← BV (x0)
3: while j ≤ n do
4: if (smin[j] = 1) ∧ (IDM(f)[j, j] = 1) then
5: smin ← smin ⊕ IDM(f)[j]
6: end if
7: j ← j + 1
8: end while

Algorithm 2. IDM(g) = UM(IDM(f),x0): Unique Merge

Input : x0 ∈ x: subset of variables that satisfy ∂f(x)
∂x0

= 0, to merge with IDM(f),
Input : IDM(f): unique independence matrix of n rows and n columns of f(x)

Output : IDM(g): unique independence matrix of the same size of g(x) with ∂g(x)
∂x0

= 0

1: IDM(g) ← IDM(f)
2: smin = MIDC(IDM(f),x0)
3: if smin > 0 then
4: j ← IndexOfMostSignificantBit(smin)
5: i ← 1
6: while i < j do
7: if IDM(g)[i, j] = 1 then
8: IDM(g)[i] ← IDM(g)[i] ⊕ smin

9: end if
10: i ← i + 1
11: end while
12: IDM(g)[j] ← smin

13: end if
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Fig. 3. Example of an independence matrix and the associated independence function.

Definition 3 (Independence Function). The independence function
f id(x) of a Boolean function corresponds to the independence matrix IDM(f)
such that

f id(x) =
n∨

i=1

∂f(x)
∂x0i

where ∂f(x)
∂x0i

= 0 if all elements of the row i in IDM(f) are equal to 0, and

xj ∈ x0i if IDM(f)[i, j] = 1.

Figure 3 shows an example of an independence function as well as the associated
independence matrix and their rank.

A function f(x) belongs to the lattice L2
〈
fq(x), fr(x), f id2(x)

〉
if it satisfies

(2) which can be described shorter using the independence function f id2(x):

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) ∨ f id2(x) = 0. (3)

4 Third Level in the Hierarchy of Lattices

A lattice L2, as described in (3), can be the result of a vectorial derivative of
a lattice L1. An implicit condition of a second-level lattice is that the mark
functions fq(x) and fr(x) satisfy:

k∨

i=1

∂fq(x)
∂x0i

∨
k∨

i=1

∂fr(x)
∂x0i

= 0. (4)

This condition is relaxed for third-level lattices of Boolean functions as shown
in Example 3.

Example 3 (A Third-Level Lattice). It can easily be verified that the four func-
tions in the left part of Fig. 4 establish a lattice of Boolean functions. Thin blue
arrows connect pairs of identical function values belonging to the don’t-care
function fϕ(x) for the direction of change (x1, x2, x3). This lattice does not sat-
isfy the rules of a second-level lattice due to the different values for the pairs
of function values connected by a red dashed arrow with the same direction of
change. Hence, it is an example of a third-level lattice.
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Fig. 4. Four functions of a third-level lattice. (Color figure online)

Lattices L2 have the benefit that they describe only functions that are inde-
pendent of certain directions of change. As shown in Example 3, there are lattices
which do not satisfy this strong requirement for the whole Boolean space, but
for the region of the don’t-care-set. Lattices L3

〈
fq(x), fr(x), f id2(x), f id3(x)

〉
of

this new third-level in the hierarchy of lattices are defined by:

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) ∨
k∨

i=1

∂f(x)
∂x0i

∨ fϕ(x) ∧
⎛

⎝
l∨

j=1

∂f(x)
∂x0j

⎞

⎠ = 0, (5)

where

f id3(x) =
l∨

j=1

∂f(x)
∂x0j

.

5 Hierarchy of Lattices of Boolean Functions

The hierarchy of lattices of Boolean functions, shown in Fig. 5, is determined by
two influencing factors:

1. the independence functions, where a larger rank restricts the lattice to simpler
functions, and

2. the mark functions fq(x) and fr(x), where a smaller number of function values
1 of (fq(x)∨fr(x)) increases the number of functions belonging to the lattice.

Due to these influencing factors, the number function values 1 of the don’t-
care function is

|fϕ| = m ∗ 2rank(IDM(fϕ)) (6)

and the number of functions belonging to a lattice results in 2m.
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Fig. 5. Hierarchy of lattices of Boolean functions.
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Abstract. In this paper we summarize some recent results about the
convergence of the inverse of the continuous wavelet transform.

1 Introduction

Wavelet analysis has established itself in the last 20–30 years as a fertile branch
of analysis, and has a lot of links to real world applications, e.g. to image and
signal analysis and to storage of fingerprints. There are many interesting books
in this area, e.g. Daubechies [5], Hernandez and Weiss [8], Walnut [15], moreover
several papers have appeared [1,9–11,20–22]. The continuous wavelet transform
of f with respect to a wavelet g is defined by

Wgf(x, s) = 〈f, TxDsg〉 (x ∈ R, s ∈ R, s �= 0),

where Ds is the dilation operator and Tx the translation operator. Under some
conditions on g and γ the inversion formula holds for all f ∈ L2(R):

∫
R

∫
R

Wgf(x, s)TxDsγ
dxds

s2
= Cg,γf,

where the equality is understood in a vector-valued weak sense (see Daubechies
[5] and Gröchenig [7]). The convergence of this integral is an important problem.
In fact, there are several results on the convergence of the inverse continuous
or discrete wavelet transform (see e.g. [1,9–11,16,18,20–22]). In this paper we
summarize the results about the convergence of

lim
S→0,T→∞

∫
S≤|s|≤T

∫
R

Wgf(x, s)TxDsγ
dxds

s2

including the case when T = ∞.
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2 Wiener Amalgam Spaces

The space Lp(R) is equipped with the norm

‖f‖p :=

{(∫
R

|f |p dλ
)1/p

, 0 < p < ∞;
sup

R
|f |, p = ∞.

These spaces can be generalized as follows. A measurable function f belongs
to the Wiener amalgam space W (Lp, �q)(R) (1 ≤ p, q ≤ ∞) if

‖f‖W (Lp,�q) :=

(∑
k∈Z

‖f(· + k)‖q
Lp[0,1)

)1/q

< ∞,

with the obvious modification for q = ∞. It is easy to see that W (Lp, �p)(R) =
Lp(R) and

W (L∞, �1)(R) ⊂ Lp(R) ⊂ W (L1, �∞)(R) (1 ≤ p ≤ ∞).

3 Continuous Wavelet Transform

The translation and dilation of a function f are defined, respectively, by

Txf(t) := f(t − x), Dsf(t) := |s|−1/2f(s−1t),

where t, x ∈ R, s ∈ R, s �= 0. The continuous wavelet transform of f with respect
to a wavelet g is defined by

Wgf(x, s) := |s|−1/2

∫
R

f(t)g(s−1(t − x)) dt = 〈f, TxDsg〉,

(x ∈ R, s ∈ R, s �= 0) when the integral does exist. Plancherel’s theorem is
well-known for Fourier transforms: if f, g ∈ L2(R), then

‖f‖2 =
∥∥∥f̂

∥∥∥
2

and 〈f, g〉 =
〈
f̂ , ĝ

〉
,

where the Fourier transform of f ∈ L1(R) is given by

f̂(x) =
∫
R

f(u)e−2πıxu du (x ∈ R, ı =
√−1).

Now we present the analogues of these results for continuous wavelet
transforms.

Theorem 1. Suppose that g ∈ L2(R) and

Cg :=
∫
R

|ĝ(s)|2 ds

|s| < ∞.

If f ∈ L2(R), then ∫
R

∫
R

|Wgf(x, s)|2 dx ds

s2
= Cg‖f‖22.
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The proofs of this theorem is usually uncomplete in the literature (see e.g.
[4,5,7]). The proofs are correct if g ∈ L1(R) ∩ L2(R). The non-trivial extension
to all g ∈ L2(R) is usually missing (see [19]). More generally, suppose that X

and Y are two Banach spaces, with X0 ⊂ X is dense in X. If a linear operator � is
defined on X and � : X0 → Y is bounded, then � is not necessarily bounded from
X to Y (see Bownik [2]). Of course, the unique extension of �

∣∣∣
X0

is bounded from

X to Y. However, it is not sure that the extension is equal to � on the whole X.
We can easily give conditions such that Cg is finite.

Proposition 1. If g ∈ L2(R), ĝ(0) = 0 and
∫
R
(1 + |x|) |g(x)| dx < ∞, then Cg

is finite.

Now we formulate Theorem 1 for the scalar product of two wavelet
transforms.

Theorem 2. Suppose that g1, g2 ∈ L1(R) ∩ L2(R) and

Cg1,g2 :=
∫
R

ĝ1(s)ĝ2(s)
ds

|s|
is a finite number. If f1, f2 ∈ L2(R), then

∫
R

(∫
R

Wg1f1(x, s)Wg2f2(x, s) dx

)
ds

s2
= Cg1,g2 〈f1, f2〉 .

The preceding result is stated often for all g1, g2 ∈ L2(R) and without the
bracket. However, in this case we have to suppose that Cg1 < ∞ and Cg2 < ∞.

Theorem 3. Suppose that g1, g2 ∈ L2(R), Cg1 < ∞ and Cg2 < ∞. If f1, f2 ∈
L2(R), then

∫
R

∫
R

Wg1f1(x, s)Wg2f2(x, s)
dx ds

s2
= Cg1,g2 〈f1, f2〉 .

Of course, the finiteness of Cg1 and Cg2 implies the finiteness of Cg1,g2 .

4 Inversion Formulas

Let us recall some results for the inverse Fourier transform. Suppose first that
f ∈ Lp(R) for some 1 ≤ p ≤ 2. Then the Fourier inversion formula

f(x) =
∫
R

f̂(u)e2πıxu du (x ∈ R)

holds if f̂ ∈ L1(R). This motivates the definition of the Dirichlet integral τT f ,
which is given by

τT f(x) :=
∫ T

−T

f̂(u)e2πıxu du,
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where f ∈ Lp(R) (1 ≤ p ≤ 2) and T ∈ R+. It is known that for f ∈ Lp(R),
1 < p < ∞,

lim
T→∞

τT f = f a.e. and in the Lp(R)-norm.

The norm convergence is due to Riesz [12] and the almost everywhere conver-
gence to Carleson [3] (see also Grafakos [6]). If p > 2, then we suppose that
f ∈ Lp(R) ∩ L2(R) or we extend the integral in τT f to every f ∈ Lp(R).

In this section, we formulate the analogous results for the inverse wavelet
transforms. The inverse wavelet transform is given by∫

R

∫
R

Wgf(x, s)TxDsg
dx ds

s2
.

The basic question is, how can we define the integral of the vector-valued function

(x, s) → Wgf(x, s)TxDsg(·) ?
An obvious interpretation is that for each fixed t, we consider the pointwise
integral ∫

R

∫
R

Wgf(x, s)TxDsg(t)
dx ds

s2
.

However, this integral is not well defined for general functions f, g ∈ L2(R). Our
pointwise inversion formula reads as follows.

Theorem 4. If g, γ ∈ L2(R), Cg < ∞, Cγ < ∞, f, f̂ ∈ L1(R), then for almost
every t ∈ R, ∫

R

(∫
R

Wgf(x, s)TxDsγ(t) dx

)
ds

s2
= Cg,γf(t).

Notice that if f, f̂ ∈ L1(R), then f ∈ L2(R). Indeed,

f =
(
f̂
)∨

∈ L1(R) ∩ L∞(R) ⊂ L2(R).

Another interpretation of the integral in the inverse wavelet transform is the
following definition. We say that the vector-valued weak integral∫

R

∫
R

Wgf(x, s)TxDsg
dx ds

s2

is equal to the function f ∈ L2(R),

f =
∫
R

∫
R

Wgf(x, s)TxDsg
dx ds

s2

if for all h ∈ L2(R),

〈f, h〉 =
∫
R

∫
R

Wgf(x, s) 〈TxDsg, h〉 dx ds

s2
.

The next two results were proved for all f, g, γ ∈ L2(R) e.g. in Daubechies
[5] or Gröchenig [7].
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Theorem 5. If g, γ ∈ L2(R), Cg < ∞ and Cγ < ∞, then
∫
R

∫
R

Wgf(x, s)TxDsγ
dx ds

s2
= Cg,γf

for all f ∈ L2(R), where the integral is understood in a vector-valued weak sense.

Theorem 6. Assume that f, g, γ ∈ L2(R), Cg < ∞ and Cγ < ∞. If 0 < S <
T ≤ ∞ and 0 < B < ∞, then

lim
S→0,T→∞

∫
S≤|s|≤T

∫
|x|≤B

Wgf(x, s)TxDsγ
dx ds

s2
= Cg,γf

in the L2-norm.

In the last theorem the integral can be understood pointwise as well as in
the vector-valued weak sense. Now let B = ∞ and, similar to τT f , introduce the
operators with the pointwise integrals

ρS,T f :=
∫

S≤|s|≤T

∫
R

Wgf(x, s)TxDsγ
dxds

s2

and
ρSf :=

∫
S≤|s|

∫
R

Wgf(x, s)TxDsγ
dxds

s2
.

One can show stronger convergence results for these operators as S → 0 and
T → ∞. The next theorem is due to Rao et al. [11].

Theorem 7. Assume that g, γ ∈ L2(R) ∩ L1(R) with Cg < ∞ and Cγ < ∞. If
f ∈ Lp(R) for some 1 < p < ∞, then

lim
S→0,T→∞

ρS,T f = Cg,γf

and
lim
S→0

ρSf = Cg,γf,

both a.e. and in the Lp-norm.

Supposing more conditions about g and γ, Li and Sun [10] extended this result
as follows. We say that h is a log-majorant function if h is positive, decreasing
as a function on (0,∞) and

h(| · |) ln(2 + |·|) ∈ L1(R).

It is easy to see that in this case h ∈ L2(R)∩L1(R) and even h ∈ W (L∞, �1)(R).
Let

C ′
g,γ := −

∫
R

(g∗ ∗ γ)(x) ln |x| dx,

where
g∗(y) := g(−y).
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Theorem 8. Suppose that the functions g and γ have log-majorants and
∫
R

(g∗ ∗ γ)(x) dx = 0.

(i) If 1 < p < ∞ and f ∈ Lp(R), then

lim
S→0,T→∞

ρS,T f = C ′
g,γf in the Lp-norm.

(ii) If 1 ≤ p < ∞ and f ∈ Lp(R), then

lim
S→0

ρSf = C ′
g,γf in the Lp-norm.

Of course, under some conditions, Cg,γ coincides with C ′
g,γ (see Rubin and

Shamir [13] and Saeki [14]). By the theorem about the maximal function (see
e.g. Grafakos [6]),

lim
h→0

1
2h

∫ h

−h

f(x − s) ds = f(x)

for a.e. x ∈ R. Then

lim
h→0

1
2h

∫ h

−h

f(x − s) − f(x) ds = 0.

A point x ∈ R is called a Lebesgue point of f if the following stronger condition
holds:

lim
h→0

1
2h

∫ h

−h

|f(x − s) − f(x)| ds = 0.

Theorem 9. Almost every point x ∈ R is a Lebesgue point of f ∈
W (L1, �∞)(R).

The following theorem is due again to Li and Sun [10].

Theorem 10. Suppose that the functions g and γ have log-majorants and
∫
R

(g∗ ∗ γ)(x) dx = 0.

If 1 ≤ p < ∞ and f ∈ Lp(R), then

lim
S→0,T→∞

ρS,T f(x) = C ′
g,γf(x)

and
lim
S→0

ρSf(x) = C ′
g,γf(x)

for all Lebesgue-points of f .
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In the next two theorems due to the author [17], we do not suppose that
g, γ ∈ W (L∞, �1)(R), instead we suppose more smoothness and that g, γ ∈
L1(R) ∩ L2(R), and we show similar results for larger function spaces, namely
for the Wiener amalgam spaces.

Theorem 11. Assume that g, γ ∈ L1(R)∩ L2(R), ĝ and γ̂ are differentiable, ĝ′

and γ̂′ are bounded and

|ĝ(r)| , |γ̂(r)| ≤ Crα (0 < r ≤ 1)

for some α > 0.

(i) If 1 ≤ p < ∞, 1 < q < ∞ and f ∈ W (Lp, �q)(R), then

lim
S→0,T→∞

ρS,T f = Cg,γf in the W (Lp, �q)-norm.

(ii) If 1 ≤ q < ∞ and f ∈ W (L1, �q)(R), then

lim
S→0,T→∞

ρS,T f(x) = Cg,γf(x)

for all Lebesgue-points of f .

Theorem 12. In addition to the conditions of Theorem 11, assume that γ ∈
W (L∞, �1)(R).

(i) If 1 ≤ p, q < ∞ and f ∈ W (Lp, �q)(R), then

lim
S→0

ρSf = Cg,γf in the W (Lp, �q)-norm.

(ii) If 1 ≤ q < ∞ and f ∈ W (L1, �q)(R), then

lim
S→0

ρSf(x) = Cg,γf(x)

for all Lebesgue-points of f .

Note that, for all 1 ≤ p, q < ∞,

W (L1, �q)(R) ⊃ W (Lp, �q)(R), Lq(R).

As we can see in the next result, under some weak conditions, Theorems 11
and 12 can be applied.

Theorem 13. If g ∈ L1(R) ∩ L2(R), ĝ(0) = 0 and
∫
R

|x|α |g(x)| dx < ∞

for some 0 < α ≤ 1, then

|ĝ(r)| ≤ Crα (0 < r ≤ 1).

Moreover, ĝ′ is bounded for α = 1.
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Abstract. This paper introduces the analysis of pattern properties by
means of the two-sided Reed-Muller-Fourier transform. Patterns are
modelled as matrices of pixels and an integer coding for the colors is
chosen. Work is done in the ring (Zp,⊕, ·), where p > 2 is not necessarily
a prime. It is shown that the transform preserves the (diagonal) sym-
metry of patterns, is compatible with different operations on patterns,
and allows detecting and localizing noise pixels in a pattern. Finally, it
is shown that there are patterns which are fixed points of the transform.

1 Introduction

The Reed-Muller-Fourier transform (RMF), defined in the ring (Zp,⊕, ·), p an
integer larger than 2, was introduced in [1] aiming to unify relevant character-
istics of the Reed-Muller transform (RM) and the Discrete Fourier transform
(DFT), to be applied in the non-binary integer domain allowing to obtain poly-
nomial expressions for multiple-valued functions. In the binary case, the RM
transform has a self inverse matrix representation, which is lower triangular,
and exhibits a Kronecker product structure [2–4]. When the RM transform was
extended to the non-binary domain [5], it retained the property of realizing a
bijection in the set of functions for a given valuedness and arity, but it lost the
lower triangular structure and its self inversion. The DFT, however is lower tri-
angular in all integer domains. To obtain the desired combination of properties
for the RMF transform, the Gibbs algebra defined in terms of the Gibbs multi-
plication for the Instant Fourier Transform [6] was selected and extended to the
non-binary domain in [1].

In the context of patterns, let Γ be a finite ordered set of colors with car-
dinality p, and let β : Γ → Zp be a bijection assigning an element of Zp to
each color in such a way that the ordering of the colors is preserved. Pixels are
atoms of a picture and carry a single color. (The size of a pixel is defined accord-
ing to requirements of geometric and chromatic resolution for a pattern under
consideration.) A pattern is an array of pixels. In this paper, a pattern is also
represented as a matrix with entries from Zp obtained by applying β to every
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 254–261, 2018.
https://doi.org/10.1007/978-3-319-74727-9_30
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pixel of a picture. Operations among patterns are conducted on the correspond-
ing numerical matrices in the ring (Zp,⊕, ·). Pattern attributes associated to a
matrix are understood as attributes of the pattern represented by such a matrix.

2 Formalisms

In what follows, some properties of patterns will be studied in a transform
domain. In this paper, we select the Reed-Muller-Fourier (RMF) transform
[1,2,7]. It is known that this transform matrix is lower triangular, self-inverse
and has a Kronecker product structure [8]. Moreover, this transform is based on
the Gibbs convolutional product [4]. Figure 1 shows the basic transform matrices
for p = 4, 5, and 6 as will be used in this paper.

R3(1) =

⎡
⎢⎣
3 0 0 0
3 1 0 0
3 2 3 0
3 3 1 1

⎤
⎥⎦ R4(1) =

⎡
⎢⎢⎢⎣

4 0 0 0 0
4 1 0 0 0
4 2 4 0 0
4 3 2 1 0
4 4 4 4 4

⎤
⎥⎥⎥⎦ R5(1) =

⎡
⎢⎢⎢⎢⎢⎣

5 0 0 0 0 0
5 1 0 0 0 0
5 2 5 0 0 0
5 3 3 1 0 0
5 4 0 4 5 0
5 5 2 4 1 1

⎤
⎥⎥⎥⎥⎥⎦
.

p = 4 p = 5 p = 6

Fig. 1. Basic RMF transform matrices for and p = 4, 5, and 6.

The following notation will be used in the rest of the paper: A(n) will denote
a (pn × pn) matrix (and pattern). A(n,m) will denote a (pn × pm) matrix (and
pattern). For the RMF-transform matrix, the notation Rp(n) will be used. (If a
related statement is valid for all p, the index p may be omitted.)

For a given p and n, the RMF-transform matrix is defined as the n-th Kro-
necker power of the basic RMF-transform matrix Rp(1). Therefore,

Rp(n) =
n⊗

i=1

Rp(1).

H(n) will represent a matrix with all entries equal to 1 (H for “high”) and
L(n) will denote a matrix with all entries equal to 0 (L for “low”). Finally, C(n)
will represent a matrix with all entries equal to 0, except for the element at the
left upper corner, where the entry equals 1 (leading to the name “corner”). For
the analysis of patterns, a two-sided RMF-transform will be used (see definition
below), a transformed pattern will be called “spectrum” and will be identified by
Σ. Unless otherwise specified, all operations will be done in the ring (Zp,⊕, ·).
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3 Analysis of Patterns by Using the RMF-Transform

In this section, we will present some considerations related to the application of
the RMF-transform to analysis of patterns.

Definition 1. Given a pattern A(n,m), its spectrum ΣA(n,m), is calculated as
follows

ΣA(n,m) = Rp(n) · A(n,m) · (Rp(m))T , (1)

where the superindex T denotes the transposition of a matrix.

Lemma 1. The inverse RMF transform recovers a pattern from its spectrum as
follows

A(n,m) = Rp(n) · ΣA(n,m) · (Rp(m))T , (2)

Proof: Since Rp(n) is its own inverse, the assertion follows by applying Rp(n)
and (Rp(m))T at both sides of Eq. (1).

Lemma 2. For all p the RMF spectrum of a square symmetric pattern is sym-
metric.

Proof: If A(n) is symmetric, it holds that A(n) = (A(n))T . Then,

ΣA(n) = R(n) · A(n) · (R(n))T = R(n) · (A(n))T · (R(n))T

= 〈R(n) · A(n) · (R(n))T 〉T = (ΣA(n))T .

Lemma 3. If Q(n,m) = A(n,m) ⊕ B(n,m) then ΣQ(n,m) = ΣA(n,m) ⊕
ΣB(n,m).

Proof:

ΣQ(n,m) = R(n) · Q(n,m) · (R(m))T

= R(n) · (A(n,m) ⊕ B(n,m)) · (R(m))T

= R(n) · A(n,m) · (R(m))T ⊕ R(n) · B(n,m) · (R(m))T

= ΣA(n,m) ⊕ ΣB(n,m).

See examples in Fig. 2.

Lemma 4. The spectrum of the Kronecker product [3,4] of two patterns equals
the Kronecker product of the respective spectra. If Q(n + r,m + s) = A(n,m) ⊗
B(r, s) then ΣQ(n + r,m + s) = ΣA(n,m) ⊗ ΣB(r, s).

Proof:

ΣQ(n + r,m + s) = R(n + r)Q(n + r,m + s)(R(m + s))T

= (R(n) ⊗ R(r))(A(n,m) ⊗ B(r, s))(R(m) ⊗ R(s))T .
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Fig. 2. Example of Lemmas 2 and 3 with p = 4 and n = 1. (a) The spectrum of a
symmetric pattern is symmetric, (b) the spectrum of the sum of two patterns equals
the sum of their spectra.

With the compatibility theorem between Kronecker and matrix products [3],

ΣQ(n + r,m + s) = (R(n)A(n,m)R(m)T ) ⊗ (R(r)B(r, s)(R(s)T )
= ΣA(n,m) ⊗ ΣB(r, s). (3)

Notice that Eq. (3) may also be written as

ΣQ(n + r,m + s) = (I(n)ΣA(n,m)I(m)) ⊗ (R(r)B(r, s)(R(s)T )
= (I(n) ⊗ R(r))(ΣA(n,m) ⊗ B(r, s))(I(m) ⊗ (R(s)T )
= (I(n) ⊗ R(r))(ΣA(n,m) ⊗ B(r, s))(I(m) ⊗ (R(s))T . (4)
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Since (I(n) ⊗ R(r)) = Diag(R(r),R(r), . . . ,R(r)) let it be called “the
n-Block RMF transform”. Then the following is obtained:

Corollary 1. The RMF spectrum of the Kronecker product of two patterns
A(n,m) and B(r, s), equals the n-Block RMF transform based spectrum of the
Kronecker product of the (simple) RMF spectrum of the first pattern and the
second pattern.

Lemma 5.
ΣC(m,n) = H(m,n).

Proof: C(0, n) = [1, 0, . . . , 0]. ΣC(0, n) = R(0)C(0, n)RT (n) = [1, 0, . . . , 0]
RT (n).

Since [1, 0, . . . , 0]RT (n) returns the first row of Rt(n), which equals H(0, n)
-(see Fig. 2)- then C(0, n) = H(0, n). Similarly, C(m, 0) = H(m, 0). Considering
that C(m,n) = C(m, 0) ⊗ C(0, n), with Lemma4 follows that:

ΣC(m,n) = ΣC(m, 0) ⊗ ΣC(0, n) = H(m, 0) ⊗ H(0, n) = H(m,n). (5)

Remark 1. Lemma 5 is a two-dimensional discrete extension of the Fourier
transform of an impulse.

Corollary 2.

ΣH(m,n) = ΣH(m, 0) ⊗ ΣH(0, n) = C(m, 0) ⊗ C(0, n) = C(m,n).

Definition 2. For a given pair (i, j), i ∈ Zpm and j ∈ Zpn , let P(m,n) denote a
“perturbation” matrix with a single 1 entry at the position (i, j), otherwise hav-
ing 0 entries. Then, P(m,n) = [0, 0, . . . , 0, 1, 0, . . . , 0] ⊗ [0, 0, . . . , 0, 1, 0, . . . , 0]T ,
where the vectors are of length pm and pn respectively, the first 1 is at the j-th
position and the second, at the i-th position.

Lemma 6. For a given pair (i, j) as in Definition 2, in the RMF spectrum
ΣP (m,n) the first i rows are 0-rows and the first j columns are 0-columns. The
entry at the position (i, j) has the absolute value 1 and the remaining entries are
mostly non-zero entries.

Proof: Let P(0, n) = [0, 0, . . . , 0, 1, 0, . . . , 0], with the 1 at the j-th position.
Then,

ΣP (0, n) = R(0) · [0, 0, . . . , 0, 1, 0, . . . , 0] · RT (n)
= [1] · [0, 0, . . . , 0, 1, 0, . . . , 0] · RT (n)
= [0, 0, . . . , 0, 1, 0, . . . , 0]RT (n).

It may be seen that the product [0, 0, . . . , 0, 1, 0, . . . , 0]· RT (n) extracts the j-th
row of RT (n). Since RT (n) is upper triangular -(recall Fig. 2)- the j-th row has
a prefix of j 0s and the first non-zero entry equals (−1)j−1 mod p.
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Similarly, P(m, 0) = [0, 0, . . . , 0, 1, 0, . . . , 0]T , with the 1 at the i-th position.
Then,

P(m, 0) = R(m) · [0, 0, . . . , 0, 1, 0, . . . , 0]T · RT (0)
= R(m) · [0, 0, . . . , 0, 1, 0, . . . , 0]T .

The product R(m)[0, 0, . . . , 0, 1, 0, . . . , 0]T extracts the i-th column of R(m).
Since R(m) is lower triangular, its i-th column has a prefix of i 0s and the first
non-zero entry equals (−1)i−1 mod p.

It may be seen that P(0, n)⊗ P(m, 0) will have the first i rows and the first
j columns with 0 entries. Moreover, at (i, j) the entry has magnitude 1 mod p.

Example 1. For p = 6, Fig. 3 shows P(1) with (i, j) = (4, 2).

Fig. 3. Example of the effect of a perturbation matrix.

It may be seen that the “left upper non-zero” pixel in the spectrum indicates
the position of the perturbing pixel. This property may be used to detect and
localize a noise pixel.

Definition 3. A mosaic is the Kronecker product of H(n,m) and a basic pattern
B(r, s).

Example 2. Let p = 4 and (for space limitations) let n = 1 for H. Then define
M(1 + r, 1 + s) = H(1) ⊗ B(r, s). From Lemma4 and Corollary 2 follows that
ΣM (1 + r, 1 + s) = ΣH(1) ⊗ ΣB(r, s) = C(1) ⊗ ΣB(r, s).
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M(1 + r, 1 + s) =

⎡
⎢⎢⎣

B(r, s) B(r, s) B(r, s) B(r, s)
B(r, s) B(r, s) B(r, s) B(r, s)
B(r, s) B(r, s) B(r, s) B(r, s)
B(r, s) B(r, s) B(r, s) B(r, s)

⎤
⎥⎥⎦ ,

ΣM (1 + r, 1 + s) =

⎡
⎢⎢⎣

ΣB(r, s) L(r, s) L(r, s) L(r, s)
L(r, s) L(r, s) L(r, s) L(r, s)
L(r, s) L(r, s) L(r, s) L(r, s)
L(r, s) L(r, s) L(r, s) L(r, s)

⎤
⎥⎥⎦ .

It becomes apparent that if a random noise pixel is added to the mosaic
during the building process, with Lemma3, the 0-region of the spectrum will be
clearly “contaminated”, thus detecting the presence of a noise pixel. Moreover
the position of the upper left corner of the non-zero contaminating region clearly
localizes the noise pixel.

Remark 2. The matrix which has a 1-entry at the right lower corner being oth-
erwise 0 is a fixpoint of the two-sided RMF transform. Notice that this may be
interpreted as a consequence of Lemma 6 and, therefore, is valid for all p. Addi-
tional examples of fixed points are shown in Fig. 4. Recall that with Lemmas 3
and 4 new (and larger) fixed points may be generated.

Fig. 4. Examples of some fixed points for p = 4 and n = 1.

4 Conclusions

For the first time the RMF transform has been applied to analyze properties
of patterns. Possibly the most relevant result refers to the possibility of both
detecting and localizing noise pixels in patterns.
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1 Department of Computer Science, Faculty of Electronic Engineering, Nǐs, Serbia
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Abstract. It has long been known that some transformations of a
binary function produce a permutation of some coefficients in the Walsh-
Hadamard spectrum or just change the sign of some coefficients. Those
operations are known as spectral invariant operations. In this paper
some new spectral invariant operations are defined for the functions
representable by disjoint quadratic polynomial forms. It is shown that
these new invariant operations are useful for characterization of the bent
functions.

Keywords: Invariant operations · Walsh-Hadamard spectrum
Bent functions

1 Introduction

Spectral invariant operations for binary functions are defined as operations that
do not change the absolute values of Walsh-Hadamard spectral coefficients.
There are five such invariant operations considered in the literature: complement
of the function, complement of the input variable, permutation of two input vari-
ables, linear translation and disjoint linear translation, [1,2]. Their application
results in sign changes and permutation of certain subsets of spectral coefficients.

From the other side, it is well known that bent functions that are important
for cryptography are characterized through their Wash-Hadamard spectra. Bent
functions are defined as functions with flat spectra, i.e., for bent functions all the
Walsh-Hadamard coefficients have te same absolute values 2

n
2 , where n is the

number of variables. Also, simplest bent functions have disjoint quadratic poly-
nomial forms. Considering the properties of the invariant operations it follows
that it will be possible to generate all bent functions with given number of input
variables, starting from disjoint quadratic forms, and by applying some invariant
operations. However, the known invariant operations cannot increase the degree
(the number of variables in the product terms) in the polynomial form of the
function. Since it is proved that polynomial form of bent functions may have

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 262–269, 2018.
https://doi.org/10.1007/978-3-319-74727-9_31
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terms of degree until n
2 , it is possible to conclude that some additional invariant

operations must exist. In this paper, such new spectral invariant operations will
be defined and explored.

2 Walsh Hadamard Spectrum

In this section, we present the definition of the Walsh-Hadamard spectrum and
five known invariant operations.

Definition 1 Walsh-Hadamard spectrum
The Walsh-Hadamard spectrum Sf (n) of the binary function f(x1, · · · , xn) of n
variables is defined as:

Sf (n) = W(1)⊗nF(n), W(1) =
[

1 1
1 −1

]
, (1)

and F(n) is the truth vector of the function f in the (0, 1) → (1,−1) encoding.

Sf (n) is a vector of 2n coefficients. Here we will use a notation of the coeffi-
cients with binary subscripts Sb1,b2,··· ,bn , where bi ∈ (0, 1), i = 1, 2, · · · , n:

Sf (n) = [S00...0, S00...1, · · · , S11...1].

2.1 Spectral Invariant Operations

It is well known that some operations in the original domain result in the per-
mutation of the coefficients in the spectral domain or with the change of the sign
of some coefficients. There are five such invariant operations.

Definition 2 (Complement of the function)
By complement of the function f(x1, · · · , xn) a new function

g(x1, · · · , xn) = f̄(x1, · · · , xn)

is generated. This operation produces the change of signs of the all coefficients:

Sg = −Sf .

Example 1. Consider the function f(x1, x2, x3) = x1 ⊕ x2x3 and the function
f1(x1, x2, x3) = f̄(x1, x2, x3).

The spectrum of the function f is S = [0, 0, 0, 0, 4, 4, 4,−4] while the spectrum
of the function f1 is S1 = [0, 0, 0, 0,−4,−4,−4, 4]. Note that all coefficients are
multiplied by −1.

Definition 3 (Complement of the input variable)
By complement of the input variable xj of the function f(x1, · · · , xj , · · · , xn) a
new function g(x1, · · · , xj , · · · , xn) = f(x1, · · · , x̄j , · · · , xn) is generated. This
operation produces the change of the signs of the following coefficients in the
spectral domain:

Sgb1,··· ,bj=1,··· ,bn = −Sf b1,··· ,bj=1,··· ,bn .
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Example 2. Consider the function f(x1, x2, x3) = x1 ⊕ x2x3 and the function

f2(x1, x2, x3) = f(x1, x̄2, x3).

The function f2 is obtained from function f by complementing the input variable
x2. The spectrum of the function f2 is S2 = [0, 0, 0, 0, 4, 4,−4, 4].

The signs of following coefficients is changed: S2b1,1,b3 = −Sb1,1,b3 , or

S2010 = −S010, S2011 = −S011, S2110 = −S110, S2111 = −S111.

Definition 4 (Permutation of two input variables)
By permutation of the input variables xj1 and xj2 of the function
f(x1, · · · , xj1 , xj2 , · · · , xn) a new function

g(x1, · · · , xj1 , xj2 , · · · , xn) = f(x1, · · · , xj2 , xj1 , · · · , xn)

is generated. This operation produces the permutation of the following coefficients
in the spectral domain:

Sgb1,··· ,bj1=0,bj2=1,··· ,bn ↔ Sf b1,··· ,bj1=1,bj2=0,··· ,bn , and

Sgb1,··· ,bj1=1,bj1=0,··· ,bn ↔ Sf b1,··· ,bj1=0,bj2=1,··· ,bn ,

Example 3. Consider the function f(x1, x2, x3) = x1 ⊕ x2x3 and the function
f3(x1, x2, x3) = x2 ⊕ x1x3. Function f3 is optained by permutation of the input
variables x1 and x2 in the function f . The spectrum of the function f3 is S3 =
[0, 0, 4, 4, 0, 0, 4,−4]. It is visible that

S3010 = S100, S3011 = S101, S3100 = S010, S3101 = S011.

Definition 5 (Linear translation)
By adding of the input variable xj to the function f(x1, · · · , xj , · · · , xn) a new
function

g(x1, · · · , xj , · · · , xn) = xj ⊕ f(x1, · · · , xj , · · · , xn)

is generated. This operation produces the permutation of the following coefficients
in the spectral domain:

Sgb1,··· ,bj=1,··· ,bn ↔ Sf b1,··· ,bj=0,··· ,in ,

Sgb1,··· ,bj=0,··· ,bn ↔ Sf b1,··· ,bj=1,··· ,bn .

Example 4. Consider the function f(x1, x2, x3) = x1 ⊕ x2x3 and the function
f4(x1, x2, x3) = x2⊕x1⊕x2x3. The function f4 is optained by adding the variable
x2 to the function f . The spectrum of the function f4 is S4 = [0, 0, 0, 0, 4,−4, 4, 4]
wich means that

S4b1,0,b3 = Sb1,1,b3 , S4b1,1,b3 = Sb1,0,b3 .
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Definition 6 (Disjoint linear translation)
By replacing of the input variable xj with xj ⊕xk into function f a new function

g(x1, · · · , xj , · · · , xn) = f(x1, · · · , xj ⊕ xk, · · · , xn)

is generated. This operation produces the permutation of the following pairs of
spectral coefficients:

Sgb1,b2,··· ,bj=1,bk=1,··· ,bn ↔ Sf b1,b2,··· ,bj=1,ibk=0,··· ,bn

Example 5. Consider the function f(x1, x2, x3) = x1 ⊕ x2x3 and the function
f5(x1, x2, x3) = x1⊕x1x2⊕x2x3. The function f5 is optained by replacing x3 with
x1⊕x3. The spectrum of the function f5 is S5 = [0, 4, 0,−4, 4, 0, 4, 0], and follow-
ing pairs of spectral coefficients will be permuted: S50,b2,1 ↔ S1,b2,0, S51,b2,0 ↔
S0,b2,1.

Also, it exists a generalization of the invariant operations for Multi-valued
functions, [3,5].

3 New Operations in the Spectral Domain

In this section, new spectral invariant operation will be defined first for functions
with an odd number of input variables, and then for functions with an even
number of variables.

Theorem 1 (Odd number of variables).
Modification of a binary function f with an odd number of input variables n =
2k + 1 (k ≥ 2), which has a sum of disjoint products of two variables in its
polynomial form: f(x1, · · · , xn) = xi1xi2 ⊕ xi3xi4 , where (i1, i2) ∩ (i3, i4) = φ,
into a function

g(x1, · · · , xn) = f(x1, · · · , xn) ⊕ xj1xj2xj3

where j1 ∈ (i1, i2), j2 ∈ (i3, i4) and j3 /∈ (i1, i2, i3, i4) results in the following
relations of the pairs of spectral coefficients:

Sgb1,··· ,bj4=1,bj5=1,bj3=0,··· ,bn ↔ Sf b1,··· ,bj4=1,bj5=1,bj3=1,··· ,bn ,

Sgb1,··· ,bj4=1,bj5=1,bj3=1,··· ,bn ↔ Sf b1,··· ,bj4=1,bj5=1,bj3=0,··· ,bn ,

where j4 = {i1, i2} \ j1 and j5 = {i3, i4} \ j2. All coefficients with bj4 = bj5 = 1,
and bj3 = 0 in the subscripts are permuted with the coefficients with bj4 = bj5 = 1,
and bj3 = 1 in the subscripts.

Proof: Consider the function f(x1, · · · , xn) with an odd number of input
variables n, which is given by the disjoint polynomial form f(x1, · · · , xn) =
xi1xi2 ⊕ xi3xi4 . By adding the product of variables xj1xj2xj3 where j1 ∈ (i1, i2),
j2 ∈ (i3, i4) and j3 /∈ (i1, i2, i3, i4) the function g(x1, · · · , xn) = xi1xi2 ⊕xi3xi4 ⊕
xj1xj2xj3 is generated.
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To simplify the proof, consider the case when j1 = i1, j2 = i3, and j3 = i5.
With this operation only the values of the function f for xi1 = 1, xi3 = 1, and
xi5 = 1 will be complemented. Since f(x1, · · · , xn) = xi1xi2 ⊕ xi3xi4 , the values
of the function in those points will be: f(x1, · · · , xn) = 1 ·xi2 ⊕1 ·xi4 = xi2 ⊕xi4 ,
and the values of the function g(x1, · · · , xn) = xi1xi2 ⊕ xi3xi4 ⊕ xi1xi3xi5 =
1 · xi2 ⊕ 1 · xi4 ⊕ 1 = xi2 ⊕ xi4 ⊕ 1, as it is shown in Table 1.

In Table 1 the first five columns show the values of the input variables
xi1 , xi2 , xi3 , xi4 , and xi5 . In the columns f , g, F , and G the values of the func-
tions f and g in (0, 1) and (1,−1) encoding are shown. In the next two columns
the values of the Walsh functions through which the coeficients Sbi2=1,bi4=1 and
Sbi2=1,bi4=1,bi5=1 are calculated, and finally in the last two columns the values of
Sbi2=1,bi4=1 for the function g and the values of Sbi2=1,bi4=1,bi5=1 for the function
f are shown.

The values in the column f are in correlation with the values of the Walsh
function which is used for calculation of the coefficients with bi2 = bi4 = 1, and
bi5 = 0 in the subscript, while the values of the column g are in correlation
with the values of the Walsh function used for calculation of the coefficient with
bi2 = bi4 = 1, and bi5 = 1 in the subscript. From that follows that the changes in
the function f will have influence only on the coefficients having bi2 = bi4 = 1,
and bi5 = 0 in the subscripts, and for function g they will have the same values
as the coefficients of the function f having bi2 = bi4 = 1, and bi5 = 1. Also,
the coefficients of the function g having bi2 = bi4 = 1, and bi5 = 1 in the
subscripts will have the same values as the coefficients of the function f having
bi2 = bi4 = 1, and bi5 = 0 in the subscripts.

Table 1. Proof

xi1 xi2 xi3 xi4 xi5 f g F G Xi2Xi4 Xi2Xi4Xi5 Sfbi2
=1,bi4

=1,bi5
=0 Sgbi2

=1,bi4
=1,bi5

=1

1 0 1 0 1 0 1 1 −1 1 −1 1 1

1 0 1 1 1 1 0 −1 1 −1 1 1 1

1 1 1 0 1 1 0 −1 1 −1 1 1 1

1 1 1 1 1 0 1 1 −1 1 −1 1 1

Example 6. The function f6(x1, · · · , , x5) = x1x2 ⊕ x3x4 has the spectrum

S6 = [8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 8, 0, 8, 0,−8, 0,

−8, 0,−8, 0,−8, 0, 8, 0]T ,

while the function f7(x1, · · · , x5) = f6(x1, · · · , x5) ⊕ x1x3x5, the spectrum

S7 = [8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 0, 8, 8, 0, 0,−8, 8, 0, 8, 0, 8, 0,−8, 0,

−8, 0, 0,−8,−8, 0, 0, 8]T .

In this case the following relations of the pairs of coefficients exist:

S7b1,b2=1,b3,b4=1,b5=0 ↔ S6b1,b2=1,b3,b4=1,b5=1 for b1, b3 ∈ (0, 1).
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Also, adding of product of tree variables to the existing function f(x1, · · · , xn)
with an odd number of input variables n = 2 ∗ k + 1, it is possible when f
has polynomial form with sum of disjoint products of two variables and some
additional part (some terms are products of bigger number of variables). For
example, if f(x1, · · · , xn) = xi1xi2 ⊕ xi3xi4 ⊕ h(x1, · · · , xn), where (i1, i2) ∩
(i3, i4) = φ by adding the product xj1xj2xj3 where j1 ∈ (i1, i2), j2 ∈ (i3, i4) and
j3 /∈ (i1, i2, i3, i4) the function g(x1, · · · , xn) = f(x1, · · · , xn) ⊕ xj1xj2xj3 will be
generated. This operation in the spectral domain results in the interchange of
some pairs of spectral coefficients. However, the relation between subscripts in
this case is more complex and depends of the part which is added to the disjoint
products in the function f .

Example 7. Consider function f8(x1, x2, x3, x4, x5) = x1x2 ⊕ x3x4 ⊕
x1x2x5 with the spectrum: S8 = [12,−4, 12,−4, 12,−4,−12, 4, 4, 4, 4, 4, 4,
4,−4,−4, 4, 4, 4, 4, 4, 4,−4,−4,−4,−4,−4,−4,−4,−4, 4, 4]T .
And the function f9(x1, x2, x3, x4, x5) = x1x2 ⊕x3x4 ⊕x1x2x5 ⊕x1x3x5 with the
spectrum: S9 = [12,−4, 4, 4, 12,−4,−4,−4, 4, 4, 4, 4, 4, 4,−4,−4, 4, 4, 12,−4,
4, 4,−12, 4,−4,−4,−4,−4,−4,−4, 4, 4]T .
Following relations between coefficients exist:
S900010 ↔ S810010, S900011 ↔ S810011, S900110 ↔ S810110, S900111 ↔ S810111.

In analogy to Theorem 1 in the cases when the given function f(x1, · · · , xn)
with an odd number of input variables n = 2k +1, k ≥ 3, has a polynomial form
with m, m ≤ k disjoint product of variables it is possible to add the product of
m + 1 variables and to preserve the values of the spectral coefficient with some
permutations.

Example 8. Consider the function f10(x1, · · · , x7) = x1x2 ⊕ x3x4 ⊕ x5x6 and
the function f11(x1, · · · , x7) = x1x2⊕x3x4⊕x5x6⊕x1x3x5x7, with the spectrum:
S10 = [16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0,
− 16, 0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16,
0, 16, 0, 16, 0, 16, 0,−16, 0,−16, 0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
− 16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0,−16, 0,−16, 0,
− 16, 0, 16, 0,−16, 0,−16, 0,−16, 0, 16, 0,−16, 0,−16, 0,−16, 0, 16, 0,−16,
0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,−16, 0]T ,
while the spectrum of the function f11 is:
S11 = [16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0,
− 16, 0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16,
0, 16, 0, 16, 0, 16, 0,−16, 0,−16, 0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,
− 16, 0, 16, 0, 16, 0, 16, 0,−16, 0, 16, 0, 16, 0, 16, 0,−16, 0,−16, 0,−16, 0,
− 16, 0, 16, 0,−16, 0,−16, 0,−16, 0, 16, 0,−16, 0,−16, 0,−16, 0, 16, 0,−16,
0,−16, 0,−16, 0, 16, 0, 16, 0, 16, 0, 16, 0,−16, 0, ]T .
Following pair of coefficients (in decimal notation) are related:
S1142 ↔ S1043, S1146 ↔ S1047, S1158 ↔ S1059, S1162 ↔ S1063,
S11106 ↔ S10107, S11110 ↔ S10111, S11122 ↔ S10123, S11126 ↔ S10127.
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Theorem 2 (Even number of input variables).
Modification of a binary function f(x1, · · · , xn) with an even number of input

variables n = 2k (k ≥ 3), witch has a sum of disjoint products of two variables
in its polynomial expression:

f(x1, · · · , xn) = xi1xi2 ⊕ xi3xi4 ⊕ xi5xi6 ,

where (i1, i2) ∩ (i3, i4) ∩ (i5, i6) = φ, into a function

g(x1, · · · , xn) = f(x1, · · · , xn) ⊕ xj1xj2xj3 ,

where j1 ∈ (i1, i2), j2 ∈ (i3, i4) and j3 ∈ (i5, i6, ); results in the interchange of
the following pairs of spectral coefficients:

Sg ··· ,bj4=1,bj5=1,bj3=1,··· ↔ Sf ··· ,bj4=1,bj5=1,bj3=0,···.

Example 9. Consider the function f12(x1, x2, x3, x4, x5, x6) = x1x2 ⊕ x3x4 ⊕
x5x6 with the spectrum: S12 = [8, 8, 8,−8, 8, 8, 8,−8, 8, 8, 8,−8,−8,−8,−8, 8, 8,
8, 8,−8, 8, 8, 8,−8, 8, 8, 8,−8,−8,−8,−8, 8, 8, 8, 8,−8, 8, 8, 8,−8, 8, 8, 8,−8,−8,
− 8,−8, 8,−8,−8,−8, 8,−8,−8,−8, 8,−8,−8,−8, 8, 8, 8, 8,−8]T ,
and the function f13(x1, x2, x3, x4, x5, x6) = x1x2⊕x3x4⊕x5x6⊕x1x3x5, with the
spectrum: S13 = [8, 8, 8,−8, 8, 8, 8,−8, 8, 8, 8,−8,−8,−8,−8, 8, 8, 8, 8,−8, 8,−8,
8, 8, 8, 8, 8,−8,−8, 8,−8,−8, 8, 8, 8,−8, 8, 8, 8,−8, 8, 8, 8,−8,−8,−8,−8, 8,−8,
− 8,−8, 8,−8, 8,−8,−8,−8,−8,−8, 8, 8,−8, 8, 8]T .
In this case the following pairs of coefficients are permuted:
S1320 ↔ S1222, S1321 ↔ S1223, S1328 ↔ S1230, S1329 ↔ S1231,
S1352 ↔ S1254, S1353 ↔ S1255, S1360 ↔ S1262, S1361 ↔ S1263.

It is possible to use this invariant operation for larger number of variables. Also,
we will show that adding of product to the polynomial forms with disjoint prod-
ucts is possible also for small number of variables. However in this case this
operation is covered by the already known invariant operations.

Example 10. Consider the function f14(x1, x2, x3) = x1x2 and the function
f15(x1, x2, x3) = x1x2 ⊕ x1x3. The function f15 is generated from f14 according
to Theorem1. However, it is possible to generate f15 from the function f14 by use
of Disjoint spectral translation given by Definition 4, by replacing x2 by x2 ⊕ x3.

4 Invariant Operation and Bent Functions

Note that function f12 from the Example 9 has disjoint homogeneus polyno-
mial form, with disjoint products of pairs of variables where all variables of the
function are included. This function has a flat spectrum, absolute values of all
coefficients are equal, which means that f12 is a bent function. From Theorem2
follows that with this invariant operation it is possible to generate from bent
function with disjoint products of pairs of variables new bent function with cubic
terms, as in case of the function f13. By use of other invariant operations it is
posible to generate from function f13 complex bent functions with large number
of quadratic and cubic terms. Examples of such bent functions are shown in [4].
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Example 11. By replasing the variable x1 with x1 ⊕ x4 from function f13 the
following function will be generated:

f16(x1, x2, x3, x4, x5, x6) = x1x2 ⊕ x4x2 ⊕ x3x4 ⊕ x5x6 ⊕ x1x3x5 ⊕ x1x3x5.

The spectrum of function f16 remains flat and this functions is bent.
By replacing the variable x3 with x3 ⊕ x6 from function f16 the following

function will be generated:

f17(x1, x2, x3, x4, x5, x6) = x1x2 ⊕ x4x2 ⊕ x3x4 ⊕ x4x4 ⊕ x5x6 ⊕ x1x3x5

⊕x1x5x6 ⊕ x3x4x5 ⊕ x4x5x6.

In comparison with f16 the function f17 has bigger number of quadratic and
cubic terms in the polynomial form, but still remains bent.

5 Conclusions

Some new spectral invariant operations are defined for functions which have
disjoint quadratic polynomial forms. The effect of these operations is visible for
functions with n ≥ 5 input variables. As result of applications of these new oper-
ations only the values of some subsets of coefficients are permuted, like in case of
the spectral invariant operations which were known until now. It is also shown
that the new invariant operations are useful for generation of bent functions. The
properties of the existing and new spectral invariant operations has important
consequences on bent functions. A function obtained by application of one or
more spectral invariant operations to a bent function is also bent function.
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Abstract. Object detection is an area of computer vision with appli-
cations in several contexts such as biomedicine and security; and it is
currently growing thanks to the availability of datasets of images, and
the use of deep learning techniques. In order to apply object detection
algorithms is instrumental to know the quality of the regions detected
by them; however, such an evaluation is usually performed using ad-hoc
tools for each concrete problem; and, up to the best of our knowledge,
it does not exist a simple and generic tool to conduct this task. In this
paper, we present DetectionEvaluationJ an open-source tool that has
been designed to evaluate the goodness of object detection algorithms in
any context and using several metrics. This tool is independent from the
programming language employed to implement the detection algorithms
and also from the concrete problem where such algorithms are applied.

1 Introduction

Object detection algorithms are applied in diverse computer vision applications;
for instance, surveillance [25], traffic monitoring [10], or melanoma detection [2].
Recent advances in this area have been leaded by the availability of open datasets
(e.g. the PASCAL VOC 2012 [3], the MS COCO datasets [13], or the ILSVRC
competition [19]) and the application of deep learning techniques [18,21].

In order to evaluate the quality of object detection algorithms, the regions
of interest (ROIs) located by such algorithms are compared against the regions
manually annotated by experts (such regions are known as the gold standard
or ground truth) using different metrics. Some of the most widely employed
measures in this context are the area of intersection-over-union between two
detections [3], or pixel-level specificity, precision, and recall [23].

Measuring the quality of object detection algorithms manually is not sensible
since it is a time-consuming process – especially when dealing with hundreds of
images, or when many algorithms are compared. Developing ad-hoc tools for
concrete scenarios is not a solution either; it means reinventing the wheel several
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times, and usually this approach depends on a concrete programming language;
hence, it is difficult to compare the results obtained with algorithms imple-
mented in different programming languages. Therefore, a simple and generic
tool to automatically evaluate object detection algorithms, independently of the
concrete problem and the programming language employed to implement them,
could be helpful; however, and up to the best of our knowledge, such a tool does
not exist.

In this work, we have filled this gap by developing DetectionEvaluationJ, an
open-source tool that has been designed to evaluate the goodness of object detec-
tion algorithms using several metrics, and that is independent to the concrete
problem where the detection algorithms are applied, and does not depend either
on the programming language employed to implement the detection algorithms.

2 DetectionEvaluationJ

DetectionEvaluationJ has been developed as a plugin of ImageJ [20] — an image-
analysis tool that has been successfully employed to deal with many problems
in life sciences [1,5,8,14]. In order to evaluate an object detection algorithm,
DetectionEvaluationJ takes as input a set of images, the gold standard associated
with such images, and the detected regions obtained by the algorithm; and, it
generates, as output, a report that summarises the quality of the detection based
on several available measures. The workflow of DetectionEvaluationJ is depicted
in Fig. 1. The rest of this section is devoted to explain the main features of
DetectionEvaluationJ.

Fig. 1. Workflow of DetectionEvaluationJ

2.1 DetectionEvaluationJ’s Input

As we have previously mentioned, the first component of DetectionEvaluationJ’s
input is the set of images, S, where the detection algorithm will be employed to
detect the objects. DetectionEvaluationJ supports the most common standard
image-formats including tiff, jpeg, png, gif, and bmp.



DetectionEvaluationJ: A Tool to Evaluate Object Detection Algorithms 275

In addition to the set of images S, DetectionEvaluationJ takes as input the
gold standard, G, associated with such images, and the regions, D, obtained
by the detection algorithm. DetectionEvaluationJ can handle different kinds of
regions (including rectangles, circles, polygons, points, and other geometrical
figures) both for the gold standard and the detected regions; but, all the regions
in G and D must have the same type to compare them properly.

The sets D and G can be loaded in DetectionEvaluationJ using a new for-
mat called ROIXML. The ROIXML format is based on the XML format and
is, therefore, independent of any particular computer system and extensible for
future needs. The structure of XML files following the ROIXML format is fixed
by an XML schema [4], that not only determines the structure of XML files
but also specifies and restricts the content of their elements — see Fig. 2 for a
summary of the XML Schema of ROIXML, and the project webpage for the
whole schema. This schema has been developed taking into account the infor-
mation that is needed to encode different kinds of ROIs. The ROIXML format
simplifies interoperability since it allows users from systems like OpenCV [11]
or Matlab [15] to generate files that can be read by DetectionEvaluationJ —
the programs to generate files in this format using OpenCV are available in the
project webpage.

Fig. 2. XML Schema of ROIXML

Generating an XML file following the ROIXML format from the set of regions
obtained by an object detection algorithm is a simple task — due to the fact
that there are many programming tools that simplify this process. However,
the XML language is not human-oriented, and, therefore, creating directly the
gold standard using an XML format is not sensible since this task is conducted



276 C. Domı́nguez et al.

by human experts in the area wherein the images are obtained. We tackle this
problem in DetectionEvaluationJ by using ImageJ’s features for ROI manage-
ment. DetectionEvaluationJ integrates an enhanced version of ImageJ’s "ROI
manager", a tool that allows the users to handle (add, remove, and modify)
multiple selections (ROIs) from different locations on an image, and, thanks to
the improvement introduced in DetectionEvaluationJ, save the annotations in
the ROIXML format for further usage.

2.2 Interface and Measures Provided by DetectionEvaluationJ

Using the interface shown in Fig. 3, the DetectionEvaluationJ’s users can load
the gold standard and the detected regions; and, subsequently, measure how
good are the detected regions regarding the gold standard.

Fig. 3. DetectionEvaluationJ’s interface

In order to measure the goodness of a region R with respect to a gold-
standard region G in an image I, there are four important sets of pixels: true
positive pixels (TP ), false positive pixels (FP ), false negative pixels (FN), and
true negative pixels (TN). These sets are defined as follows:

– TP = {p ∈ I | p ∈ R ∧ p ∈ G}.
– FP = {p ∈ I | p ∈ R ∧ p �∈ G}.
– FN = {p ∈ I | p �∈ R ∧ p ∈ G}.
– TN = {p ∈ I | p �∈ R ∧ p �∈ G}.

From these sets, several metrics can be defined. In the case of DetectionEval-
uationJ, we conducted a thorough review of articles related to object detection,
and spotted the measures listed in Table 1. All the measures provided in Table 1
are implemented in DetectionEvaluationJ, and this tool has been designed to
incorporate easily new measures in the future.
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Table 1. Measures provided by DetectionEvaluationJ

Measure Equation Also known as Reference

Positive P = TP + FN - -

Negative N = TN + FP - -

Accuracy ACC = T P + T N
P + N

Rand index [7]

Precision PR = T P
T P + F P

- [7]

Recall Rec = T P
P

Sensitivity, True positive

rate

[7]

Fallout Fall = F P
N

False positive rate [7]

Specificity Spe = T N
N

True negative rate [7]

False negative rate FNR = F N
P

- [17]

Negative predictive value NPV = T N
F N + T N

- [6]

False discovery rate FDR = F P
T P + F P

- [6]

LR+ LR+ = Rec
1−Spe

Positive likelihood [6]

LR- LR− = 1−Rec
Spe

Negative likelihood [6]

F-measure (α = 0.5, 1, 2) F (α) = 1
α 1

P R
+ (1− α) 1

Rec

F (1) = Dice coefficient [7]

Intersection over union IOU = T P
T P + F N + F P

Jaccard index [7]

Fowlkes-mallows index G =
√

PR ∗ Rec G-measure [16]

Matthews correlation

coefficient

MCC = T P × T N − F P×F N√
P×N×(T P + F P )×(F N + T N)

- [16]

Youden’s J statistic J = Rec + Spe − 1 Youden’s index,

Informedness

[6]

Markedness M = PR + NPV − 1 Yule coefficient [17]

Diagnostic odds ratio DOR = LR+
LR− - [6]

Balanced accuracy BACC = Rec+Spe
2 Galanced classification

rate

[24]

3 Discussion and Conclusions

As we have previously explained, the main application of DetectionEvaluationJ
consists in measuring the goodness of a detection algorithm compared to a gold-
standard. In addition, this tool can be employed to compare the effectiveness of
several algorithms; in particular, the users can load the regions detected by many
algorithms and compare them by analysing the tables containing the measures
previously presented and the ROC space [12], see Fig. 4. More generally, this
tool can be applied to compare two sets of regions obtained by any means. For
instance, this can be applied to study inter-rater agreement among experts [22]
or to compare manual drawings against expected results.

DetectionEvaluationJ is a free and open-source tool that allows the evaluation
of object detection algorithms, and that is independent from the programming
language employed to implement the detection algorithms and also from the
concrete problem where such algorithms are applied. This tool has been already
successfully employed to evaluate algorithms for detecting halos in antibiogram
images [1] and for detecting DNA bands in gel images [9].
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Fig. 4. Top and Middle. Tables produced by DetectionEvaluationJ containing the
measures for several algorithms (each row corresponds to the results associated with
an algorithm). Bottom. ROC Space generated by DetectionEvaluationJ.

4 Availability and Requirements

– Project name: DetectionEvaluationJ.
– Project home page: https://joheras.github.io/DetectionEvaluationJ/.
– Operating system(s): platform independent.
– Programming language: Java.
– License: GNU GPL 3.0.
– Any restrictions to use by non-academics: None.
– Dependencies: ImageJ.

The project home page contains the installation instructions and usage
examples.

https://joheras.github.io/DetectionEvaluationJ/
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Abstract. Appearance-based localization attempts to recover the posi-
tion (and orientation) of a camera based on the images that it captured
and a previously stored collection of images. Recent advances in image
representations extracted using convolutional neural networks for the
task of place recognition have produced whole-image descriptors which
are robust to imaging conditions, including small viewpoint changes. In
previous work, we have used these descriptors to perform localization by
performing descriptor interpolation to compare the appearance of the
image that is currently captured with the expected appearance at a can-
didate location. In this work, we directly study the behaviour of recently
developed whole-image descriptors for this application.

1 Introduction and Related Work

Image-based localization is often regarded as a nearest-neighbor search, also
known as place recognition, where the pose space is represented by a set of
discrete locations. Although efficient solutions exist for this discretization, the
general case of localizing in continuous space without the use of local keypoints
remains a challenge. Describing images using holistic (whole-image) descrip-
tors is the standard practise for topological localization (“in which place is the
image?”). However, holistic descriptors can also be used for metric localization
(“what is the pose where the image has been taken from?”).

We study the general case of metric localization (Fig. 3), in which there are no
restrictions on the position of the camera. Instead of selecting the best location
from a grid, graph or collection of known images, any point in the pose space
can be selected as the estimate.

Performing continuous metric localization without local keypoints is challeng-
ing, however, it has shown promising results in previous work: in [3], the authors
use global Fourier descriptors on omnidirectional images, performing regression
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R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 281–288, 2018.
https://doi.org/10.1007/978-3-319-74727-9_33



282 M. Lopez-Antequera et al.

through a Gaussian process and representing the location of the camera by a par-
ticle filter. Recently, we [5] performed localization through appearance regression,
using a convolutional neural network-based descriptor trained for place recogni-
tion as the image representation. These results indicate that metric localization
through appearance regression is feasible and merits further research.

In this paper, we analyze the current state of the art in convolutional neural
network-based holistic descriptors with respect to their applicability for metric
localization through appearance regression and discuss the desired characteristics
of a whole-image descriptor for their use in such systems. First, we will describe
the components of such a localization system in order to establish a framework.
We then examine the behaviour of several state-of-the-art convolutional neural
network-based holistic descriptors in search for proportionality and smoothness
in the change of their values with respect to camera motion. Finally, we leverage
recent advances in image synthesis to invert the representations extracted using
these descriptors, in order to understand what visual characteristics are being
modelled by them.

Our findings confirm that descriptors trained to perform place recognition are
better suited for image-based localization than generic internal representations of
networks trained to perform object recognition, while also being less demanding
on memory and compute time.

2 Metric Localization with Whole-Image Descriptors

Whole-image descriptors are normally used to generate place recognition can-
didates for loop closure in SLAM systems, that is, to detect when a vehicle
revisits a place in order to close the SLAM loop and correct any drift that has
been accumulated through visual odometry (Fig. 1).

Fig. 1. The appearance of the query image suggests that it is located somewhere
between images A and B. State of the art holistic descriptors present smooth changes
in their values with changes in camera pose and could be used to localize on a finer
grain than nearest-neighbor approaches.
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In previous work [5] we explored the possibility of using these whole-image
descriptors for the full visual localization pipeline. A system was developed to
obtain the location and orientation of a moving camera, based solely on the
sequence of captured images. The main concept that allows the system to work is
the evaluation of the similarity between the appearance of the currently captured
image and images which are previously captured from many locations in the
environment. Since space is continuous and images cannot be captured at every
possible location, a need for interpolating image appearance or image descriptors
arises. In [5], we used Gaussian Processes to perform this interpolation, but the
general concept doesn’t depend on this: There is a need to interpolate or predict
the descriptor that would be extracted at any location. In this work, we study a
set of commonly available CNN based descriptors with respect to some suitable
properties for this task.

3 Experiments

We attempt to shed light into the behaviour of holistic descriptors. Even though
their usefulness for localization has been studied previously, some assumptions
and properties have not been individually studied.

3.1 Interpolation Using Different Baselines

In this experiment we study some properties of the interpolation of the appear-
ance of images over a set of images captured by a front-facing camera on a
moving vehicle, a sample of which is shown in Fig. 2. We do this to evaluate
the behaviour of the different feature extractors when the pose of the camera
changes. First, we extract whole-image descriptors for all images in the sequence,
using different state of the art convolutional neural networks [1,2,4]. Then, we

(a) Sample frame (b) Trajectory of sequence 2

Fig. 2. We used sequence 2 from the KITTI dataset for the experiments
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subsample the sequence, separating it into a training set and a test set. We per-
form linear interpolation of the descriptors over the vehicle position (in meters,
over the trajectory of the sequence) and compare the error when using different
descriptors.

The error is computed as the L2 norm of the distance between the original
descriptor extracted from the images and the interpolated descriptor. As different
descriptors have different dimensionality and a different scale in descriptor space,
direct comparison is not possible. We normalize each curve by dividing by the
maximum error obtained at very large baselines, when interpolation is no longer
feasible.

Fig. 3. Normalized error when performing linear interpolation as a function of the
average separation between data points (baseline).

The resulting Fig. 3 shows that descriptors which are more robust to view-
point changes such as NetVLAD suffer from larger relative errors at very small
baselines. This is a direct consequence of that robustness. On the other hand,
descriptors which are more sensitive to these changes also encode information
that is useful when the camera moves in small increments. As a take away mes-
sage, a suitable descriptor must be chosen for each application. Larger viewpoint
invariance means that less images need to be stored in the database to achieve
localization, but this localization cannot be as fine-grained. Descriptors with less
viewpoint invariance may be used to achieve finer grained localization, at the
cost of a denser database.

3.2 Visualization of Self-similarity on Distance Matrices

We select the first 200 images of the second sequence of the KITTI odometry
dataset and extract whole-image descriptors for each frame. We then calculate
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the pairwise euclidean distances for every pair and plot them in distance matri-
ces (see Fig. 4). By observing the thickness and smoothness of the main diago-
nal, we can extract insight about the viewpoint invariance that each descriptor
presents.

NetVLAD descriptors change drastically when the image is not exactly the
same (there is a very sharp diagonal), but then present distance changes pro-
portional to camera motion. The descriptors extracted from Alexnet behave
differently, depending on the pooling operation that is performed: when max-
pooling, the diagonal is sharp and there is little viewpoint invariance. Average
pooling allows the descriptor distance to change more smoothly.

(a) Alex-conv4 maxpool (b) Alex-conv4 avgpool (c) NetVLAD

Fig. 4. Confusion matrices corresponding to the first 200 frames of the KITTI-
odometry-02 sequence. Again, we can observe another manifestation of the viewpoint
invariances offered by the different descriptors.

3.3 Evaluation of Descriptor Smoothness w.r.t Pose Changes

Both of our previous experiments were limited to one dimensional movement,
simplifying the problem. Here we attempt to visualize the influence of camera
translation and rotation separately.

Ideally, whole-image descriptors should present smooth change as the camera
moves around the scene if they are to be interpolated. In [5] we use a Gaussian
Process to interpolate the appearance of image descriptors over translation and
rotation (yaw motion) of the camera. To study if descriptors indeed change
smoothly when the camera moves, we have extracted whole-image descriptors
from all of the KITTI sequences. We then calculate the descriptor distance
between every pair of images in the dataset, and plot the average descriptor
distance on a polar plot where distance and rotation are kept separate (see
Fig. 5).
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(a) NetVLAD (b) Alex-conv4 avgpool

Fig. 5. Descriptor distances plotted against rotation and translation

Fig. 6. Test sample (first column) and images synthesized to yield the same descriptor
as the test sample. Caffenet (conv5) is shown on top, and Hybridnet (conv5) on the
bottom.
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3.4 Visualization of Whole-Image Descriptors Through
Reconstruction

We attempt to visualize what different convolutional neural network-based holis-
tic descriptors are representing in order to gain some insight about what image
features are relevant for place recognition. To do so, we leverage recent work [6]
in which a deep generator network is trained to synthesize images. This network
can be then included in an optimization process so that the generated image
produces a descriptor that is similar to a desired descriptor.

More formally, we first extract a whole-image descriptor dx = f(x) from
the CNN that we attempt to visualize. The generative model produces another
image y = g(l) where l is the latent vector (activations from the fc6 layer in this
case). This generated image y also produces a whole-image descriptor dy = f(y).
As all of the chain is made up of differentiable operations, it can be optimized
with gradient descent to minimize ||dy − dx||. The end result is an image that
is completely synthetic but produces a descriptor which is similar to that of the
original image.

We performed this operation on a selection of convolutional neural networks
and input images, over several random initializations of the latent vector, obtain-
ing several synthetic images which can be seen in Fig. 6. Although these exper-
iments are merely qualitative, we can observe how Alexnet, trained for general
object recognition, is representing finer details which are not so relevant por
place recognition. In contrast, in the images reconstructed from Hybridnet [2] (a
network trained to perform place recognition), we can observe how some details
are blurred out, such as street markings or cars, which should be ignored when
performing place recognition.
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Abstract. This work presents a method for the segmentation of opti-
cal coherence tomography images of the retina. Before segmenting the
tomography, anisotropic diffusion is applied to reduce noise, but preserve
the relevant edges. Afterward, the intensity profile of the images is ana-
lyzed to extract an initial approximation for the segmentation of three
bands within the retina. Finally, a combination of attraction and regu-
larization terms is used to refine the segmentation by fitting the limits of
the bands to the highest gradients and smoothing their shapes to make
them more regular. From the bands extracted in the different slices of
the tomography, a three-dimensional reconstruction is performed for a
better visualization of the results.

1 Introduction

The field of medical images includes a wide range of modalities, which are used
for the diagnosis and monitoring of different kinds of pathologies. They share
some common problems, such as the presence of noise, blurred edges, low contrast
or heterogeneities. OCT (Optical Coherence Tomography) is an image modality
that has important applications in several medical fields, such as ophthalmol-
ogy, dermatology or cardiology. In this work, we focus on retinal optical coher-
ence tomography, which provides a series of cross-sectional images of the retina.
Some relevant pathologies which can be analyzed by means of the retinal OCT
are age-related macular degeneration, macular edema, macular hole, epiretinal
membrane or central serous chorioretinopathy. As we deal with tomographies, we
need to cope with the combination of two- and three-dimensional visualizations
and large amounts of data. Most OCT units allow some automatic processing of
the acquired images. Nevertheless, the high rate of noise and the heterogeneity
of the retinal layers limit the possibilities of an automatic or semi-automatic
analysis of the images.

Between the internal limiting membrane, which is the innermost part of the
retina, and Bruch’s membrane, which is the limit between the retina and the

c© Springer International Publishing AG 2018
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choroid, several layers can be found (for example, the retinal nerve fiber layer,
the ganglion cell layer, the inner and outer plexiform layers, the inner and outer
nuclear layers, or the retinal pigment epithelium). Taking into account the inten-
sity ranges, these layers can be observed as three bands. The lower band is
brighter than the rest of the layers, the upper band is wider, but not so bright
as the previous one, and the intermediate band is relatively dark. In this work,
we intend to automatically extract these three bands. In Fig. 1 we can see these
bands in two different OCT scans (one with macular edema, and one where the
typical shape of the macula can be noticed).

(a) (b)

(c) (d)

Fig. 1. Sample slices of two retinal OCT scans: (a) and (b) correspond to an OCT
scan of a macular edema, while (c) and (d) illustrate a case with the typical shape of
the macula.

These images present a significant amount of noise, mainly due to the acqui-
sition process. For this reason, the first step in the processing of the images is
a filtering stage. Since we want to preserve the limits of the regions, we apply
an anisotropic implementation of Perona-Malik approach [1]. In this implemen-
tation, the diffusion is performed with the neighboring voxels according to the
magnitude of the gradient, in such a way that those voxels where the gradient
is lower contribute more to the diffusion process. Once the slices have been fil-
tered, we apply an adaptation of the active contours technique to extract the
bands described above by means of what we call active bands. In our proposal
we combine three terms: an expansion term to obtain the initial approximation,
a regularization term to smooth the limits of the bands, and an attraction term
to adjust the limits to the highest gradients.
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From the contours of the bands that have been extracted in the different
slices of the tomography, a three-dimensional reconstruction of the retina can
be obtained, so that it is possible to study its shape, extract measurements, or
perform any other further analysis.

2 Anisotropic Filtering

With the aim of reducing noise, but preserving the edges, we first apply an
implementation of Perona-Malik filter [1]:

ut = div (k (‖∇u‖) ∇u) , (1)

where we use:
k (x) = e−βx. (2)

As we deal with a series of uniformly spaced images, when the distance is
short we can apply the filter in three dimensions. In such case, the noise reduction
process also takes into account the neighbors in the previous and next images
in the OCT, i.e., the values at the same position in the neighboring images.
Since the distance between two consecutive images may not be the same as the
distance between the pixels within an image, different weights can be assigned
to the neighbors in the different coordinates.

Depending on the similarity of the various elements in the 3D image, their
contrast and texture, the value of β in (2) can be adapted, as well as the number
of iterations in the following discrete approach:

un+1
i,j,k = un

i,j,k +
dt

2 (dh)2
M

(
un

i,j,k

)
, (3)

where M
(
un

i,j,k

)
is the result of convolving at each point (i, j, k) in the iteration

n with the 3 × 3 × 3 mask whose coefficients are:

Ci+a,j,k = ki+a,j,k + ki,j,k

Ci,j+a,k = ki,j+a,k + ki,j,k

Ci,j,k+a = ki,j,k+a + ki,j,k

Ci,j,k = −ki+1,j,k − ki−1,j,k − ki,j+1,k

−ki,j−1,k − ki,j,k+1 − ki,j,k−1 − 6ki,j,k (4)

and a ∈ {−1, 1}. The values of ki,j,k are obtained from (2) as follows:

ki,j,k = e−β‖∇u‖i,j,k . (5)

An increase of β preserves more edges, but also noise. Therefore, its value
must be adapted to the amount of noise present in the image and the relevance
of the edges to be considered. This approach results in an anisotropic imple-
mentation, which preserves the most relevant edges and whose results can be
observed in Fig. 2.
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(a) (b)

(c) (d)

Fig. 2. Result of the anisotropic filtering process for the slices in Fig. 1.

3 Active Contours

Geodesic active contours, also known as snakes, are based on the minimization
of the following energy with respect to the contour C:

Egac(C) =
∫

C

gσ(C(s)) ds, (6)

where C : [0, L] → R
2, L > 0, is a rectifiable curve parameterized by arc-length s,

and ds denotes the arc-length element. The function gσ(x, y) is used to stop the
evolution of the snake when it approaches the edges. It is a smooth decreasing
function of the modulus of the gradient of a regularized version of the image
I(x, y) on which the segmentation is performed, and acts as an edge detector
[2]. The level set formulation of the geometric curve evolution is given by:

∂u

∂t
= ‖∇u‖ div

(
gσ (I)

∇u

‖∇u‖
)

. (7)

If we expand this equation, we obtain the following expression, in which the
first term controls the smoothness of the contour and the second one makes the
contour evolve toward the highest gradients:

∂u

∂t
= gσ (I) ‖∇u‖ div

( ∇u

‖∇u‖
)

+ λ∇u∇gσ (I) . (8)

The parameter λ > 0 is introduced to balance the contribution of both terms.
If we increase the value of λ, the attraction term will have a higher contribution
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and the contour will try to fit to the highest gradients in the current configu-
ration. On the other hand, decreasing its value will round the contour, making
it tend to a more regular outline. When an initial approximation is available,
geodesic active contours permit to improve the pre-segmentation, since the con-
tour adapts to the minimum of the energy in (6). This pre-segmentation must
be relatively close to the real contour of the region to segment. Otherwise, the
effect of the second term in (8) will not be enough to overcome the regularizing
effect of the first term and, instead of approaching the real edges, the snake will
be rounded and will tend to reduce. Active contours have previously been used
for the segmentation of different types of medical images (see for instance [3]).

4 Active Bands

The extraction of the initial approximation is one of the most important draw-
backs of active contours. Manual delimitation is extremely time-consuming, even
more when dealing with 3D images, as in our case. The use of region-growing
algorithms is too risky when the limits are not clearly defined. This is the rea-
son why we use a combination of different morphological operators. Instead of
adopting the classical level-set approach with a range of values and a limit to
separate the inner and outer regions, we work with an upper and a lower limit
of the retina and two internal limits to separate the three bands.

A classical approach when applying morphological operators to obtain an
initial approximation consists in using a balloon force which expands the region
from the initial seed while the magnitude of the gradient is lower than a certain
threshold [4,5]. This can be expressed with the following PDE:

∂u

∂t
= g (I) v‖�u‖, (9)

where g (I) is a stopping function. This PDE can be used for both, expanding
or contracting contours, depending on the sign of v.

However, we try to find the limits of three bands in every slice of the OCT
scan instead of expanding in all directions. Therefore, we proceed as follows: for
each column of each filtered image in the series, we extract the intensity profile,
i.e., the evolution of the intensity as we move from top to bottom. We apply a
Gaussian convolution to the profile of the filtered image in order to obtain a more
suitable profile. As observed in Fig. 3, there are two peaks which correspond to
the upper and lower bright bands. In this smoothed profile, we extract the two
most significant local maxima, which allow us to identify the locations the first
and third bands. From these local maxima, we expand up- and downward until
the intensity has decreased a given percentage form the corresponding maximum.
This way, we obtain an approximation for the limits of the first and third bands
and, indirectly, for the second one.

However, this initial approach does not provide completely satisfactory limits.
Therefore, two more terms are introduced. One of them is a regularizing term,
which aims at smoothing the edges and filling the holes of the segmentation,
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(a) (b)

(c) (d)

Fig. 3. Analysis of the intensity profile: (a) sample column to analyze the profile, (b)
profile for the original image, (c) profile for the filtered image, (d) smoothed profile for
the filtered image.

avoiding an extremely irregular contour. In the classical snakes, this is obtained
by controlling the curvature of the contour as follows:

∂u

∂t
= g (I) ‖�u‖

(
div

( �u

‖�u‖
))

. (10)

In our case, we rely on statistical filters. Since the initial process is applied
column by column, there may be significant oscillations within a given image
and also between neighboring images, as observed in Fig. 4. For each position
which has been extracted, the median of the values for the same limit (upper
or lower limit of a certain band) in a neighborhood of the same image allows
eliminating the possible outliers. On the other hand, the mean of the limits in
the neighborhood generates a smoother shape. Finally, the median across the
images allows correcting the loss of track when shadows or other artifacts avoid
finding the limits.

Finally, the third term is an attraction term, similar to that described in
Sect. 3 (second term in (8)):

∂u

∂t
= �g (I) � u. (11)

In our adaptation to active bands, the attraction term moves the limits
toward the higher gradients. That is to say, they are shifted upward or downward
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(a) (b)

Fig. 4. Examples of initial approximations when only the expansion term is used.

when the magnitude of the gradient increases in those directions. The second
and third terms are applied alternatively to balance the attraction with the
regularization.

Since the process is performed column by column, we are able to cope with
local variations of intensities, shadowing or other factors. Moreover, the statisti-
cal values allow correcting the false results which may appear. Figure 5 illustrates
the results of these three terms when searching for the limits of the three bands.

(a) (b)

(c) (d)

Fig. 5. Limits of the three bands for the slices in Fig. 1 when the expansion, regular-
ization and attraction terms are combined.

Once the bands have been segmented, the limits of the three bands in
the series of slices are connected to generate an elevation field and visualize
the results in three dimensions. Figure 6 shows two examples of this kind of
reconstruction.
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(a) (b)

Fig. 6. Three-dimensional reconstruction of the bands for two retinal OCT scans.

5 Conclusion

This work introduces a new approach for the segmentation of retinal OCT
images. Inspired in the active contour technique, we have developed a novel
method, in which the terms of expansion, regularization and attraction have
been adapted to the extraction of the limits of bands, instead closed contours.
The results show that this kind of approaches can be useful for the identification
of certain structures in the retina. In our case, we can extract three bands to
described the shape of the retina and provide some information for its further
analysis. This segmentation can be very helpful in the diagnosis or monitoring
of certain pathologies.
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Abstract. The availability and use of egocentric data are rapidly
increasing due to the growing use of wearable cameras. Our aim is to
study the effect (positive, neutral or negative) of egocentric images or
events on an observer. Given egocentric photostreams capturing the
wearer’s days, we propose a method that aims to assign sentiment to
events extracted from egocentric photostreams. Such moments can be
candidates to retrieve according to their possibility of representing a posi-
tive experience for the camera’s wearer. The proposed approach obtained
a classification accuracy of 75% on the test set, with deviation of 8%. Our
model makes a step forward opening the door to sentiment recognition
in egocentric photostreams.

Keywords: Egocentric images · Moment retrieval · Sentiment analysis

1 Introduction

Lifelogging describes an egocentric vision of the experiences of a person. Nowa-
days, the use of small wearable cameras, which capture images in certain inter-
vals, is increasing considerably. Such images provide an overview of the daily
activities of a person that can be interpreted as a visual log of the day. This infor-
mation can be used to examine a person’s pattern of behaviour; daily habits, such
as eating habits, social interactions, indoor or outdoor activities, are recorded
in such images. Although our mood is influenced by the environment and social
context that surrounds us, egocentric data do not always catch our attention
or induce the same emotion when retrieved. We consider that the creation of a
diary of positive moments in an electronic way, by combining several cues, will
help to improve the inner perception of the user’s own life. Therefore, in this
work we seek for positive moments that can raise the user’s positiveness.

Several experiments have been conducted in that direction, in [14] the authors
presented a survey of positive psychology strategies that demonstrated to be
potentially effective as tools for the treatment of depression. As an example, in
[1] the authors suggested to the participants activities such as walking in a park,
visiting a friend, or going to the Student Union and saying hello to someone, that
resulted in participants’ suffering to decline or disappear. Their study gives ideas
c© Springer International Publishing AG 2018
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about the type of moments that can retrieve positive feelings; nature, landscapes,
friends, or smiling people staring at us, among others.

Sentiment analysis from images is a novel research field. Given the challenge
of image sentiment recognition and the ambiguity of the problem, we analyse
images sentiment assigning a discrete ternary sentiment value (positive (1), neu-
tral (0) or negative (−1) value), similar to [18]. In the literature, sentiment
recognition from images has been approached based on different types of data
features. Attributes such as facial expressions are used for sentiment prediction
in [8,20]. The combination of visual and textual information from the images
[16,17] appeared due to the wide use of online social media and microblogs. In
such websites, images are posted with short descriptive comments by the user.
Audio features were also included in the models presented by [11,13].

Despite several works having approached the understanding of how people
can be affected seeing images, the field of sentiment analysis from images has
not been yet settled. The labelling of the images is not yet established, lead-
ing to different questions when addressing sentiment recognition from images.
As examples, we can find available datasets labelled as: amusement, anger,
awe, disgust, excitement, fear, sad [10,19], Positive/Negative [2]-Twitter, Posi-
tive/Negative/Neutral [5], with values of Pleasure, Arousal and Dominance [7],
with sentiment values from −2 to 2 [2], where the extremes correspond to Nega-
tive and Positive sentiments, respectively. Despite the above mentioned works, to
the best of our knowledge, none of them has dealt with the sentiment recognition
from egocentric photostreams.

Recently, with the outstanding performance of the Convolutional Neural Net-
works (CNN), several approaches on sentiment analysis have relied on supervised
learning through deep learning techniques, such as [3,8,9,19]. One of the more
remarkable approaches, in [2], introduced a Visual Sentiment Ontology (VSO),
based on the Plutchik’s wheel of emotions [12], and a visual concept detector
called SentiBank. The VSO is built by 3022 semantic concepts called Adjec-
tive Noun Pairs (ANP) represented by images from the social net Flickr with
them as tags. The ANPs are composed by a pair of a noun and an adjective,
with a sentiment value associated between [−2 : 2]. They defend that an object,
according to its appearance has a different sentiment value associated to it, like
‘lonely boat’ (−1.43) and ‘traditional boat’ (1,37), or ‘noisy bird’ (−1) and ‘cute
bird’ (1,37). They proposed the semantic concepts baseline classification based
on visual features (RGB, SIFT, LBP, etc.) extracted from the images. In [4], a
Deep Neural Network named DeepSentiBank was trained on Caffe for the VSO
semantic concepts classification. The authors relied on the concepts with higher
number of images and with a classification accuracy associated. From the original
3022 concepts in [2] they select 2089 in [4].

To the best of our knowledge, previous to our work [15] there was no
approaches addressing sentiment recognition from egocentric photostreams. We
propose to analyse the output of the DeepSentiBank per image as semantic repre-
sentation. We defined a classification model where the one-vs-all SVM classifiers
were trained and evaluated with the features describing semantic and global
information from the images.
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In this work, we approach the same problem from a different perspective. We
analyse the relation to each other semantic concepts extracted from images that
belong to the same scene. A scene is described as a group of sequential images
related between them and describing the same event. Our contribution is an
analytic tool for positive emotion retrieval seeking for events that best represent
a positive moment to be retrieved within the whole set of a day photostream.
We focus on the event’s sentiment description where we are observers without
inner information about the event, i.e. from an objective point of view of the
moment under analysis.

The rest of the paper is organized as follows. In Sect. 2, we describe the
sentiment analysis method and the features selection procedure. In Sect. 3, we
describe the proposed dataset, while in Sect. 3, we describe the experimental
setup, the evaluation, and discuss our findings. Finally, Sect. 4 draws conclusions
and outlines future lines of work.

2 Method

Given an egocentric photostream, we propose scene emotion analysis seeking
for events that represent and can retrieve a positive feeling from the user. We
apply event-based analysis since single egocentric images cannot capture the
whole essence of the situation. By combining information from several images
that represent the same scene, we get closer to a better understanding of the
event.

Fig. 1. Example of events extracted from the photostream by applying the temporal
segmentation method introduced in [6]. Each row of the figure represents an event of
the day. Image events labelled as Positive (green), Neutral (yellow) and Negative (red).
(Color figure online)
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2.1 Temporal Segmentation

We apply temporal segmentation on the egocentric photostreams using the pro-
posed method in [6]. The clustering procedure is performed on an image rep-
resentation that combines visual features extracted by a CNN with semantic
features in terms of visual concepts extracted by Imagga’s auto-tagging technol-
ogy1. In Fig. 1 we present some examples of events extracted from the dataset,
we introduce below.

2.2 Event’s Sentiment Recognition

The model relies on semantic concepts extracted from the images to infer the
event sentiment associated. However, it relies not only on the semantic concepts
extracted by the net with their sentiment associated, but also on how those
semantic concepts can be interpreted by the user. We apply the DeepSentiBank
Convolutional Neural Network [4] to extract the images semantic information
since it is the only introduced model that extract semantic concepts (ANPs)
with sentiment values associated. Given an image, the output of the network is
a 2089-D feature vector, where the values correspond to the ANPs likelihood in
the image.

Besides taking into account the sentiment associated to the ANPs, the influ-
ence of the common concepts within an event are also analysed. We categorize
the noun into Positive, Neutral or Negative. There is a wide range of semantic
concepts within the ontology, but many of them seem to repeat concepts that
even from the user perspective would be difficult to differentiate when looking
at an image; such as “girl” from “woman” or “lady”.

When facing our egocentric images challenge, the VSO presents several draw-
backs. On one hand, this tool is trained to recognise up to 2089 concepts, which
can not describe all possible scenarios. On the other hand, despite including
that big amount of concepts, many of them categorize objects into categories
difficult to visually interpret or differ by the human eye. Examples can be the
distinction between ‘child’, ‘children’, ‘boy’, or ‘kid’ from an image. In order to
overcome this problem, we generate a parallel ontology with what we consider
an egocentric view of the concepts, i.e., we cluster the concepts a person would
merge based on their semantic.

Egocentric analysis of the VSO: We cluster the semantic concepts based on the
similarities between the noun components of the ANPs, which are computed
using the wordNet tool2. Following what would be considered as similar from
an egocentric point of view, we manually refine the resulted clusters into 44
categories. We label the clusters as Positive, Neutral or Negative. In Table 1 we
present some of the egosemantic clusters.

1 http://www.imagga.com/solutions/auto-tagging.html.
2 http://wordnet.princeton.edu.

http://www.imagga.com/solutions/auto-tagging.html
http://wordnet.princeton.edu
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Table 1. Examples of clustered concepts based on their semantic similarity, initially
grouped following the distance computed by the WordNet tool.

Positive Neutral Negative

petals christmas award car study bible tumb bug nightmare

rose winter present cars science book tumbstone bugs accident

flora snow honor machine history card monument insect shadows

park santa gift vehicle economy stiletto grave worm noise

yard sketch heroes rally market sins memorial cockroach scream

plant cartoon dolls train industry record stone decay night

garden drawing dolls competition statue paper graveyard garbage darkness

comics toy race sculpture poem cementery trash shadow

illustration toys control museum interview grief shit

humor lego metal pain

2.3 Sentiment Model

Given an event, the event’s sentiment analysis model (see Fig. 2) performs as
follows:

1. Given the ego-photostream we apply the temporal segmentation, analyse
events with a minimum of 6 images, i.e. that last for at least 3 min.

2. Extract the ANPs of each event frame and rank them by their probability
(ProbANPj

) of describing an image.
3. Select the top-5 ANPs per image, since we consider that those are the concepts

with higher relevance, thus better capturing the image’s information. After
this step the model ends up with a total of M semantic concepts per event,
where {M = Number of images × 5}.

4. Cluster the M semantic concepts based on their Wordnet-based nouns seman-
tic distances. As a result, we have clusters of concepts with semantic similarity.
For the event sentiment computation (Sevent), focus on the largest cluster.

5. Finally, fuse the sentiment associated to the ANPs and noun’s cluster follow-
ing the Eq. (1):

Sevent =
∑

j

(α ∗ SANPj
+ β ∗ SNounj

), j = 1 : NANP , (1)

where SANPj
= (SV SO

ANPj
∗ProbANPj

), SV SO
ANPj

is the ANP’s sentiment given by
the VSO and SNoun is the label of the noun, α and β are the contributions
(%) of the ANPs and the nouns. Take into account the probability associated
to the ANPs aiming to penalize the ANPs with low relation to the image
content.
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Fig. 2. Sketch of the proposed method. First, a temporal segmentation is applied over
the egocentric photostream (a). Later, semantic concepts are extracted from the images
using the DeepSentiBank [4] (b). The semantic concepts with higher occurrence are
selected as event descriptors (c). Finally, the ternary output is obtained by merging
the sentiment values associated to the event’s semantic concepts (d).

3 Experiments Setup

3.1 Dataset

We collected a dataset of 4495 egocentric pictures, which we call UBRUG-Senti.
The user was asked to wear the Narrative Clip Camera3 fixed to his/her chest
during several hours every day and was asked to continue with his/her normal
life. Since the camera is attached to the chest, the frames vary following the
user’s movement and describe the user’s view of his/her daily indoor/outdoor
activities. It involves challenging backgrounds due to the scene variation, handled
objects appearing and disappearing during images sequences, and the movement
of the user. The camera takes a picture every 30 s, hence each day around 1500
images are collected for processing. The images have a resolution of 5 MP and
JPG format.

After the temporal clustering [6], we obtained a dataset composed of 4495
images grouped in a total of 98 events. The events were manually labelled based
on how the user felt while reviewing them. The labels assigned were Positive
(36), Negative (43) and Neutral (19). Some examples are given in Fig. 1.

3.2 Experiments

During the experimental phase, we evaluated the contributions of ANPs and
nouns by defining different combinations of α and β. We performed a balanced
5-fold cross validation. For each of the folds, we used 80% of the total of events
3 http://getnarrative.com/.

http://getnarrative.com/
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Table 2. Parameter-selection results

Accuracy F-Score

beta = 0.2 beta = 0.5 beta = 0.8 beta = 0.2 beta = 0.5 beta = 0.8

alpha = 0.8 alpha = 0.5 alpha = 0.2 alpha = 0.8 alpha = 0.5 alpha = 0.2

Ours 0.60 0.63 0.73 0.35 0.43 0.59

Evaluating
3 Clusters

0.68 0.66 0.68 0.48 0.45 0.48

Evaluating
with weights

0.65 0.65 0.66 0.41 0.43 0.47

per label of our dataset and compute the best pair of α and β values. This is
a parameters selection process that is later re-evaluated in a test phase with a
different set of events.

Validation: To evaluate the effectiveness of the scene detection approach, we
use the Accuracy, as the rate of correct results, and the F-Score (F1). The F1 is
defined as : F1 = 2(RP )/(R+P ), where P is the precision (P = TP/(TP +FP ),
R is the recall (R = TP/(TP + FN) and TP , FP and FN respectively are
the number of true positives, false positives and false negatives of the event’s
sentiment label correctly identified.

Results: Tables 2 and 3 present the results achieved by the proposed method
at image and event level, respectively. The model achieves an average training
accuracy of 73 ± 3.8% and F-score of 59 ± 5.4% and test accuracy of 75 ± 8.2%
and F-score of 61 ± 13.2%, when α = 0.8 and β = 0.2, i.e. when the ANP
information is considered; although the major contribution comes from the noun
sentiment associated. As expected, neutral events are the most challenging ones
to classify. Table 3. Test set results

Accuracy F-Score
beta = 0.8

alpha = 0.2

Ours 0.75±0.08 0.60±0.13

Evaluating 3
Clusters

0.69± 0.1 0.50± 0.15

Evaluating
with weights

0.74± 0.1 0.58± 0.15

In order to contextualize our results,
we fine-tune the well-known GoogleNet
deep convolutional neural network [9] to
classify into Positive, Neutral and Nega-
tive. We use 80%, 10% and 10% of the
dataset for training, validation and test-
ing respectively. The network achieves an
accuracy of 55%.

From the results we can conclude that the application of the DeepSentiBank
presents drawbacks when applied to egocentric photostreams. To begin with and
as commented before, the 2089 ANPs not necessarily have the power to represent
what the image captured about the scene, taking into account the difficulty to
detect them automatically (Mean average accuracy of the net ∼25%). Moreover,
the ANPs present the limitation that they are classified strictly into Negative
or Positive concepts. Thus, moments from our daily routine, which are often
considered as neutral, are difficult to recognize.
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4 Conclusions

We present a new model for positive moments recognition from our digital mem-
ory, composed by images recorded by the Narrative wearable camera. It analyses
semantic concepts called ANPs extracted from the images. These semantic con-
cepts have a sentiment value associated and describe the appearance of concepts
in the images. The sentiment prediction tool is based on new semantic distance
of ANPs and fusion of ANPs and nouns sentiments extracted from egocentric
photostreams. The proposed approach obtained a classification accuracy of 75%
on the test set, with deviation of 8%. Future experiments will address the gener-
alization of the model over datasets collected by other wearable cameras, as well
as recorded by different users. Analysing the results obtained, we conclude that
the polarity of the ANPs makes it difficult to classify ‘Neutral ’ events. However,
most of our daily life is composed by neutral events, which can be considered
as routine. Thus, in future lines we will address the routine recognition and
retrieval.
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Abstract. This paper proposes an automated tool for the 3D visualiza-
tion of the retinal arterio-venular tree using Optical Coherence Tomogra-
phy (OCT) images. The methodology takes advantage of different image
processing techniques that initially segments the vessel tree and esti-
mates its corresponding calibers. Then, the depths for the entire vessel
tree are also calculated. With all this information, the 3D reconstruction
of the vessel tree is achieved, interpolating with B-splines all the seg-
ments, obtaining a smooth representation that facilitates its inspection.
This model allows the visualization and manipulation of the 3D vessel
tree by means of graphical affine transformations, including translation,
scaling and rotation. Thus, the method offers a complete and comfort-
able visualization of the 3D real layout of the vasculature that permits
to proceed with more reliable diagnostic processes involving the retinal
microcirculation analysis.

Keywords: Computer-aided diagnosis · Vascular structure
Retinal imaging · Optical Coherence Tomography

1 Introduction

Computer-aided diagnosis (CAD) systems has become one of the major research
subjects in medical imaging [1]. These systems facilitate the work of clinical
experts in the different diagnostic processes, facilitating and simplifying their
work. Optical Coherence Tomography (OCT) is a standard imaging technique
in ophthalmology that can provide non-invasive medical images with high resolu-
tion [2]. These images provide relevant medical information about the measures
of the biological tissues such as retinal layers [3] and other structures [4]. Oph-
thalmologists use OCT scans for the analysis of the vascular tree and produce
a diagnosis in different diseases like diabetes [5], hypertension [6] or arterioscle-
rosis [7]. Therefore, the use of automatic tools for the 3D visualization of the
vessel tree is relevant as they facilitate the specialists’ work, increasing their
productivity and helping to establish preventive and therapeutic strategies.

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 306–313, 2018.
https://doi.org/10.1007/978-3-319-74727-9_36
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In the state-of-the-art, we can find many approaches that faced the retinal
analysis in classical retinographies. Hence, different methods were proposed for
the extraction and representation of the retinal vessel tree. As reference, Zhang
et al. [8] based their proposal on the application of adaptive thresholds for the
localization of the vascular structures. Mendonça and Campilho [9] employed
a methodology that combines the detection of centerlines with the subsequent
application of region growing to achieve the final vessel segmentation. In the case
of Leandro et al. [10], an approach was implemented based on the continuous
wavelet transform using the Morlet wavelet, integrating the information over
multiple classification scales. Espona et al. [11] proposed a methodology based on
the use of deformable contour models, incorporating domain specific knowledge
such as topological properties of the blood vessels to identify them.

Only a small number of works have appeared that use OCT images to deal
with the issue of the vasculature segmentation. Additionally, these few proposals
consist of limited methodologies that still offer 2D representations of the retinal
vasculature. Niemeijer et al. [12] used a 2D projection of the vessel pattern to
obtain a high contrast between the vessel silhouettes and the retinal background.
Guimarães et al. [13] employed the OCT fundus images to locate the depth of
the vessels, enclosed in the study of abnormal retinal vascular patterns. Despite
that, most of these works do not pay special attention to the visualization of
the segmentation results, key issue that can facilitate significantly the doctor’s
work, specially in cases like this that involves a three-dimensional visualization.

We propose, in this work, an automated tool for the three-dimensional visual-
ization of the retinal arterio-venular tree using OCT images. The method uses the
3D vessel coordinates as well as the corresponding calibers to render a comfort-
able three-dimensional visualization of the vascular structure. This interactive
system provides useful information to the doctors that can be of a great utility
to obtain accurate diagnosis in a large variability of pathologies.

2 Methodology

Our methodology receive, as input, a set of OCT images. These images are
complemented with the corresponding near-infrared reflectance retinography of
the eye fundus that is provided in combination with the OCT sections. These
sections represent, in a cross-sectional view, the biological tissues such as retinal
layers and other structures. Figure 1 includes an illustrative example of an OCT
image.

The proposed visualization system uses the (x, y, z) coordinates and the cal-
ibers, d of the entire vasculature. The extraction of this information is organized
in a set of progressive stages [14]. Firstly, the arteriovenous tree is extracted
in the near-infrared reflectance retinography. Subsequently, their calibers and
depth are estimated at the all the positions of the vessel structure. Using all this
information, the three-dimensional reconstruction of the vessel tree is achieved
interpolating with B-splines all the segments, producing a smooth representa-
tion. Following sections explain each step in more detail.
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Fig. 1. Example of OCT image. (a) Near-infrared reflectance retinography. (b) OCT
section.

2.1 Vessel Tree Extraction and Depth Estimation

Firstly, we segment the vessels in the near-infrared reflectance retinography to
obtain the (x, y) coordinates and the vessel caliber d. The retinal arteriovenous
tree is extracted by means of well-established image processing techniques. The
vessels can be thought as creases (ridges or valleys), where the level curves are
used to calculate the crest and valley lines. Then, a method of thinning is applied
to obtain the representation of each vascular segment where all the vessels are
represented by one-pixel width segments, that is, their coordinates (x, y). The
vascular caliber d is obtained by means of the calculation of the distance between
the edges (limits of the vessel) of the crease image of each vessel coordinate.
Figure 2(a) illustrates an example of the vessel tree extraction.

Once the retinal arteriovenous tree is estimated in the near-infrared
reflectance retinography, we can obtain the corresponding vessel depth z in the
associated OCT sections, for each coordinate (x, y). To achieve this, the vas-
cular profiles are identified in the OCT images using two stages: (1) mapping
of the (x, y) coordinates in the OCT sections and (2) depth vessel identifica-
tion. Firstly, we identify the positions of the vessels in the OCT sections by the
intersection of the section and the vessel tree in the near-infrared reflectance

Fig. 2. Example of vessel tree extraction and depth estimation. (a) Vessel tree extrac-
tion, where (x, y) are the vessel coordinates and d is the corresponding vessel caliber.
(b) Depth vascular estimation, z, in the OCT section.
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retinography. This intersection identify the mapping region of the OCT section
where the vessels are located. Subsequently, the vascular depth, z, is calculated
in the mapped areas by the distance between the vascular profile (darkest spot
in the mapping region) and the Retinal Pigment Epithelium (RPE) layer of the
retina. Figure 2(b) shows an example of estimation of the vascular depth.

2.2 3D Vasculature Reconstruction

Next, we perform the three-dimensional reconstruction of the vascular struc-
ture. To achieve this, we use the information that was obtained in the previous
phases: the spacial coordinates (x, y, z) and the vessel calibers, d. In a three-
dimensional cartesian coordinate system (R3), each point P is represented by
three real numbers, coordinates (x, y, z), indicating the positions of the per-
pendicular projections from the point to three fixed, perpendicular, graduated
lines, called the axes which intersect at the origin O, which is the point with
coordinates (0, 0, 0). In this work, each vessel structure is represented as a seg-
ment S, where each point Pi of the vascular segment S is represented by its
three-dimensional cartesian coordinates (x, y, z) and the vessel calibers d.

Firstly, we construct the vascular segment S from the points Pi representing
the vascular structure with coordinates (x, y, z). For this, we a use B-spline S(u),
a function that has minimal support with respect to a given degree, smoothness,
and domain partition, defined by:

S(u) =
n∑

i=0

Bi,m(u)Pi 2 ≤ m ≤ n + 1, (1)

where Pi is the ith control point of the (n + 1)th control point of the curve
and Bi,m are the B-spline blending functions (also called the B-spline basis
functions), which are basically polynomials of degree m − 1. In this work, the
basis function Bi,m(u) is defined by the recursion formula of Cox-de Boor [15]
using an order value m = 2. An example of this process is shown in Fig. 3.

Once all the curves S(u) are obtained for all the points Pi that represent the
vascular coordinates, we can perform the three-dimensional reconstruction of the

(a) (b)

Fig. 3. Example of the three-dimensional representation process. (a) Set of points
(x, y, z) of the plane. (b) Interpolation with B-spline curves between the set of points.
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arterio-venular tree. To achieve this, we use the vascular calibers, d, associated
to the points Pi. The vessels are reconstructed as tubular shapes (following the
tubular vessel structure) centering on the B-spline curve S(u) with a diameter
size equivalent to the caliber d. Subsequently, a post-processing is applied offering
a smooth representation of the vessel structure and, therefore, minimizing abrupt
transitions between consecutive coordinates of the vessel. Figure 4 illustrate this
three-dimensional representation process over a curve.

)b()a(

Fig. 4. Example of the three-dimensional representation process. (a) Interpolation with
B-spline curves between points. (b) Three-dimensional tube along a spline.

This model allows the visualization and manipulation of the three-
dimensional vessel tree by means of graphical affine transformations, including
translation, scaling and rotation. Under the use of clinicians, these operations
are applied over all the identified vessel coordinates, rendering the new set of
coordinates and the corresponding calibers, for the user visualization. The appli-
cation of any affine transformation is indicated by the user interactively with the
system.

Translation: To achieve the translation operation within a three-dimensional
space, we use of a matrix T (Eq. 2), where Dx,Dy and Dz represent the coordi-
nates to move respectively in the x, y and z directions.

T (x, y, z) =

⎡

⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

Dx Dy Dz 1

⎤

⎥⎥⎦ (2)

Scaling: We obtain the scaling operation using a matrix S (Eq. 3), where k, l and
m represent the scaling factors applied respectively in the x, y and z directions.

S(k, l,m) =

⎡

⎢⎢⎣

k 0 0 0
0 l 0 0
0 0 m 0
0 0 0 1

⎤

⎥⎥⎦ (3)
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Rotation: To perform the rotation operation on the x, y or z axes, we use the
following matrices Rx, Ry and Rz (Eqs. 4, 5 and 6, respectively), where α denotes
the angle of rotation.

Rx(α) =

⎡

⎢⎢⎣

1 0 0 0
0 cos(α) sin(α) 0
0 −sin(α) cos(α) 0
0 0 0 1

⎤

⎥⎥⎦ (4)

Ry(α) =

⎡

⎢⎢⎣

cos(α) 0 −sin(α) 0
0 1 0 0

sin(α) 0 cos(α) 0
0 0 0 1

⎤

⎥⎥⎦ (5)

Rz(α) =

⎡

⎢⎢⎣

cos(α) sin(α) 0 0
−sin(α) cos(α) 0 0

0 0 1 0
0 0 0 1

⎤

⎥⎥⎦ (6)

3 Experimental Results

The proposed method was tested using a dataset of 392 OCT retinal images that
were taken with a confocal scanning laser ophthalmoscope, Spectralis R©OCT
(Heidelberg Engineering), that offers the near-infrared reflectance retinography
combined with the corresponding OCT sections. These sections were obtained
from both left and right eyes, all centered on the macula, with a resolution of
1520 × 496 pixels. In order to test the performance of our system, this auto-
mated tool has been evaluated by an expert who has validated its functionality
and usefulness. Figure 5 illustrates the proposed methodology, where an exam-
ple can be observed with the main graphical transformations that this automatic
visualization tool allows.

)c()b()a(

Fig. 5. Example of interactive three-dimensional visualization of the vessel tree.
(a) Initial visualization. (b) Rotation operation. (c) Scaling operation.
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4 Discussion and Conclusions

In this paper, we presented a new interactive three-dimensional visualization
system of the vascular structure in OCT retinal images. Our proposal offers
a complete set of information for a three-dimensional analysis of the arterial
vessel tree, aiding the clinical experts to identify the vascular alterations that
may lead to the early detection of various types of pathologies, such as diabetes,
hypertension or arteriosclerosis.

The proposed methodology exploits different techniques to identify the vessel
structure and estimate their calibers, using the near-infrared reflectance retinog-
raphy images. Subsequently, the depth of the vascular profiles is obtained in
the OCT sections. The three-dimensional reconstruction is performed using B-
splines to interpolate all the vessel points, obtaining a smooth representation of
the vascular structure. This automatic tool allows the clinical experts to visualize
and manipulate the retinal vessel tree by means of the main graphical transfor-
mations, such as translation, scaling and rotation. The implemented tool was
tested by an expert clinician, validating its well-functioning as well as stating its
utility in the analysis of the retinal vasculature for the early diagnosis of different
diseases.
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Abstract. Serious games present a noteworthy research area for arti-
ficial intelligence, where automated adaptation and reasonable NPC
behaviour present essential challenges. Deep reinforcement learning has
already been successfully applied to game-playing. We aim to expand
and improve the application of deep learning methods in SGs through
investigating their architectural properties and respective application
scenarios. In this paper, we examine promising architectures and conduct
first experiments concerning CNN design and analysis for game-playing.
Although precise statements about the applicability of different architec-
tures are not yet possible, our findings allow for concluding some general
recommendations for the choice of DL architectures in different scenarios.
Furthermore, we point out promising prospects for further research.

Keywords: Deep learning · Serious games
Convolutional neural networks · Neural network visualization

1 Introduction

Serious Games (SGs) rank among the most important future e-learning trends;
they attain enhanced public acceptance and importance [3]. Although more fre-
quently used in recruitment and training, their production is still effortful and
expensive. The generation of human behaviour for non-player characters (NPCs),
player identification, adaptivity to the player, content generation and general
game playing remain prevalent challenges [1,10]. SGs can profit from the appli-
cation of machine learning methods to create diverse behaviour and from auto-
mated adaptation to increase learning effectiveness. Deep learning (DL) meth-
ods and deep reinforcement learning (DRL) in particular demonstrated to be
an opportunity for application. Considerable results have already been achieved
by this general method. DL means machine learning methods using multiple
processing layers, usually deep neural networks (DNN). DRL means the combi-
nation of reinforcement learning and DL. A famous example is deep Q-learning
c© Springer International Publishing AG 2018
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for learning to play Atari games [13], where a convolutional neural network was
trained with a variant of Q-learning on different games and partially outper-
formed human game players.

A general requirement for the application of DL in games is the demand for
a cost-effective development process due to limited time and capacities. Fur-
thermore, AI behaviour and its development have to be accessible to, compre-
hensible for and influenceable by different domain experts. Game AI has to face
very different, prevalent challenges, depending on game and application scenario,
including action-state space representation (from symbolic to raw data) and size,
observability, non-determinism and credit assignment. Exemplary application
areas are NPC control an the generation of human behaviour, human player
replacement in multi-player games, automated adaptation of game content and
progress, game-testing, etc.

We aim to expand and improve the application of DL in games through
offering a novel framework including interactive learning. An overview of the
original conceptual framework and its components is described in [2], although
it has been fundamentally extended by adding the aspect of automated game
adaptation by now. In this paper, we attempt to examine the usability of DL
methods in SGs through literature research and first experiments. We investigate
DNN architectures and show important factors considering their application.

2 Deep Learning Architectures

The term “architecture” summarizes all characteristics that define the structure
of the deep neural network; including general structure, types of layers and con-
nections, topology of different layers, weights and activation functions. This prob-
lem is also strongly related to hyperparameter optimization. In this work, how-
ever, we mean to rather explore general properties and aim to find general recom-
mendations for using DL in SGs. Our methodical approach comprised literature
analysis of different architectures, identification of further research prospects
and experimental investigation of specific aspects. This section presents selected
architectures with regard to existing promising practical applications of DL in
different domains. The approaches listed here should serve as inspirational exam-
ples for related application possibilities in SGs.

2.1 Investigation of Exemplary Architectures

Feedforward architectures are already extensively used for classification and clus-
tering tasks. Feedforward NNs are actually function approximators, and, accord-
ing to the universal approximation theorem, a network of appropriate size can
achieve a desired degree of accuracy [4]. Especially convolutional neural networks
(CNNs) have recently attracted attention due to their successes in practical
applications. CNNs consist of several layers of convolutions and in each layer,
filters are applied to data and their respective values are trained. The struc-
ture is hierarchical: every layer can detect distinctive features of the input data
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on another abstraction level. Besides, spare connections and parameter shar-
ing improve the training time. Because of their structure, CNNs are principally
designed for 2D data, but can be adapted to other dimensions as well. Appli-
cations include computer vision and acoustic modelling for automated speech
recognition; examples for 1D, 2D and 3D image and audio data can be found
in ([4], p. 349). A commendable example for supervised learning is given by the
GoogLeNet Inception architecture [14] that won the ILSVRC (image classifica-
tion challenge) 2014. The handcrafted architecture comprises 27 layers, whereby
inception modules count as one layer. A main goal was to increase depth and
width of the network while trying to keep an acceptable computational effort.

CNNs can be used in the area of unsupervised learning as well, e.g. for unsu-
pervised visual representation learning in videos [16]. The key issue of this work is
that the otherwise necessary supervisional feedback can be substituted by using
visual tracking, assuming that connected patches in tracks should have similar
visual representations. As architecture, a siamese-triplet network with a ranking
loss function is used. Every triplet uses the same architecture as Alexnet [8], an
image classification architecture that won the ILSVRC 2012. CNN architectures
have already been successfully used in games in combination with reinforcement
learning (RL). In 2015, Google presented an approach of using a combination
of RL and DNN for playing Atari video games. Their input state representation
was a simplified version of the raw pixels of the game screen and their output
controller moves. They tested their approach on 49 Atari games. The experi-
ments showed that their variant of deep-Q-Learning even reached human level
performance on over more than half of the games [13]. Investigating this suc-
cess, the architecture exploits the CNN 2D image recognition potential. Their
method performed best in quick-moving games but poorer than human play-
ers in long-horizon games where planning and a specific sequence of actions is
important.

In contrast to feedforward techniques, recurrent NN architectures possess an
internal memory through directed, cyclic connections. Their structure is bet-
ter suited for processing sequences of arbitrary length, context modelling and
time dependencies. A RNN with hidden-hidden recurrent connections actually
corresponds to a universal turing machine. As architecture, the long short-term
memory (LSTM) model is commonly used, because it avoids the vanishing gra-
dient problem. LSTM proved good at handwriting recognition, speech recogni-
tion, machine translation, image captioning and parsing [4]. A third, emerging,
type of architecture is provided by deep generative models. In contrast to the
former mentioned discriminative models, a generative architecture can be used
for probability distribution representation and sample generation. Particularly
generative adversarial networks (GANs) have recently shown impressive capabil-
ities. A GAN architecture consists of a generator and discriminator component,
whereby the discriminator evaluates content by estimating if its original data or
created by the generator. GANs have been used, for example, to generate con-
textually matching image samples with mandated properties or text to image
synthesis (cf. [5]).
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Altogether, we found very few concrete game applications of DL; the major
activities remain in academic research. However, the mentioned approach of
Atari game-playing could also be used in SGs, in restricted scenarios, as NPC
control or human replacement, and also for game testing purposes. An effective
DRL application to a more complex game could be achieved through exploiting
additional symbolic game information for training, as has been shown in a 3D
shooter [9]. Another possible DL application area is demonstrated by [12], where
stacked denoising autoencoders are used for player goal recognition, which is a
player-modeling task. Moreover, in [11], CNNs are used to recognise emotions
through face images for player affect analysis.

2.2 Conclusions and Further Research Prospects

Our investigations indicate that, at the present time, suggesting concrete archi-
tectures for specific tasks is unfeasible. The suitability of an architecture is
dependent on a variety of different criteria, e.g. amount and type of training
data, reward function, computational and time limits, convergence properties
and comprehensibility of learning behaviour. For the time being, deciding for a
concrete architecture remains a trial and error process (cf. [4] p. 192). Though,
we can still derive general ideas of suitable application areas for the different
DNN types. CNNs are obviously suitable for all image recognition related tasks
and present a good starting point, because efficient exemplary implementations
and sophisticated frameworks are available. A RL approach is commonly used
in games because of the lack of labelled training data. Although the learning
efficiency continually increases through refining architectures and learning algo-
rithms, long training times and uncertain results are still to be expected. Appli-
cation opportunities in (visually) complex game scenarios are supported by input
preprocessing or additional game information. For preprocessing, DL techniques
like autoencoders can be considered. Furthermore, non-visual game information
can be transformed into visual representation. We assume that e.g. simplified
top-down views on strategy game scenarios are interpretable by a CNN. This
can be extended by 2D presentations of context information, like in the upcom-
ing Google Startcraft2 DL project [15]. The use of RNN in games seems to
be still at the beginning. Applications for translation and language modelling
are quite conceivable. Additionally, generating NPC behaviour in combination
with CNN as shown in [9] is encouraging. Generative models seem promising
for application in the prevalently challenging area of automated (procedural)
content generation.

3 Experiments

Within the scope of two bachelor theses [6,17] we examined the DQN approach of
[13] in video games concerning architectural structure and analysis possibilities
of CNNs. We used Tensorflow on a desktop PC on the Atari games Ms PacMan
and Breakout. As input, the NN received a scaled, grayscale screenshot of the
game and had to compute actions as Atari controller moves.



318 A. Dobrovsky et al.

3.1 Architecture Comparison

We compared two architectures during 2 × 2 days of training to identify the
influence of an additional pooling layer. Figure 1(c) shows the architecture Arch2
with an extra pooling layer. In contrast, Arch1 didn’t have the 3rd layer and
was therefore 12.25× bigger than Arch2. During the first two days of train-
ing, both architectures’ scores rose to 300 game reward points on average and
stagnated subsequently (Fig. 1(a)). This performance corresponds roughly to a
human beginner. The maximum value, measured each 100 episodes, was regu-
larly between 1000 and 2000, with spikes of 3870 (Arch1 ) and 4370 (Arch2 ).
During the same time (2 runs in 4 days) and with the same configuration, Arch1
trained 23 million timesteps and Arch2 29 million. In the test runs after 4 days of
training (5×100 episodes without learning), Arch1 reached a maximum episode
mean value of 3380, and Arch2 of 2250; with episode means in general between
200 and 400 (Fig. 1(b)).

(a) Arch2 training means over 10000 episodes

(b) Arch2 mean rewards in 5 test runs (c) Architecture Arch2 with
Pooling Layer

Fig. 1. Architecture comparison

3.2 Architecture Analysis

For architecture analysis, we examined different visualization methods and
applied the method of Harley (cf. [7]) to a network trained on Breakout. Visu-
alization can reveal shortcomings of architecture choice and training process.
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For example, noisy filters could mean an unconverged network or a wrongly
adjusted learning rate. By contrast, clean structures are an indication for effec-
tive training. The layer activation visualization comprehensibly shows activated
neurons and reveals adaptation to specific features, e.g. detection of particular
game objects.

Fig. 2. Average game reward
during 12 million timesteps

Fig. 3. Exemplary layer
1 filter at the beginning
of training

Fig. 4. Same filter after
2 million timesteps

Fig. 5. Game situation
in Breakout

Fig. 6. Activation maps
of layer 1 at the begin-
ning of training

Fig. 7. Activation maps
of layer 1 after 2 million
timesteps

As in the first experiment, learning stagnated relatively early in training
(Fig. 2). Figures 3 and 4 show the first of four 8×8 filters of the first layer before
and during the training. Figures 6 and 7 show the 32 activation maps (due to
32 filters) of the first convolutional layer in the game state of Fig. 5. The filter
weights exhibit emerging of a clear structure and the feature maps show that
important game features, the paddle and the ball, are recognized.

3.3 Experiment Conclusions

As already mentioned, CNN architectures are a mighty tool, but their design
relies on assumptions and a process of trial and error. A lot of configuration
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options are available that heavily influence the learning performance (from gen-
eral architecture design to specific parameters and different learning algorithms
and reward function). We assume the latter and small computing capacity to
be the reason why we couldn’t achieve Google’s performance. Additionally, we
imagine Ms Pacman to be a challenging object of investigation because of con-
textual game-state change (ghost vulnerability isn’t clearly graphically repre-
sented). Regarding architectures, bigger models could possibly convey more dis-
tinct state features in games but would also require more training than the sim-
plistic approach. An encouraging finding is that our additional pooling layer had
no negative influence on performance but allowed for faster training time. DNN
largely remain blackboxes but visualization can offer a significant improvement
in interpreting their behaviour. Visualization entails the potential of a powerful
developer tool; it can help to optimize nets and reduce time for fault diagnos-
tics. Comprehensive toolboxes are already available and can potentially be used
as an essential part of neural network training. Nonetheless, interpretation by
experienced persons is still necessary to detect anomalies. Furthermore, various
other not visualisable possible sources of error exist.

4 Conclusions and Future Work

We aimed to inquire the usability of DL in SGs and investigated if general recom-
mendations for applying DL in diverse SG application scenarios can be derived
dependent on architecture. We presented selected architectures and illustrated
their apparent and also imaginable further application possibilities. In our experi-
ments, we examined architecture design and comparison and presented visualiza-
tion as a method for NN analysis. Although we have to conclude initially that we
can’t offer precise statements about the applicability of different architectures, we
nonetheless found promising first recommendations for further research. Archi-
tectures like CNNs, LSTMs, autoencoders and GANs already exhibit amazing
successes and could probably be used for NPC control, player modelling or con-
tent creation. Some game adaptations could also improve the applicability of DL,
e.g. creating a visual state representation or using preprocessing autoencoders
for CNN application. Although DL methods aren’t popular in the SG scene yet,
we are convinced that our findings can inspire further research for beneficial
applications in games.
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Abstract. The speaker activity at the Canary Islands Parliament is
recorded, and later manually annotated. This task can be modelled as a
diarization problem, that is a way to automatically annotated who and
when is speaking. In this paper, we propose the use of the visual cue to
solve the diarization task. To perform this approach, it is mandatory to
detect individuals, determine the one speaking, and extract features for
matching. In order to test the performance of our proposal, we evaluate
four different strategies based on the visual shot features.

Keywords: Visual diarization strategies · Local descriptors
Histogram distances · F-reid

1 Introduction

Speaker Diarization deals with annotating who and when a speaker is talking, it
represents a challenge for the scientific community [1,2] that is mostly tackled
using the audio cue. This problem can be tackled from a vision-based point of
view, considering a re-identification process, i.e. detecting a speaker and checking
whether he/she appears again.

A standard solution to audio-based speaker diarization is based on the proce-
dure described by Tranter and Reynolds [3], being the approach adopted by the
most recent literature. The purpose of speaker diarization is to split the audio
recording of the different people interventions into segments. In this way, each
segment represents a single speaker. After that, a clustering technique is used to
group the different segments in order to include all the segments of one person
in the same cluster. Different diarization scenarios have captured the attention
of researchers, specially of those who investigate in the field of audio signals.

Ning et al. [4] have focused on Japanese Parliament sessions to the aim to
solve speaker diarization, they segment the speech using Mel Frequency Cep-
stral Coefficient (MFCC) and Bayesian Information Criterion (BIC) as features.

c© Springer International Publishing AG 2018
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Then, the Kullback-Leibler (KL) divergence is used at the clustering process as
similarity measure between segments, obtaining the number of clusters by the
value of the eigenvalues of the affinity matrix. These techniques are also used by
Lupu et al. [5] in the Rumanian Parliament, using the system LIUM [6] to extract
the audio of the sessions without taking into account the visual information of
the videos.

To improve the results of only audio methodologies, Campr et al. [7] proposed
the use of audio and visual information applied to Czech parliamentary record-
ings. Using Gaussian Mixture Model (GMM) to segment and detect in the audio
any new speaker or recorded, for the latter also update the parameters of the
corresponding GMM. After the face is detected and normalized, Local Binary
Pattern features are extracted. For each group of consecutive faces, a cluster of
key-faces are selected, to be later matched with different clusters, and they are
compared among the different clusters. If the distance between two clusters is
lower than a threshold, they are considered to be the same identity, otherwise it
is a new person. After that, using the fusion of both diarization processes, the
number of models is reduced with the audio-based diarization.

Furthermore, video processing can be used to detect the speakers, even with-
out the audio information. Everingham et al. [8] propose a method to automatic
annotation of film characters. To this purpose, both the subtitles and facial infor-
mation are analized, where Scale-Invariant Feature Transform (SIFT) descriptor
is used, and the clothing characterized by the YCbCr color histogram. In some
cases, a person who is not speaking appears in the image, so, a speaker detector
is implemented using the consecutive histogram differences of the mouth area.
The matching process is done by a distance scheme of each character with the
nearest representation of the face and clothing to assign an identity. Then, a
Support Vector Machine (SVM) classifier is trained, one class with respect the
others. Unlike the previous work, Sang and Xu [9] use scripts, instead of the
subtitles to identify the name of the speaker. When all the faces are detected,
they are grouped into several clusters using a clustering technique, matching the
face identify using a graph fit, Error Correcting Graph Matching (ECGM).

The contributions of this paper are the following: (1) propose different strate-
gies to assign the speaker ID from visual segments to an audio segment, (2) study
different local descriptors to apply the above assignation, and (3) compare dif-
ferent distances to measure the similarity between descriptors in the problem of
assign an ID.

2 Scenario

In this paper, we are focused on the diarization of parliamentary debates ses-
sions using only video information. Specifically, this work is based on the Canary
Islands Parliament in Spain. In this scenario, speaker interventions can be done
from three different points: (1) at the presidential table where presidential
deputies follow the guidelines to expose the topic during a predefined speak-
ing time, (2) at the platform located, at front of the presidential table where the
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Fig. 1. Different views of the Canary Islands Parliament.

deputies explain some topics, and (3) at the seats, the place where the deputies
are sitting, in some cases they can stand up and intervene to answer another
deputy. In those places, the interventions are recorded by a network of cameras
distributed in the Parliament, which can do pan, tilt and zoom. Fig. 1 shows
different images recorded in the Parliament. Those cameras are managed by a
producer who decide the camera to focus the attention, which could lead to
change the view during the intervention of a speaker, that situation increases
the problem challenges involved in a vision-based system because the camera
could be recording a person who is not talking.

3 Procedure

The speaker diarization problem is tackled based on a visual approach, using the
face as the main source of information. For each detected face in each frame, the
following processing is applied: Initially, the image is rotated till the position of
the eyes is horizontal. Then, to generate the model, the faces have to satisfy the
Biometric Keyframe condition [10], where the eyes and mouth distances match
with a frontal pose.

Later, each key-face is transformed to grey-scale and the face or head shoul-
der (HS) pattern are obtained as a region of interest (ROI); the face pattern
represents a ROI of the face area, and the HS pattern is composed by the
face area adding the surrounding information as hair, clothing and background
are included. Then, as features, local descriptors are extracted to obtain an
histogram representation, using different grid size setups, because they have
demonstrated good performance in facial analysis [11], an outline of the process
is shown in Fig. 2. After the ROI is modelled, a matching stage is carried out
by comparing the model against the database models, that is updated with each



Who is Really Talking? A Visual-Based Speaker Diarization Strategy 325

Fig. 2. The image is normalized using face or HS pattern. Then, it is divided into 3×3
or 5 × 5 grids respectively where a local descriptor is applied to obtain the speaker
model.

Fig. 3. Audio fragments can include different visual shots.

new identity found as the video is processed. The comparison is made using a
histogram distance. The minimum distance model of the database is taken, and
if this distance is larger than a fixed threshold, it is considered as a new speaker
and added to the database, otherwise it is the same identity.

Besides, the parliamentary sessions, as well as other debates scenarios, we
have to deal with shot changes while the intervener is talking as commented in
Sect. 2. Therefore during a speaker intervention, i.e. to annotate his/her audio
fragment, different deputies shots could appear, see an example in Fig. 3. The
system has to give to the whole audio fragment corresponding to a single speaker
the same ID through different visual shots. If the assignment is not correct, the
diarization system will annotate with a wrong ID this shot or in worst case,
the system creates a new ID, and for future comparisons the system will take
into account the new false speaker. That increases the number of failures to
the re-identification task. To solve the above problem, different strategies are
proposed:

– First Appearance (FA): The person of the first shot detected by the system
in the audio fragment is taken as representative.
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– Most Frequent (MF): The person that the system detects a larger number
of times in the audio fragment is taken as representative speaker shot.

– Greatest Length (GL): The person that the system detects as largest
duration shot in the audio fragment is taken as representative speaker shot.

– Greatest Total Length (GTL): The person that the system detects as
largest duration in the audio fragment is taken as representative speaker
shot.

4 Experiments

The experiments have been performed using 29 videos1 of different sessions of the
Parliament. Those videos present different number of frames, shots and speakers;
the mean duration of the videos is four hours. As local descriptors we have
considered to test the following ones:

– Histogram of Oriented Gradients (HOG)
– Local Binary Patterns (LBP)
– LBP Uniform (LBPu2)
– Intensity based LBP (NILBP)
– Local Gradient Patterns (LGP)
– Local Phase Quantization (LPQ)
– Local Salient Patterns (LSP0)
– Local Ternary Patterns (LTP)
– Local Oriented Statistics Information Booster (LOSIB)
– LTP high (LTPh)
– LTP low (LTPl)
– Weber Local Descriptor (WLD)

Local descriptors are calculated in the mentioned ROI areas(face or HS)
using a 5 × 5 and 3 × 3 grids. At the same time, the comparison of the models
is computed with Canberra, Chebyshev, Cosine, Euclidean and kullback-Leibler
divergence histogram measures. Besides, the different configurations are com-
puted using the diarization strategies commented in the previous section.

To get an idea of the cost of the carried out experiments, 29 videos with
two patterns with 2 grid configurations with 12 local descriptors with 5 different
measures were processed, making a total of 6,960 experiments. Moreover, those
experiments were validated by four diarization approximations, obtaining a total
of 27,840 experiments.

4.1 Results

To evaluate the results, True Re-identification Rate (TRR) and True Distinction
Rate (TDR) are taken from [12]. The TRR measure determinates how good is
the system to re-identificate individuals, and the TDR represents the measure
1 Videos available at http://www.parcan.es.

http://www.parcan.es
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of how good is the system to distinguish between individuals. At the time, to
evaluate the system, it could be the case that a system assigns only different IDs
to the individuals detected, it will obtain 0% in TRR and 100% in TDR. We
need to combine those values, at first, we will take the mean value. But, it will
obtain a 50% being the worst system possible. To avoid this problem, it is taken
the F1 score, labelled as Freid, that combines the TRR and TDR measures, as
it is shown in Eq. 1.

Freid = 2 · TRR · TDR

TRR + TDR
(1)

To focus in diarization methods we have calculate the Freid mean value of all
the videos processed. Although, the mean value of the different local descriptors
and distance measures, see Table 1, where the Most Frequent approach matches
the highest value independently of the kind of ROI and grid configuration. Taking
into account this setup, the results improve 2.61% in the best case.

Table 1. Comparison of different patterns and number of grid respect different diariza-
tion approaches in term of the Freid for the mean value of all the videos processed,
descriptors and distances.

Strategy Face HS

3×3 5×5 3×3 5×5

FA 56.61 52.23 64.03 59.51

MF 56.70 54.91 64.31 59.57

GL 56.19 54.22 63.85 59.05

GTL 54.21 54.65 61.70 57.65

Table 2 shows the comparison of different local descriptors with different
pattern and grid configuration. The best descriptor is Weber Local Descriptor
that obtains an increment of 0.39% in relation to the second best descriptor,
Histogram Oriented Gradients. The former obtains an improvement of 5.86% in
relation to the worst descriptor for this configuration.

In relation to the histogram distance, Canberra is the best distance that
matches the highest value, as we can see in Table 3. But in general, Kullback-
Leibler divergence has a good behaviour for the different configurations and the
difference between Canberra and this measure is insignificant.

Additionally, we highlight the use of HS and a 3 × 3 cells division, that
obtains the best results for all the experiments. Specifically, the best configura-
tion reported 74.09% with the Most Frequent approach, using a HS pattern with
a 3× 3 grid applying Weber Local Descriptor and comparing the models with a
Canberra distance.
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Table 2. Comparison of different patterns and number of grids respect different local
descriptors in term of the Freid for the mean value of all the videos processed, diariza-
tion approaches and distances.

Descriptor Face HS

3×3 5×5 3×3 5×5

HOG 56.81 55.09 65.86 63.51

LBP 55.03 53.17 62.10 58.36

LBPu2 55.95 55.52 63.93 58.97

LGP 53.52 51.72 64.58 59.41

LOSIB 49.56 47.57 64.72 60.65

LPQ 58.75 53.19 60.62 55.65

LSP0 55.49 54.70 59.25 53.75

LTPh 56.87 54.35 62.42 58.79

LTPl 56.40 54.05 63.29 57.02

LTP 56.97 54.65 62.75 59.77

NILBP 56.60 56.66 65.91 57.63

WLD 59.20 57.34 66.25 63.83

Table 3. Comparison of different patterns and number of grids respect different his-
togram distance measures in term of the Freid for the mean value of all the videos
processed, diarization approaches and descriptors.

Distance Face HS

3×3 5×5 3×3 5×5

Canberra 54.13 53.53 65.86 62.16

Chebyshev 52.84 47.25 55.76 46.81

Cosine 57.58 55.94 65.04 62.50

Euclidean 58.74 55.86 65.16 60.07

KL 56.35 57.43 65.54 63.18

5 Conclusion

This paper addresses four different strategies related to diarization problems,
where these strategies avoid the annotation of false speaker in a vision-based con-
text. Furthermore, the purpose of this article is to test various features related
to computer vision to obtain a good configuration of parameters. So, Different
local descriptors have been compared using HS and face patterns with two grid
configurations, obtaining a general idea of their behaviour. Finally, multiple his-
togram measures have been compared, allowing us to know what configuration
give us greater results for upcoming test.

In general, HS pattern matches the best results independently of the other
parameters. In a same way, the 3×3 grid increases the performance of our diariza-
tion system. Moreover, Weber Local Descriptor is the best form to reduce the
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dimensionality of our problem, getting good results. At the time to compare the
models, Canberra reports the best values. And last but not less important, to use
a Most Frequent approach in a diarization system avoids the apparition of false
speakers identification with an increment of 2.61% in terms of Freid comparing
the different diarization approaches using the HS pattern with a 3 × 3 grid.
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10. Maŕın-Reyes, P.A., Lorenzo-Navarro, J., Castrillón-Santana, M., Sánchez-Nielsen,
E.: Shot classification and keyframe detection for vision based speakers diarization
in parliamentary debates. In: Luaces, O., Gámez, J.A., Barrenechea, E., Troncoso,
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Abstract. Recently, there has been a growing interest in analyzing
human daily activities from data collected by wearable cameras. Since
the hands are involved in a vast set of daily tasks, detecting hands in
egocentric images is an important step towards the recognition of a vari-
ety of egocentric actions. However, besides extreme illumination changes
in egocentric images, hand detection is not a trivial task because of
the intrinsic large variability of hand appearance. We propose a hand
detector that exploits skin modeling for fast hand proposal generation
and Convolutional Neural Networks for hand recognition. We tested our
method on UNIGE-HANDS dataset and we showed that the proposed
approach achieves competitive hand detection results.

Keywords: Ego-centric vision · First person vision · Hand-detection

1 Introduction

With the advances on wearable technologies in recent years, there has been a
growing interest in analyzing data captured by wearable cameras [1]. In partic-
ular, due to the large number of potential applications, the analysis of human
daily activities [2–5] has gained special attention. Daily activities are crucial to
characterize human behavior, and enabling their automatic recognition would
pave the road to novel applications in the field of Preventive Medicine, such as
health monitoring [2,3], among others [6].

The hands are involved in a wide variety of daily tasks, such as typing on
a self-phone keyboard, drinking coffee or riding a bike (see Fig. 1). Along with
the objects being manipulated in a scene, the hands are often the main focus
in the egocentric field of view. Consequently, their detection is a fundamental
step towards action recognition. However, detecting hands in egocentric images
is not a trivial task for three main reasons. First, the hands are intrinsically
non-rigid and their shape appearance change continuously while manipulating
objects. Second, the illumination conditions rapidly change in egocentric images
as a consequence of the camera user movements across different locations. These
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 330–338, 2018.
https://doi.org/10.1007/978-3-319-74727-9_39
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Fig. 1. Examples of images showing actions involving hands. These pictures were cap-
tured by a chest-mounted wearable camera.

changes also affect the appearance of the hands and their recognition, as stated
by Li and Kitani [7]. Third, the complexity of the method also depends on
the camera used and its position on the body (head, shoulders, or chest). For
instance, if the camera is worn on the chest, the focus of attention is lost and
the location of hands in the field of view becomes more unpredictable. Available
methods for detecting hands in egocentric images [7–9] are mostly based on
hand-crafted features such as color histogram, texture and HOG in different
color spaces.

The reminder of this paper is organized as follows. In the next Sect. 2 we
review the state of the art on egocentric activity recognition and other works
closely related to our. In Sect. 3, we introduce the proposed approach and in
Sect. 4 we details the experiments performed. Finally, in section we draw some
conclusions.

2 Related Work

In recent years, one of the first attempts to segment hands from egocentric
images was proposed by Fathi et al. [8]. In order to determine regions containing
hands and active objects, they modeled the background pixels using texture
and boundary features. From the extracted foreground pixels, they distinguish
between hands and objects using color histograms. Additionally, they introduced
the Georgia Tech Ego-centric Activity (GTEA) dataset to test their model.

Li and Kitani [7] trained a pixel-level hand detector on images with more
realistic egocentric characteristics such as motion, and extreme lighting and illu-
mination changes. Their method combines superpixels with invariance descrip-
tors, and color and texture features. They tested different combinations on the
GTEA dataset and on their own proposed dataset, commonly referred as the
zombie dataset. Although their results were better than other approaches, its
method still failed when the hands were on dark or saturated regions. They
extended their work by posing the detection problem as recommendation task
using virtual probes [10]. Additionally, not only the hands are segmented by
their method, but also the forearms.

Serra et al. [9] also proposed a hand segmentation that relies on the same
combination of features HSV + LAB [7], but employed the Simple Linear Iter-
ative Clustering (SLIC) algorithm for extracting superpixels. Moreover, they
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corrected segmentation problems by temporally smoothing the pixels and by
joining segmented regions using a graph-based approach.

Betancourt et al. [11] proposed a two-stage hand detector using different
color (RGB, HSV, LAB) and edge (HOG, GIST) features in addition with a
classifier (SVM, random forests, decision trees). During the first stage, an image
is divided using a grid in order to reduce the color features. In the second stage,
the features are extracted and classified for each found region. The results on
their own dataset indicate that the best performance is achieved combining HOG
features and SVMs. In further work [12], they introduced the UNIGE-HANDS
dataset and improved their detector to work on egocentric video sequences under
the presence of image texture, color and luminosity variations. Specifically, they
proposed a kalman filter that smooths the results the frame-by-frame classifica-
tion results of SVMs.

More recently, a new egocentric dataset named EgoHands was introduced by
Bambach et al. [13]. This dataset consists of videos where a pair of persons wear
camera glasses in front of each other while playing a board game. Specifically,
its purpose is to detect left and right hands and their respective owner at the
pixel level. The pipeline of their approach is similar to R-CNN, but they provide
a probabilistic region proposal and perform a pixel-level segmentation at the
end of it. Besides, they performed an activity classification of the four board
games played in the dataset using images containing only the detected hands,
thus preserving the original location and sizes.

In this work, we propose a hand detector that exploits skin modeling for fast
hand proposal generation and Convolutional Neural Networks for hand recogni-
tion. We tested our method on UNIGE-HANDS dataset [11] and we show that
the proposed approach achieves competitive hand detection results.

3 Hand Detection

Our hand detector consists in a three-task architecture outlined in Fig. 2. We first
detect regions containing skin pixels. Later, we generate a set of hand proposals
using these regions. Finally, we classify the hand proposals using a Convolutional
Neural Network (CNN).

Fig. 2. Outline of the proposed method for hand detection.
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Skin detection. For this task, we use the pixel-level skin detection (PERPIX)
method introduced in [7]. The PERPIX method models skin pixels by combining
color (RGB, HSV, and LAB), texture (SIFT, ORB), and histogram features
(Gabor filters).

Hand proposal generation. In order to generate hand proposals, we deter-
mine if each estimated skin-region in an image contains two pixel-connected
arms. For instance, Fig. 3a shows a case where the arms are joined to each other
and considered as one skin-region. First, we fit a straight line using the points
from the boundary of the skin-region, as depicted in Fig. 3b. Next, if the mean
squared error of the fit is greater than a fixed threshold, then the skin-region is
considered as a two-arms region.

A two-arms region is split in two by applying a soft segmentation. The first
step is to apply the k-means lines algorithm over the contour points of the skin
blob. Since each line represent an arm, k is set to 2. Moreover, the calculated
fit line at each iteration is the medial-axis line, obtained using orthogonal least
squares. The second step is to perform a watershed transformation over the skin
blob. The result of this operation are smaller sub-blobs that have soft boundaries,
as seen on Fig. 3c. The last step is to assign each sub-blob to the closest line.
This achieved by computing the smallest distance between the each sub-blob
centroid and the lines, as shown on Fig. 3d.

After all resulting blobs are considered one-arm regions, then the hand pro-
posals are extracted as follows. First, a rectangular convex-hull is calculated for
each one-arm region. For example, extracted one-arm regions and their corre-
sponding convex-hull are respectively shown in green and blue colors in Fig. 3d.
Furthermore, in order to extract a hand from the convex-hull, we calculate a line

(a) Overlay of detected skin pixels. (b) Skin binary mask.

(c) Watershed operation. (d) K-means lines. (e) Hand contour cut

Fig. 3. Example of a hand proposal generation over a skin region containing two pixel-
connected arms. See text for detailed description. (Color figure online)
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representing its wrist. We consider that a hand in the convex-hull is located in
the side of the box closer to the center of the frame. As a result, we estimate the
location of the wrist with respect to that side of the box. Second, a medial-axis
line crossing the largest side of the convex-hull is computed. The wrist line per-
pendicularly intersects the medial-axis line and it is set at a fixed distance from
the closest side to center of the frame. Figure 3d shows the medial-axis and the
wrist lines in yellow and cyan colors, respectively. Finally, the hand proposal are
obtained by cutting the one-arm regions using the wrist line. For instance, hand
proposal boxes appear in red in Fig. 3d. More hand boxes can be proposed using
different distances to wrist.

Hand recognition. To classify a hand proposal we created a binary classifier
by fine-tuning the CaffeNet network [14] pre-trained on ImageNet [15].

4 Experimental Results

We describe the training and testing datasets in Sect. 4.1, and detail the skin and
hand detection training in Sect. 4.2. We then present the experimental results
on skin and hand detection tasks on Sect. 4.3.

4.1 Datasets

Our experiments were done using the UNIGE-HANDS dataset [12]. This dataset
consists of 25 videos (292, 461 images) captured by a single person using a
head-mounted camera. The labels provided indicate if arms appeared or not in
each frame. The videos were filmed on 5 different settings: office, street, bench,
kitchen, and coffee bar. Each setting has 4 training and 1 testing videos. Half
of the training videos show the user arms, while the other half show only the
setting. In the case of the testing videos, the user arms appears half of the time.

The reported results on skin detection were obtained on the same fixed-split
used by Betancourt et al. [12]. Additionally, the evaluation on the hand detection
task was done in a subset of 2,000 manually annotated images. The number of
images containing hands were 1,000 and in total they were over 1,739 hands.

In order to train our binary hand classifier, we combined several datasets
containing bounding boxes of hands [13,16–18] as positive examples, and faces
[19] and different categories [15] as negative examples. We also considered to
include other hand datasets, but some of them considered the forearm as part
of the hand [7,8], or lack of hand annotations [4]. The number of images and
bounding boxes by dataset are shown as a histogram in Fig. 4. The total number
of images and bounding boxes is 761,946 and 872,414 respectively.

4.2 Training

We trained the PERPIX model using one training video for each setting cate-
gory, i.e. we only used 5 videos for training. For each selected video, we uniformly
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Fig. 4. Summary of the datasets used for training and validation. Histogram by dataset
of the number of images and bounding boxes. Note the scale change on the vertical
axis.

sampled 30 and 150 frames as the input for two training models. All the user
skin regions in these frames were annotated and segmented.1 The binary hand
classifier network was created by fine-tunning the CaffeNet network [14]. It was
fine-tuned for 20,000 iterations using Stochastic Gradient Descent, with a learn-
ing rate α = 0.001 = 10−3, a momentum μ = 0.9, and weight decay equal to
5 × 10−4.

4.3 Skin and Hand Detection

We made a skin detection performance comparison on the UNIGEN dataset
with the HOG-SVM and DBN methods originally designed for it [11], as seen
on Table 1. The PERPIX method offers competitive results using less training

Table 1. Skin-segmentation performance comparison. The HOG-SVM and DBN
results correspond to [11] and the PERPIX results were obtained using the Per-pixel
regression method [7] for 30 and 150 frames per settings video.

True positive True negative

HOG-SVM DBN PERPIX

@30 frames

PERPIX

@150 frames

HOG-SVM DBN PERPIX

@30 frames

PERPIX

@150 frames

Office 0.893 0.965 0.973 0.953 0.929 0.952 0.986 0.981

Street 0.756 0.834 0.872 0.900 0.867 0.898 0.586 0.574

Bench 0.765 0.882 0.773 0.892 0.965 0.979 0.954 0.948

Kitchen 0.627 0.606 0.713 0.628 0.777 0.848 0.789 0.830

Coffee bar 0.817 0.874 0.996 0.991 0.653 0.660 0.632 0.688

Total 0.764 0.820 0.862 0.863 0.837 0.864 0.799 0.815

1 The annotations for skin detection training and hand detection evaluation are pub-
licly available at http://gorayni.github.io.

http://gorayni.github.io
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data, specifically we only used 150 and 750 frames showing hands. Additionally,
the results presented on [11] used a total number of 4439 frames. The results
on the hand detection task were evaluated using precision/recall curves for 4
distinct values of intersection over union (IoU), as illustrated on Fig. 5. The
average precision using the PASCAL VOC criteria was 20.01%.

Fig. 5. Detection results on the UNIGE-HANDS test set for different values of the
intersection over union (IoU) ratios.

5 Conclusions

We presented an egocentric hand detector method, which relies on skin mod-
eling for fast hand proposal generation and a convolutional neural network for
hand classification. We tested our method on the UNIGE-HANDS dataset and
obtained an average precision of 0.216 when using the PASCAL VOC criteria. We
showed that the proposed approach achieves competitive hand detection results.
Future work will investigate how to incorporate hand detection to egocentric
action recognition.
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Abstract. One of the most common critical factors directly related to
the cause of a chronic disease is unhealthy diet consumption. Building
an automatic system for food analysis could enable a better understand-
ing of the nutritional information associated to the food consumed and
thus, help taking corrective actions on our diet. The Computer Vision
community has focused its efforts on several areas involved in visual food
analysis such as: food detection, food recognition, food localization, por-
tion estimation, among others. For food detection, the best results in
the state of the art were obtained using Convolutional Neural Networks.
However, the results of all different approaches were tested on different
datasets and, therefore, are not directly comparable. This article pro-
poses an overview of the last advances on food detection and an optimal
model based on the GoogLeNet architecture, Principal Component Anal-
ysis, and a Support Vector Machine that outperforms the state of the
art on two public food/non-food datasets.

Keywords: CNN · PCA · GoogLeNet · SVM · Food detection

1 Introduction

In the last decades, the amount of people with overweight and obesity is progres-
sively increasing [1], whom generally maintain an excessive unhealthy diet con-
sumption. Additionally to the physical and psychological consequences involved
to their condition, these people are more prone to acquire chronic diseases such
as heart diseases, respiratory diseases, and cancer [2]. Consequently, it is highly
necessary to build tools that offer high accuracy in nutritional information esti-
mation from ingested foods, and thus, improve the control of food consumption
and treat people with nutritional problems.

Recently, the computer vision community has focused its efforts on sev-
eral areas devoted to developing automated systems for visual food analysis,
which usually involve using a food detection method [3–6]. These methods, also
called food/non-food classification, have as purpose to determine the presence
or absence of food in an image. Generally, they are applied as a pre-processing
prior to food analysis, and can also be useful for selecting food images from huge
datasets acquired from the WEB or from wearable devices.

c© Springer International Publishing AG 2018
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Food detection has been investigated in the literature in different works
[3,6–9], where it has been proven that the best results obtained are based on
Convolutional Neural Networks (CNN). The first method based using this tech-
nique was proposed by [3], which achieved a 93.8% using AlexNet model [10] on a
dataset composed of 1,234 food images and 1,980 non-food images acquired from
social media sources. They proved that using a CNN provided a 4% higher accu-
racy compared to using hand crafted features [7]. In [11], the authors improved
the accuracy on this dataset to 99.1% using the NIN model [12]. In addition, they
evaluated their model on other datasets, IFD and FCD, obtaining 95% and 96%
of accuracy, respectively. Evaluation on a huge dataset with over 200,000 images
constructed from Food101 [13] and ImageNet Challenge was done in [5], where
the authors achieved 99.02% using an efficient CNN model based on inception
module called GoogLeNet [14]. The same model was used in [4], the authors
obtained 95.64% of accuracy on a dataset composed of Food101; food-related
images extracted from the ImageNet Challenge dataset; and Pascal [15] (used as
non-food images). Evaluation of different CNN models and settings was proposed
by [9] on a dataset that we call RagusaDS. The authors obtained the best results
using AlexNet for feature extraction and Binary SVM [16] for classification. In
terms of accuracy, they achieved 94.86%. In [6], the authors apply fine-tuning
on the last six layers of a GoogLeNet obtaining high accuracy, but tested their
model on a balanced dataset of only 5,000 images (Food-5k). Since the proposed
models were evaluated on different datasets, the results obtained are not directly
comparable. Therefore, in order to compare our results with the state of the art,
we selected the available datasets with more than 15,000 images.

Furthermore, we explored the food detection problem using the GoogLeNet,
because this CNN model presented the best results in the classification of objects
in the ILSVRC challenge [17]. In particular for food detection it has also pre-
sented good results on multiplies datasets with images acquired in different
conditions [4–6]. Specifically, we propose a food detection model combining
GoogLeNet for feature extraction, PCA [18] for feature selection and SVM for
classification, which prove the best accuracy in the state of the art with respect
to the previous works on the same datasets.

This article is organized as follows: in Sect. 2, we present our methodology.
In Sect. 3, we present and discuss the datasets used and the results obtained.
Finally, in Sect. 4, we present conclusions and future work.

2 Methodology for Food Detection

We propose a methodology for food detection, which involves the use of the
GoogLeNet model for feature extraction, PCA for feature selection and SVM
for classification. In Fig. 1, we show the pipeline of our food detection approach
which will be explained below.
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Fig. 1. Method overview for our food detection approach.

2.1 GoogLeNet for Feature Extraction

The first step in our methodology consists in training the GoogLeNet CNN
model. For this purpose, we pre-train the GoogLeNet model on ImageNet [17],
as a base model, and then we change the number of classes in the output layer
for our binary classification problem (food/non-food). Then, GoogLeNet is fine-
tuned on the last two layers until the accuracy on training set stops to increase,
then we choose the model that gives the best accuracy on the validation set.

Once GoogLeNet is fine-tuned, we use the resulting model as a feature extrac-
tor. The feature vector for each image is extracted using the penultimate layer,
with which a 1024-dimensional vector is obtained for each image. Then, we cal-
culate a transformation that distributes normally the data through a Gaussian
distribution function with zero mean and unit variance, by means of the feature
vectors obtained from the training set. Finally, we normalize the data, in a range
of [−1, 1], by applying this transformation to each extracted feature vector.

2.2 PCA for Feature Selection

The following step in our methodology consists in reducing the dimensions of
the feature vectors obtained in the previous steps by means of Principal Com-
ponent Analysis (PCA) [18], which transforms the data to a new coordinate
system leaving the greatest variance of the images in the first axes (principal
components). We apply PCA on all feature vectors normalized from the training
set and then the principal components are analyzed to select the first dimen-
sions that retain the most discriminant information. To do this, we selected the
features based on the Kaiser Criterion [19], which consists of retaining those
components with eigenvalues greater than 1. The feature vectors reduced are
used during the training of SVM and also during classification.

2.3 SVM for Classification

An SVM is a classification algorithm that optimizes a boundary f(x) = Wx + b
for maximizing the margin between two types of data, where the maximum
margin is found solving a quadratic optimization problem. The dual SVM for-
mulation is defined as follows:

max
α

n∑

i=1

αi − 1
2

n∑

i=1

n∑

j=1

αiαjyiyjK(xi, xj)
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s.t. 0 ≤ αi ≤ C, i = 1, 2, . . . , n,

n∑

i=1

αiyi = 0.

where xi are the reduced feature vectors calculated from the n training set
images, yi the images class identified by the label -1 or 1, αi are the Lagrange
multipliers, and K(xi, xj) = tanh(γxT

i xj) is the chosen kernel function, as in [9],
for SVM classifier. The parameters C and γ are obtained by means of the Grid-
SearchCV strategy, and the parameters αi are adjusted during the optimization.

With the solution of the optimization problem, we compute the parameters
of the objetive function f(x), where W =

∑n
i=1 αiyixi, and b is the bias. Finally,

the class is predicted using the sgn(f(x)) function, which returns +1 when f(x)
is positive and −1 when f(x) is negative.

3 Experiments

3.1 Datasets

In this section, we present the selected datasets for the evaluation of the proposed
model and comparison of the results. Both datasets, FCD and RagusaDS, were
selected because they contain a significant amount of images, at least 15,000,
and also they have free access to the images.

FCD was constructed from two public datasets widely used: Food-101 [13]
and Caltech-256 [20] for food and non-food images, respectively (see Fig. 2).
Food-101 is a dataset for food recognition, which contains 101 international
food categories with 1,000 images each one. Caltech-256 contains 256 categories
of objects with a total of 30,607 images, in which each object has a minimum
of 80 images. For the construction of FCD, not all images of these datasets
were considered. To balance the amount of food and non-food, we selected 250
images for each category in the Food-101. The selection was based on the color
histogram of the images, keeping those with the highest color variance within the
same category and thus, keeping the most highly variable set, obtaining a total
of 25,250 food images. In Caltech-256, all images were selected except the food-
related ones, resulting in 28,211 non-food images. To evaluate our approach, we
used 64% of the images for training, 16% validation and 20% test.

Fig. 2. Example of images contained in the FCD dataset. Top row shows food images
from Food101 and bottom row shows non-food images from Caltech256.

RagusaDS consists of three datasets acquired in different conditions:
UNICT-FD889 [21] and Flickr-Food [8] for positive; and Flickr-NonFood [8] for
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negative samples. UNICT-FD889 is a dataset composed of 3,583 images of meals
of 889 different dishes acquired from multiple perspectives with the same device
in real-world scenarios, where images were acquired from a top view avoiding
the presence of other objects. The Flickr images datasets were manually labeled
as being food or non-food images. These datasets, which are called Flickr-Food
and Flickr-NonFood, contain 4,805 images of food and 8,005 of non-food, respec-
tively. Compared to UNICT-FD889, they contain less restricted images, and
specifically for Flickr-Food the images can contain additional objects as well as
food and were taken from different points of view. In total, the dataset contains
8,388 images of food and 8,005 of non-food (see Fig. 3). From the UNICT-FD889
dataset we split 80% of the data for training and 20% for validation. The first
3,583 images of Flickr-NonFood were also used for validation, and the remaining
4,422 as well as all images from Flickr-Food were used for testing.

Fig. 3. Example of images contained in the RagusaDS dataset. Top row shows food
images from UNICT-FD889, middle row shows food images from Flickr-Food, and
bottom row shows non-food images from Flickr-NonFood.

3.2 Experimental Setup

We used Caffe [22] for training our CNN model. We fine-tuned the last two layers
of our model applying ten times the default learning rate. We set a learning rate
of 1 × 103, with a decay of 0.96 every 5,000 iterations and a batch size of 32.
We pre-processed the images by resizing them to 256 × 256 pixels, subtracted
the training average of ImageNet and maintained the original color pixels scale.
During training, data augmentation was applied by using horizontal mirroring
and random crops of 224×224 pixels. During prediction, a center crop is applied.

The GoogLeNet was fine-tuned during 10 epochs, in the case of FCD, and
during 40 epochs for RagusaDS. Training of the models was stopped when accu-
racy converged in the training set. The feature vector extracted from each image
is reduced selecting the principal components based on the Kaiser Criterion,
resulting in 186 dimensions on RagusaDS and 206 dimensions on FCD. As for
the optimization of C and γ parameters, we applied a 3-fold cross validation.
We defined a range of 14 values uniformly distributed on a base-10 logarithmic
scale. In the case of the C parameter, we used a range from 1 × 10−4 to 1 × 102

and for γ parameter from 1× 10−8 to 1 × 10−2. Finally, the best parameters are
used to train the SVM from scratch with all the training set.
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3.3 Metrics

We used different metrics to evaluate the performance of our approach, namely:
overall Accuracy (ACC), True Positive rate (TPr) and True Negative rate
(TNr), which are defined as follows: ACC = TP +TN

T , where TP (True Pos-
itive) and TN (False Negative) are the amount of correctly classified images as
Food and Non-Food, respectively; TPr = TP

TP +FN , where FN (False Negative)
is the amount of misclassified images as Non-Food; FNr = FN

FP +TN , where FP
(False Positive) is the amount of images misclassified as food.

3.4 Results

In this section, we present the results obtained during the experiments. In
Table 1, the first two rows correspond to the state of the art algorithms that
gave the best prediction on RagusaDS and FCD datasets, respectively. The last
three methods are variations of our proposal, which is based on the GoogLeNet.
The results show the ACC, the TPr and TNr obtained when evaluating each
method on the FCD and RagusaDS datasets. In the case of the FCD, it can
be seen that the model obtains a high precision in the global classification and
maintains a slightly higher performance on TNr, which may be due to the small
imbalance between food and non-food images of this dataset. On the other hand,
for RagusaDS the difference between TPr and TNr is about 7% better for TNr.
We believe that this occurs considering that food images used during training
are very different from those used for evaluation and therefore the model is not
able to recover enough discriminant information that allows to generalize over a
sample acquired under different conditions. GoogLeNet + PCA-SVM is selected
for the next experiment given that it achieved the best results on both datasets.

Table 1. Results obtained by models based on CNN on RagusaDS and FCD datasets
on the food detection task. All results are reported in %.

RagusaDS FCD

ACC TPr TNr ACC TPr TNr

AlexNet + SVM [9] 94.86 94.28 95.50 - - -

NIN [11] - - - 96.4 96 97

GoogLeNet 94.66 91.53 98.06 98.87 98.48 99.22

GoogLeNet + SVM 94.95 91.53 98.67 98.96 98.85 99.06

GoogLeNet + PCA-SVM 94.97 91.57 98.67 99.01 98.85 99.15

Following, we trained the best model and evaluated its performance using
RagusaDS and FCD datasets together, maintaining the same sets of training,
validation and test, which we named RagusaDS + FCD. Table 2 shows the results
obtained by training our approach using the training sets from RagusaDS + FCD
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Table 2. Results obtained when GoogLeNet + PCA-SVM is trained on both datasets
together (RagusaDS + FCD) and evaluated separately and jointly.

Test dataset ACC TPr TNr

RagusaDS 95.78% 93.65% 98.10%

FCD 98.81% 98.60% 99.01%

RagusaDS + FCD 97.41% 96.19% 98.61%

and evaluating on the test sets from RagusaDS + FCD, RagusaDS and FCD. The
results show that, when the model is trained on RagusaDS + FCD, it improves
the classification significantly on RagusaDS although it presents a slight decrease
on FCD. We believe that the improvement on RagusaDS is mainly due to an
increase in the detection of food-related images. We deduce that by combining
the training datasets, our method is able to extract features from various types
of food acquired in different conditions, which allows to have a more robust
classifier achieving a better generalization on the test set of RagusaDS dataset.

Some FPs FNs obtained in both datasets are shown in Fig. 4. Analyzing
the FNs, we can observe that in the case of RagusaDS most errors occurred
in images in which food was a liquid (drink, coffee, etc.). The reason for this
is because the training set contains a wide variety of dishes but none of these
correspond to beverages and therefore the classifier does not recognize them as
food. In addition, other factors that influence classification are poorly labeled
images such as food and also the cases where in the same image there are a lot
of dishes. In the case of FCD, there are also some errors caused by wrong labels
in both categories.

Fig. 4. FP (top) and FN (bottom) on RagusaDS (left) and FCD (right) datasets.

4 Conclusions

In this paper, we addressed the food detection problem and proposed a model
that uses GoogLeNet for feature extraction, PCA for feature selection and SVM
for classification. Furthermore, we applied a benchmark on the two more widely
used publicly available datasets. From the results obtained, we observed that
the best accuracy is achieved in both datasets with our proposed approach.
Specifically, the improvement in the overall accuracy is more than 2% on FCD
and about 1% for RagusaDS, when both datasets are combined for training
and evaluated on the respective datasets. In addition, the overall accuracy when
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combining both datasets is 97.41%. As a conclusion, we explored the problem
of food detection comparing the last works in the literature and our proposed
approach provides an improvement on the state of art with respect to both public
datasets. Moreover, models based on GoogLeNet, independently of the settings,
gave the highest accuracy on the food detection problem. As future work, we will
evaluate the performance of CNN-based models on larger datasets containing a
much wider range of dishes and beverages such as food images and diversity of
environments for non-food images.
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Abstract. While commercially available prostheses have seen mechan-
ical improvements in recent years, new and improved myoelectric con-
trol schemes have been proposed in academia but have not made it into
readily available devices. Conversely, current commercial prostheses only
allow a limited number of analog-only input channels and can not be
easily modified. However, research on myoelectric control schemes is fre-
quently conducted using a higher number of channels and new control
schemes necessitate the modification of the hand prostheses firmware.

In this contribution, we present new electronics and firmware for the
commercial Steeper bebionic hand prosthesis. The firmware implements
different control schemes for analog and digital sensors. To support both
types of sensors, we bring forward a communication scheme for a com-
bined interface, ensuring backwards compatibility.

Keywords: Electromyography · EMG · Prosthetic hands

1 Introduction

The human hand is a versatile tool that we rely on to perform everyday tasks.
The loss of one or both hands is therefore a severe handicap which limits the
ability to perform certain jobs. Fortunately, commercially available hand pros-
theses have seen steady improvements, especially in recent years. While some
improvements have been achieved in the area of usability – like end-user acces-
sible wireless configuration – most progress has been limited to the mechanics
of the prostheses. Increasing the degrees of freedom in controlling fingers from
one (cookie crusher model) to five or more (individual actuation of fingers, in
other cases even parts of them) influenced the number of possible grips that
can be performed with modern hand prostheses, both in research [3,7] and of
commercial devices (e.g., Steeper bebionic or Touch Bionics i-limb).

Unlike the mechanics, the control scheme used in commercial prostheses has
remained mostly the same since its introduction decades ago [5]. Conversely,
academia has produced a number of proposals how to control hand prostheses
more effectively or intuitively [9]. However, most of these proposals have been
either tested only with prerecorded EMG signals and simple visualizations [1] or
with custom prostheses that were purpose-built for these experiments [11]. Few
c© Springer International Publishing AG 2018
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concepts have been evaluated in the context of commercial prosthesis, e.g. [10],
offering an upgrade path for prosthesis users.

This disconnect between research and the reality of users is likely caused
by the comparatively high price of current commercial prostheses [4] and their
closed nature. These can not be extended or reprogrammed easily. Therefore, the
devices are limited to the input possibilities provided by the manufacturer. To
avoid the latter issue, we have developed replacement electronics and firmware
for the bebionic hand prosthesis. Replacing the electronics allowed us to add
additional peripherals as well as sensors while keeping the excellent mechanics
of the original prosthesis. Additionally, being able to customize the firmware
allowed to implement features that would not have been possible to use with the
original prosthesis. We will explain this with an example showing the simulta-
neous support for analog and digital sensors.

First, we will briefly describe the new electronics before explaining the struc-
ture of the firmware in greater detail, and how we support the use of both analog
and digital sensors over the same interface.

2 Hardware

The bebionic hand prosthesis in its original form uses five microcontrollers for
finger movements. Each of the four main digits – with the thumb being the
remaining one – is directly controlled by its own microcontroller to track the
finger position and to move it to a specified position upon request. Additionally,
the processors monitor and limit the current consumption of the motor and
return the current temperature of each board. While the microcontroller for
the main digits only control the movement of their respective finger, the main
microcontroller is responsible for the thumbs low level movement control as well
as coordinating the movement of all fingers to form a single coherent grip pattern.
Simultaneously, it also has to sample the analog input signals from the EMG
sensors, detect movement patterns in it and facilitate user interaction through
Bluetooth.

This hardware architecture was kept from the original hand prosthesis, as
we initially meant to only replace the main microcontroller which defines the
prosthesis’ behaviour. Later, we also replaced the motor control boards of the
index through pinky fingers (left photo of Fig. 1) in order to offload additional
movement control tasks from the main controller. Accordingly, we ended up
replacing all circuit boards inside the prosthesis, with only actuators like motors
and buzzer remaining as original electrical parts inside the prosthesis. Due to
choosing smaller components for replicating the existing functionality, board
space was available for a USB debugging and programming port, a microSD
card for long-term mass storage and an extensions header for I2C based sensors,
as can be seen in Fig. 1. We used the latter to connect a MPU6050 inertial
measurement development board. As the orientation of the forearm influences
the myographic signal generation [8] – e.g., due to decreased blood supply when
holding it above the head or also muscle fatigue – it is important to record the
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orientation alongside the EMG signals to enable compensations for this effect.
The offset compensation is not implemented yet, but we intend to address this
issue in upcoming versions. Furthermore, we plan to integrate an active radio
frequency identification (RFID) reader for communicating with passive tags.
This feature, as introduced by Trachtenberg et al. [10], allows to switch grip
patterns when the hand is in close proximity to such a passive RFID tag. While
it lessens the mental burden upon the user in controlled/familiar environments,
it is not universally applicable at all times as it requires prior setup for each
specific situation.

Fig. 1. Prototype implementation of the new electronics for the hand prosthesis. Each
of the four main digits (index, middle, ring and small finger) has its own motor control
board (left) which offloads movement tasks from the main processor (right). The latter
controls the motor for the thumb (not shown) and interfaces the peripherals, such as
the Bluetooth module and SDcard shown in the right image.

3 Firmware

The firmware for our replacement boards is based on the FreeRTOS operating
system. It was chosen in order to easily implement multiple functions running
quasi-simultaneously. We will explain this aspect in further detail below. Addi-
tionally, the operating system ensures that time-critical parts of the code are
prioritized over convenience functions. Especially the processing of input signals
and control of the finger movements take priority to ensure that the prosthesis is
operable at all times. Finally, separating the overall functionality into individual
tasks allowed to modularize the code and provide synchronized access to periph-
erals. A single task is assigned exclusive control over each specific hardware func-
tionality of the microcontroller. Using message queues, other tasks send requests
and get synchronized such that hardware functions are not accessed interleaved
by different parts of the code. The rational behind this design was to provide
student contributors a simple interface for the hardware without a need to worry
about racing conditions.
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One such task is responsible for a major functionality of hand prostheses,
acquiring and pre-processing the input signals. Concurrent commercial hand
prostheses work by sampling the analog voltage of two connected EMG sensors,
comparing their values to at least one user-specific threshold and finally exe-
cuting a movement depending on which threshold was exceeded. Additionally,
the most recent ones implement multiple grip patterns that the user can switch
between by performing a specific gesture, e.g., forming a fist (co-contraction).
In order to be backwards compatible to the original and other concurrent com-
mercial hand prostheses, we implemented the same basic control scheme. The
grip pattern implemented include basic traditional ones like holding a key or
credit card but also ones based on feedback from an actual user of the bebionic
prosthesis. Specifically, these grip pattern aim to support the usage of various
tools needed to perform mechanical tasks, e.g., operating cordless power-tools.

Besides the classic thresholding scheme, we also implemented a simple linear
classifier which operates on features computed from the input signal. The cur-
rent firmware implements the root-mean-square (RMS), zero crossing (ZC) and
waveform length (WL) features (refer to Phinyomark et al. [6] for an overview
of EMG features). However, for current commercial prosthesis rectifying and
sometimes also integrating sensors are used. Approximating the RMS computa-
tion in hardware, these sensors filter the huge parts of the frequency spectrum,
rendering frequency-based features such as ZC useless. Additionally, the current
de-facto standard connector of the bebionic and other hand prostheses (espe-
cially older ones) is limited to two uni-polar voltage inputs (sensors). Especially
for research, a higher number of input channels would be highly desirable, e.g.,
when using sensors with multiple outputs [2]. Also, we wanted to support digital
sensors as well as older analog ones. Therefore, we devised a handshake protocol
to allow the usage of digital sensors over the same connection.

Consider the case of digital sensors connected to the analog input. Sending a
digital signal right from the start would result in random or undefined behaviour
of any legacy hand prosthesis connected to it. Therefore, it would need to emulate
analog sensors, i.e., use a digital to analog converter (DAC) to output an analog
signal, in order to provide backward compatibility. A prosthesis connected to
such sensors, however, can not start sending digital information either, as that
would short the sensors output to ground. A potential solution to that prob-
lem would be to configure both the users prosthesis and the digital sensors in
their stump to expect a digital counterpart. Unfortunately, this has a significant
drawback in that the user would be forced to use a hand prosthesis supporting
the digital connection. User feedback suggests, that it is desirable to be able to
connect older hand prosthesis models to the same stump as well. These models
are (typically) mechanically and electrically less intricate, meaning these devices
are less likely to fail and may allow greater strengths (e.g., when using only one
bigger motor instead of several smaller ones in a similar form factor). Therefore,
it would be best if both the digital sensors and the hand prosthesis would allow
legacy counterparts at all times (after a power-cycle if necessary).
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Therefore, we devised the handshake visualized schematically in Fig. 2. Upon
power-up the digital sensors use their DAC to output an analog signal, propor-
tional to the one measured, i.e., emulating the behaviour of purely analog sensors.
Contrary to actual analog sensors, the DACs output is offset artificially from
ground. These offsets are ignored during normal operation as they only require
a shift of the thresholds used for classification. However, as the steady-state level
is now significantly different from ground, a low-impedance load placed on the
sensors output for a short time would be detectable by the sensor (1). A rea-
sonable load needs to be selected in order not to overload the DAC of a digital
sensor or the output amplifier of an analog one. Once the sensor detected an
increased loading of its output for a specified time (e.g., several microseconds),
it would switch off the DAC and send a digital message, e.g., an identifier of
the supported digital protocol and its speed (2). Afterwards, it would re-enable
the DAC output in case the previous loading was caused by some external inter-
ference and not by the hand prosthesis. In case the hand prosthesis supports
the same digital protocol and speeds, it would acknowledge it by again loading
the sensor output for a short time (3). Finally, both the sensor and the hand
prosthesis switch to using digital communication thereafter (4).

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Fig. 2. Schematic visualization of the proposed handshake to carry digital communica-
tion over the analog interface of current prostheses. The prosthesis would initiate the
handshake by briefly loading the input channel. Analog sensors should not be disturbed
significantly if the loading is kept short enough, whereas digital sensors may switch off
their DAC and continue in the shown sequence (1–4).

Note, that in the above description of the handshake, we did not specify
a specific digital protocol. While a number of standard or custom protocols
could be used, we suggest to use RS232-based serial communication. We tested
this mode with another microcontroller acting as the digital sensors. It in turn
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sampled eight sensors, two of which were selected for the initial analog-only
output. Once switched to the digital protocol, the microcontroller in the hand
prosthesis and the external one communicated over a 2 MBaud serial connection.
At this speed, up to 30 sensors sampled at 4 kHz with 16 bit per sample could be
connected to the prosthesis. Additionally, this mode is implemented with push-
pull output stages not suffering from external inferences as for example the I2C
bus. Indeed, in our test-setup, the hand prosthesis was connected to the external
microcontroller through a pair of 30 cm wires plus cabling inside the prosthesis.
Even in an open-bench setup with other electrical equipment nearby, we could
not observe any dropped data (which was sent in frames and given a running
number to detect missing/dropped data frames).

As the firmware for the prosthesis was kept as modular as possible, it can
also be configured to use digital sensors with thresholding. In this case, only
up to two sensor channels may be used, whereas arbitrary number of channels
may be used with the linear classifier. In theory both methods could also be
used cooperatively, i.e., a special gesture would allow to switch between these
two systems at runtime. This might be useful to switch to the less intricate but
more reliable thresholding when a safe operation is required (e.g., when driving
a car). In less critical situations, the user could switch to the linear classifier
which can recognize more movement patterns but can be less reliable when the
signals for different movements are too similar.

In practise, only either one method is used currently, depending on the con-
figuration. By default, thresholding is used when analog sensors are connected to
the prosthesis, whereas the linear classifier is only used for digital input signals.
While some parameters, such as the number of analog and digital channels used,
are fixed in the current version of the firmware, most others can be configured
without the need to change the firmware. Configuration settings are read at boot
time from a human readable text file stored on the SDcard. Besides being used
for holding the configuration and storing recorded EMG signals, the SDcard can
also be used for supplying Python scripts that influence the prosthesis’ behavior.
An independent task incorporating the Micropython runtime environment con-
tinuously executes a user-supplied script. Currently, this task runs completely
independent of the default behaviour, potentially even interfering with it. Fur-
ther work is needed to more tightly integrate both.

Aside from changing settings on the SDcard, the firmware also allows to
set parts of its configuration using a Bluetooth interface. This option is meant
especially for settings that require live feedback, such as setting the thresholds
for each channel. In order to determine a suitable threshold, it is preferable
to be able to view the live EMG signals simultaneously. To accomplish both
of these tasks at the same time, we developed a mobile companion application
for the prosthesis, exemplarily shown in Fig. 3. Once connected to the pros-
thesis, it continuously plots a low-pass filtered version of the live EMG signals
(Fig. 3b). Thresholds for each channel can be set independently in the same plot
by dragging their visual representation to the desired value. Settings for indi-
vidual thresholds can be locked in the settings tab of the application to prevent
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accidental changes. Finally, the application is also used for displaying debug-
ging information (Fig. 3a) to help troubleshoot issues during development and
operation.

(a) error reports due to unplugged IMU (b) live EMG signal visualization

Fig. 3. Android application for diagnosing and configuring the prosthesis. The different
tabs allow to view debug messages and status reports (a), visualize live EMG signals (b)
and change settings (not shown). Thresholds can be set individually for each channel
in the same plot used for the live EMG signals.

4 Conclusion

The hardware platform described in this paper aims to bridge the divide between
mechanically proven commercial hand prosthesis designs that still rely on a
decades-old control scheme and more current schemes/algorithms proposed in
research. Using the bebionic hand prosthesis as a basis, it allows to implement
various approaches that are not possible with the original one while keeping the
form factor. As an example feature, we described the simultaneous support for
analog and digital sensors over the same interface/connection while retaining
backwards-compatibility to other sensors and hand prostheses.

While the current prototype achieves many of our initial goals, there is still
room for improvement in some areas. Further integration of the electrical com-
ponents of the system, extending the support for the Micropython interface of
the prosthesis and implementation of several state of the art algorithms in the
firmware are next steps we plan to pursue. The current separation of function-
ality into several individual printed circuit boards complicates the programming
model and drastically increases the amount of manufacturing work compared
to a more integrated version. Consequently, for the next iteration of the hard-
ware, we plan to co-locate as much functionality as possible on the mainboard
to support additional sensors. Concurrently, we plan to implement a suitable
digital sensor/recording platform that is ready for integration into users shafts
and implements the handshake method described in this work.
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Abstract. In this paper we present a MATLAB tool for processing both
EMG and NIR sensor signals in real-time in order to provide a fully
operational tool for clinical testing. After a short training phase, the
decision tree classifier produces output for actuating a Michelangelo hand
by Ottobock Healthcare. To validate the system design, it was tested with
four probands performing wrist flexion, wrist extension and fist hand
movement patterns. After a training phase, features were extracted in
real-time from either the EMG or NIR sensor data for classification with
the model created during the training phase. In this setup, NIR sensor
data alone proved to be sufficient for distinguishing three hand movement
patterns with two sensors. The classification accuracy is equal or better
to standard EMG data recorded from the same sensor pick-up area on
the forearm.

Keywords: Prosthesis control · Machine learning · EMG signal
NIR signal

1 Introduction and Related Work

Despite the significant amount of academic research on pattern recognition for
hand prostheses, clinical application is still insufficient. The underlying control
strategies of even modern myoelectric hand prostheses date back to the 1950s
[1]. As a consequence, longterm acceptance by patients is significantly reduced
[2]. Among the reasons are restricted functionality of these devices as well as a
lack of clinical trials for classification-based control [3], with the bulk of existing
research relying on pre-recorded myoelectric signals [2]. A possible solution for
these problems is a system for testing classification-based control systems in
real-time. Furthermore, the introduction of novel sensing technology like near-
infrared (NIR) spectroscopy can further improve classification results [4].

In order to provide the possibility of real-time testing of upper limb pros-
thesis control systems, this paper brings forth a corresponding hardware and
software system for processing myoelectric and near-infrared signals accordingly.
All steps of the multi-stage classification process as proposed by Englehart et al.
[5], including feature extraction, classifier training as well as the operational
classifier phase for actuating the prosthesis, are provided.
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 359–365, 2018.
https://doi.org/10.1007/978-3-319-74727-9_42
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2 Method

In this section, a description of the system setup and the conducted experi-
ment to validate the approach is given. First the hard- and software prototype
for acquiring NIR signals along with EMG signals for comparison is presented.
During live classification of the signals, a Michelangelo hand can be utilized to
demonstrate prosthesis actuation. Finally, an experiment was conducted with
four probands.

2.1 Hard- and Software Setup

The hardware setup consists of two custom-built sensors with combined EMG
and NIR sensing capability connected to a PC equipped with a NI DAQ sys-
tem as shown in Fig. 1. The combined sensor makes simultaneous acquisition of
two-channel EMG and NIR signals from the same pick-up site possible, allowing
direct comparison of these two different sensing methodologies. During near-
infrared sensing, visible light with a wavelength close to infrared light is emitted
by an LED [6]. In order to prevent tissue damage from the produced heat, the
light needs to be pulsed. The output of the NIR LED is absorbed in the blood
stream. As the amount of blood in the tissue is reduced during muscle contrac-
tion, these movements can be detected with photo-sensing through the vary-
ing amount of light which is not absorbed but reflected. While most frequency
components of the EMG signal are present in the range from 0 to 500 Hz, the
sampling rate for the NI USB-6229 DAQ was set to 4096 Hz to allow filtering of
the NIR pulses as explained in the next section. MATLAB Version 7.12.0.635
(R2011a) and Simulink Version 7.7 (R2011a) were utilized for the software imple-
mentation of feature and classification methods with utilization of the MATLAB

Fig. 1. The hardware setup for acquiring NIR and EMG signals with the (1) Michelan-
gelo hand for prosthesis actuation (2) the data acquisition system and (3) the combined
NIR-EMG sensors and amplifier.
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Statistics toolbox. A graphical user interface designed in GUIDE (graphical user
interface design environment) was created for user interaction during training
and classification.

2.2 Feature Extraction

Different feature extraction methods exist for pre-processing the raw signal data
before classifier training. In the experiment conducted, two basic feature algo-
rithms were utilized to yield feature values denoting the average strength of
the muscle contraction. In case of the myoelectric signals, the RMS signal was
calculated for N samples x1, ..., xn with the following formula [7]:

RMS =

√
√
√
√

1
N

·
N∑

k=1
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Fig. 2. The RMS feature calculated from a wrist extension EMG signal [8].

An example graph for the RMS feature values calculated from myoelectric
signal data for a wrist extension is displayed in Fig. 2. In case of the near-infrared
signal, the near-infrared signal feature (NIRS) is calculated from the raw pulsed
sensor data with [9]:

NIRS = Signal(n, e) − Offset(n, e) (1)

The vector n = (n1, ..., nk) denotes the samples recorded during the specified
time window. Additionally e = (e1, ..., ek) contains samples corresponding to the
on or off states of the LED. The function Ena(ei) determines if the LED was
switched on or off in correspondence with pre-set voltage thresholds [6]). Signal
and offset are finally calculated with the following formula:

Signal(n, e) =
∑k

i=1 ni · Ena(ei)
∑k

i=1 Ena(ei)
(2)

Offset(n, e) =
∑k

i=1 ni · (1 − Ena(ei))
∑k

i=1(1 − Ena(ei))
(3)

The calculated feature data was subsequently input to the classifier algorithm
for classifier training. A NIRS feature graph for a wrist extension movement is
shown in Fig. 3.
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Fig. 3. The NIRS signal feature recorded during a wrist extension movement [8].

2.3 Classification

For real-time classification, we chose a simple decision tree classifier, which can be
executed fast enough to deliver class labels for prosthesis actuation. Additionally,
the decision tree classifier does not mandate parameter selection, which could
be required when different probands are using the system. During decision tree
classifier training, trees are constructed with subsets Xt for individual nodes
T [10]. Along the tree every subset is further split up in two subsets (XtY )
and (XtN ), containing ‘Yes’- or ‘No’-answers to questions for each node T . The
following conditions apply to the subsets:

XtY ∩ XtN = ∅ ; (4)

XtY ∪ XtN = Xt . (5)

Training with feature data from known movement classes, a tree is con-
structed for the operational phase. During real-time classification, the data
is acquired from the DAQ device and transmitted to the workspace with an
event listener. Subsequently the decision tree classifier is executed with the
trained model. Figure 4 shows the Simulink model in MATLAB for NIR signal
acquisition.

Fig. 4. The Simulink model utilized for NIRS feature extraction with a listener for
MATLAB workspace inclusion, based on [11], p. 20.
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3 Experimental Validation

The prototype was tested with four probands, recording two channels of EMG
and NIR signals each from the same pick-up location with the custom-built
combined sensors. Sensors were on the opposite sides of the forearm and fastened
with an armband. Additionally, the NIR Sensors were affixed with adhesive tape
and covered with aluminium foil in order to shield the sensors from ambient light

Fig. 5. A correctly applied threshold for RMS values of wrist extension, wrist flexion
and fist movements [11].
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sources. Before training, an adequate signal threshold had to be determined
to mark the beginning and end of movements. The threshold was calculated
from the mean of the RMS values during resting movements for each sensor
respectively. The threshold varied between probands, with the measured value
typically increased by 10 to 20% before training and validation. An example of
a correctly applied threshold for the nine subsequent movements is displayed in
Fig. 5. An incorrectly set threshold can lead to markedly reduced classification
accuracy. Finding the correct signal threshold proved to be a challenge both for
EMG as well as NIR signals. Each proband repeated each movement five times to
train the classification tree. The test set consisted of wrist flexion, wrist extension
and fist movements. During validation the motion set was repeated three times
for a total of nine classified movements. Validation sessions were performed where
necessary to adjust the threshold settings. While overall classification accuracy
varied between participants, real-time NIR classification of movements yielded
better or equal results to EMG signal processing in the majority of test sessions.

4 Conclusion

The presented real-time approach allows to conduct experiments in clinical set-
tings, giving direct feedback on the quality of a pattern recognition control
scheme. The prototypical setup was validated by testing with four probands,
showing that NIR sensing is a valid approach for upper limb prosthesis control.
Furthermore, it can potentially outperform myoelectrically controlled prosthet-
ics. Threshold setting to distinguish resting movements from active motion is
challenging for both signal types. This is one potential direction for future work.
Furthermore, the approach should be extended with a higher number of tested
grip patterns and different feature extraction methods for the two sensing meth-
ods. In this regard, combination of EMG and NIR sensing as well as other, more
complex classifiers like support vector machines should be investigated. Inte-
gration of classification soft- and hardware into embedded devices could allow
longterm in-place testing of new approaches.

Acknowledgment. The authors are grateful to Prof. Klaus Buchenrieder of the Uni-
versität der Bundeswehr for his support of their research as well as Otto Bock Health-
care for supplying the Michelangelo hand employed for testing the control scheme.
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Abstract. At present the real challenge of Digital Data Preservation
concerns methods of keeping all important attributes of the data and
preserving their originality. The key is to keep the living part of the data.
It is the essence of the Heritage concept. The Heritage is about the con-
crete data the concept gives the interconnection to other aspects of the
reality. Nowadays the physical value and the aspects of items complete
the relevance of information. But the question is what is heritage and
which parameters defining the artifact or the information as a heritage?
The context and the interpretation of data is the answer. The heritage
term is defining as the crucial and central part of the presented research.
Big data analytics in healthcare is evolving into a promising field for pro-
viding insight from very large data sets and improving outcomes while
reducing costs.

Keywords: Data · Preservation · Digital · Heritage · Metamodel
Ontology

1 Introduction

There are two tendencies around the understanding of the management of the
ideas. The ontology and the Epistemology of this study, centralized the future
use and the Serendipity tendency of the item. However, in the perspective of the
nonphysical items there is a World of Physical and Logical and how the Preser-
vation need to look items and how will be the manifestation. Digital Preservation
has evolved into a specialized, interdisciplinary research. Through the time the
challenge in to jointly develop solutions. As the patterns and alternative solutions
there are Information Retrieval and, Machine Learning or Software Engineering.
The Digital Preservation show us the reality of the understanding of the World
about the facility to have digital expressions rather than just physical. The Her-
itage of the collected information define the quality of the Data. This is specifi-
cally important in medical field. At this stage, the definition of Heritage involved
c© Springer International Publishing AG 2018
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the presence not only the content. It is the express by itself the real meaning
of the data. The perception of the importance and relevance of the information
is measured through the definitions and the proposed Metamodel. Digital Data
and Heritage Preservation concepts are related to medical data management,
contextualization and storage. There are many issues and concerns around it.
This research explores the precise definition, context and the need of patterns
of heritage specifically in medicine. Patterns, the Metamodel and the Ontology
of DHP.

2 Patterns, the Metamodel and the Ontology of DHP

One of the primarily concerns about the explosive amount of information and
the complexity of the classification, is how to keep the principal characteristics
data. A need to move away the traditional understanding of Heritage reflects
the real meaning of the data. More artifacts and everyday life tendency is to
have less physical representation in the World of Logic. The representation of
the items refers to the tendency of more things nonphysical and ow through the
Heritage it passes the attributes (Fig. 1).

Fig. 1. DHP workflow model

The Metadata Model explores dynamic data representations and specifically
the new relations, their origin and the mechanism(s) that generate these rela-
tions. The formatting of information provides the unique result as a digital age
of the information. Other objective is the knowledge management and Ontology
as techniques for analyzing information. The proposed metamodel aims to pro-
vide an alternative for the understanding of the Heritage Preservation concept
that relates to important dimensions around the processed data and its origins.
The different dimensions of the Digital Heritage Preservation capture the real
significance of Data Heritage.

3 Value Based on Heritage

The search for values and meaning has become a pressing concern (see
[1,2,7,16]).
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Values are the subject of much discussion in contemporary society. In this
postmodern, post-ideology, post-nation-state age, the search for values and
meaning has become a pressing concern. In the field of cultural heritage con-
servation, values are critical to deciding what to conserve—what material goods
will re p resent us and our past to future generations—as well as to determining
how to conserve.

Discussions of values, of how social contexts shape heritage and conservation,
and of the imperative of public participation are issues that challenge conven-
tional notions of conservation professionals’ responsibilities.

Values is most often used in one of two senses: first, as morals, principles, or
other ideas that serve as guides to action (individual and collective); and second,
in reference to the qualities and characteristics seen in things, in particular the
positive characteristics (actual and potential).

Digital Preservation has evolved into a specialized, interdisciplinary research.
Through the time the challenge in to jointly develop solutions. As the patterns
and alternative solutions there are Information Retrieval and, Machine Learning
or Software Engineering. The real fact of Digital Preservation show us the reality
of the understanding of the World about the facility to hsve digital expressions
rather than just physical. The Heritage of the collected information define the
quality of the Data (Fig. 2).

At this stage, the definition of Heritage involves mostly the presence of the
content. It is the expressed by itself the real meaning of the data. The perception

Fig. 2. Active structures
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of the information relevance is measured using the definitions and matric of the
proposed metamodel.

As concepts Digital Data and Heritage Preservation are related to data man-
agement, contextualization and storage. There are many issues and concerns
around it. This research explores the precise definition, context and the need
of patterns of heritage. The relations, interpretation and context give us the
appropriate methods to keep information for a long term use. The management
of massive amounts of critical data involves designing, modeling, processing and
implementation of accurate systems. The methods to understand data have to
consider two dimensions that this research has to focused on: access dimension
and cognitive dimension. Both of these dimensions have relevance to get results
because at the same time, ensure the correct data preservation.

Our cultural heritage, documents and artefacts increase regularly and place
Data Management as a crucial issue. The first stage involves exploration and
approaches based on review of recent advances. The second stage involves adap-
tation of architectural framework and development of software system architec-
ture in order to build the system prototype. Increasing regulatory compliance
mandates are forcing enterprises to seek new approaches to managing reference
data. Sometimes the approach of tracking reference data in spreadsheets and
doing manual reconciliation is both time consuming and prone to human error.
As organizations merge and businesses evolve, reference data must be contin-
ually mapped and merged as applications are linked and integrated, accuracy
and consistency, realize improved data quality, strategy lets organizations adapt
reference data as the business evolves.

The massive amount of data and the growth of Big Data drive the society
to preserve the information principally related with the lost of key information.
The protagonism in the role of metadata and the requirement that data has to
be keep in a long term open the alternative to focus on information management.

4 Big Data and Healthcare

The healthcare industry historically has generated large amounts of data, driven
by record keeping, compliance & regulatory requirements, and patient care (see
[9]). While most data is stored in hard copy form, the current trend is toward
rapid digitization of these large amounts of data. Driven by mandatory require-
ments and the potential to improve the quality of healthcare delivery meanwhile
reducing the costs, these massive quantities of data (known as ‘big data’) hold
the promise of supporting a wide range of medical and healthcare functions,
including among others clinical decision support, disease surveillance, and pop-
ulation health management [10–13].

For the purpose of big data analytics, this data has to be pooled. In the second
component the data is in a ‘raw’ state and needs to be processed or transformed,
at which point several options are available. A service-oriented architectural
approach combined with web services (middleware) is one possibility [14] (Fig. 3).
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Fig. 3. An applied conceptual architecture of big data analytics [15]

5 Conclusion

Several challenges highlighted must be addressed. As big data analytics becomes
more mainstream, issues such as guaranteeing privacy, safeguarding security,
establishing standards and governance, and continually improving the tools and
technologies will garner attention.

The use of tools and techniques like Steganography, the concepts of Software
Architecture will have a real approach and meaningful characteristics for the
relevance of the investigation.

The context, relation and situation of Heritage are impressive relevant in
the research because it gives the sense of the future of the Knowledge in the
World. Through medical process of Preservation will do a contribution for society
advances.

The Business Process Management give us a good approach to the develop-
ment of Performance and Data Preservation. Through process the increase of
data can be justified.

The way to improve the understanding of the methodology, the information
has to consider two dimensions: access dimension and cognitive dimension. Both
of them have the level of importance in terms of the results.

While most platforms currently available are open source, the typical advan-
tages and limitations of open source platforms apply. To succeed, big data ana-
lytics in healthcare needs to be packaged so it is menu-driven, user-friendly and
transparent. Real-time big data analytics is a key requirement in healthcare.
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Abstract. This papers describes the use of professional, commercial
laparoscopic simulators to create a database of training results achieved
by several groups of participants. The aim of this project was to create
a common parameter database for two devices (LapSim and eoSurgi-
cal) to evaluate the trainees’ performance. In order to deepen the sta-
tistical analyses and to draw conclusions, it is useful to identify addi-
tional parameters concerning the experience for the subjects studied.
Such parameter will help to further evaluate training effectiveness.

Keywords: Simulation laparoscopic training assessment
Virtual reality · Laparoscopic surgery training · Endoscopic techniques

1 Introduction

Over the last decade, the ViMed laboratory at Wroclaw University of Technol-
ogy has built a training curriculum for laparoscopic surgeons [4,14–16]. Numer-
ous training sessions have been conducted with surgical residents, students and
specialist surgeons. Using a combination of Virtual Reality-based, commercial
simulators and pelvi-trainers, a training program along with scoring methods
has been developed.

Laparoscopic surgery (one of most common minimally invasive procedures)
has been in development since the 1980s and is currently the gold-standard in
many operations, and is being introduced in new procedures [3]. Along with the
obvious benefits to the patient, it is very demanding on the operating surgeons
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 372–379, 2018.
https://doi.org/10.1007/978-3-319-74727-9_44
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and requires additional skills, which have not been developed as part of the
classical surgical training in the past.

Several works have already confirmed the value of applying Virtual Reality
(VR) based training at an early stage of laparoscopic education [5,6,9]. The
work described in this paper relates to these findings.

2 Laparoscopy Training and Simulation Requirements

Laparoscopic surgery has far more advantages than conventional surgery when
performed by professional surgeons. They minimize the complications associated
with postoperative pain, blood loss, and scarring on large incisions. Its use allows
the patient to return to home very quickly without any major complications.
No sense of touch and limited movement in the work area require good hand
eye coordination. This is a difficult technique that requires a lot of exercise to
minimize the risk of surgery and prevent errors. The most important activities
in a laparoscopic simulation laboratory consist of:

– Training using simulators.
– Development the techniques to improve outcomes.
– Enhancement of the assessment techniques.
– Development of devices that improve training outcomes.

Teaching on simulations and performed on laboratory models, offers trainees
the opportunity to gain hands on experience in a non-patient based setting.
New technologies, provide opportunities for introducing new, realistic training
approaches. For instance, the effects of reconstruction algorithms for 3D scene
based on images from the camera for operational training [7] are now research in
the context of simulated medical environments. The key element of the system
is a new approach to training [9], in which a 3D model of the operative field is
the basis of the interaction between the trainees (veterinarians and surgeons) in
the simulation system.

Using simulators, we can explore how to stimulate their effectiveness in train-
ing professionals and students and the effectiveness of the methodology used to
perform the procedure. Considering the two phases of learning:

– basic skills learning,
– study of specific procedures,

we can distinguish the main activities of training for specialists as follows:

1. creating scenarios and roles,
2. training using simulators, without supervisor,
3. training with the supervision of a specialist,
4. review of obtained results and evaluation of training.

Concerning the last activity, the main features of the evaluation include:

– WHAT Score, Left/Right Instrument Path Length (m), Left/Right Instru-
ment Angular Path (degrees), Left Instrument Outside View (number), Left
Instrument Outside View (s),
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– WHERE Left/Right Instrument Outside View (number), Left/Right Instru-
ment Outside View (s),

– WHEN Total Time (s).

Comparative studies which investigate which instructional design features are
especially important regarding to the specifications of learning objectives, learn-
ing groups and learning environments, are well justified.

For now, in the world of science, there are few publications that compare
simulators for the acquiring basic skills of laparoscopic surgery. Because of that,
the general aims and goals of our work was:

– What parameters are necessary to better analyze surgeon experience.
– How to incorporate all the training mechanisms required for the Fundamentals

of Laparoscopic Surgery (FLS).
– How to design of metrics that will analyze better the performance of a trainee.
– How the simulators need to be modified for various levels of advancement of

the student?

3 Specific Background

One of the areas of research during the period of the last ten years in the ViMed lab-
oratory at Wroclaw University of Science and Technology has been the application
of virtual methods for laparoscopic surgery training [7,10,14,16]. The number of
surgical advanced procedures using endoscopic techniques is growing steadily. As
mentioned in the section above, endoscopic surgery requires special skills which are
difficult to acquire in an operating room [3,11]. The simulation teaching performed
on laboratory models offers opportunity to provide hands on experience. In addi-
tion, discussion has been made on effects of reconstruction algorithms for 3D scene
based on images from the camera for operational training [8]. A key element of the
system is a new approach to training [13], in which a 3D model of the operative field
is the basis of the interaction between the trainees (veterinarians and surgeons)
and simulation system. Presentation and discussion of the outline of the 3D pro-
cessing algorithm and the results of a test for a group of 16 veterinary physicians
and 20 surgeons is established. The tests were conducted on LapSim (http://www.
surgical-science.com/lapsim-the-proven-training-system/) and eoSim SurgTrac
(http://www.eosurgical.com/) simulators. The number of parameters assessed
were 22 and 21, respectively.

1. LapSim - 22 parameters: Start Time, Score, Status, Total Time (s), Left and
Right Instrument: Misses (%), Path Length (m), Angular Path (degrees),
Outside View (#, s); Tissue Damage (#), Maximum Damage (mm), Grasper
Collided with Left Box (#), Left Box Lifted (#), Left Box Min Exposure
Angle (degrees), Grasper Collided with Right Box (#), Right Box Lifted
(#), Right Box Min Expo-sure Angle (degrees).

2. eoSurgical - 21 parameters: time, left and right hand appliance of: dis-
tance between(cm), acceleration(mm/s2), distance(m), handedness(%), off
screen(%), smoothness(mm/s3), speed(mm/s).

http://www.surgical-science.com/lapsim-the-proven-training-system/
http://www.surgical-science.com/lapsim-the-proven-training-system/
http://www.eosurgical.com/


Our Experience Concerning an Assessment of LTS 375

The quality of the training evaluation was very important, from our experi-
ence in the areas of performance assessment in computerized surgical training
systems [12], as well as the assessment of education process management [1,2],
along with additional methods developed in other centers [6,9].

4 ViMed - Center for Virtual Medical Technologies

Laboratory Programming Interfaces and Modeling Lab at the Faculty of Elec-
tronics of Wroclaw University of Science and Technology had been in operation
for over a decade. In 2012, the laboratory became the Center of Virtual Medical
Technology (http://vimed.pwr.edu.pl/). Since then, we prepared work on the
applications, the latest research in the field of information technology, automa-
tion and robotics in the medical field. The basic aim is to use virtual reality to
conduct simulated laparoscopic surgical operations for training purposes. The
current scope of activities of the laboratory is:

– Modeling and simulation of laparoscopic operations;
– Wireless Sensor Networks (WSN);
– Modeling and recognition of human gait; and
– International project teams “7/24”.

Students in the Medical University of Wroclaw utilize the lab in semester-long
classes hone their skills in the theory and practice of laparoscopic surgery.

The main goals of such training are as follows:

– to learn the basic skills on simple simulators with the measurement of progress
– to re-train practicing surgeons after an extended leave of absence

5 Experiments and Performance Exercise

The objective was to assess the effectiveness of the course conducted on an animal
model to improve the manual skills of surgeons performing endoscopic procedures.
The rating was carried out before the course and after its completion. The con-
ducted research consisted of 3 experiments among 2 groups of trainees. In total,
32 people were involved: males and females, between 17 and 33 years of age.

The first experiment was conducted during laparoscopic training for expert
surgeons that took place at the Wroclaw University of Environmental and Life
Sciences in September 2016. A total of 16 people underwent the training, which
consisted of lectures, training on live animals under anesthesia and training
verification using the LapSim surgical simulator. In order to objectively verify the
results of training, every trainee had executed a set of exercises in the simulator
before and after the training on live animals. The exercise set was comprised of:

– Instrument Navigation - touching a simulated gallstone 5 times with each hand
– Clip Applying - stretch the vessel to apply a clips, put a clip to two highlighted

areas and cut vessel with scissors
– Grasping - stretch the object and move the object to the target - 5 times for

each hand.

http://vimed.pwr.edu.pl/
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The results of the experiment are recorded in Table 1.

Table 1. Laparoscopic training on LapSim simulator for 16 expert surgeons.

[I N] [L & G] [C A]

Aver. Var. Aver. Var. Aver. Var.

Score 77 15 74 15 67 27

Total time (s) 48 20 158 40 221 153

Left instrument path length (m) 1 0 3 1 2 2

Left instrument angular path (degrees) 182 60 622 206 483 343

Right instrument path length (m) 1 0 3 1 3 2

Right instrument angular path (degrees) 208 52 621 169 533 323

Left instrument outside view (#) 0 0 11 7 1 1

Left instrument outside view (s) 0 1 13 9 7 13

Right instrument outside view (#) 0 1 8 6 1 2

Right instrument outside view (s) 0 1 4 1 3 5

The second experiment has been conducted among a group of 16 students of
the Wroclaw Medical University who had limited previous contact with surgery
during theoretical courses and internships. Firstly, the group had been trained

Table 2. Laparoscopic training on eoSurogical simulator for 16 student surgeons.

n = 16 17 September 2017 20 September 2017

Aver. Var. Med. Aver. Var. Med.

Total time (s) 175 75 173 74 25 67

Total distance between (cm) 6 1 6 6 1 6

Total acceleration (mm/s2) 1 1 1 1 0 1

Total distance (m) 5 7 2 1 0 1

Total speed (mm/s) 3 5 2 2 1 2

Left instrument acceleration (mm/s2) 1 0 1 1 0 1

Left instrument distance (m) 1 0 1 1 0 1

Left instrument handedness (%) 42 18 48 49 10 48

Left instrument outside View (%) 18 12 15 14 10 14

Left instrument speed (mm/s) 1 0 1 2 1 2

Right instrument acceleration (mm/s2) 1 2 1 1 0 1

Right instrument distance (m) 4 7 1 1 0 1

Right instrument handedness (%) 58 18 52 51 10 52

Right instrument outside View (%) 10 8 7 10 10 7

Right instrument speed (mm/s) 5 10 2 2 1 2
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using the eoSurgical simulator and the Thread Transfer exercise, where a thread
has to be passed through several loops using a laparoscopic instrument in min-
imal time. Table 2 gathers the results of the trainees in this group. Each of the
trainees had repeated the exercise after three days.

After such preparation, the students were trained using the LapSim simulator
and exercised using a set of tasks: grasping, clip application, and cutting. The
results of this training session are gathered in Table 3.

Table 3. Laparoscopic training on LapSim simulator for 16 student surgeons.

[Grasping] [Cutting] [Clip applying]

Aver. Var. Aver. Var. Aver. Var.

Score 10 14 10 14 0 0

Total time (s) 189 78 189 78 225 127

Left instrument path length (m) 4 2 4 2 4 3

Left instrument angular path (degrees) 637 411 637 411 426 260

Right instrument path length (m) 2 1 2 1 4 3

Right instrument angular path (degrees) 539 303 539 303 609 513

Left instrument outside view (#) 2 1 2 1 5 6

Left instrument outside view (s) 1 1 1 1 5 7

Right instrument outside view (#) 1 1 1 1 3 4

Right instrument outside view (s) 1 1 1 1 12 21

6 Conclusions and Final Remarks

The results confirm that laparoscopy simulation training permits to learn the
basic skills sufficiently in simple simulators and allows us to measure the progress.
We also found that every laparoscopic surgeon after an extended leave should
again test his or her skills in the simulator to determine the level of proficiency.
The results show that the multiplicity of exercise has had a positive effect.

By contrast, reducing the time spent on exercises had a negative impact We
are also expecting to increase significantly the size of our data base; this seems
to be necessary to further develop our assessment system. The aim of the work
was to create a common parameter database for different devices (here: LapSim
and eoSurgical) to evaluate the exercise.

Our Vimed Laboratory is based on the experience of the ASTEC Laboratory
(University of Arizona, Tucson, AZ, USA) and the Laboratorio de Simulacion y
Formacion basada en Tecnologia (Universidad de Las Palmas de Gran Canaria,
Spain) We plan to extend our cooperation with the Multimedia Network Lab
(National Cheng-Kung University, Taiwan and the Remote Labs (University of
Technology Sydney (Australia).
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Abstract. The contribution of this paper is to present a results of appli-
cations of image processing in developing adaptive visual communica-
tion interface (AVCI). In the proposed approach we extend the interface
with additional visual modality directed from human to computer. In
the AVCI for disabled people, the crucial is to provide computers some
cognitive skills. For sake of this purpose we add adaptation as an addi-
tional functionality, which will be working in AVCI background, behind
the desktop.
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1 Introduction

The development of human-computer interfaces (HCI) was driven by a new needs
emerging in the field of human-machine communication, on the one hand, and
by the perceptual capabilities of the entities between which this communication
was carried out, on the other. The changes were incremental, but essential on
both, the computer and human sides.

The first human-computer interface was a device which input and output
was facilitated by a terminal equipped with a special keyboard for input and a
row of lamps to show results [11]. Next HCI resembles a typewriter (it was call
a teletypewriter TTY) using which a human could interact with a computer.
TTY initiated a communication with the computer, based on the keyboard and
commands entered using it. The typewriter supported both directions of infor-
mation flow: a commands typed on typewriter was sending to the computer as
well as its response was typing on typewriter too.

In general, the HCI communication space has always provided two-way flow
of information [9]. The man-to-computer channel uses human skills (mainly man-
ual, but sometimes also audible, mimic), while the computer-to-man channel uti-
lize human perceptual capabilities (mainly visual, but sometimes audio descrip-
tive or tactile features)[5].
c© Springer International Publishing AG 2018
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Over the years, HCI have been constantly changing their form and expand
its functionality [4], but always as tools used by man, have had a great impact
on human behavior and mind, and thus have a huge influence on society, econ-
omy and culture. One of the way HCI has impacted society is that it created
specialized interfaces for people with disabilities or neurological disorders.

The proposed interface can perform as tools that support a specific therapy.
Applications that allow to control the computer and are beneficial therapeu-
tically can have wide usage. Mostly because of the fact, that society widely
use computers. Why would users using a computer not have at the same time
do some rehabilitation exercises? A web camera (ubiquitous in IT devices) can
observe user behavior, and interface software by recognizing gestures or mimics
can control the computer and concurrently record a progress in the exercise. An
effective image processing software is available, hence appropriate control soft-
ware and functionality of the new HCI interface can be perform by the person
who design it.

Generally, this adaptive visual communication interface project is dedicated
to disabled people, however, it can provide a framework for other interfaces with
programmable adaptation to user behavior. Properly designed interface can take
advantage of the user’s interest surfing the Internet, to improve his skills in the
area which is based on mimics, gestures and movement of body parts.

2 Human Centered Interfaces

An improvement of human-computer interfaces (HCI) should primarily base on
users needs [3]. Of course all of the new ideas of adaptive visual communi-
cation interface (AVCI) need a strong sociological, technological and software
background - because that’s a manner how human cooperates with computer.
Unconventional thinking of software developers and innovative approaches of
technicians can help us to achieve it.

In the AVCI for disabled people, the crucial is to provide computers some cog-
nitive skills. For sake of this purpose we want to add adaptation as an additional
functionality, which will be working in AVCI background, behind the desktop.

Interface will be able to get to know users, using web camera and effective
software for real time image processing. AVCI adaptation to a specific user will be
within the predefined window time which duration is determined experimentally.

2.1 Asymmetry - Needs and Limits of Adaptability of AVCI

At first glance, the asymmetry in the AVCI interface is not unusual. The com-
puter and the human are so different that interface between them cannot be
symmetrical. This asymmetry matters, if it doesn’t reflect the communication
capabilities of both sides of communication channel.

Considering asymmetry of AVCI interfaces there are two aspects; asymmetry
of roles and asymmetry of directions.
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– Asymmetry of roles: In contemporary AVCI interfaces there is a ubiquitous
dominance of the computer over the user. Concerning the machine-to-man
communication, the interface software decides what information is passed to
the human. What’s more, the software dominates, even in opposite (human-
to-machine) direction of communication, where one would expect that a per-
son decide, what he wants to convey to machine. Contemporary touchscreen
technology interfaces enable the user to pass commands to a computer, but
eventually the software determines which buttons are visible on the screen and
which ones are active. Hackers’ actions show that modified/swapped interface
software can even decide on what that activity will based on.

– Directional asymmetry: The AVCI interfaces now indicate a large asymmetry
in the flow of information. The machine-to-man direction of communication
channel is dominant in the interface. It is amazing that these trends can be
observed also on the Internet - the man-to-Internet links are often slower than
the corresponding links in opposite direction. Hence, the machine-to-man
direction in AVCI, in more than 80% uses the visual channel and alternative
sound but haptic channels are used significantly less often.

At present, the main symptom of asymmetry is the dominance of the com-
puter, and thus the enormous amount of information transmitted in a very short
time (very often on the threshold of human perception abilities).

The interface should possess a moderation in the transmission of information.
There are a mechanisms like cookies etc. that do certain Internet-based selection,
adaptive filtering to user requirements (as the software developer sees it), but
they don’t work efficiently and they are poorly performing in concrete cases.

It is evident (not only for me) that from the fact that in this year I booked a
hotel in Provence, it doesn’t follow that in the near future (or ever) I will again
want to go there! How to persuade the browser that I don’t want to repeatedly,
negatively respond to such offers during the Internet surfing? Why, my multiple-
fold negative decisions are not sufficient to stop that action?

Does the multiple-fold negative response to the browser’s suggestion; Google
recommends Chrome browser. Do you want to try it now?, should not suffice to
block (at least for some time) a pop-up window, with a such proposal?

2.2 User-Specific AVCI for Disabled People and Rehabilitation

Generally, an interface is for the user and should serve him, not some standard
user. People do not want to be treated like a standard. Users are different.
Healthy people somehow deal with problems described in the end of previous
section, but disabled and sick people are exposed to additional stress [1]. If you
are healthy, you can imagine how big irritation is induce for healthy user, when
he must repeatedly erase the pop-up window following the question Do you really
want to do it?. It is much harder to imagine what kind of effort and stress is
there for a user with motor disabilities or after amputation of upper limbs, whose
the mouse replaces with a stick held in the mouth or fixed on the head, when he
repeatedly cancels the pop-up window?
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The interface developer should not assume that he knows which the interface
activity will be accepted by the user as good [7]. What’s more he is not able to
catch this! A professional developer will provide a standard version of the AVCI
interface, but he ensures the property of auto-tuning for this interface, during its
exploitation. The AVCI interface should therefore be adaptable (personalized)
to the needs of the user [10].

Compliance of HCI with adaptability is not a simple task [8]. It is necessary
to address such development issues as the integration of multiple technologies,
creation of a modular platform for AVCI, behavioral control, facial recognition,
gestures, visual perception, object localization, access to databases and infor-
mation from the Internet, memory and association of facts etc. We don’t do it
ourselves, we prefer to use libraries available in these areas.

However, there are also problems, that the software developer will not be able
to solve without the cooperation with the occupational therapist and the patient
as a interface user. Adaptation is a dynamic situation, constantly changing,
difficult to predict, but in the process of rehabilitation we have a goal to which
we go. So, some things we should anticipate because we would like to have an
interface that will react both in cases where things go well, as well as when things
go wrong.

3 Expanding of Human - Computer Visual Channel

In the proposed approach we are introducing an expanded visual channel directed
from human to computer. In this area, we extend the interface with additional
visual modality. We don’t reduce the former interface and its device range
(mouse, touch-pad, joystick, trackball) or the range of user functions available.
Used Web browser does not require any intervention.

Proposed software (using XInput, HidApi), cooperates with the browser’s
interface control area in that way, that it collaborates in resource sharing mode
with standard mouse input.

So user has a choice, he can use the mouse or our interface. We duplicate
mouse actions such as moving the cursor to the right, to the left, up, down,
as well as activities of left or right buttons. We do not support mouse actions
such as mouse gestures, because for rehabilitated persons, they are often too
sophisticated.

By using the camera we get an image of the body part of the user with the
movement of which it will control the cursor. In our case this is the user’s head,
but it can be a limb, hand, forearm, frame, joint, knee, depending on the process
of rehabilitation in which our interface is supposed to be helpful.

For a selected object (part of the human body) we define the landmarks,
a constellation of points, which, as a general model of our object will serve us
to detect object gestures. Having an image from the camera, we are detecting
changes in the location of selected landmark points, and on the basis of these
changes, we make control decisions.
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The main task of building an interface is to write software that processes the
image from the camera, so that the computer receives only a machine-readable
descriptor of the object in the image (Fig. 1). In the image processing we use
morphological operators (Sobel gradient, erosion, dilation, opening, closing etc.)
based on different structuring elements. In the case of face detection, this leads
to the Histogram Oriented Gradients (HOG) method [2]. In the case of the user’s
limbs, morphological operators are used to point out the skeleton (e.g. bwmorph
(BW, ‘skel’, Inf) in MATLAB).

First, however, we must find the object in the image. As an object detector
we use the HOG methods and linear support vector machine (SVM), which
will allow us to indicate the position of the object on the screen [6]. We use
the prepared dlib and OpenCV libraries and the sliding window combined with
image pyramid ideas. The image pyramid concept allows us to find objects at
different scales of an image. Starting from the bottom of pyramid, we have the
image at its original size, but at each subsequent layer, the image size is reduced
until a minimum size has been reached. Sliding window play an integral role in
object detection, because is allow us to localize exactly where in an image an
object resides.

morphological
operations
SOBEL

Image
processing

HOG

object
detection
SVM

Landmarks
position

GESTURES

adaptation
to user

ACTION

Fig. 1. An adaptive visual channel. From image processing to associative action.

When we know the position of the object on the screen, we span landmarks
over it. As a result, we get constellations of points with calculated position of
landmark points. By doing so, for subsequent frames of the video stream, we
can keep track of the changes of these landmarks positions, and on the basis of
those changes we classify the gestures that the user made.

Because of the adaptation purposes, for each gesture G associated with action
a, we define the following structure

Ga = {[ga1 , ga2 , ga3 , ..., gan];MED, IQR,Gmin, Gmax, } (1)

where:

– [ga1 , g
a
2 , g

a
3 , ..., g

a
n] is n-element wide window of adaptation, remembering last

n recent gestures Ga, in our program we set n = 30,
– MED, IQR - two variables; median and current acceptable range of changes,

IQR - the interquartile range,
– Gmin, Gmax - static parameters, defined by the occupational therapist who

set the limit of change (min, max) that the given gesture must match, to be
interpreted by the interface as meaningful.
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During the work, after each recognized gesture, the interface calculates the
median and next determines the current permissible (in the vicinity of the
median) range of gesture changes. For the purpose we use the interquartile range
(IQR), as a measure of statistical dispersion, which is equal to the difference
between 75-th and 25-th percentiles.

4 Conclusions

Tools requires human being with goals in mind, before they can be used to
accomplish anything. We made an interface where computer using visual channel
subsequently enucleating information from video stream. What’s more, proposed
human-computer communication channel was designed to realize adaptability to
the user’s disabilities. Our future work will deal with deriving optimal tuning of
adaptation parameters.
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Abstract. The paper presents a methodology of using multi-objective
differential evolutionary approach to optimize a cancer chemotherapeutic
treatment. The structure of optimal and suboptimal solutions will be pre-
sented. The constrained Pareto sub-optimal solutions are discussed. The
performance assessment of non-dominated and dominated solutions is
analyzed to help physicians to choose the most effective solution accord-
ing to the approximation set of Pareto front.
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1 Introduction

A cancer tumor treatment planning consists of using a chemotherapy process,
which ought to slow down successively the growth of the tumor and manage
the toxic-side effect for the human body of the patient. The very small dif-
ference among a treatment process and a survival process leads to determine
precisely the set of non-dominated solutions and automatically generate treat-
ment strategies among Pareto solutions. It becomes very important to design
treatment strategies for specific tumors and drugs protocols without overdosing
the patient in a chemotherapy process.

A chemotherapy is a treatment to eradicate a cancer tumor size using set of
toxic, anti-cancer drugs. In a cancer chemotherapy optimization problem sched-
ules of medical treatments were determined based on a mathematical growth
model for cancer tumor described by set of differential equations [1–4,6]. The
minimization of tumor burden at a fixed period of time and the minimization of
drugs concentration with constraints, which described an influence of anticancer
drugs for the human body, have been introduced in our earlier papers [11,12].
Mathematical, Gompertz model with a liner cell-loss effect, to define a tumor
growth, was used [1,5,7].

c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 386–393, 2018.
https://doi.org/10.1007/978-3-319-74727-9_46



Performance Assessment of Optimal Chemotherapy Strategies 387

The non-dominated optimal solutions set is found by the modified differen-
tial evolutionary search method for multi-objective optimization problem with
the help of constraints normalization procedure [11,12,14,15]. The drug doses
should be scheduled to ensure the patients will tolerate its toxic side effects and
their survival time will be longer. The search of optimization result may be very
time-consuming taking under consideration the whole Pareto set of treatment
scenarios and it depends also on patient medical parameters and the experi-
ence of physicians. Therefore, in the paper we try to analyze the performance
of the optimal bi-criteria strategies calculated as the set of non-dominated solu-
tions, which can explore the wide range of treatment scheduling strategies. The
performance measures [8,13,16] were devised, which can gauge the quality and
regularity of solutions. Using the drug schedules belonging to the Pareto optimal
front with the help of proposed measures, a physician could obtain the effective
chemotherapeutic treatment suggestions. On the basis of assumptions concern-
ing oncologist preferences a knowledge about non-dominated front helps a deci-
sion maker in choosing the best compromise strategy for a cancer chemotherapy
treatment in a decision support system.

2 Chemotherapy Planning

Curative treatments attempts to reduce a cancer tumor and to respect highly
toxic drugs and their influence on a patient survival time. The structure of
optimal schedule for multi-drugs and drug doses in time intervals to be given
determines a parallel process of killing cancer cells and simultaneously killing the
healthy cells, what cause damage of the sensitive tissues of the human body. The
Gompertz mathematical model was used, the most widely accepted in the prac-
tical applications [7–10]. This model based on Gompertz type growth equations
takes into account the dynamic relationship between the behavior of the set of
drugs and its corresponding concentration level. The model with personalized
data for the chosen patient simulates a growth of a cancer tumor and determines
a rate of tumor reduction.

The bi-criteria optimization problem for chemotherapy treatment planning
is defined as two objective functions described over the strictly defined set of
constraints. The first objective function f1(x) will be to minimize the number
of cancer tumor cells at a fixed period of time and the second objective function
f2(x) will be sought to minimize the toxicity of drugs doses. From treatment
intervals the optimal vector x = [xij ] is a template for drug doses, where i
defined the index of time interval, for ∀i = 1, n and j means an index of j drug,
for ∀j = 1,D drugs and is determined as below:

min
x∈X

F (x) =
[
f1(x)
f2(x)

]
(1)

where: f1(x(t)) = n(x(t)) denotes a number of tumor cells for anti-cancer drug
doses x at time ti, for ∀i = 1, n, and

f2(x) =
∫ Tmax

0

c1(x(t))dt (2)
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The function c1(x(t)) determines the concentration of drugs at time ti on the
set of constraints X:

X = {x : gj(x) − gj ≤ 0} for ∀j = 1, 2D + 2 (3)

The set of intricate constraints X secure a patient life before toxic side effect
of anti-cancer drugs in the form:

1. The White Blood Cells (WBC) w(x, t + τ) have be strictly controlled at level
higher than a fixed down level Wd:

g1(x) : Wd − w(x, t + τ) ≤ 0 (4)

2. The maximum permissible time Tmax when the patient WBC count remains
below a fixed upper lever Wu and over the down level Wd:

g2(x) : tu(x, Tmax) − Tu ≤ 0 (5)

3. The toxicity of j drug aj(x, Tmax) at Tmax must not exceed specified limit
Amaxj :

g3(x) : aj(x, Tmax) − Amaxj ≤ 0 for ∀j = 1,D (6)

4. The rate of drug j accumulation c1j(x) cannot exceed maximum dose value
Cmaxj :

g4(x) : c1j(x) − Cmaxj ≤ 0 for ∀j = 1,D (7)

The tumor growth according to a Gompertz-type growth equation takes the form
[7,11]:

dn(x(t))
dt

= Ng(x(t)) − Nc(x(t)) (8)

where: Ng(x(t)) - represents the growth of an untreated tumor, Nc(x(t)) - the
cell loss term, depending on drugs concentration.

The Pareto optimality definition, based on the concept of a dominance idea
[13] was used, as below: A vector F a(x) of two objective functions is said to
dominate a vector F b(x), if

fa
i (x) ≤ f b

i (x) for i ∈ {1, 2} (9)

∃j ∈ {1, 2} for which fa
i (x) < f b

j (x) (10)

in the objective functions space.
We already introduced the idea of the non-dominated solutions to calculate

the optimal strategies for chemotherapy scheduling and drug doses. The Pareto
optimal solutions are found by the Hybrid Differential Evolution Algorithm
[11,12] for bi-criteria optimization problem with complex set of constraints.
The chemotherapy treatment strategies generates the personalized chemother-
apy schedules and dose rates for oncology patients. All these treatment scenarios
vary depending on a given patient profile and may change as the chemotherapy
process is going on. It leads to an extension of Patient Survival Time (PST) and
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simultaneously stop an increase of tumor burden and starts its cell-loss if possi-
ble. Especially the WBC constraints like (4) and (5) were taken under consider-
ation in constraints normalization scheme. When the WBC constraints would be
exceeded it may cause the dangerous deterioration of patients life parameters.
It seems very important to choose even a dominated solution, but satisfying the
whole set X. Such chemotherapeutic treatment strategy gives the chance of a
survival to a treated patient.

In numerical process in some cases it is difficult to calculate the chemother-
apy scenarios, which fulfill the whole set of constraints. Despite the selection
of personal parameters and different types of differential evolution operators,
algorithm could not calculate the feasible and non-dominated solutions. In order
to evolve solutions, which fulfilled the subsets of constraints, the different types
of domination scheme are proposed according to various set of constraints. In
medical treatment procedures two constraints (4) and (5), concerning the WBC
strategies, take the significant role.

In the paper the definition of candidate solutions was weakened for the case,
when some constraints are not fulfilled. The constrained Pareto dominance pro-
cedure [13] was introduced, to respect the situation, when solutions can satisfy
only some of the constraints. Then an individual F a(x) dominates an individual
F b(x) in the objective functions space taking under consideration the partial fea-
sibility of a set of constraints. In discussed problem (1)–(8) the set of constraints
(4)–(7) is divided for two subsets:

1. The subset G1 determines individuals, fulfilling constraints g1(x) (4) and
g2(x) (5), which concerns the WBC restrictions

G1 = {x : Wd − w(x, t + τ) ≤ 0, and tu(x, Tmax) − Tu ≤ 0} (11)

2. The subset G2 concerns the constraints g3(x) (6) and g4(x) (7) according to
the different D drugs.

G2 = {x : aj(x) − Amax,j ≤ 0, c1j(x) − Cmaxj ≤ 0} for ∀j = 1,D (12)

The objective function F a(x) is feasible it means the solution xa fulfills the whole
set of constraints, but the F b(x) is infeasible it means the solution xb fulfills the
subset G1 but in the subset G2 some of the constraints can be overloaded for
some types of drugs. In this particular case the definition of constrained Pareto
dominance scheme when the solution F a(x) dominates the solution F b(x) on the
given set X is defined as follows:

– The solutions xa and xb are feasible and F a(x) dominates F b(x) in the objec-
tive functions space.

– The case with the violation of G2 set of constraints. Two individuals are
infeasible according to the same constraints and F a(x) dominates F b(x) in
the same space.

– The case with the violation of some of the G2 set. Two individuals are infea-
sible and F a(x) fulfills more constraints then F b(x).

– The case when the solution xa is feasible and xb is infeasible.
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The constraints of G1 subset have to be always fulfilled. In order to improve
the balance between the feasible and infeasible solutions, according to the con-
strained Pareto dominance scheme the multi-objective differential evolution algo-
rithm was modified and a three stage optimization procedure is proposed:

– the optimization process with Hybrid Differential Evolution Algorithm when
the Pareto optimal solutions fulfill all the given constraints,

– in the case of infeasible solutions the optimization procedure, when non-
dominated solutions fulfill one of the constrained Pareto dominance case and

– in the case of feasible, but dominated solutions the optimization algorithm
calculates the set of dominated individuals.

Using the calculated chemotherapy scenarios belonging to the Pareto optimal
front or to the constrained Pareto dominance set of solutions in order to assess
the better chemotherapy strategy some measures are proposed in the next
section.

3 Performance Treatment

The proposed algorithm calculates the Pareto optimal front if possible on the bi-
criteria functions space for the determined treatment period. The results strongly
depends on the desired treatment data parameters and considering the patient
dynamics. In the whole treatment procedure the WBC count remains all the
time among fixed down and up levels.

Initially, the chemotherapy process is given to reduce a tumor burden. How-
ever the choice of one of the solutions from the Pareto set constitutes a great
difficulty. The cytotoxic chemotherapy reduced the cancer volume, but how to
decide about the chemotherapy strategy taking under consideration the toxicity
of the anti-cancer drugs. The set of Pareto front is huge and a medical decision
belongs to an oncology physician. For small cancer volumes and for the feasible
and optimal Pareto chemotherapy strategy can be effective in the chemotherapy
treatment process. But for large cancer volumes the Pareto constrained domi-
nance scheme ought to be used. In this case the dynamics of the process was
strongly different and the non-dominated but infeasible solution has to be also
taken under consideration. It requires to enter a procedure, which can compare
optimal solutions and allows to determine the ‘good’ solution from the physi-
cians point of view. Such strategy ought to improve the quality of patients life
by decreasing the strain of the cytotoxic, anticancer chemotherapy process.

The solution vector ought to fulfill one of the constrained Pareto dominance
case. The chemotherapy strategy depends on parameters taking in the Gompertz
model and on the cancer volume. The side effects, associated with the treatment
process for feasible but dominated solution, are considered less toxic than for
the Pareto optimal strategy.

The performance assessment of optimal chemotherapy strategy for cancer
treatment planning can be analyzed with the help of the quality measures and
the diversity measure [8,13,16]. The quality measures helps to assess the quality
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of Pareto optimal and constrained Pareto dominant solutions. The diversity
measure assess the regularity of multi-objective solutions across several sub-
optimal feasible but dominated points in the algorithm.

The Pareto-optimal solutions with different quality values create an oppor-
tunity to choose the effective solution among the solutions in the approximation
set of scenarios. The optimal decisions vary depending on the patients state
of health. The oncologist would receive several treatment suggestions that the
physician could access according to the some other parameters not considered
in the discussed model. The quality measures, used to choose one of the non-
dominated or even dominated solutions can be described as below:

1. Total amount of drugs, given to a patient in one treatment period x(t) (TAD)-
the set of used cocktail of chosen drugs, calculated as the integral under the
optimal decision vector curve x(t) during one treatment period.

2. Toxicity of the treatment schedules (TTS) is the average of the toxicity level
according to an approximation set of Pareto optimal or Pareto sub-optimal
solutions.

Restricting toxic side-effect the search space is reduced and thus leads to faster
search of multi-criteria solutions. We should favor the treatment strategies, which
represent the chemotherapy process with low factors: TAD and TTS.

In order to measure the regularity of the Pareto-optimal or sub-optimal
chemotherapy strategies, we consider the regularity parameter: Deviation Value
from Average Solution (DAS) [8,13]. The DAS parameter is defined as a vec-
tor containing the standard deviation of each of the treatment cycle from the
average best treatment values of drug doses.

The space under solution curve x(t) (TAD) represents the total amount of
drugs, which were used in one period of chemotherapy process. The treatment
schedule minimizing the total amount of drugs may be generally preferred from
the set of Pareto-optimal solutions. The non-regular and diversified treatment
schedule gives the incorrect impact on the patients state of life. Having regular
patterns with the smallest regularity metric (DAS) of chemotherapy strategies
it could be considered to be more favorable from the patients point of view.

The three scenarios of chemotherapy strategies were described, depending on
the feasibility of some set of constraints and the dominance property of objective
functions values. Based on quality and regularity measures more regular and less
toxic chemotherapy treatments ought to be selected by a physician.

The numerical calculations of Pareto optimal or Pareto sub-optimal fronts
show the relative importance of the toxic side effects in the process. The choice of
one suitable schedule of drugs and drug doses gives to a physician a proposition
of chemotherapy treatment strategy. The personalized chemotherapy treatment
schedule and drug doses are determined with the help of performance measures.
The performance factors estimate the quality of the solutions: a more regular
treatment pattern and significantly weaken the variability of the solutions are
proposed. Received results produce the scenarios of possible treatments, leaving
final decisions to oncologists.
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4 Conclusions

Based on Gompertz mathematical model of a cancer tumor growth and depend-
ing on the behavior of the set of anti-cancer drugs and its concentration level
the bi-criteria optimization problem allows to find effective chemotherapy strate-
gies as the minimization of a tumor volume at a fixed period of time and the
maximization of Patient Survival Time (PST) by minimization of toxic side-
effect of prepared anti-cancer drugs. The hybrid Differential Evolution algo-
rithm, expanded by the procedure with constrained Pareto dominance scheme,
can assists oncologists in finding chemotherapy treatment scenarios.

The performance measures are proposed to help a decision maker to provide
an effective procedure for the chemotherapy process. These parameters device
to determine both the quality and regularity of the solutions obtained. The used
measures support the design of cancer chemotherapy treatment, helping the
practitioner to choose one effective chemotherapy planning for the fixed patient.
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Abstract. The steady growth of population in cities demands an efficient
subway management system. To alleviate crowding on certain trains and sub-
way lines, especially during rush hours, we propose a system which optimizes
passenger distribution. Through visual cues directly displayed on the waiting
platform, the passengers are informed about the wagons’ occupation rates, so
that they can make a decision about which wagon to use before the subway
arrives. Experimental results show that the relevance of the implementation is
significant for both passenger satisfaction as well as train operators. In combi-
nation with a graphical user interface, the advantages of a guidance system could
be demonstrated. The acceptance of our system was guaranteed by 75% of the
passengers questioned, who stated they would use such a guidance system.

Keywords: Metro stations � Optimal passenger distribution
Guidance system � Surveys � Passenger comfort

1 Introduction

The trend of population growth in cities causes higher dependency on public trans-
portation and therefore a greater need for its optimization. This growth demands con-
sideration of more efficient subway management systems that alleviate overcrowding on
popular trains and subway lines, especially during the busiest travel times. The benefits
of an optimal passenger distribution at metro stations include more efficient use of
existing trains, increased capacity and more average space for every passenger.

In traffic planning road users’ needs should be catered to for the sake of efficiency,
and safety. We present in this paper an approach for the optimization of passenger
distribution that we then evaluate through a model and software platform.

2 Related Work

The behavior of passengers on the station platform in terms of their distribution among
train doors has been investigated in several works [1, 2]. These studies showed that the
position and number of platform exits and entrances has a significant influence on
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passenger distribution. For example, as stated in [3], a station with several platform
entrances results in a more balanced passenger dissemination. Uneven distribution
causes delays for trains when the operator needs to allow extra time for boarding,
which results in longer waiting times for passengers. In order to alleviate this situation,
passengers on the train platform should be directed to doors where there are less people
waiting to board, thereby orienting themselves better before the train arrives.

In [4] an approach was proposed in which the train adjusted its position while
stopping depending on passenger distribution on the platform. However, this solution
requires longer platforms that are not always available.

Relying on this idea, several field experiments involving adjustments of the
train stopping position have been performed at the Schiphol airport train station in
Amsterdam, Netherlands, this measure resulting in a 20% decrease of station dwell
times during peak demand and a dwell time variation decrease of approximately
50% [5].

The Austrian train service operator ÖBB has also planned measures to lighten
congestion at railway platforms. However they do not include any technical imple-
mentation, but rather use a system based on a manual count of passengers [6].

In June 2016 Siemens introduced a new system to guide passengers to less occu-
pied areas [7]. However, the guidance system is only implemented within the train.
Therefore, there are no benefits that reduce passenger exchange time. Additionally, this
method of redistribution of passengers once already inside the train is inefficient if
passengers must navigate around luggage, other passengers, or doors at gangway
connections in order to get to other sections.

We propose in this paper a technical solution based on a guidance system where the
passengers can see from outside the approaching train which wagons are less crowded.

3 System Design

Our proposed concept of passenger distribution aimed to increase the capacity of the
existing transport fleet and ensure a smooth passenger exchange, which would result in
fewer delays and an overall improved passenger experience through increased interior
space and personal comfort.

Using a user-centric approach in order to find out what the specific needs of the
passengers were, we deployed a questionnaire among railway users. The functionality
of the approach was then tested by a system consisting of a model and software
application that simulated a real scenario and several possible variants by means of a
further survey and expert analyses.

Our system consisted of a platform that conveyed information related to the
occupancy at each carriage. The goal was to direct waiting passengers to the areas of
the platform that corresponded to the doors of less crowded wagons on the oncoming
train. As the information was provided prior to the train’s arrival, passengers could
orient themselves ahead of time to the most convenient doors.
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To this end, we computed the number of passengers by calculating the weight of
each carriage via a control system. This measurement was implemented before the train
left the previous station and its result was then broadcast to the next station. The system
was developed to be extended to all existing stations.

4 Implementation

As previously mentioned we implemented a model in order to calculate the passenger
distribution in one carriage in real time that was then inferred to the remaining set of
carriages.

The program graphically simulated a subway station and showed the optimum
distribution of passengers through the control system, indicating entrances with less
occupancy rate. By determining the distance between the undercarriage of the subway
train and its axis, the degree of capacity utilization of the carriage could be inferred.

The measuring time corresponded to the period of time before the departure during
which the passengers are aboard and the doors of the train closed. The system read 100
values per second of each distance sensor and calculated the average of the last 20
records. In addition, outliers on the basis of a deviation of plus/minus 20% of the mean
value were identified and discarded.

4.1 Requirements Analysis and Results

In order to determine the need for the implementation of a guidance system in Vienna, we
measured the movement of passengers inside a train on a regular working day (Wed-
nesday), between 12:00 and 16:00 in 101 trips. We found out that in 45% of the cases the
wagons occupancy rate ranged between 0 and 20% moving on average 0.93 people to
another place. In 39% of the cases the wagons occupancy rate was 21–69% moving on
average 0.79 people to another location inside the wagon. In 16% of the cases the wagons
occupancy rate was 70–100% moving on average 0.19 people to another place.

In order for a system to be user friendly, it needs to be effective and as simple as
possible, ensuring that it is understood intuitively. To find out which system could
provide the carriages occupancy information in the best possible manner, we designed
several messages that we then evaluated through an online survey distributed to 121
participants (males = 73, females = 48), that belonged to the following age groups:
15–25: 57 people; 26–45: 50 people; 46–65: 14 people.

Questions related to the color code and text labels, as well as fields for comments
were also included in the survey. Figures 1 and 2 show the messages that could be
selected within the online survey. The first three displays were designed to be located
between two door sections at a station. The last variation consists of light indicators in
red or green according to the capacity of the oncoming carriage, located above each
entry section in the metro. The latter variation obtained the highest scores and was
selected for implementation in an evaluation platform that included a train model with
several wagons.
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Additionally, we performed a study related to preferences for entering the train.
Results from both surveys show that the majority of the passengers entered the metro or
train following a precise strategy. Moreover 75% of the participants stated that they
would use a guidance system to improve their travel experience with a user interface
similar to the one presented in this paper (see Fig. 3).

Fig. 1. Design of potential messages to display within a guidance system. (Color figure online)

Fig. 2. Guidance system selected as favorite among the participants in the survey. (Color figure
online)
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4.2 System Implementation

To compute the passenger distribution in one carriage in real time, we built a model
consisting of one carriage for which we calculated the distance of the carriage floor to
the ground in real-time. Pressure sensors are already available in trains and are used for
regulating the breaking force according to the load of the train and also for compen-
sating the balance immediately as soon people enter the wagons. Relying on this, the
air spring was replaced by an ordinary spring that compressed with the weight of a load
in the carriage. Figure 4 illustrates the functioning of the developed system.

Fig. 3. Results from survey 1 and 2 indicating the preferred entrance location in the metro and
the willingness to use a guidance system for find the carriages with less occupancy.

Fig. 4. Model consisting of one carriage for which we calculated the distance to the ground in
real-time. The air spring compressed with the weight of a load in the carriage.
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We then inferred the passenger distribution for the remaining wagons. To this end we
used an ultrasonic sensor mounted between the bogie and the wagon body. The sensor
acquired the real-time data from the center-line distances to determine the carriage load
through a Raspberry Pi 2 board that was connected via wireless to a laptop.

In addition to the hardware setup, a Java program, (see section of the code below)
was developed to evaluate the measured values from the sensors related to the spring
deflection, and to show the data in the user interface. Once TCP/IP connection was
established, data was retrieved and processed into a readable format for later evalua-
tion. The mean distance for the middle entrance was then calculated and stored. After
verifying outliers and backing up values, GUI and LED data were displayed. When the
train left, the pressure levels of each entrance were set to the corresponding state
through a color code in the relevant station.

The user interface displayed a subway station with several entrances and a guidance
system indicating the occupancy of each carriage based on the computed data. Figure 5
depicts the setup of the developed platform.
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5 Conclusion and Future Work

We proposed in this work a system for an even passenger distribution at metro stations.
To this end we built a model to evaluate potential technical challenges and test the
interactive components. In combination with a graphical user interface, the advantages
of a guidance system could be demonstrated.

The acceptance of our system was guaranteed by 75% of the passengers ques-
tioned, who stated they would use such a guidance system.

Next steps will include a real life demonstration in a metro station in Vienna that
will show the effectiveness of better passenger distribution.

Acknowledgments. This work was partially supported by the “KiTSmart Project – City of
Vienna Competence Team for Intelligent Technologies in Smart Cities”, project number 18-07
funded by national funds through the MA 23, Urban Administration for Economy, Work and
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Abstract. Technology based on sensors or cameras that is related to the field of
Intelligent Transportation Systems (ITS) can help to alleviate road congestion
problems by collecting and evaluating real time traffic data. In this paper, we
present an approach to monitor traffic by collecting and processing video
streaming information for further analysis in traffic management centers. Results
showed a 94% rate of correct vehicle detections in a short period of time with a
low rate of false detections.

Keywords: Vehicle counting � Computer vision
Real-time traffic management systems

1 Introduction

Technology based on sensors or cameras that is related to the field of Intelligent
Transportation Systems (ITS) can help to alleviate road congestion problems by col-
lecting and evaluating real time traffic data [1]. In traffic management such data is used,
for example, to suggest alternative routes to divert traffic from a congested road, or to
display other road-related information to drivers to maximize traffic flow and prevent
congestions [2].

Traffic monitoring systems supervise traffic volumes and are able to derive other
data such as vehicle classification and weight, which is later analyzed through
parameters such as speed, density and flow. Speed is defined by the distance traveled
per unit of time, density is the number of vehicles per unit length of the roadway and
flow is the number of vehicles passing a specific reference point per unit of time [3]. In
this paper, we present an approach to traffic counting in roads that are equipped with
surveillance cameras. Relying on the EmguCV library for image processing and .NET
technologies, traffic information is collected, processed and sent to a server for later
statistical analysis.

© Springer International Publishing AG 2018
R. Moreno-Díaz et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 405–412, 2018.
https://doi.org/10.1007/978-3-319-74727-9_48

http://orcid.org/0000-0002-5211-3598


2 Related Work

Current traffic counting techniques mostly rely on inductive loops, piezoelectric,
infrared or radar sensors. Although these sensors provide macroscopic information
about traffic, they cannot document data for single vehicles without being combined
and synced with cameras [4–6].

Computer vision techniques make it possible to exploit traffic cameras solely as a
sensor for vehicle detection, counting, tracking and even for speed measurement. Much
of road networks are already equipped with surveillance cameras. Cameras are
non-intrusive and are used to capture data at high resolution. Like human eyes, cameras
capture the scene with details that other sensors like radar, ultrasonic and lasers cannot
detect [7]. Hence road operators are very interested in exploiting this technology as tool
to derive the real-time traffic information that they need for optimal management of
their networks. Data collection technology relying on cameras can have other inter-
esting applications for security tracking, fleet control and electronic toll collection.

Real-time image and video processing to derive traffic data has been applied in
many works. A broad review of the literature has been compiled in [8] and cited in this
work. For example the robust system Autoscope classified vehicles in real-time and
provided traffic analysis reports [9, 10]. A system for counting vehicles and measuring
their speed in complex traffic scenarios was presented in [11], and more recently the
authors in [12] proposed a hybrid method, based on background subtraction and edge
detection for vehicle detection and shadow rejection, to classify and count vehicles in
multilane highways. A further approach was proposed through a video analysis method
for vehicle counting in [13]. The authors relied on an adaptive bounding box size to
detect and track vehicles according to their estimated distance from the camera, given
the geometrical setup of the camera. A vehicle counting method based on blob analysis
of traffic surveillance video was additionally described in [14] through moving object
segmentation, blob analysis, and tracking.

Relying on the techniques of this last work, we present in this paper an approach for
vehicle counting in multiple lanes for further analysis in traffic management centers.

3 Technical Implementation

Our approach used the EmguCV vision library in C# to detect the vehicles and process
the images. As a platform for developing, running and evaluating the code, we used
Visual Studio IDE. All the data was stored in the Microsoft SQL Server. Vehicles are
counted individually in the direction that they are travelling.

A login system prevents public access to the records. Black and white are used in
order to reduce the size of the stored images. The system works with a live stream in
real time using recorded video files. We selected the JSON format for sending the data.
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3.1 Video Stream Analysis

A video stream was provided by either a camera or by a recorded video (e.g. by
CCTV). After receiving the data, the image processing procedure was initiated and
consisted of the following blocks:

• Background building. The background was determined by comparing sequential
series of frames through OpenCV functions to create a scene with no vehicle that
was then used as background.

• Comparison of two sequential frames. Comparison points for two sequenced frames
were determined and a threshold was calculated that enabled the detection of a
frame with distinct black/white contrast. The resulting image noise from this
operation was then reduced by using Gaussian Blur and morphological image
processing noise filters. To reduce the computing process, we first obtained an input
frame from the camera, recorded the following frames 2 and 3, and then compared
both frames to create a new one that resulted from subtracting them.

• Movement detection. Having subtracted the background from the threshold frame,
we obtained a new frame and determined the contours or curve by joining all the
continuous points that had the same color or intensity.

3.2 Filtering Process

In this section we provide a more detailed description of the process used to filter the
frames sequentially. As stated above, we applied a threshold on the frame to differ-
entiate between black and white. We then applied two common operators to eliminate
noise:

• Erosion that slid around by using a slider (kernel) with a size of 3 � 3 pixels and
that delivered white if all the pixels were white, or otherwise remained black.

• Dilation that slid around, and if the entire area was not black, it was converted to
white.

Finally we extracted the Binary Large OBject (BLOB) that consisted of a group of
connected pixels in a binary image, in order to differentiate between the “large” objects
that were relevant to this work (i.e. vehicles) and the other “small” objects that were
defined as noise. The image processing procedure is depicted in Fig. 1.
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3.3 Traffic Counting

Relying on the approach in [15] to prevent counting the same vehicle more than once, a
horizontal line was inserted in the image that had to be crossed (see Fig. 2). Vehicles
were detected and counted only after they cross the line. Afterwards, the data record
was sent to the database.

Fig. 1. Image processing procedure for vehicle detection and counting
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3.4 Database Storage

After obtaining the information related to the time stamp, scene image, and plate
number, we stored it in a database and repeated all of the above mentioned steps until
receiving the stop command. Figure 3 illustrates the process. The administrator is
responsible for granting permission to the users to access the data for analysis as well as
for configuring new cameras or removing them from the street. Users can be employees
who work with a traffic management system.

Fig. 2. View of the horizontal line that represents the threshold for counting the vehicles.

Fig. 3. Traffic data acquisition and storage process
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The database contained 4 tables as depicted in Fig. 4 and described below:

– Camera: One or several cameras that can be defined for each street or road as well
as been configured, and removed.

– Vehicle: to save the pertinent collected data (e.g. detection time, location id, etc.).
– Status: status of street camera (enabled/disabled).
– User: user data such as username, password, etc.

Licence Plate Recognition (LPR) was additionally defined as a field in the camera
and vehicle tables for future use.

4 System Evaluation Results

We evaluated the implemented system by examining a received video stream provided
by a video file relying on the work presented in [15] recorded under daylight conditions
and using a proper camera installation. The system was evaluated in 6 different streets.
Initial evaluations delivered some problems related to the duplicated detection of the
same vehicle in two different scenes, but this was solved in the last version.

Final results (see Fig. 5) showed a rate of 94% correct vehicle detection in a short
period of time. Results showed a very low rate of false detection. Only in case 6 was the
camera position not optimal and the number of false detections increased.

Fig. 4. Database architecture for the storage of the acquired data
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Abstract. Intelligent Transportation Systems (ITS) applications are supported
by systems relying on Dedicated Short-Range Communications (DSRC). This
paper presents the implementation steps for a vehicle to vehicle (V2V) com-
munication system intended to increase driver awareness of the surroundings in
an emergency situation. Particularly, the system broadcasts basic safety warning
messages between an emergency vehicle and other vehicles in the vicinity. The
field experiment on communication performance showed that the connection
could be established within a range of 20 m. Furthermore, the range could be
increased by adding a third communication device and using it to resend the
message.

Keywords: Vehicle-to-vehicle communication
Emergency Warning System � DSRC

1 Introduction

According to the World Health Organization (WHO, 2012) fatalities caused by road
injuries increased from 1 million in 2000 to more than 1.2 million in 2012. The
implementation of road warning messages is intended to increase awareness of dan-
gerous situations, decrease reaction time to them and thereby lower the overall chances
of an accident.

Intelligent Transport Systems and Services (C-ITS) enable wireless communication
between vehicles and/or traffic infrastructure using a standardized set of messages that
are based in the real-time transfer of data. Applications related to Intelligent Trans-
portation Systems (ITS) are supported by systems relying on Dedicated Short-Range
Communications (DSRC) that consist of Road Side Units (RSUs) and On Board Units
(OBUs) with transceivers and transponders [1]. Vehicle to vehicle (V2V) communi-
cation uses IEEE 802.11 or ITS-G5A/B/D standards which operates in 5.9 GHz with a
bandwidth on 75 MHz and a range of 1000 m [2].

This paper presents the implementation steps for an Emergency Warning System
(EWS) that relies on V2V communication to increase driver awareness of the sur-
roundings in an emergency situation. Particularly, the system broadcasts basic safety
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warning messages between an emergency vehicle and other vehicles in the vicinity.
Figure 1 depicts the communication process.

2 Related Work

V2V communication is a very extensive area for research and development. For
example in [3] a heterogeneous wireless network performance evaluation was per-
formed in vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication.
The authors demonstrated the potential of V2V and V2I in heterogeneous networks
(HetNet) with Wi-Fi, DSRC and LTE, which guarantees the optimal utilization of
available communication options and minimizes the corresponding backhaul commu-
nication infrastructure requirements while considering connected vehicle application
requirements.

Additional works studied traffic volume estimation by V2V communication [4] or
V2X communication for efficient control of fully automated connected vehicles at a
freeway merge segment [5].

In [6], authors focused on recently proposed V2V MAC schemes and gave a
detailed review of each alongside their strengths and drawbacks. They also discussed
pros and cons of V2V MAC, and different ways to achieve communication similarly to
[7], in which the radio channel for 5G V2V communications was set at two millimeter
wave frequency bands.

In the same line of research, the authors in [8] experimentally characterized V2V
millimeter wave radio channel at 38 GHz and 60 GHz frequency bands and related the
channel behavior they observed with the measurement environment and setup.

However, in the study presented here, DSRC was used because of the better
connection time and signal range, as our focus is on sending a warning message in an
emergency situation Utilizing this method, each vehicle functions as an antenna and we
can convey our message through a V2V channel so that a clear path can be created for
vehicles to take in case of passing an ambulance or police patrol.

Fig. 1. V2V communication example for an EWS.
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3 Technical Implementation

Relying on [3] we implemented a Basic Safety Message (BSM) that is used to
exchange safety data regarding vehicle state. The message was broadcast routinely to
surrounding vehicles and contained information regarding longitude, latitude and
vehicle identity. In order to locate the vehicles, we used an Adafruit Ultimate GPS
antenna. Once the BSM was generated, the message was wirelessly transmitted to
another vehicle by using the NRF24l01 LNA wireless module. Table 1 summarizes the
described components.

In order to make sure that the broadcast BSM was properly obtained, we relied on a
receiver with DSRC capabilities. The system also included a computer processing unit
that was able to decode the BSM properly and a GPS antenna to verify the relative
distance between the sending and the receiving device. In order to convey the message
to the driver in an adequate way, we developed an in-vehicle interface to display the
warning through a 12 * 2 LCD display.

4 V2V Communication

To establish vehicle communication an accurate and trusted BSM needs to be trans-
mitted and received.

4.1 Message Sending Process

Once its position is known with a GPS sensor, a computer processing unit (Raspberry
pi 2) combines the location coordinates with other onboard sensor information (e.g.,
speed, heading, acceleration) to generate the required BSM data string (see Fig. 2).

Table 1. Communication system components

Hardware Sender hardware Receiver hardware

GPS receiver Adafruit ultimate GPS
Processor Raspberry pi
Antenna NRF 24L01
Interface ——————— 16 * 2 LCD
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4.2 Message Receiving Process

In order to establish a connection between 2 vehicles they must be capable of receiving
the BSM that is transmitted from a nearby (vehicle) device and it must match the
method of BSM transmission (i.e., if the message is transmitted via Dedicated Short
Range Radio Communication (DSRC), the receiving device must have a DSRC
receiver). It also must have a computer processing unit that can decode the BSM
properly. A GPS antenna and receiver is needed to verify the relative distance between
the sending device and the receiving device. Figure 3 illustrates the message sending
process.

Fig. 2. Message sending process

Fig. 3. Message receiving process
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5 System Evaluation

The implemented prototype was tested under both lab and real-life conditions. Under
lab conditions the devices were able to show the intended emergency message.

Because this system is based on the GPS signal, lab condition tests revolved around
sending and receiving the message and how to resend the message to another device.
During the field tests, one device was positioned in a vehicle that was marked as an
emergency vehicle. The second device was located in a different vehicle. Both devices
were capable of sending a message within a range of 20 m. Furthermore, the range
could be increased by adding a third device and using it to resend the message.

In order to calculate the maximum possible throughput of a data transfer between
the 2 devices, the maximum distance the data could be transferred was calculated for
100 times within 20 days in various situations (i.e., different weather conditions,
narrow street with high density, main and secondary street). The results of the eval-
uation of the developed system are shown on Fig. 4. When the connection was lost, the
position of each car was recorded and, based on the recorded position, the point to
point distance between cars was calculated. Throughout this test the maximum distance
between two cars was 189 m, which was performed in a broadway, and the minimum
distance was 85 m. The aforementioned test was performed in some narrow streets of
inner-city Vienna.

Fig. 4. Results of the prototype evaluation under real-life conditions
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6 Conclusion and Future Work

C-ITS have the potential to enhance safety on roads by providing early warnings.
However, the success of V2V communication depends on having a fast and reliable
network connection, cyber security for V2V and privacy protection. In this paper we
presented an Emergency Warning System that relies on V2V communication to
increase driver awareness of the surroundings in an emergency situation. Further
implementation will determine the direction of movement in cross sections and the
position of the vehicle on different roadways.
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Abstract. Neglect of the instructions of road traffic signs is one of the main
contributing factors in road accidents. Smartphone traffic sign detection tech-
nology can offer significant information about the driving environment and
increase driving comfort and traffic safety. It could also have interesting road
inventory and maintenance applications. In this paper, we propose a driver
assistance system for real-time detection of traffic signs on smartphone platforms
using the OpenCV computer vision library. This technology uses the back
camera of a smartphone to capture images of the driving environment and then
uses advanced image processing functions to detect traffic signs. The field
experiment on target traffic signs showed an 85% detection rate. The perfor-
mance of the application may vary between devices with different processing
power and camera quality.

Keywords: Traffic sign recognition � Advanced Driver Assistance Systems
Traffic safety � Computer vision

1 Introduction

Traffic accidents are among the leading causes of fatalities and injuries worldwide.
Based on the third global status report on road safety, more than 1.2 million lives are
lost annually due to traffic accidents. If no appropriate action is taken, it is estimated
that the number will rise to nearly 1.9 million by 2020 [1].

Traffic signs are an important element of the road infrastructure which provides
important information about the current state of the road. They are meant to regulate,
warn and guide traffic and play a key role in ensuring road safety. Traffic signs are
designed to be easily detectable as they sometimes communicate complex information
at a glance. The Vienna Convention on Road Signs and Signals has been trying to
standardize road signs around the world since 1968. Certain shapes and colors codes
have been compiled to categorize different types of traffic signs [2].
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One approach to minimize distracted driving is the development of Advanced
Driver Assistance Systems (ADAS). ADAS are intended to support drivers in per-
forming various driving tasks safely and to minimize the risk of traffic accidents due to
driver negligence or erroneous decisions [3]. A subset of ADAS, traffic sign detection
and recognition (TSDR) systems offer significant information to drivers about the
surrounding environment and road restrictions in real time. Not limited to ADAS,
traffic sign detection and recognition systems have also been exploited for other
applications such as autonomous driving and sign inventory and maintenance [4, 5].

So far ADAS have been mainly limited to luxury vehicles. Such systems require
several built-in sensors, cameras and controls. Unfortunately, a large number of
vehicles are still not equipped with such systems. To make up for the lack of ADAS in
conventional vehicles, smartphones have attracted the attention of researchers. The
prevalence of smartphones and the recent advances in computational power and sensor
accuracy of these mobile devices have transformed them into an appealing platform for
the development of low-cost driver assistance applications.

We present in this work a low-cost driver assistance system that relies on image
processing techniques from the OpenCV library for detecting traffic signs using
Android smartphones.

2 Related Literature

OpenCV provides functions for image acquisition and processing which can be
exploited for traffic sign detection. The application presented here follows standalone
system architecture. It takes in live frames from the back camera of smartphones and
uses the smartphone’s CPU to process the frames and detect traffic signs. The appli-
cation does not require supplementary hardware, is user-friendly and cost-efficient.

TSDR has been an important and active research topic in the field of Intelligent
Transport Systems (ITS) for the past 3 decades. The earliest study of TSDR is reported
in Japan in 1984. Since that time several researchers have analyzed different methods to
overcome certain difficulties and improve the performance of TSDR systems. In most
real-time experiments, one or two cameras are mounted on the front of vehicles, a PC
system is embedded in the car to capture the videos and a display is used to show
detected signs. Only a few studies have implemented TSDR systems on smartphone
platforms. This is due in part to the immaturity of smartphone camera and processor
units in the recent past.

For example the authors in [6] developed a smartphone application to detect and
recognize stop signs for inventory and assessment purposes. They utilized color-based
detection techniques to identify the areas that differed in brightness and color from
surrounding regions, so-called “blob regions”. The regions were then tested with
trained classifiers to determine if they contained a stop sign.

In [7], still using smartphones, an Android application which received the images
and reprocessed them to reduce their resolution and volume was proposed. The frames
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were then sent to a centralized server for processing. The authors claimed that since the
computational power and battery life of smartphones are limited, a client-server
approach could better perform the required heavy processing. They used the specific
RGB color ratio features to detect the position of the road sign and extract the sign from
the original image.

Several studies have compiled the difficulties and challenges of the TSDR process.
Factors like variable lighting conditions, air pollution, weather conditions (e.g. fog,
rain, sun, and haze), shadows, motion blur, car vibration, sign distortion, fade and
partial occlusion can hinder the performance of a TSDR system significantly. Research
has led to the development of various methods and strategies to minimize the effects of
these influencing factors [8].

Road sign detection involves identifying a certain object from a generally unknown
background. To achieve this, there are two main methods for object detection from that
can be applied:

• A Haar cascade classifier for traffic sign detection can be trained. This approach
requires building a classifier for every traffic sign, which results in a time-
consuming detection process as it uses a major part of the processor capacity.

• The second method, color segmentation, offers better performance as it does not
require any classifier.

In this work we rely on the second approach and apply color-and shape-based
methods to achieve the highest possible precision in detection.

3 Technical Implementation

The developed smart phone application is intended for a smart device with an Android
operating system that is equipped with a rear camera, GPS and accelerometer sensors
so that the detection and recognition systems work only when the vehicle is moving.

To implement the code for image processing and detection using color-based
segmentation method, the following steps were performed: image acquisition, region of
interest calculation, color segmentation, blob detection, shape classification and plau-
sible sign detection. We additionally designed a graphical user interface that included
check-boxes, push-buttons and a camera display to enable or disable features easily.

In the first step, the mobile application captures a frame using the smartphone’s
back camera that will be later processed. In order to reduce the detection time, an
approximate area is calculated in which the traffic signs are most likely located. This
area excludes 15% from the top and 35% from the bottom parts of the original frame.
This total 50% of frame reduction significantly reduces the detection time in the search
area. Figure 1 shows how this region of interest (ROI) is calculated.
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We targeted in this work those signs which are dominated or bordered by the color
red (e.g. stop or entry prohibition signs). To detect them within the ROI, we converted
the reduced area from the Red, Green, Blue color model (RGB) to Hue-Saturation-
Value (HSV) in order to extract the red color. We used HSV because it is more efficient
handling lighting differences, and makes it possible to better discriminate the colors [7].

Fig. 1. Calculation of the region of interest (Color figure online)
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We then applied Gaussian Blur filters to reduce the noise from the processed frame and
detect the red color. As a final step, we applied Binary Large OBject (BLOB) pro-
cessing to detect the group of connected pixels in the binary image, differentiating
between the “large” objects of a certain size that were relevant to this work (i.e. traffic
signs) and the other “small” binary objects that were defined as noise. This method was
selected due to its effectiveness in finding the targeted objects.

We developed a function to determine the pixels shape and area in order to find the
biggest symmetrical target, a process which helps identify falsely-detected objects.
Finally, if a red, symmetrical object such as a polygon, circle, triangle, etc. was
detected, the application magnified the image and displayed it on the smartphone’s
screen while triggering an alarm. Figure 2 depicts the implementation steps. Figure 3
illustrates the image processing steps from left to right and top to bottom.

Fig. 2. Overview of the implemented algorithm process.
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4 Application Evaluation Results

To evaluate the performance of our implemented application regarding sign detection
rate, accuracy and time, we performed several tests with a vehicle under daylight
conditions and the optimal device position. Two smartphones with different hardware
specifications were used in these tests:

(A) Samsung Galaxy Fame (480p@25fps Camera = 5MP, RAM = 512 MB).
(B) Samsung Galaxy A5 with higher image processing performance and better camera

resolution (1080p@30fps Camera = 13 MP, RAM = 2 GB).

4.1 Traffic Sign Detection Rate

For the evaluation of the traffic sign detection algorithm, we performed 45 different
tests with a minimum of one red sign per test with a detection range of up to 20 m.
According to the device performance, the detection rate with device B was higher.
86.6% of all traffic signs were detected and the rate of false detections constituted
31.1%. A reduction in the detection time was observed depending on the RAM and
CPU power. The detection time with device B ranged from 211 to 255 ms, the average
detection time being 235.6 ms. The detection time with device A ranged from 35 to
45 ms, the average being 40.3 ms. Figures 4 and 5 illustrate the comparative results
from both devices.

Fig. 3. Overview of the image processing steps from left to right and top to bottom. (Color
figure online)
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Fig. 4. Detection rates and time results for devices B (above) and A (below). (Color figure
online)

Fig. 5. Comparative results for the detection rates for devices B and A. (Color figure online)
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5 Conclusion and Future Work

In this paper, we proposed an application that uses a smartphone to monitor the road for
traffic sign detection. The evaluation of the results showed a high object detection rate
(86.6%) within a few milliseconds of time. As expected, the detection time differed on
smartphones with different hardware specifications, the detection rate being higher for
device B. Due to the higher resolution and number of pixels to process, a longer
processing time was required for device B. Device A, although having a lower camera
quality, detected the target objects as well. The number of false detections could be
reduced by improving the detection algorithm in future work, for instance by adding a
new filtration stage.
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Abstract. Deep learning has become the predominant paradigm in
image recognition nowadays. Perception systems in vehicles can also
benefit from the improved features provided by modern neural networks
to increase the robustness of critical tasks such as obstacle avoidance.
This work proposes a vision-based approach for on-road object detection
which incorporates depth information from a stereo vision system within
the framework of a state-of-art deep learning algorithm. Experiments
performed on the KITTI benchmark show that the proposed approach
results in significant improvements in the detection accuracy.

Keywords: Object detection · Stereo vision · Deep learning

1 Introduction

Detection of objects from a moving observer is an essential task for a large
number of advanced driver assistance systems (ADAS) and virtually every
autonomous car. As vehicles are meant to share the road with other users, each
with its distinctive behavior, predictions about future traffic situations require
an accurate identification of the objects in the surroundings.

While object detection in images is a classic problem in computer vision, traf-
fic scenes are particularly complex due to the diversity of appearances, poses,
and occlusions. Additionally, robustness to changes in illumination, weather, and
other external factors is an implicit prerequisite for these applications. Chal-
lenges posed by driving environments have often been tackled making use of
the additional information provided by stereo vision systems [1], which are com-
posed of two nearly-identical cameras displaced horizontally from one another.
This setup allows the extraction of depth information about the scene.

On the other hand, deep learning has become ubiquitous in almost every
application involving image recognition in the past few years. Convolutional
Neural Networks (CNNs) are currently the method of choice after they have
demonstrated to be extremely useful in practical applications. Their success
stems from their ability to learn hierarchical features which significantly outper-
form previous hand-crafted features for a variety of computer vision tasks.

In this work, we aim to enhance the performance of a state-of-art object
detection framework, Faster R-CNN [2], by incorporating depth information
from a stereo camera in a simple, straightforward way.
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2 Related Work

The standard pipeline for object detection in images entails two main stages:
extraction of regions of interest (ROIs) and classification of those proposals.
A few years ago, the research interest was focused on hand-crafted features, e.g.
HOG [3]. As the complexity of feature extraction schemes was tractable, it was
usually possible to perform an exhaustive search over the image using a sliding
window approach.

The introduction of CNNs led to a paradigm shift: today, features are learned
in a supervised optimization process that makes use of large datasets. The com-
plex hierarchical structures of CNNs involve longer computation times, and
sliding-window approaches have become unfeasible due to the huge amount of
regions to be classified. For this reason, as well as the large receptive fields
featured by the conventional CNN architectures, extraction of ROIs in deep-
learning-based object detection schemes remains a very active research area.

Girshick et al. [4] developed the R-CNN paradigm, where CNN features are
computed for every candidate ROI and used in a further classification step. The
method was further updated in [5] with the introduction of Fast R-CNN.

As a natural evolution, Faster R-CNN [6] extends the CNN approach to the
ROI extraction stage, thus resulting in an end-to-end detection framework. The
convolutional layers are applied over the image to extract features which are
simultaneously used to propose candidate regions and to classify them. The for-
mer is performed by a Region Proposal Network (RPN), while the later is carried
out with Fast R-CNN, which additionally provides a bounding box refinement.
As a consequence, the most time-consuming task, i.e. the computation of the
convolutional features, is performed only once.

Despite the impressive performance of Faster R-CNN in generic datasets, e.g.
ILSVRC [7], achieved with only a fraction of the cost of more sophisticated mod-
els, hypothesis generation remains a substantial limiting factor in performance.
As a matter of fact, a significant number of methods in the top positions of the
challenging KITTI benchmark [8] are evolutions of the baseline Faster R-CNN
approach specifically designed to overcome this limitation, such as the scale-
dependent pooling introduced in [9], or the multi-scale CNN presented in [10].

3 Object Detection Approach

We aim to enhance the solid detection baseline provided by Faster R-CNN by
leveraging the stereo depth information without significantly altering the original
design. For that end, we adapt the setup of the network model to allow the
processing of four-channel data structures containing the RGB color channels
of the left image and, additionally, a scaled disparity map. Our approach is
summarized in Fig. 1.

The disparity map is a data structure which encodes the deviation in hori-
zontal coordinates, d, of corresponding points in both images belonging to the
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Fig. 1. Proposed object detection method. Our contribution is highlighted in blue.
(Color figure online)

stereo pair. Thus, the value of each pixel in our fourth channel, s · d, is inversely
proportional to the scene depth at that location, Z, following the relation:

s · d =
f ·B
Z

(1)

where f is the focal length and B the baseline of the binocular pair. Since these
values are determined for a particular stereo system, the disparity value is indeed
inversely proportional to the actual depth.

The reasoning behind our approach is that region proposal can take advan-
tage of the geometrical information provided by the disparity estimation to seg-
ment the foreground objects from the background, thus overcoming the most
severe shortcoming of the CNN method. Using disparity values straightforwardly,
instead of actual depth values, is expected to benefit the segmentation of objects
at closer distances due to the inverse relationship linking both magnitudes.

In summary, our design is intended to preserve the end-to-end nature of
the Faster R-CNN detection method while enhancing the performance of the
classification, especially for objects represented with a limited number of pixels.

3.1 Parameter Tuning

Before considering the influence of the depth channel in the CNN architecture,
we optimized the performance of the baseline Faster R-CNN by tuning its hyper-
parameters according to the specific requirements of driving environments. The
modifications are targeted to the KITTI dataset [8], and include:

1. Training samples selection. Samples used in the training procedure are
chosen so that their IoU overlap with any ground-truth DontCare label, cor-
responding to distant or unclear objects, is below a certain threshold: 25%
for the Fast R-CNN module and 15% for the RPN. On the other hand, only
samples eligible to be included in the ‘hard’ difficulty level are used.

2. Scale. Faster R-CNN has been shown [11] to be highly sensitive to the size
of the input images. We have found that scaling the original images (with
resolutions around 1242 × 375) to 500 pixels in height, both for training and
evaluation, offers a good trade-off between accuracy and computation time.



430 C. Guindel et al.

3. RPN anchors. Proposals from the RPN are parametrized relative to fixed
boxes called anchors. The design of the RPN is intended to handle scales and
aspect ratios different than those of the anchors; however, using anchors of
multiple sizes has been proven as an effective solution, so the a-priori knowl-
edge about the objects in the environment can be used to further improve the
detection accuracy. We use three scales and three aspect ratios for the RPN
anchors, as in the original Faster R-CNN; but the values have been modified
to fit the typical traffic participants, according to Table 1.

Table 1. Modification in the settings of RPN anchors.

Original Proposed

Scales {1282, 2562, 5122} {802, 1122, 1442}
Aspect ratios {2:1, 1:1, 1:2} {5:2, 5:4, 2:5}

3.2 Stereo Depth Information

Different alternatives can be adopted to estimate the disparity map from the
images of the stereo pair. Henceforth, the following methods are considered:

1. The classical Semiglobal Matching algorithm [12] in its OpenCV implemen-
tation [13]; i.e. using block matching and the Birchfield-Tomasi metric.

2. A state-of-art CNN-based algorithm, DispNet [14], currently ranked 9th in
the KITTI stereo leaderboard among the published methods1 and with a
reported runtime of 60 ms.

The density of the SGM disparity map is around 90% due to the existence of
unmatched pixels. As these undefined values could prevent the gradient descent
training to converge, we perform a background interpolation to fill the holes, so
every pixel (u0, v) with a undetermined value in the disparity map, �d(u0, v), is
given a value according to:

d̂(u0, v) = min(d(u−
0 , v), d(u

+
0 , v)) (2)

where d(u−
0 , v) and d(u+

0 , v) are the disparities of the contiguous defined pixels
in the same row. DispNet, on the other hand, provides a 100% dense disparity
map.

As mentioned above, values in the disparity map are scaled before entering
the CNN, according to the s factor in Eq. 1. This is actually a normalization of
the disparity values between 0 and 255/s. Note that the scaling operation must be
performed with saturation to prevent overflow. We chose s = 4 in order to obtain
values close to the pixels in the color channels; this means that only disparities
originally in the range between 0 and 64 are distinguishable in the resulting map.

1 http://www.cvlibs.net/datasets/kitti/eval scene flow.php?benchmark=stereo.

http://www.cvlibs.net/datasets/kitti/eval_scene_flow.php?benchmark=stereo
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Given the parameters of the KITTI stereo system, that clipping corresponds to
depths from 6 m to the infinite, which is reasonably tailored to the field of view of
the camera. Figure 2 depicts an example of the resulting fourth channel (already
normalized) for each of the two employed stereo matching approaches.

(a) (b)

(c) (d)

Fig. 2. Example of normalized disparity maps for a frame in the KITTI dataset (a),
obtained with the two selected stereo matching approaches: DispNet [14] (b) and SGM
[12] with interpolation (d), computed from the original SGM (c).

CNN architectures typically used in image recognition can be applied to our
approach with minimal changes: only the filters in the first convolutional layer
have to be adapted to accept a four-channel input.

A common practice in training CNN models is to initialize the weights in the
convolutional layers using values trained in larger datasets, such as the ILSVRC
[7], with the hope that the learned features may still be useful for related applica-
tions. As the filters that we use in the first convolutional layer are different from
the existing pre-trained models, we initialize the weights in the fourth channel as
the mean value of the same weight in the filters corresponding to the preexisting
color channels. This approach, which avoids the need to retrain the models from
scratch, is based on the assumption that discontinuities in depth are related to
discontinuities in intensity. Additionally, we let weights in all the convolutional
layers, including the shallower ones, be modified during training to fit the new
nature of the data.

4 Results

We compare our approach with the baseline Faster R-CNN to investigate the
improvement introduced by the stereo information. We use the already men-
tioned KITTI object detection benchmark [8] for evaluation. Since the test
ground-truth labels are not publicly available, we use the train/validation split
by [15] to ensure that images from the same sequence do not exist in both
training and validation sets. Following the standard KITTI setup, we use the
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Average Precision (AP) metric to evaluate the performance of the object detec-
tion pipeline and require IoU overlaps of 70%, for cars, and 50%, for pedestrian
and cyclists.

We employ the VGG16 architecture [16], with the minimal changes dis-
cussed in Sect. 3.2. The approximate joint training from [2] is adopted. For every
method, training has been performed for 50k iterations with a learning rate of
0.001 and then for 30k iterations with 0.0001. The seven distinct categories in
the KITTI dataset are considered; however, only Car, Pedestrian and Cyclist
classes are evaluated because of the low number of samples in the remaining
categories. The number of RPN proposals is limited to 300; additionally, a non-
maximum suppression (NMS) is performed. Results are presented in Table 2 for
every category and level of difficulty.

Table 2. Detection AP (%) obtained on the KITTI validation set.

Input Easy Moderate Hard

Car

RGB 88.76 77.01 60.81

RGB+SGM 89.39 77.99 66.84

RGB+DispNet 88.82 77.29 66.56

Pedestrian

RGB 85.97 68.71 61.41

RGB+SGM 87.39 69.16 63.62

RGB+DispNet 87.70 69.73 64.47

Cyclist

RGB 65.22 53.67 50.37

RGB+SGM 64.07 52.25 49.68

RGB+DispNet 66.51 55.77 52.26

Detection using the disparity information surpasses the bare RGB approach
in almost all cases, with the notable exception of SGM for cyclists. On the
other hand, DispNet outperforms the SGM estimation for pedestrians, while
SGM shows better results for cars. The improvement introduced by the disparity
information is especially noticeable in ‘hard’ samples, as shown in the summary
tabulated in Table 3.

Table 3. Summary of mAP (%) obtained on the KITTI validation set, expressed as
the difference in percentage points from the baseline RGB approach.

Input Easy Moderate Hard

RGB 79.98 66.46 57.53

RGB+SGM +0.30 +0.01 +2.52

RGB+DispNet +1.03 +1.14 +3.57
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The average running time per image of the detection stage is 116 ms using a
NVIDIA Titan Xp and Caffe [17]. For preliminary results with fixed weights in
the first two convolutional layers during training, please refer to the Extended
Abstract of this paper [18].

5 Conclusion and Future Work

We have presented an approach to exploit the spatial information provided by
a stereo vision system in order to enhance a well-established object detection
method based on Convolutional Neural Networks. Our proposal is particularly
suitable for automotive applications, where stereo cameras have frequently been
employed to deal with the complexity of the environments without significantly
altering the features of the vehicle.

Results have proven the potential of stereo information to enhance the convo-
lutional features produced by the network, leading thus to a significant enhance-
ment of the detection performance. The improvement is especially notable when
detecting Vulnerable Road Users (VRU), namely pedestrians and cyclists, fre-
quently identified as the most problematic categories in image recognition.

Further steps might focus on the architecture of the network, adopting either
modern architectures, e.g. ResNets, or ad-hoc designs intended to exploit the
information extraction from the disparity map. Additionally, some of the devel-
opments recently introduced in the literature to overcome the fixed size of the
receptive field could be adopted.

This work is intended to be the first step towards a full scene understanding
system in our IVVI 2.0 intelligent vehicle [19], an experimental platform for
driving assistance systems. This application, along with other critical perception
modules, will enable inference about complex traffic situations.
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1 Introduction

One of the most important elements in the mobility of the developed cities is
the road traffic management. The mobility determines the quality of citizens’
living conditions because of many reasons, security, efficiency, and the environ-
mental impact. Focusing on security, according to World Health Organization
(WHO), every year two millions of people die as a result of traffic accidents.
Moreover between twenty and fifty millions of people suffer non-fatal injuries
and a proportion of these people suffer from a disability. These injuries affect
both the family economy and the country. For this reason, amongst others, it is
required to equip the mobility managers with the proper tools to get a precise
idea about the current situation and estimate future state. These tools facilitate
the decision-making and the development of mobility.

The aim of this work is at creating a congestion prediction model for the
Portuguese city of Porto based on FCD. To obtain such traffic model it has been
applied the Knowledge Discovery in Databases (KDD) process, which comprises
the following phases: data pre-processing, data mining and interpretation and
model evaluation.

2 KDD Process

The goal of the KDD process is to extract knowledge from data in the context
of large databases.

The knowledge extracted by the KDD process must have four characteristics:
no trivial implicit, unknown and useful.

Fayyad according to the KDD process “is the non-trivial process of identi-
fying valid, novel, potentially useful, and ultimately understandable patterns in
data” [1] (Fig. 1).

c© Springer International Publishing AG 2018
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Fig. 1. Stage of KDD process

3 Data Preprocessing

The dataset (this dataset is published here [2]) were obtained by 442 taxis in
the city of Porto, in Portugal. These taxis were equipped in order to obtain
every 15 s their Global Positioning System (GPS) position and also other vari-
ables. Between the different attributes that compose the dataset, it highlights
the attribute called Polyline because it contains the sequence of GPS positions
of the trip of a taxi.

In the first step of the KDD we applied a selection of attributes in order to
reduce the data and so to have the attributes that might be useful. Moreover,
two types of data cleaning was applied, first in the attribute called Polyline by
the absence of values since we consider inconsistent that the taxi carries out a
trip in less than 15 s. The second data cleaning was for erroneous data in the
same attribute because there were instances that did not have the complete
sequence of GPS positions. After that, we did a transformation of that dataset
using a grid in order to discretize the spatial coordinates using a well-known
preprocessing tool: grid decomposition Each cell consisted on a maximum and
minimum latitude and longitude selection, also sampling by the hour of the
day and the day of the week. After that we split the original dataset into N
dataset spatio-temporal 3D datasets, assigning all GPS samples to each one of
the aforementioned cells. Moreover, a few statistics were obtained for each cell,
regarding occupancy, inflow and outflow of vehicles (Fig. 2).

As a final task in this preprocessing stage we tagged each cell. We did that
using an analogy to the fundamental diagram of traffic flow which represents
the density of vehicles compared to flow of vehicles. The key to this graph is
where the highest density of vehicles is obtained. This point is called critical
density. The critical density is used to know how it is the traffic flow, because
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Fig. 2. Grid in Porto

when the density of vehicles is greater than the critical density, the traffic is
relatively flowing and stable, while if the density of vehicles is greater than the
critical density, it increases the traffic congestion (More information about the
fundamental diagram of traffic flow [3,4]).

In our project we have called the critical density as critical N. This parameter
indicates the number of vehicles that supports each cell when the outflow of
vehicles was maximum. Using this parameter and the number of vehicles of
each cell for each day of the week and time of day we have labelled into three
categories:

• Free: the number of vehicles is less than 25% of the critical N.
• Synchronized: the number of vehicles is between 25 and 90% of the critical N.
• Congested: the number of vehicles is greater than 90% of the critical.

It is observed that the labelling that we are carrying out is the traffic flow
of taxis and it is not general traffic flow. This must be taken into account, since
there could be certain hours where there is more traffic of citizens than traffic of
taxis. Therefore, we assume that the traffic flow general follows a similar pattern
to traffic flow of taxis. This simplification has been made because we have only
one dataset with trajectories of taxis and not of the vehicles of citizens of Porto
(Fig. 3).
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Fig. 3. Fundamental diagram of traffic flow.

4 Data Mining

In this stage of KDD process we decided to make three experiments in order
to obtain the best model that predicts the traffic flow. For each of the three
experiments we used seven classification algorithms: Bagging + C.4.5, Bagging
+ Hoeffding Tree, Hoeffding Tree, C.4.5, Random Forest, Part and OneR (infor-
mation about these classification algorithms [5–8]). Moreover, for each of the
three experiments it was used as evaluation method 10-folded cross-validation.

In the first experiment, all the classification algorithms were executed to
determine the accuracy rate in which we were. In the second experiment, the
most important parameters of each classification algorithms were adjusted in
order to improve the accuracy rate and to obtain a more robust model. Finally
in the third experiment, we performed a selection of attributes and then we
execute classification algorithms.

The best model was obtained in the second experiment, when we adjust the
parameters of the classifier Bagging + C.4.5. Moreover, we also evaluated other
metrics like the model consistency (variance reduction) and Multi-class Area
Under the Curve metric ([9]).

5 Interpretation and Evaluation Patterns

As we already previously commented, the evaluation method used to evaluate
classification algorithms was 10-folded cross-validation. Moreover we made a
simple interface that represented the set of roads that contained each cell in
order to know whether the results were consistent.
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6 Conclusion and Future Directions

We think that the prediction of traffic flow is essential to improve the quality of
citizens’ living since it affects from daily actions like to go to work to environ-
mental pollution. Thus, it is very possible that in a short time there are models
that predict of traffic flow with high accuracy.

Using our model we obtained a average accuracy rate of 82.58% which we con-
sider acceptable However we believe that the future could improve the accuracy
rate specified of different ways. One way would be to improve the preprocess-
ing data, using the information of neighbouring cells to predict the current cell.
Another possibility would be to use the data stream mining methodology (Infor-
mation about data stream mining methodology [10]), since this would allow us
to have a current model of traffic flow situation.
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Mobility is an essential part of modern societies. Urban mobility has three impor-
tant goals:

– Safety
– Efficiency
– Sustainability

Modern cities have a number of challenges ahead. To name a few, population
levels are increasing together with increments in pollution, energy demand and
environmental impact.

A very important element within urban mobility is Traffic Simulation. There
is no doubt about the importance of the development of accurate traffic simu-
lations, in particular for an efficient traffic management and planning. In that
context, there is an outstanding tool, SUMO (Simulation Urban Mobility) [1,2],
which is not only a complete and customizable microsimulation platform. It is
also changing the game rules with its open software approach. Its community of
developers is very alive and growing every month, likewise the number of research
groups that embrace this tool as main technology for their research plans.

However, SUMO still lacks of something that would be clearly a deal breaker
for local administrations regarding other tools and platforms [1,2]. That is per-
formance. Traffic networks are generally very big and computationally expensive
to simulate. Real-time performance levels are needed for its online use.

In our lab we are aiming at the parallelization of SUMO [1], but before of
that move, we are evaluation the performance improvement through shifting
from Python [3] to ANSI C as programming language.

We have studied how SUMO works [1]. SUMO is very important to
researchers who work in modelling traffic because it allows to inspect the
behaviour of the vehicles, the traffic in general and our infrastructures, there-
fore being able to detect and correct problems or to improve traffic behaviour
before implementing them in real life. For example in platoon driving we can
model behaviours, distances between vehicles or improve algorithms for special
situations like intersections, before implementing such method in real life with
the associated error cost there.
c© Springer International Publishing AG 2018
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<configuration>

<input>

<net-file value="highwaynet.xml"/>

<route-files value="newrou.rou.xml"/>

</input>

</configuration>

Fig. 1. Configuration file

To set up all of this, in SUMO [1], we need a simulation file with the extension
‘.cfg’ which is formed by combining of at least other two files.

The file highwaynet.xml 1 determines the map of street over we want to do
the simulation. This file has a special structure.

Researchers can get a map using several methods; Google, Openstreetmap,
Mapbox, or even a map drawn by ourselves. For that we must know that a
street, via, motorway or highway is formed by a set of nodes. The union of a set
of nodes form the via.

To define the vehicles ([1] and the route that our vehicles, once we have
the map, we need to construct a different file, called ruta.rou.xml 1. This file
defines the type of vehicles we want to have in our simulation. To be able to
simulate big number of vehicles or traffic jams, a set of vehicles and their routes
are automatically created once configured that file automatically. So, researchers
can build a battery of vehicles in just a few steps.

For that, it is possible to define repeated vehicle flows, which have the same
parameters except for the departure time.

To build a battery of vehicles in an automatic way, we need two files.

– car.flow.xml
– highwaynet.xml

The first one indicates the characteristics and routes for our set of vehicles,
and the second one is the map we have used before.

Researchers usually need to control simulations. For example to take the
control of an specific car, or to try to extract interesting data like the speed of a
particular vehicle, the fuel consumption, the position of a vehicle in the highway
or the position of a particular car in a platoon [4].

For that, SUMO allows us to interact with it through TraCI [1]. In a few
words we can define TraCI like the short term for “Traffic Control Interface”
which gives the access to a running road traffic simulation, it allows to retrieve
values of simulated objects and to manipulate their behaviour “online”.

TraCI allows to connect SUMO with an script (preferably written in Python)
and do what we want in a real time inside of our simulation. To carry out this
process, we have to do some changes in our cfg file. We have to put the port
where we are going to link our SUMO with the script. This port will be the
number 8813.

Now that we know how SUMO works and the numerous calculations that
it has to do to show the map of a big city and the thousands of vehicles that
circulate through it with their decisions and rules, it is easier to understand that
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Fig. 2. Flow: “Set of vehicles put into the simulator in a range of time”

<configuration>

<input>

<net-file value="highwaynet.xml"/>

<route-files value="ruta.rou.xml"/>

<remote-port value="8813"/>

</input>

</configuration>

Fig. 3. Configuration file with remote control

Fig. 4. “SUMO and Python”

to do simulations in real time is very computationally expensive. Simulation
speed-up is very important to operate in real-time settings.

In our opinion, to accelerate SUMO simulations it is necessary to study the
engine of the same. We realized that SUMO makes its calculations in Phyton
[3]. Phyton has a lot of advantages:

– Python is a high level programming language.
– Python is multi-platform.
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– Python was developed to work in a high level and it is oriented to portable
object.

– Python is easy to read and understand for programmers.
– Python gives rise to quick development by using less code.
– A large number of resources are available for Python.
– Python code is being freely distributed.
– Python allows to scale even the most complex applications with ease.

Python allows people and programmers with little experience to contribute
to the community by quickly developing modules. That is one of the reasons
explaining SUMO rapid expansion. But Python [3] is an interpreted program-
ming language, which means it is neither performance oriented nor optimized
for a particular architecture.

In this paper we propose to use C instead, in order to accelerate SUMO
situations. C is a programming language more difficult to write than Python,
but it is typically faster, because is a down level programming language, that is
compiled (not interpreted).

– C is faster than Python (down level programming language).
– C is a structure programming language.
– C is highly portable language.
– C has the ability to extend itself.
– C language has a rich library which provides a number of built-in functions.
– C offers dynamic memory allocation.

We present a performance comparison study, using two versions of SUMO.
The out-of-the-box Python version and another version with some of its func-
tionalities developed in C. We have done our simulations using a net, based in
a motorway with two lanes, and a flow of vehicles, between fifty and one hun-
dred cars driving along the motorway during five seconds. That vehicles drive
along the motorway in a constant speed without any intersections for this set of
experiments.

We use Python because the SUMO engine is implemented in that language,
and researchers when want to communicate with SUMO through TraCI use that
high level language. However, here we present some promising results using C
for several modules.

Results are encouraging. We have evaluated the application speed-up by
doing an arithmetic average of thirty simulations in C and other thirty simula-
tions in Python. We have launched a number of different experiments varying
the number of vehicles that were in the simulation.

In this graphic we have done 30 tests increasing 100 vehicles in each test,
with the following parameters:

– road: highway (GC-1).
– Fixed Steps.
– 100 vehicles.
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Fig. 5. C vs. Python

In Fig. 5, the x axis represents the different proofs we have done. For each
test, we have been increasing the number of vehicles substantially to see the
result in milliseconds at Y axis. As we can see, C has a better response. In each
proof C is faster than Python, and we suppose that these results will be growing
in the time line. These proofs are very simple. If we increase the type of vehicles,
number of lanes, streets, highways and start to overburden the simulation we
could see better results. For that, we have to implement libraries in C language
and do others proofs in the future. In Fig. 6, the axis x represents the different
proofs we have done too. In each proof, we have been increasing the number of
vehicles substantially to see the result in Mega-Bytes at Y axis. As we can see,
C has a better response. In each proof C saves more memory than Python, and
we suppose that these results will be growing in the time line. We can assume
that C manages memory better than Python in our simulations.

Fig. 6. C vs. Python
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As for future plans, before we implement the parallel architecture we have
design we will keep on developing some other modules into C, to be sure that
we have the maximum from a serial implementation of SUMO.

References

1. Santana, S.R., Sanchez-Medina, J.J., Rubio-Royo, E.: Platoon driving intelligence.
A survey. In: Moreno-Dı́az, R., Pichler, F., Quesada-Arencibia, A. (eds.) EURO-
CAST 2015. LNCS, vol. 9520, pp. 765–772. Springer, Cham (2015). https://doi.
org/10.1007/978-3-319-27340-2 94

2. Behrisch, M., Bieker, L., Erdmann, J., Krajzewicz, D.: Sumo-simulation of urban
mobility-an overview. In: SIMUL 2011, the 3rd International Conference on
Advances in System Simulation, pp. 55–60 (2011)

3. Dobesova, Z.: Programming language python for data processing. In: 2011 Interna-
tional Conference on Electrical and Control Engineering (ICECE) (2011)

4. Santana, S.R., Sanchez-Medina, J.J., Rubio-Royo, E.: How to simulate traffic with
SUMO. In: Moreno-Dı́az, R., Pichler, F., Quesada-Arencibia, A. (eds.) EUROCAST
2015. LNCS, vol. 9520, pp. 773–778. Springer, Cham (2015). https://doi.org/10.
1007/978-3-319-27340-2 95

https://doi.org/10.1007/978-3-319-27340-2_94
https://doi.org/10.1007/978-3-319-27340-2_94
https://doi.org/10.1007/978-3-319-27340-2_95
https://doi.org/10.1007/978-3-319-27340-2_95


Overtaking Maneuver for Automated Driving
Using Virtual Environments

Ray Lattarulo(B), Mauricio Marcano, and Joshué Pérez
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Abstract. Among the driving possible scenarios in highways, the over-
taking maneuver is one of the most challenging. Its high complexity along
with the interest in automated cooperative vehicles make this maneuver
one of the most studied topics on the field on last years. It involves a
great interaction between both longitudinal (throttle and brake) and lat-
eral (steering) actuators. This work presents a three phases overtaking
path planning using Bézier curves, with special interest in the continuity
of the curvature. Communication among the vehicles is also considered.
Finally, the maneuver will be validated using Dynacar, a dynamic model
vehicle simulator.

1 Introduction

With the evolution of the Intelligent Transportation Systems (ITS) in the last
decade, a great variety of ADAS systems have been tested with successful deploy-
ment in commercial vehicles; some examples of these are: lane departure warning
and assistance, automatic parking, blind spot monitoring, among others. Most of
them are based on on-board sensors such as radars, LiDAR, cameras, ultrasonic
sensors and communication V2X.

Great variety of tests related with automated driving have been performed
on highways. However, planning constrains and control techniques have not been
implemented in an extensive way [1]. One of the biggest and most interesting
scenario on highways is the overtaking maneuver. This is defined by a series
of constrains and conditions given by the perception systems (detection of the
environment and obstacles), and the control stage (speed considerations and
communication with nearby vehicles).

The control architecture used in this work was based on [2], with special
approach in the behavioral planner, as part of the decision block, which is going
to take responsability for the lane change maneuver on highways. We are consid-
ering the information obtained from the sensors as frontal LiDAR and cameras
to detect obstacles on the road, and communication with other vehicles in a
cooperative way.

Three possible stages were established to validate the maneuver. The first is
the generation of a parametric (continuous) curve to change the lane, considering
c© Springer International Publishing AG 2018
R. Moreno-Dı́az et al. (Eds.): EUROCAST 2017, Part II, LNCS 10672, pp. 446–453, 2018.
https://doi.org/10.1007/978-3-319-74727-9_54
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the possibilities that a vehicle could come on the opposite way, and the total
time to recreate the maneuver. The second stage is to overtake the other vehicle
in the opposite lane (adding a secure distance in front of the overtaken vehicle)
and the third stage is the return of the vehicle to the lane.

The implementation of these algorithms and the control architecture was per-
formed on MATLAB/Simulink, along with Dynacar, a dynamic model vehicle
simulator [3].

2 Control Architecture and Decision Module

The architecture used in this work is based on [3]. It is a 6-block generalization to
define an automated vehicle control structure; it has been firstly presented in [4].
To accomplish the goals of the current work, two critical blocks are considered:
decision and communication (Fig. 1).

Fig. 1. Control architecture in detail with obstacle avoidance.

The acquisition module gather information from the different on-board sen-
sors on the real platform and on the simulator, as well as, the information from
the low level CAN (Ego-vehicle information).

The perception stage considers all the information collected from the acqui-
sition block, and, with the use of different techniques and algorithms, it defines
the environment surrounding the vehicle.

Communication stage is relevant for the purposes of this work, because it
collects the information coming from other vehicles involved in the maneuver
(V2X capabilities). Without this module, the difficulty to accomplish the lane-
change maneuver safely, increases.

The control refers to the steering or lateral control and the throttle/brake or
longitudinal control. It allows the vehicle to correctly track the trajectory and
keep the desire speed.

Actuation is conformed by the actuators of the real and simulated platform;
those are: throttle, brake and steering wheel. This block considers the low level
control of the actuators.

The decision module has the objective to generate the trajectories that the
vehicle has to follow. To accomplish this goal, the global planner reads a basic
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trajectory file (the assignment of going from point A to point B) that are basic
points, for instance, the intersections and roundabouts of the route. After this,
a first approach to a single route is done, and then sent to the local planner. It
improves the trajectory softness (hard changes in the curvature) using different
types of curves, such as Bézier [9]. The behavioral planner is related to the
dynamic conditions of the route and how to face them. Some of the maneuvers
considered are lane change, obstacle avoidance and overtaking; the latter will be
studied in this work.

3 Overtaking Maneuver Planning

This work presents a three phases overtaking path planning, using two 5th order
S-Shaped Bézier curves and one straight line. This curve is of special interest due
to its capacity to joint with G2 continuity [10] with straight segments, both at
the beginning and the end of the curve. The design of the path will be presented
and the maneuver will be explained taking into account another vehicle in the
opposite way. The necessary conditions to make the route free of collisions will
be given.

3.1 The Path

In real driving it is common to follow a S-Shaped path in order to make a
lane change. Previous works have emulated this behavior using graph search
algorithms, as shown in [6]. Other techniques have been presented in [8] where
static curves such as sigmoid functions are used to create the S-path. This work
use Bézier curves to create a smooth curve to make the transition between lanes.

Parametric Bézier Curve: Given n + 1 points in the space, P0, P1, ..., Pn,
a Bézier curve is defined as a combination of these points with the Bernstein
Polynomials. Equation 1 shows the general representation of the degree-n Bézier
curve [9]. The P ′

is are called the control points of B(t), and the parametric curve
will lie within their convex hull.

B(t) =
n∑

i=0

(
n

i

)
ti(1 − t)n−iPi (1)

In [7] paths for overtaking are designed aiming for G2 (curvature) continuity,
due to its importance in the reduction of lateral accelerations and improving
comfort. With this in mind, the present work shows the design of a S-shaped
continuous-curvature path using Bézier curves.

Designing the Path: Due to Bézier curves properties [7] it is possible to build
a S-shaped route, placing the control points in specific positions:

#        »

P0P1 must be
parallel to the road and placed in the right lane and

#               »

Pn−1Pn parallel to the
road and placed in the left lane. This configuration allows a minimum of four
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control points. Taking into account the curvature in the search of smoothness,
it is important to joint the Bézier curve with G2 continuity with a straight line,
resulting in curvature 0 at both the beginning and the end of the path. Curvature
for parametric curve is defined in Eq. 2.

k(t) =

∥∥∥
#        »

B′(t) × #         »

B′′(t)
∥∥∥

∥∥∥
#        »

B′(t)
∥∥∥
3 =

∥∥∥
#         »

B′′(t)
∥∥∥ sin(α(t))

∥∥∥
#        »

B′(t)
∥∥∥
2 (2)

Where t ∈ R such that 0 � t � 1, and α(t) is the angle between vectors
#        »

B′(t)
and

#         »

B′′(t). The intention is to find the proper conditions where k(0) = k(1) = 0.
Using Eqs. 1 and 2 the following results are obtained:

#         »

B′(0) = n(P1 − P0) = n
#        »

P0P1 (3)
#          »

B′′(0) = n(n − 1)(P2 − 2P1 + P0) = n(n − 1)(
#        »

P0P1 − #        »

P1P2) (4)

From 2, 3 and 4, k(0) = 0 ⇔ α(0) = 0 or
#          »

B′′(0) = 0. This condition is met
when P0, P1 and P2 are collinear. By symmetry k(1) = 0 if Pn−2, Pn−1 and Pn

are collinear as well. Thus, the minimum number of point to achieve a S-shaped
Bézier curve with G2 continuity with straight lines is six.

0 10 20 30 40 50 60 70 80 90 100 110
X - Coordinate

-20

-10

0

10

20

30

40

50

Y
 -

 C
oo

rd
in

at
e

P0 Ti P1

P4 P5TfP3

P2

t = 0

t = 1

t = 0.5

d1 d2

d3 d4

D

H

Fig. 2. 5th order S-shaped Bezier curve.

Quintic Bézier Curve: The representation of the 5th order Bézier curve is
shown in Fig. 2. It is a degree-5 polynomial with a S-shape graph as previously
deduced. To find the corresponding control points the following formulas are
given:

P0 = (xi, yi)
P1 = P0 + d1

#»p

P2 = P1 + d2
#»p

P5 = P0 + D #»p + H #»q

P4 = P5 − d4
#»p

P3 = P4 − d3
#»p

(5)
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Where (xi, yi) is the position of the vehicle previous to the overtaking maneuver,
#»p is the unit vector in the direction of the road, #»q is the unit vector that is
orthogonal to #»p , D is the distance between the vehicle and the obstacle, H is
the height of the lane change; in general it is equal to the length of the lane.
The lengths d1, d2, d3 and d4 are design parameters that change features of the
curve; specially the curvature is of great interest.

3.2 The Maneuver

This section presents a three phase overtaking maneuver, composed by a lane
change, an overtaking and a lane return. This is the normal behavior when
avoiding slower cars in highways. The maneuver considers the joint of two Quintic
Bézier curves and a straight line. Figure 3 shows the complete scenario with one
vehicle as obstacle and a second vehicle in the opposite direction in the left lane.

Lane Change: The first phase is to avoid the obstacle in the road by making a
lane change. The path to follow will be a Quintic Bézier curve. The design param-
eters are the width of the lane H and the critical obstacle distance Dmin that is
the minimum distance to the obstacle to make a safe lane change. This distance
is directly proportional to the velocity of the vehicle. [5] define an approximate
quadratic function to relate Dmin and the velocity v. In this case, the LiDAR is
responsible for detecting the obstacle.

Overtaking: The overtaking takes place after the lane change, passing the
obstacle by the other lane. This phase is specially useful when the obstacle is
moving at a constant speed.
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Fig. 3. Overtaking maneuver
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Lane Change (Return): When the obstacle has been left behind the vehicle
can return to the right lane to continue with the original trajectory. This is done
with other Quintic Bézier curve. In order to perform the maneuver without
collide with vehicles driving in the opposite direction, it is assumed that exists
V 2V (Vehicle to Vehicle) communication and its positions are well known. In
this case, according to Fig. 3 two critic conditions must be evaluated in t = t1 and
t = t2. If after a prediction in time both conditions are hold then the overtaking
can take place. In the other case the autonomated vehicle needs to stop until
the vehicle in manual mode is no longer a threat.

4 Results and Validation

The simulated scenario was made on Dynacar Simulator and it is composed by
one obstacle and two vehicles driving in parallel lanes in opposite direction. The
first vehicle V 1 is driving in automated mode and is able to change the trajectory
and take decisions, while V 2 runs in manual driving. The maneuver consists of
V 1 overtaking an obstacle considering two possible cases:

4.1 Case 1: Overtake Without Stop

This case presents the scenario where the vehicle avoids the obstacle via the
overtaking maneuver without stop, after predicting no collision in future states
with the overcoming vehicle in the other lane. Figure 4 shows the sequence of
the maneuver in the simulator.

Fig. 4. Overtaking without stop

4.2 Case 2: Overtake with Stop

Other scenario is presented, where the conditions does not allow an overtak-
ing without collision. In this case, the vehicle in automated mode must be in
charge of delaying the overtaking until the vehicle in manual mode is no longer a
threat.

Figure 5 illustrate this scenario. It can be noticed that after 7 s the automated
vehicle starts decreasing the velocity until it stops. It waits for the other vehicle to
pass and when the path is safe it activate the overtaking maneuver following the
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two Quintic Bézier curves previously designed. It can be noticed that t1 �= t2,
showing that both X and Y coordinate does not coincide at the same time,
demonstrating a non-collision maneuver.
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5 Conclusions and Future Works

In this work, a three phases overtaking maneuver was presented. The path was
designed with two S-shaped curves and one straight line, following the common
behavior of drivers when overtaking vehicles in highways. The S-shape part was
designed with a Quintic Bézier curve, because of its low computational cost and
its property of zero curvature at the beginning and end of the curve.

The overtaking was implemented in simulation showing successful results
after running two different scenarios without collision. The automated vehicle is
capable of both overtaking with and without stop.

As future work, the proposed curve will be designed with additional param-
eters, such as the time to collision and the kinematics of the vehicle. Non-static
obstacles such as vehicles with constant speed will be considered in the near
future.

Speed profiles will be taken into account along with a deeper curvature anal-
ysis in order to look for comfort when performing an overtaking with higher
velocities.

In addition, simulation implementation needs to be tested in a real vehicle,
on highways and urban scenarios.
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Abstract. Modeling of driver behavior is an important issue in micro-
scopic vehicular traffic simulations. Especially for lane-change models,
cooperative behavior is in some situations inevitable to ensure a smooth
traffic flow and avoid abnormally long waiting times for single vehi-
cles. Especially in case of congestion and unconditionally required lane-
changes before intersections, at highway exits or road narrows, coopera-
tion between vehicles can significantly improve traffic flow. We analyze
the comprehensive model Cooperative Lane-Change and Longitudinal
Behavior Model Extension (CLLxt) from literature with regard to its
influence to performance indicators of traffic flow such as average travel
time and fuel consumption. To conduct the evaluation, the microscopic
traffic simulator TraffSim is used. The simulation study includes evalua-
tions for two representative scenarios - one highway exit scenario and an
intersection scenario with lanes including turn restrictions. Additionally,
effects of a varying traffic density are analyzed. The results reveal signif-
icant improvements for all investigated situations due to the application
of CLLxt.

Keywords: Lane-change model · Traffic simulation
Cooperative lane-change

1 Introduction

Beyond doubt, behavior of drivers has a strong impact on vehicular traffic flow.
In order to investigate those effects, i.e. gains and losses resulting from more or
less cooperative behavior, simulations are an expedient to quantify those effects
in numbers. Comprehensive simulations include road networks containing roads
with multiple lanes. The discrete decision making of single vehicles whether or
not to change their lane is influenced by multiple factors, and often controlled
by lane-change models of different types. Obviously, the decision is depending

c© Springer International Publishing AG 2018
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not only on the demand to stick to traffic rules, pass by lane closures or acci-
dents or overtaking maneuvers, but also to follow the own route and gain speed
advantage by overtaking others. Additionally, the reaction to other, neighbored
vehicles’ requirements may trigger the consideration of lane-changes. To do so,
influence on the current speed and acceleration may be necessary to execute the
lane-change. A cooperative lane-change model considering the discussed issues
is presented in [1]. It acts as extension to both lane-change (e.g. MOBIL [2]) and
longitudinal models (Intelligent Driver Model (IDM) [3]), and especially provides
solutions for situations where cooperation between vehicles is necessary. How-
ever, it does not present and quantify potential gains and advantages resulting
from cooperative behavior compared to egoistic lane-change models. This paper
presents simulation results, which show in which situations cooperation is bene-
ficial and how much resources can be saved as a consequence. It reveals benefits
when using cooperative lane-change behavior, especially in terms of average time
consumption of vehicles to get from source to destination.

Additionally, another unrealistic effect of non-cooperative models can be
counteracted, that is not visible when averaging time and fuel consumption:
Single vehicles are convicted to wait for a very long time, because it is impos-
sible to change to the target lane in dense traffic. If the blocking vehicle on the
target lane considers also its neighbors, the neighbor vehicle can change lane
after a short waiting time and continue its ride, what moves simulation results
closer to reality.

2 Related Work

Traffic congestion is indeed a major problem worldwide, especially in urban
areas. Also, lane-change models have a significant influence in the field of micro-
scopic traffic simulation [4]. Although microscopic lane-change models are a
intensively discussed topic in literature, the analysis of effects and application of
such a model in congested situations is a special case which is not considered by
many of the basic models [2,5]. A comprehensive driving model including also
lane-changes is presented in [6], which is both well configurable and covers many
aspects in great detail. Hidas [7] deal with lane-changes in congested situations
by analysis of video recordings and try to rebuild the effects in a macroscopic
manner. The authors focus on analysis of gaps and classification of lane-changes
from observations into defined categories. Other work that mainly deal with
characteristic properties of cooperative lane-change models and analysis of lane-
change gaps in congested situations can be found in [8,9]. However, the impacts
of a cooperative compared to egoistic behavior are not covered by any of the
mentioned papers. This is precisely still an important question, and therefore
addressed by this paper.

3 Investigation and Setup

The simulations were carried out using different scenarios, configured within the
microscopic traffic simulator TraffSim [10]. In order to investigate the effects of
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cooperative or drawbacks of non-cooperative behavior, situations where coop-
eration is necessary are simulated correspondingly in order to emphasize the
influence of the proposed model extension. This is the case in slight overload
of a highway exit or considerable and continuously high traffic emergence for
traffic lights.

3.1 Scenarios

Figure 1b shows the analyzed highway scenario, where we simulated 700 vehicles
in total with an equally distributed inter arrival time between two consecutive
vehicles. The arrival time for the highway was varied from 700 ms to 1100 ms
in order to prove the influence of the traffic density on results. The road ends
that are marked in green represent the entry road segments for all vehicles. The
destinations are randomly distributed between the blue areas.

(a) Intersection Scenario (b) Highway Exit Scenario

Fig. 1. Speed and acceleration graphs for both supplying and invoking vehicles (Color
figure online)

In Fig. 1a, the second scenario with an intersection is depicted. The scenario
consists of a traffic light with four connected road segments and multiple lanes,
including turn restrictions and therefore necessity of lane-changes for some of the
vehicles to reach the desired destination. For simplicity, we use only one entry
point (green ellipse) for all vehicles and again distribute the destinations between
the three remaining arms of the intersection (blue ellipses). Thus, the changes
in the results can completely be ascribed to the setup cooperation behaviour.
Analogous to the highway scenario, we also vary the vehicle arrival times from
700 to 1300 ms.

3.2 Simulation Configuration

The results are generated by executing each of the scenario configurations
twice, once with CLLxt disabled and a second time enabled. All vehicles are
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parametrized with the same longitudinal model IDM [3] with a safe deceleration
of −2m/s2, a comfortable acceleration of 0.7m/s2. The minimum distance and
time between two vehicles is set to 2 m and 1.1 s, respectively, and the δ for the
aggressiveness is defined at a medium level of 4.

The lane-change model MOBIL and the cooperative lane-change extension
are parametrized as proposed in [1].

4 Simulation Results

The simulation results show that cooperative behaviour leads to significant
reduction of average travel time and fuel consumption in both investigated situa-
tions. However, the improvements also depends significantly on the traffic density
in the highway scenario. Naturally, we have to admit that cooperative behavior
is not always beneficial in the same manner, but has the greatest impact for
scenarios with a good balance between unproblematic situations with very low
traffic emergence and overcrowded situations without any possibility to improve.

4.1 Travel Time and Fuel Consumption

Results reveal slight improvements of around 2.5% average fuel consumption
over all vehicles and 5% less average travel time for the intersection scenario,
as shown in Fig. 2. These improvements can completely be associated with the
cooperative lane-change behaviour, and less waiting times after standstill due to
consideration of neighbor vehicles’ needs. If these numbers are scaled to large
scenarios with many intersections, even better values can be expected.
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Fig. 2. Simulation results for intersection scenario

The impact of cooperative behavior on the observed values is even more bene-
ficial in the highway scenario. The potential of high waiting times in case of egois-
tic drivers is higher, which can be ascribed to higher speeds. The effort of slowing
down to standstill and accelerating again due to a non-cooperative behavior of
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Fig. 3. Simulation results for highway scenario

a neighboring driver is much higher. Figures 2a and 3b reveal improvements of
travel time of up to 75% and of fuel consumption of up to 11%.

Our evaluations showed that the grade of improvement is strongly dependent
on the vehicle density in the highway scenario, as Fig. 4 shows. Certainly, there
is no need for any cooperative lane-change if the density is at such a low level
that possible situations are very rare. Consequently, also the difference between
the CLLxt ‘on’ and ‘off’ curves are low. The same effect is visible for very
high densities, where the significant influence on average travel time and fuel
consumption is reducible to the congestion, and no improvement is possible due
to that fact. This explains the little differences between the curves on the left
side of the figure.
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In contrast to the highway scenario, nearly no correlation between the vehi-
cle density and the percental improvement becomes apparent in the regulated
intersection (Fig. 5). The improvement stays constant at the mentioned values.
The reason for that is the static configuration of the traffic light cycles, which is
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independent from the emerging traffic. In other words, this means that although
the density increases, the potential for improvements by cooperative lane-changes
stays constant, only the queue length before the intersection becomes longer.
Nevertheless, the probability of occurrence of situations with necessity to coop-
erate between vehicles is therefore nearly equivalent, and thus also the improve-
ment curves.

142

142,5

143

143,5

144

144,5

700 800 900 1000 1100 1200 1300

Av
er

ag
e 

tr
av

el
 

m
e 

[s
]

Inter-arrival me [ms]

CLLxt off CLLxt on

Fig. 5. Travel time vs. density for intersection scenario

4.2 Distribution of Travel Time

Another interesting aspect which reveals significantly in the highway scenario
and what one cannot see in the averaged values above is the distribution of travel
time among the vehicles, which is depicted in Fig. 6. We picked a representative
configuration with the highway scenario and an inter-arrival interval of 800 ms.
The upper part shows the histogram over travel time for the non-cooperative
behaviour (Fig. 6a). The majority of vehicles has travel times of about 100 to
200 s, as the left columns indicate. However, a considerable amount of vehicles
experience travel times of a multiple of the regular time, which of course is disad-
vantageous for reasons of transport planning for both individuals and operators.
The reason for these outliers are the long waiting times for some vehicles with
pending lane-changes to the exit. They cannot change to the target lane because
it is occupied by upcoming vehicles, which ignore their lane-change demand. In
contrast to that, the travel time distribution is more balanced with coopera-
tive behavior enabled (Fig. 6b). The previously occurring high waiting times due
to blocked highway exit lanes are avoided for single vehicles, since as soon as
an intended lane-change is indicated, the following vehicles take the intention
into consideration. If possible, they slightly reduce their speed to precipitate an
uncritical lane-change maneuver.
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Fig. 6. Travel time distribution with different behavior settings

5 Conclusion

In this paper we proof the influence of cooperative lane-change on traffic flow by
simulations. We analyze the Cooperative Lane-Change and Longitudinal Behav-
ior Model Extension CLLxt [1] and compare scenarios with enabled and disabled
cooperative behavior regarding the influence of the cooperation between drivers
on traffic flow. The simulations are carried out using the microscopic traffic sim-
ulator TraffSim using two scenarios, one highway scenario and one intersection
scenario. Additionally, we vary the traffic density to investigate the influence on
the potential of improvement in different situations. Cooperation is essential in
all investigated situations, which is demonstrated and quantified in numbers. The
results show up to 75% savings in average travel time for the investigated high-
way scenario, and 5% for the intersection scenario. Fuel consumption decreases
by 11 and 5% for the highway and intersection scenario, respectively.



Effects of Cooperative Lane-Change Behavior on Vehicular Traffic Flow 461

Acknowledgments. This project has been co-financed by the European Union using
financial means of the European Regional Development Fund (EFRE). Further infor-
mation to IWB/EFRE is available at www.efre.gv.at.

References

1. Backfrieder, C., Ostermayer, G., Lindorfer, M., Mecklenbräuker, C.F.: Cooperative
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Abstract. In this paper comparative performance analysis of two control
methods to determine Variable Speed Limit (VSL) is performed using micro-
simulation. A case study is performed on D100 Freeway, using both control
methods, in a simulated environment of VISSIM. Calibration of VISSIM is
sought using Remote Traffic Microwave Sensor data provided by Istanbul
Municipality. Integration of MATLAB with VISSIM is realized via COM
interface which allows implementation of user defined control methods. Results
show that both control methods perform better when compared the no-control
case in terms of Total Time Spent in the selected network. The feedback control
strategy, based on occupancy, performs relatively better when compared to
control strategy using decision tree based on threshold values of volume,
occupancy and average speed. Also, the speed profiles achieved with feedback
control is more homogenized when compared to resultant speed profiles from
control based on volume, occupancy and average speed. It can also be con-
cluded that application area of VSL, acceleration area, the position of signs and
detectors affect the performance of VSL control systems.

Keywords: Variable speed limits � Congestion �Microscopic traffic simulation

1 Introduction

Intelligent Transportation System techniques like Ramp Metering, Route Guidance and
Variable Speed Limits (VSL) can help in easing out congestion on freeways. While
ramp metering and route guidance system have limited scope of application, VSLs can
be used for preventing traffic breakdown by regulating flow upstream of a congestion.
This is achieved by imposing speed limit before critical density or flow is attained.
Fixed control approaches based on occupancy, implemented on I-4 Orlando Florida,
and flow, implemented on M-25 England, have been utilized in past. Many studies
have reported improved performance with better control strategies, however mostly in
hypothetical test scenarios. Aforementioned field implementation also used simple
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algorithms. Thus this study presents a comparative performance evaluation of two
control methods in VSLs implementation: One of the control methods is adapted and
modified from [1] which is based on flow occupancy and speed while another one is
adapted from [2] based on feedback control based on occupancy to calculate VSLs.

In the following section, relevant literature is summarized. The methodology is
explained in the third section. The fourth section presents the simulation results. The
final section concludes the paper with possible future research directions.

2 Relevant Literature

Representing vehicular flow mathematically has always been an effective tool in traffic
studies. The Mainstream Traffic Flow Control (MTFC) using VSLs to reduce TTS is
proposed in [3], while a simple volume, occupancy and speed value based control
method is tested in [4]. Using METANET to predict traffic state over a time horizon of
5 min for a mountainous freeway section, where the bottleneck formed due to the lane
drop before a tunnel, a model prediction is performed in [5]. They used an objective
function to minimize the crash risk utilizing VISSIM for traffic simulation in [5].
MTFC is used in [6] to implement VSLs, where better results with optimal control is
reported with the fact that working on continuous speed limits makes it difficult to
implement on the field. The safety constraints demand the speed limit to be discrete and
sustain for certain period of time before they are changed. The study concluded two key
points- Feedback Control was more robust and simple to apply compared to optimal
control and it can consider all constraints ensuring safety and practicality. A similar
analysis on a hypothetical network using Optimal MTFC and Feedback MTFC with
VSLs is performed in [7].

For this case study, two VSL control methods are adopted from [1, 2]. A study to
assess the safety and operational impact the proposed VSL algorithm on freeway traffic
is conducted in [1]. The algorithm uses a decision tree with threshold values for
volume, occupancy, and speed. Simple threshold based VSL controls have been in use
in existing freeway. For example, a volume based control is utilized to trigger the VSL
on M-25 Motorway. The threshold volumes are sourced from [8] defining the Level of
Service (LOS). A feedback control integrated to a microsimulation environment is
utilized in [2]. As mentioned above, METANET model for traffic simulation has been
extensively used by researchers, but, few points noted in [2] are that METANET being
macroscopic divides the stretch into sub-section and speed limit changes are enforced
on the whole sub-section but in practice vehicles passing speed limit sign are affected.
Further, macroscopic models are not stochastic therefore, driver behavior is better
modeled by microscopic models.

A simple feedback control was preferred over optimization because of simplicity
and robustness of such controls. VSLs’ algorithms-based advanced control methods,
such as optimal control and Model Predictive Control (MPC), have not been being
tested frequently in the real life with exception of SPECIALIST control method in [9].
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3 Case Study Methodology

For traffic simulation, VISSIM is used which is time-step based, stochastic, micro-
scopic model that treats vehicles as basic entities. It is based on Wiedemann 99 model
for freeway car following behavior of longitudinal movement. For lateral movement, it
employs a rule-based algorithm. Control strategies are realized in MATLAB, which is
integrated with VISSIM via COM interface. This server-client type setup provides
flexibility by allowing user defined controls implementation and access to traffic flow
variables in real time. Traffic volume and average speed RTMS data for every two
minutes is used to perform calibration of the VISSIM model. Volume is used as input
for the model. Freeway traffic parameters, i.e., Headway Time (CC1), Following
Variation (CC2) and Oscillation Acceleration (CC7), are modified until the simulated
and the real volumes satisfy GEH statistics [10]. Above mentioned parameters are
considered since they are reported in [11] and [12] to be the most sensitive parameters
having a significant impact on the flow through the network.

Best results are obtained when CC1 = 1 s, CC2 = 5 m and CC7 = 0.30 m/s2. It is
observed that 95.8% of GEH values were within 5 at RTMS 301, 92.5% of GEH values
were within 5 at RTMS 533 and 90% of GEH were within 5 at RTMS 534. According
to [10] 85% volumes in the simulated model should have GEH less than 5 for accurate
representation of real-field traffic flow. Calibration is validated by plotting real and
simulated speed profiles as shown in Fig. 1 for RTMS 533. After the calibration
simulation is performed, during which value of the volume, occupancy and average
speed for every minute is retrieved by MATLAB from VISSIM, desired speed is
calculated by the running program code and sending back to VISSIM.

3.1 Case Study Test Segment

Many segments over D100 freeway in Istanbul suffer from recurrent congestion [13–
19]. The section under consideration is 3.5 km westbound 100 from Zincirlikuyu
towards Okmeydani. There is a two-lane on-ramp from Barbaros Boulevard followed
by an acceleration area, which ends at an off-ramp towards Buyukdere Street. There is
another on-ramp from Buyukdere Street followed by a 250 m of an acceleration area.
Next, there is an off-ramp followed by another on-ramp. There are three RTMS

Fig. 1. Real and simulated speed profile
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detectors. RTMS 301 corresponds to first on-ramp while RTMS 533 is stationed at the
second on-ramp. RTMS 534 is placed at the third on-ramp, which is towards the end of
the section. RTMS 301 and RTMS 533 records point heavy congestion during peak
hours. From RTMS 534 it is seen that the flow from on-ramp is relatively low. There is
no congestion captured at this point even during peak hours.

3.2 System Control Strategies

As discussed in the previous section, there are various control methods for VSLs. For
the present case study, two types of control have been selected. One of the algorithms is
adapted from [1], which essentially represents the simple volume, occupancy and speed
value based control method. The VSL control based on volume has been implemented
on M-25 Motorway, England as well as on E6 motorway, Sweden. Occupancy-based
VSL control was implemented on I-4 Orlando, U.S.A. Further, weather based VSL
control has been used in past. Thus adoption of the algorithm from [1] is justified as it
represents the current methods used in freeway management. The algorithm for control
1 is shown in Fig. 2.

The other control approach chosen is feedback type that is adapted from [2]. It is a
robust and simple control, which is preferred over the optimal control by the authors. It
is single-input-single-output type control where the VSL rate b �ð Þ and the occupancy
are respectively the control action and the controlled variable. In [2] authors prefer
microsimulation environment over macrosimulation due to the practical aspects dis-
cussed in Sect. 2. Moreover, feedback control can be readily deployed in the field
which makes it preferable. Equation 1 gives MTFC feedback type control:

b kð Þ ¼ b k � 1ð ÞþKIerror kð Þ ð1Þ

where; b is the VSL rate (ratio of current speed and speed limit), error = desired
occupancy-current occupancy. The desired occupancy was set at 20% for our case as it
is determined from the no-control scenario shown in Fig. 3. k is the time step and KI is
the Integral Gain. The value of KI = 0.01 for 0<b> = 0.3, KI = 0.008 for 0.3<b> = 0.6
and KI = .011 for 0.6<b> = 0.9. Table 1 shows all the tested scenarios. The displayed

Fig. 2. Algorithm for control 1 adapted from [1]
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speed is subjected to two constraints: the difference between displayed speeds of two
consecutive VSL signs should not be more than 20 km/h [1] and lower speeds should
sustain for at least one minute [20]. These constraints prevent sudden speed changes
and allow the traffic to recover before the sign is changed to higher speed values.

4 Simulation and Comparative Analysis

The simulation is performed for 4 h with 5 min of warm-up time to saturate the
networks with traffic. A Measure of Effectiveness (MOE) is sought in terms of TTS.
Table 2 shows the reduction of TTS for control 1 and control along with the no-control
case. It can be observed that for control 2 with the scenario no. 4 reduction in the TTS
is maximum. Therefore, it is straightforward to conclude that the shorter application
area and acceleration results in better performance of feedback type control method for
our case. For control 1, scenario no. 3 is the best in terms of TTS reduction, therefore,
higher cut-off values for volume and occupancy results in better performance.

Fig. 3. Occupancy for RTMS 301 and RTMS 533

Table 1. All tested scenarios for control 1 and control 2

All scenarios

Control 1 (flow, occupancy,
and speed based algorithm

Scenario 1 Flow threshold = 1500 vphpl
Occupancy threshold = 18%

Scenario 2 Flow threshold = 1600 vphpl
Occupancy threshold = 20%

Scenario 3 Flow threshold = 1700 vphpl
Occupancy threshold = 22%

Control 2 (MTFC) Scenario 4 Application area = 100 m
Acceleration area = 150 m

Scenario 5 Application area = 150 m
Acceleration area = 200 m

Scenario 6 Application area = 200 m
Acceleration area = 250 m
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Figure 4 shows the speed profile for no-control, control 1 and control 2 cases,
where; the section enclosed by 16 data collection points and the time marked for every
two minutes are represented by two axes and the speed is represented by the third axis.
It can be observed that onset of congestion starts at point 10, on space axis, corre-
sponding to second on-ramp merging, after 90 min into the simulation and propagates
upstream towards point 2, which corresponds to the first on-ramp merging. Congestion
only dissipates after point 10 towards the end of the section. The top right plot in Fig. 4
shows the speed profile after control 1 is applied. It shows relatively a better speed
profile with reduced congestion over time and space. It is observed, however, that flow
becomes unstable towards of the end of the network. The plot at the bottom of Fig. 4
shows the speed profile after control 2 is applied. It can be observed that it has the
lowest congestion period, where traffic is relatively stable even after point 10, the 2nd

on-ramp merging. One more noticeable difference is that after the application of the
VSL control congestion is redistributed in the section and congestion dissipates sooner

Table 2. Summary of TTS reduction for all scenarios

TTS (veh.h) % change

No-control – 1067.63 –

Control 1 Scenario 1 767 −28.15
Scenario 2 696.45 −34.72
Scenario 3 679.41 −36.38

Control 2 Scenario 4 586.16 −45.07
Scenario 5 636.84 −40.31
Scenario 6 651.54 −38.98

Fig. 4. Speed profiles for no-control, control 1 and control 2
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when compared to the no-control case. Furthermore, it can be inferred that VSL sys-
tems themselves are unable to obstruct the breakdown in traffic flow when demand is
considerably high, however, they can delay the onset of congestion.

5 Conclusions

The aim of the study has been to analyze the performance of two control methods for
VSL systems in heavy congestion traffic scenario of D100 freeway. When variable
speed limits are applied in very heavy congestion they can successfully delay the onset
of the congestion by changing the spatial and temporal distribution of congestion to
other areas of the network, which can resolve much earlier compared to the no-control
case. When the traffic demand is very high, the performance of the VSL system is not
very satisfactory due to the fact that during high traffic demand, traffic breakdown is
imminent. VSLs play little to no role in the recovery of traffic, which primarily depends
on the reduced demand on main links and ramps. In our case, the feedback type MTFC
performed better when compared to flow, occupancy and speed based control. The TTS
has been reduced up to 45.07% for the feedback MTFC while it is reduced by up to
36.38% for flow, occupancy and speed based control. It is also observed that placement
of detectors and VSL signs also affect the performance of the overall control application.
As the future extensions of the study summarized, co-operative methods, including
ramp metering as well as lane management, can be tested on the section in interest as
there are two bottlenecks due to the presence of the on-ramps. The study will be
expanded to include more bottlenecks on D100 and E-80 freeways in order to analyze
use of combined control in the network-wide congestion propagation in Istanbul city, as
well on the approaches of the Bosphorus strait crossing bridges [21–24].
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Abstract. A probabilistic safety analysis methodology based on
Bayesian networks models for the probabilistic safety assessment (PSA)
of highways and roads is presented. The main idea consists of (a)
identifying all the elements encountered when travelling the road, (b)
reproducing these elements by sets of variables, (c) identifying the direct
dependencies among variables, (d) building a directed acyclic graph to
reproduce the qualitative structure of the Bayesian network, and (e)
building the conditional probability tables for each variable conditioned
on its parent nodes. Since human error is the most important cause of
accidents, driver’s tiredness and attention are used to model how the
driver’s behaviour evolves with driving and how it is affected by the
environment, signs and other factors. A computer program developed in
Matlab implements the Bayesian network model from the list of road
items and a set of parameter values given by a group of experts. In this
way, the most critical elements can be identified and sorted by impor-
tance, thus, an improvement of the global safety of the road can be done
savings time and money. The proposed methodology is illustrated in real
examples of a Spanish highway and a conventional road.

Keywords: Bayesian networks · Road safety
Probabilistic safety analysis

1 Introduction

One of the main concerns of our society today is the great number of accidents
that occur on roads. Thus, the improvements on safety traffic analysis on roads
are considered very useful. The study of this work focuses on Probabilistic safety
analysis (PSA) since it is well-known and the best technique to asses the safety
level of a system. It has been widely used for nuclear power plants and in recent
years it has been also employed for railway lines (see for example [1,2]).

The analysis presented here is especially based on Bayesian networks (BN)
because they have a great power to reproduce multidimensional random variables
and present numerous advantages against other existing methods such as fault
or event trees. However, there are few analysis of traffic infrastructures based on
them. Some of the studies applying BN are for example [3–6].
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In this work a Bayesian network for probabilistic safety assessment of high-
ways and roads is proposed and described.

2 Bayesian Network Proposed Model

In this section the Bayesian network proposed model is introduced and the steps
of its building are detailed. A Bayesian network has two main components:
(a) an acyclic graph which define the qualitative structure of the multidimen-
sional variables and (b) the conditional probability tables which quantify the
Bayesian network. In order to define the qualitative structure here, is used the
subjective method, based on our knowledge of the problem since the existing
data are not adequate to provide this information.

The first steps to build the Bayesian network are the selection of the most
relevant items that have influence on traffic safety being likely to cause incidents,
and the identification of the variables related with these items. In order to iden-
tify all possible items, such as curves, stop signals, intersections, roundabouts,
tunnels, acceleration or deceleration lines, traffic light signals, and pavement fail-
ures, a video is recorded from the start to the end of the road (see [7]). The list
of the chosen variables for this model with their definitions and their possible
values are shown in Tables 1 and 2 depending on they are related to the driver,
infrastructure or the incident respectively.

Table 1. List of variables related to the driver and the infrastructure with their possible
definitions and values.

V. Related to the

driver

Definition Values

D: Driver’s attention This variable represents the driver’s attention Distracted, Attentive, Alert

T: Driver fatigue Measures driver fatigue A positive value that

increases with driving time

Sd: Driver decision on

speed

Represents the action of the driver in cases

where he must adjust the speed

Correct, Error I, Error II

Dri: Driver type This variable reflects the quality of the driver Professional, Experienced,

Standard, Bad

AS: Decision of the

driver at a traffic light

Represent the decision of the driver at a traffic

light

Correct, Error I, Error II

DS: Decision of the

driver in a signal

Represents the decision of the driver in a signal,

such as Stop, yields or speed limit signals

Correct, Error

V. Related to the

infrastructure

Definition Values

It: Traffic intensity This variable measures traffic intensity Light, Medium or Dense

Vis: Visibility This variable measures the visibility existing at

the point considered

Good, Average and Poor

Vt: Type of vehicle Refers to the type of vehicle Heavy Vehicle, Automobile

and Moto

S: Speed Is the circulation speed at the point considered Set of positive values

SS: Signal status Represents the status of the signal Green, Yellow, Red

TF: Technical failure It represents the possible failure of a vehicle,

signal, etc.

Yes, No

E: Failure in the

environment

It represents the possibility of unwanted events,

such as obstructions of the road by stones, trees

or other materials, animals as well as defects of

the road, clearings, embankments, etc

No fault, Minor fault,

Medium fault or Serious fault
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Table 2. List of variables related to the incident with their possible definitions and
values.

V. Related to the

incident

Definition Values

V: Vehicle failure Consider the possibility of a vehicle failure No fault, Minor fault,

Medium fault or Serious fault

P: Pavement

condition

Represents the state of the pavement Good condition, Mild failure,

Medium failure or Serious

fault

Co: Collision Represents the possibilities of collision with other

vehicles that circulate on the road in the same or

opposite direction

No Collision, Mild Collision,

Medium Collision, or Severe

Collision

W: Weather Represents the type of climate Fair, Rain/Snow, Wind, Fog,

Snow/Ice

CF: Crossover

Frequency

Represents the frequency of crossing between two

elements of brakes such as vehicles and trains or

pedestrians and vehicles at a specific point on the road,

such as pedestrian crossings or level crossings

Yes, No

I: Incident Represents possible incidents that may occur at a

particular location on the road or in a no-signal range

Incident, Mild Incident,

Medium Incident, and

Serious Incident

Fig. 1. Sign sub-Bayesian network as example of the different sub-Bayesian networks.

The identification of the direct dependencies among the variables involved
is the next step. In order to obtain the acyclic graph different sub-Bayesian
networks with a particular structure and associated variables with their cor-
responding conditional probabilities have been modelled. As a representative
example, the sign sub-Bayesian network which is used at locations where some
action subject to error is required, is shown in Fig. 1.

Finally, the conditional probability tables are defined using closed formulas.
Once these four steps are covered, all the information needed to calculate the

marginal probabilities of the incident types nodes and the ENSI1 values for each
location become available.
1 ENSI refers to the expected number of equivalent severe incidents, where 6.4 medium

incidents and 230 light incidents are considered equivalent to one severe incident.
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3 Software Development and Outcomes

A computer software written in Matlab with calls to Latex, JavaBayes and BNT
software has been developed by our group to obtain the results for this model. As
data input it is used a sequential description of all the items encountered when
travelling along the highway. The computer program checks the given data for
errors, builds the acyclic graph of the Bayesian network, builds the conditional
probability tables, calculates the incident probabilities, evaluates the ENSI of
incidence nodes, provides a table of the ENSI frequencies for all items, sorts
ENSI values by importance, provides the expected number of incidents of each
item type, plots the segments Bayesian subnetworks, gives the ‘JavaBayes’ code,
gives the ‘BN’ code, and provides a report file.

In order to display the results in a useful way, the following elements, shown
in Fig. 2 have been included divided by segments: (A) the segment acyclic graph
of the Bayesian network, (B) the graphical representation of traffic signs and
track elements, (C) the segment characteristics, and (D) a cumulated risk chart
where the reader can easily identify the relative importance of the different items
by comparing the discontinuities (jumps) of the graph. The whole line represen-
tation has been divided into short segments, with the aim of obtaining a more
detailed information. In order to obtain a global view of the roads assessment
some plant sites, where the riskiest points are allocated and differentiated by
severity level, are represented, as well as, different types of tables to facilitate
the understanding of the results of the probabilistic safety analysis. In the fol-
lowing Section, representative examples of this graphical information provided
are illustrated.

Fig. 2. Example of the information supplied by the computer program.
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4 Examples of Application

The usefulness of the model can be appreciated in the next examples. In the first,
the National N-634 road from (Kilometer Point, KP) 260.945 to KP 264.870 is
considered, with an Annual Average Daily Traffic (AADT) of 2145 vehicles. In
Fig. 3 the acyclic graph of the segment between KP 262.180 and KP 262.276
is represented. As commented before, the relative importance of the different

Fig. 3. Example of the segment between KP 260.945 to KP 264.870 of the N-634
national road without improvements.

Fig. 4. Example of the segment between KP 260.945 to KP 264.870 of the N-634
national road with proposed improvements.
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Fig. 5. Example of the CA-182 secondary road initially.

Fig. 6. Example of the CA-182 secondary road with proposed improvement.

items can be identified by comparing the discontinuities in the graph. It can be
easily seen that curves and lateral entries are the most critical items. The worst
segment of the line is placed between KP 262.210 and KP 262.416, thus, the
speed limit sign (50 Km/h) of KP 262.275 have been reduced to 40 km/h and
have been moved to KP 262.184. In Fig. 4 how this change improves significantly
the resulting ENSI can be seen.

In the second example, shown in Fig. 5, the CA-182 secondary road trace
from KP 9.801 to KP 15.250 with an AADT of 558 vehicles is represented. Here,
the solution for the misplacement of a sign (speed limit signal 40 km/h at KP
9.875), which generated two items with a significant high incident probability,
was to move the sign from its original location to KP 10.200. In Fig. 6 how the
risk decrease significantly and the reduction of the ENSI can be appreciated.
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5 Conclusions

Based on the model and outcomes presented in this paper the following conclu-
sions can be drawn:

1. Bayesian network models are very useful to reproduce and to perform a prob-
abilistic safety assessment of highways and roads.

2. This model allows to identify the most dangerous points of any road.
3. It is possible to determine the most frequent events that produce accidents.
4. The real examples commented in this paper show that the method can identify

relevant incidents and quantify their probabilities of occurrence.
5. The proposed methodology allows to take corrective measures to the safety

problems of the road and to predict accident concentration zones before they
occur.

6. Applying this model resources for improving safety and maintenance could
be optimized.

7. A lot of work still needs to be done in the future in this direction above
all about the parameter estimation. The collaboration of diversity groups of
experts would improve the power and the efficiency of the method.
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