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Preface

Nuclear security represents one of the most pressing global challenges. Our societies
are threatened asymmetrically by terrorist groups, either operated independently
or sponsored by rogue states. The prospect of nuclear terrorism, especially one
that would involve a nuclear explosive constructed using special nuclear material
(SNM), motivates a concerted effort spanning technical and policy means to control
the production, possession, and movement of SNM. Formidable physics obstacles
stand in the way of addressing this challenge. SNM spontaneously produces only a
low level of unique detectable signature in the form of penetrating radiation. This
signature is immersed in an abundant natural background radiation. In addition,
the radiation signatures of SNM can be shielded with relative ease, effectively
eliminating the possibility to detect even substantial quantities of SNM that could
be used to construct a functioning nuclear explosive device.

These fundamental physics challenges have motivated the development of
alternative methods to detect, locate, and identify SNM. It is becoming accepted
today in the physics and security community that the only promising way to detect
SNM in movement, especially associated with burgeoning international trade, is
using an active method, frequently referred to as active interrogation (AI). The
objective of this book is to address the multiple technical facets of AI in an integrated
and coherent form that has not been available to date. The available literature in
this area is mostly in the form of relatively disjointed project reports and technical
journal articles. The existing books usually treat only a single aspect of AI, such
as radiation sources, detectors, algorithms, electronics, and physics of the detection
process. To the best of our knowledge there is no volume that presents this subject
in integrated form. Aggregating the knowledge in disparate technical areas of AI
and connecting it in a logical fashion therefore holds a great educational and more
general scientific merit, which is why we decided to undertake the project of writing
this book. This book has been prepared in the format of an edited volume, since we
believe that the best way to convey the state of the art in AI is to engage some of
the leading researchers and educators who perform research on this subject, or have
made important technical contributions to it.
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viii Preface

We believe this is the right time to publish a book with this type of content. The
community is highly engaged, the research activity is consistently high, and many
students and researchers are entering the field. Graduate students and masters- and
doctoral-level professionals working in the area of nuclear security or security in
general could profit from a volume that will provide them with a concise physical
basis of AI, along with in-depth current status of key issues in AI, as the technical
method of choice to counter the threat of nuclear terrorism.

The goal of the book is to achieve a high level of alignment with the material
taught in courses associated with a major growing area of nuclear engineering
while integrating the fundamental physics principles with the current and future
technology trends. The book should be an appropriate reference for both senior
undergraduate and graduate courses in the area of nuclear security, nonproliferation,
safeguards, and detection. It could even be a principal text for a special topic course
on AI, or a required/optional text in the broader areas listed above. Parts of the
book would also find audience among a broader group of engineers (mechanical
and electrical) and scientists (physicist, materials scientists, and chemists), as well
as policy analysts. At the same time, the book does not purport to replace the well-
known texts that specialize in any of the technical areas covered here.

A fraction of this book draws upon the material developed for special topics
courses taught at Purdue University and Penn State University for a number of
years, including the ones that resulted from the collaborative effort of Penn State
University, Massachusetts Institute of Technology, and Texas A&M University to
spearhead a formal Nuclear Security Education Program. We wish to thank our
contributors, who invested their valuable time and effort into making this book
possible. Simultaneously, we would like to acknowledge the support we have
received over the years from our colleagues at universities, national laboratories,
and federal agencies, which further motivated the writing of this book.

Ann Arbor, MI, USA Igor Jovanovic
Atlanta, GA, USA Anna S. Erickson
November 2017
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Chapter 1
Introduction

Igor Jovanovic

Abstract The context for the emergence of nuclear security challenges is dis-
cussed, including some of the milestones in the development of nuclear weapons
and the international efforts aimed to direct the use of nuclear technology to peaceful
applications. The key terminology pertaining to nonproliferation is introduced, after
which the focus of the chapter shifts to the problem of nuclear terrorism. The effects
of a hypothetical terrorist attack using a relatively small, improvised, nuclear device
are discussed. Next, the policy and the relevant treaties that have shaped the arms
control regime over the past decades are introduced. The national and international
efforts are subsequently discussed, which aim to provide a framework for prevention
of nuclear terrorism. Finally, the general characteristics of the active interrogation
technique are discussed, which will be expanded upon in the remainder of the book.

1.1 Historical Perspective on Nuclear Security

While the process of laying the foundations of the nuclear science can be traced
to the early 1900s, in this context the discovery of the nuclear fission in 1938 by
Meitner [1] can be singled out as a truly disruptive event. The potential for nuclear
fission to lead to a new class of weapon that eclipses all the others in terms of
its destructive power was quickly recognized (see, for example, the 1939 letter
by Albert Einstein to US President Franklin Delano Roosevelt [2]). The discovery
and exploration of the prospects for application of nuclear fission largely coincided
with the Second World War, the most extensive and lethal conflict to date. In large
part due to these circumstances, the effort to employ fission to develop a nuclear
explosive device and to engineer its size and packaging such that is compatible with
the state-of-the-art weapons delivery systems gained the highest priority in the U.S.
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2 I. Jovanovic

war effort, and is known as the Manhattan Project [3]. This impressive scientific and
technological development was fueled by an unprecedented combination of high
concentration of scientific talent and essentially unlimited government support. At
a final cost of approximately $27 billion (adjusted to 2016 dollars) [4], by 1945 a
large team of scientists and engineers has developed two major embodiments of a
nuclear bomb, based on highly enriched uranium and plutonium. The regrettable
historical episode in which both of those designs were employed to accelerate the
end of the war with Japan also led to an immediate and universal recognition of
the urgent need to control the development and use of such weapons and limit the
proliferation of nuclear weapons technology.

United States held the monopoly to nuclear weapons only for several years, until
the demonstration of the Soviet plutonium implosion weapon in 1949. This quickly
escalated into a nuclear weapons race, initially only between the United States and
Soviet Union, but by 1960s the circle of nuclear weapons states has expanded to
include the United Kingdom, France, and China. The nuclear weapons race came
at a substantial cost, which required public support. In United States, the Project
Candor was initiated in 1953 as a media campaign aimed to gather support for
extensive nuclear armament expenditures by regularly informing the public about
the perils of falling behind the Soviet nuclear weapons capabilities. As a part of this
campaign, President D. Eisenhower delivered the famous Atoms for Peace speech
to the United Nations General Assembly in December 1953, in which he urged
the worldwide effort to employ nuclear energy for peaceful purposes. Within the
Atoms for Peace program (Fig. 1.1), the United States government spearheaded an
effort to pursue research into peaceful applications of nuclear science by providing
training, equipment, and help to construct facilities such as research reactors in
many countries that lacked nuclear capabilities at that time. Regrettably, the origin
of the indigenous efforts to develop nuclear weapons programs in countries such as
Israel, Iran, and Pakistan can be traced to the U.S. assistance provided under the
Atoms for Peace program.

In the same address to the United Nations General Assembly in which he
announced the establishment of the Atoms for Peace program, President Eisenhower
also proposed that an international agency be established under the aegis of
United Nations, with a dual mission: (1) to promote the peaceful uses of nuclear

Fig. 1.1 A 1955 U.S. stamp
highlighting the Atoms for
Peace program
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energy, and (2) to inhibit its use for any military purpose, including nuclear
weapons (https://www.iaea.org/about/mission). The agency was established in 1957
as the International Atomic Energy Agency (IAEA) and is headquartered in Vienna.
It membership (as of 2017) includes 168 states.

With the formation of IAEA, the basis of the international framework was
established such that the future use of nuclear science and engineering for weapons
purposes can be curtailed. This philosophy has been implemented through the
introduction and increased acceptance of various international treaties. This formal
framework is described in more detail in Sect. 1.3.

It is in order here to introduce the key terminology relevant to the discussion of
nuclear security in the remainder of this book.

• Nuclear weapons states are the five countries that have acquired nuclear weapons
before January 1, 1967, and they include United States, Russia (as a successor to
Soviet Union), United Kingdom, France, and China.

• Nuclear proliferation refers to the spread of nuclear weapons, fissile material, and
the requisite technology and information that could be used to construct them, to
the states that are not among the five nuclear weapons states. Nonproliferation
then refers to efforts to curtail such proliferation activities through diplomatic,
legal, and administrative methods.

• Nuclear counterproliferation is the effort to combat nuclear proliferation, but
focusing on intelligence and military methods.

• Nuclear safeguards are measures that can be used to verify that countries
comply with their international obligations not to use nuclear materials as nuclear
explosives.

• Nuclear treaty verification refers to development and deployment of measures
to ensure verifiable compliance with treaties and other international agreements,
implementation of regimes to reduce nuclear weapons, and detection and dis-
mantlement of undeclared nuclear programs.

• Nuclear forensics refers to the development of methods and practices that can be
used to determine the provenance (origin) of the nuclear material, whether after
its use (post-detonation) or in the cases when it is intercepted (pre-detonation).

• Weapons of mass destruction include weapons that operate on the basis of
nuclear, radiological, chemical, biological, or other principles that can lead to
large loss of life, damage to infrastructure, or biosphere.

The list of states that developed their own nuclear weapons has since expanded
to India (1974), Pakistan (1998), and North Korea (2006); it is widely accepted
that Israel has also acquired nuclear weapons capability as early as in 1960s.
There are also several nuclear weapons sharing states (Belgium, Germany, Italy,
the Netherlands, and Turkey), which host U.S. nuclear weapons under the NATO’s
nuclear sharing policy. While South Africa developed nuclear weapons, it has
voluntarily given up this capability, along with the former Soviet states of Belarus,
Ukraine, and Kazakhstan (Fig. 1.2).

The nuclear weapons states have found the cost of developing and maintain-
ing a nuclear stockpile to be substantial, and therefore a large burden on their

https://www.iaea.org/about/mission
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Five "nuclear weapons countries" from the NPT
Other known nuclear powers
Countries formerly possessing nuclear weapons
Countries suspected of being in the process of developing nuclear weapons and/or nuclear programs
Countries which at one point had nuclear weapons and/or nuclear weapons research programs
Countries that possess nuclear weapons, but have not widely adopted them

Fig. 1.2 Current status of nuclear weapons possession worldwide (2017)

economies. This extraordinary and recurring cost of maintaining a large nuclear
weapons capability has contributed to the collapse of the Soviet economy and the
subsequent dissolution of Soviet Union in 1991. The U.S. National Nuclear Security
Administration has played an important role in ensuring the security of the former
Soviet nuclear stockpile and the consolidation of Soviet nuclear material in Russia.

With the demise of the Soviet Union and the subsequent large (multifold)
reductions of nuclear weapons stockpiles, the risk of nuclear conflict and the
magnitude of its aftereffects was significantly reduced, despite the increasing threat
of a nuclear conflict surrounding the recent development of nuclear capability
and rapid advancement towards intercontinental delivery systems by North Korea.
As a result, since the 1990s, the international community has shifted its focus
from the threat of full-scale nuclear conflict to the threat of nuclear terrorism.
The recognition of this important threat has gained momentum after the series of
coordinated terrorist attacks on September 11, 2001 and the continued political
instability, conflict, and nuclear ambitions in the Middle East and in North Korea.

1.2 The Problem of Nuclear Terrorism

Nuclear terrorism refers to an act of terrorism in which a person or people belonging
to a terrorist organization detonates a nuclear or radiological device. In this context,
a radiological device refers to an assembly containing a significant amount of
radioactive material that could be used to inflict damage by delivering large radiation
doses to humans or contaminating areas important to economic activities, such as
city centers or transport hubs.
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While the threat of nuclear terrorism has gathered more attention since the 1990s,
it has been anticipated in the early days of development of nuclear weapons. In 1945,
the Manhattan Project director J. Robert Oppenheimer attended a congressional
hearing, in which Senator William Milliken famously asked:

“We. . . have mine-detecting devices, which are rather effective. . . I was wondering if
anything of that kind might be available to use as a defense against that particular type
of use of atomic bombs.”

Here, Senator Milliken was referring to the possibility for a nuclear bomb to be
delivered not by a standard military vehicle (at that time, a heavy bomber), but
rather as a clandestine shipment, owing to the weapon’s relatively small size. The
Oppenheimer’s response was:

“If you hired me to walk through the cellars of Washington to see whether there were atomic
bombs, I think my most important tool would be a screwdriver to open the crates and look.
I think that just walking by, swinging a little gadget would not give me the information.”

As the lead developer of the atomic bomb, Oppenheimer had a deep understand-
ing of the physical principles governing weapons design and the properties of fissile
materials such as highly enriched uranium and plutonium, including the nature and
strength of their characteristic signatures. This mastery of the physical problem,
along with the knowledge of the state-of-the-art detection technology, led him to
immediately conclude that the task of detecting clandestine nuclear device would
be very difficult and beyond the reasonable practical reach of the then-available
technology. Importantly, Oppenheimer recognized that there was no obvious path to
the development of advanced technological means to detect special nuclear material,
especially in shielded configurations.

The possibility of nuclear terrorism has been identified as one of the important
threats of our time by many leaders. For example, in the inaugural Nuclear Security
Summit in 2010 President Obama remarked [5]:

“The single biggest threat to U.S. security, both short-term, medium-term and long-term,
would be the possibility of a terrorist organization obtaining a nuclear weapon.”

He further summarized the potential impact of a nuclear terrorist attack at the
Nuclear Security Summit held 6 years later [6]:

“At hundreds of military and civilian facilities around the world, there’s still roughly 2000
tons of nuclear material, and not all of this is properly secured. And just the smallest amount
of plutonium – about the size of an apple – could kill and injure hundreds of thousands
of innocent people. It would be a humanitarian, political, economic, and environmental
catastrophe with global ramifications for decades. It would change our world.”

It has been long recognized that the single greatest obstacle to developing a
nuclear weapon is obtaining the necessary special nuclear material (highly enriched
uranium or plutonium), since the production of a suitable quantity and quality
of material is beyond the capability of any non-state actor. With highly enriched
material in possession, even a moderately technically advanced group would likely
construct an operational weapon relatively quickly. In the case of plutonium, the
construction of a nuclear weapon would prove more challenging, but the required



6 I. Jovanovic

Fig. 1.3 A model of special
atomic demolition
ammunition exhibited in the
National Museum of Nuclear
Science and History,
Albuquerque, New Mexico

quantity of material is significantly smaller. The possible pathways for a terrorist
group to obtain special nuclear material include theft and smuggling, unauthorized
receipt of any unaccounted material from major weapons programs (such as the
former Soviet Union’s nuclear weapons enterprise), or a voluntary supply by a rogue
state that has the capability and resources to enrich uranium or nuclear reactors to
produce plutonium.

There are many possible methods of delivery that are available to a terrorist
group, but it is important to recognize that the accuracy of delivery is not as
important as in the case of conventional explosives to achieve the desired effect. To
illustrate the ease of delivery, one can consider the case of special atomic demolition
ammunition, a class of man-portable nuclear devices that have been developed
for the purpose of destruction of infrastructure or port facilities. For example, the
device shown in Fig. 1.3 has been designed to be delivered as a “backpack” by two
members of Special Forces. It is therefore conceivable that a nuclear device could be
readily delivered in a personal vehicle, truck, boat, or even a small private aircraft.

By far the most studied mode of delivery has been the cargo traffic. There
are millions of cargo containers that cross borders worldwide every year, and
they are exceptionally well suited for transporting clandestine nuclear materials
due to the relative ease with which they can be shielded and the absence of an
effective inspection method that is compatible with the large flow of container
traffic. Research on how to detect special nuclear material in cargo containers has
therefore been the centerpiece of the research portfolio by agencies such as the
U.S. Department of Homeland Security. There has been also been a significant
interest in standoff detection, which could help address scenarios such as small
boats approaching ports from international waters. The problem of true standoff
detection is daunting and in its most literal interpretation, where no detector or probe
can be located near the object, no technological solutions have been demonstrated
even at a rudimentary level.

The effects of nuclear explosions are relatively well understood and can be
used to predict the consequences of a nuclear detonation carried out by terrorists
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in a major population center. Besides blast damage and thermal radiation, the
population and structures would be exposed to powerful ionizing radiation and an
electromagnetic pulse. Since one major effect of a nuclear explosion (especially
when conducted at higher altitudes) is the occurrence of a powerful electromagnetic
pulse capable of destroying critical electrical infrastructure with severe long-term
consequences, the possibility of such terrorist attack must be carefully considered
as well. Models of impact of a nuclear terrorist attack have been developed, and
here we first provide an example of study conducted by the RAND Corporation for
Department of Homeland Security [7], where a relatively modest 10-kt bomb deliv-
ered in a shipping container is detonated in a major port (Long Beach, California).
The RAND model predicts 60,000 short-term fatalities, 150,000 people requiring
emergency medical treatment, and an economic impact on the order of $1 trillion.
In another study led by Lawrence Livermore National Laboratory [8], extensive
modeling has been done to predict a devastating aftermath of a hypothetical nuclear
terrorist attack carried out in downtown Washington, DC (Fig. 1.4). One may
further speculate about the wide-ranging effects that such an event would have
on the society, including the possible global retreat to more authoritarian forms of
government.

Fig. 1.4 Summary of prompt damage expected from a hypothetical 10-kt nuclear explosion in
Washington, DC. Reproduced from Ref. [8]
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1.3 The Role of Policy in Nuclear Security and Arms Control

It is a well-known fact that global nuclear security, especially its nonproliferation
aspect, has relied on an evolving policy framework established by a growing
international consensus. The basis for this framework are several key international
treaties, which are succinctly introduced here.

The Nonproliferation Treaty (NPT) is an abbreviated form of the Treaty on the
Non-Proliferation of Nuclear Weapons. NPT is first of the major treaties put into
place in an effort to prevent the spread of nuclear weapons and the associated
technology, as well as promote cooperation on the peaceful uses of nuclear energy.
NPT has another ambitious and synergistic goal, and that is to promote nuclear
disarmament and general and complete disarmament. The treaty was opened for
signature in 1968 and became effective in 1970, and was ultimately signed by
191 states as of 1991. Notably, the known nuclear powers of India, Pakistan, and
Israel have not joined the NPT, along with South Sudan. The case of North Korea
is special in that is joined in 1985, but then withdrew in 2003 after conducting
its first nuclear test. The NPT formally defines the nuclear-weapons states (United
States, Russia, United Kingdom, France, and China). It further requires all other
signatory states to agree never to acquire nuclear weapons; in exchange, the NPT
nuclear-weapon states pledge to share the benefits of peaceful nuclear technology
and to pursue nuclear disarmament aimed at the ultimate elimination of their
nuclear arsenals (http://disarmament.un.org/treaties/t/npt/text, 1968). A common
interpretation of the NPT is to consist of three major pillars: nonproliferation,
disarmament, and the right to use nuclear technology for peaceful purposes.

The treaty requires ratification by the respective legislators and this has been
the case with only 40 signatories to date, albeit they include the important powers
of United States, Russia (ratified as Soviet Union), and United Kingdom. The
NPT has been considered a wide success, not only because of being the most
widely embraced arms control treaty in history, but also because of its quantifiable
performance. Namely, despite the predictions of the wide adoption of nuclear
weapons at the time the treaty was put forward, the list of additional states that
acquired nuclear weapons since is relatively short and can in large part be credited
to global efforts articulated through the NPT.

The NPT was augmented by two other major instruments that can be considered
highly related to the original treaty. First, in the aftermath of the Indian nuclear
test in 1974, the Nuclear Suppliers Group (NSG) was founded to further curtail the
export of material, equipment, and technology that could find use in construction
of nuclear weapons (http://www.nuclearsuppliersgroup.org/en/, 1975). The group
is sometimes referred to as the London Club because it held a series of meetings
in London. Today, NSG has 48 signatory states. NSG implements two sets of
additional guidelines for nuclear and nuclear-related exports, with sensitive items
constituting the so-called Trigger List.

The second major supplement to the NPT was introduced by the IAEA in 1993
and is referred to as the Additional Protocol. The objective of this program is to

http://disarmament.un.org/treaties/t/npt/text
http://www.nuclearsuppliersgroup.org/en/
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extend and strengthen the nuclear safeguards, which improves the ability of IAEA to
uncover undeclared nuclear activities, especially those that have no clear connection
to civilian applications. Under the Additional Protocol, more information on nuclear
and nuclear-related activities is provided to the IAEA, the right of access of IAEA
inspectors are greatly enhanced (for example, by shortening the inspection notice to
2 h and granting automatic visa renewals), and development of safeguards is deemed
to be state-specific. The Additional Protocol was signed and brought into force by
the vast majority of NPT signatories.

A major recent development related to NPT is the international agreement termed
the Joint Comprehensive Plan of Action or the Iran deal, which was adopted in
2015 by Iran, the permanent members of the United Nations Security Council
plus Germany, and the European Union. In this landmark recent agreement, Iran
will take steps to limit the capacity of its uranium enrichment facilities, eliminate
its medium-enriched uranium, reduce the stockpile of low-enriched uranium, and
delay the construction of any heavy-water facilities, in return receiving a relief of
the economic sanctions imposed in the wake of Iran’s nuclear activities. The Iran
deal has seen significant criticism and remains the subject of intense international
attention, one of the critical components being the mechanism of its verification.

There are several major arms control and disarmament efforts treaties that
went into effect over the past several decades, significantly reducing the deployed
nuclear stockpiles. The Strategic Arms Limitation Talks (SALT) started in 1969 and
consisted on two rounds (SALT I and SALT II). As a result of SALT I, the Anti-
Ballistic Missile Treaty was signed in 1973 and terminated in 2002. While SALT II
aimed to reduce the number of strategic nuclear forces to 2250 delivery vehicles
and was agreed upon in 1979, it was not ratified amidst international tensions
surrounding Afghanistan and expired in 1985. The Strategic Arms Reduction Treaty
(START, also START I) between Soviet Union and the United States was signed
on 1991 and went into force (with Russia) in 1994, limiting the signatories to 6000
deployed nuclear warheads on 1600 inter-continental ballistic missiles and bombers.
The START I expired in the 2009, and in 2010 a follow-up treaty was signed (New
START implementing further reductions by a factor of two. While the START II
was negotiated, it has not come into force, and the START III treaty has not been
negotiated yet.

In the area pertaining to nuclear tests, the landmark multilateral agreement
has been the Comprehensive Nuclear-Test-Ban Treaty (CTBT), which prohibit all
nuclear explosions regardless of purported application. CTBT was adopted in 1996
and signed by 183 countries and ratified by 166 of them. Notably, eight major
countries with nuclear capability, including China, India, Pakistan, North Korea,
and the United States, have not signed or ratified the treaty.

A key component of any international treaty related to nonproliferation and
arms control is the implementation of a solid verification regime. The goal of
a verification regime is to monitor and verify nuclear reduction agreements and
detect violations of treaties and other nuclear nonproliferation commitments. To do,
measures are developed and deployed to ensure verifiable compliance with treaties
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and other international agreements, implement regimes to reduce nuclear weapons,
and detect and dismantle undeclared nuclear programs (https://nnsa.energy.gov/
aboutus/ourprograms/nonproliferation-0/npac/verification, 2017).

There are many technologies that have been developed and put into use over the
years to support the objectives of treaty verification, and they follow the principle
of trust, but verify attributed to a Russian proverb and used by President Ronald
Reagan in 1987, and now also used as a motto of the Defense Threat Reduction
Agency’s On-Site Inspection Agency (https://www.legistorm.com/stormfeed/view_
rss/254149/organization/31751.html, 1995). The technologies used for verification
measurements are diverse and include satellite imagery, telemetry, electro-optical
and radar senors, space-based sensors, seismic and infrasound monitoring for
suspected nuclear explosions, on-site inspection, and air sampling.

In the recent period, the U.S. Department of Energy’s National Nuclear Security
Administration (NNSA) has stepped up effort to integrate the U.S. academic
community into its effort to maintain and improve on the treaty verification regime.
Since 2014, NNSA has provided a substantial and coordinated support to a group
of universities and national laboratories to engage in a combination of education
and research at the intersection of science, technology, and policy. The goal of this
effort is not only to provide future workforce proficient in the current methods
of verification, but also to advance the fundamental research into science and
technology that could support current and future verification challenges. This
framework has been led by the University of Michigan under the Consortium for
Verification Technology (https://cvt.engin.umich.edu, 2014).

1.4 Institutionalized Efforts to Curb Nuclear Terrorism

While the extensive policy framework has evolved over decades in response to a
major buildup of nuclear weapons and means of their delivery by nation-states, the
problem of nuclear terrorism requires a different set of measures and programs. It is
certain that the arms control reductions have had a positive impact on the efforts to
prevent nuclear terrorism by the virtue of material reductions and implementation of
better security and verification measures. The complementary measures to prevent
nuclear terrorism are arguably significantly easier to agree upon in the broad
international community, since they are seen to pertain to non-state actors.

The problem of nuclear terrorism is seen to be of persistent nature and of
limited, albeit significant local impact (see Sect. 1.2). It has also been seen to be
an example of a rare event, associated with a low probability of occurrence and
a sparse historical record from which to develop predictive models based on past
statistics [9]. It has been a conclusion of numerous assessments that terrorist groups
have the ambition to acquire, and possibly use, unconventional weapons such as
improvised nuclear explosive devices and radiological dispersal devices.

The problem of domestic nuclear terrorism in the United States has been
addressed primarily by the Domestic Nuclear Detection Office (DNDO), an organi-

https://nnsa.energy.gov/aboutus/ourprograms/nonproliferation-0/npac/verification
https://nnsa.energy.gov/aboutus/ourprograms/nonproliferation-0/npac/verification
https://www.legistorm.com/stormfeed/view_rss/254149/organization/31751.html
https://www.legistorm.com/stormfeed/view_rss/254149/organization/31751.html
https://cvt.engin.umich.edu
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Fig. 1.5 Layers of the global nuclear detection architecture. Reproduced from Ref. [10]

zation established in 2005 within the department of Homeland Security to centralize
the coordination of the federal government’s response and to prevent nuclear terror-
ism by continuously improving capabilities to deter, detect, respond to, and attribute
attacks, in coordination with domestic and international partners (http://www.
dhs.gov/domestic-nuclear-detection-office, 2017). The SAFE Port Act (https://
www.congress.gov/bill/109th-congress/house-bill/4954, 2006) established DNDO
and passed to it the specific statutory responsibilities to protect the United States
against radiological and nuclear attack, including the responsibility to develop a
global nuclear detection architecture (GNDA) [10].

The GDNA (Fig. 1.5) is envisioned to consist of three partially overlapping areas
and nine sublayers, and therefore has a broad scope and international character. The
exterior layer comprises the foreign origin, foreign transit, and foreign departure
sub-layers. DNDO improves upon radiological and nuclear material detection
abroad through efforts that encourage foreign nations or regions to develop and
enhance their nuclear detection architectures. The interior layer of the GNDA
includes all areas within and up to, but not including, the U.S. border. The interior
layer focuses on increasing nuclear detection capabilities across the maritime, air,
and land pathways and addresses a wide array of potential threats. Finally, the transit
and border layer is composed of transit to the U.S. from a foreign port of departure
or non-port of departure, as well as passing through the U.S. border prior to entering
the U.S. interior. This represents the last opportunity to detect radiological or
nuclear materials prior to their arrival onto U.S. territory, and initiatives in this layer

http://www.dhs.gov/domestic-nuclear-detection-office
http://www.dhs.gov/domestic-nuclear-detection-office
https://www.congress.gov/bill/109th-congress/house-bill/4954
https://www.congress.gov/bill/109th-congress/house-bill/4954
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emphasize maritime domain awareness related to preventive radiological/nuclear
detection (https://www.dhs.gov/global-nuclear-detection-architecture, 2017).

GNDA architecture encompasses other programs, such as the DNDO GRaDER
Guidance for Users, which provides a continuous means of independently testing
and evaluating commercially available radiological and nuclear (Rad/Nuc) detection
equipment against ANSI N42 performance standards to ensure that only the best
radiation detector capabilities are funded by government procurement and grant
programs. GRaDER provides performance and operationally relevant technical
information on these systems to Department components, other federal agencies,
and state, local and tribal governments and first responders. Also, as a part of
GNDA, DNDO support cross-cutting efforts, which focus on programs and capa-
bilities spanning multiple layers and pathways of the GNDA. Efforts undertaken
in this layer provide the basis for time-phased deterrence and detection strategies.
These elements streamline existing capabilities, improve overall coordination, and
ultimately seek to enhance radiological and nuclear detection at the federal, state,
territorial, tribal and local levels (https://www.dhs.gov/global-nuclear-detection-
architecture, 2017).

DNDO work is supported by the activities of the Department of Defense,
Department of Energy, Department of Justice, and Department of State, as well as
the U.S. Nuclear Regulatory Commission and the Office of the Director of National
Intelligence, in coordination with state, local, and tribal authorities, international
partners, and private entities. Together, programs supporting the GNDA create a
multi-layered defensive network to detect and assist interdiction of radiological and
nuclear materials out of regulatory control.

Examples of efforts supporting the GNDA include the radiation portal monitors,
which scan for radiological and nuclear materials at international border crossings,
employment of radiation detectors by law enforcement and public safety personnel
to protect special events, and the use of radiation detection equipment by the U.S.
Coast Guard teams when boarding vessels (https://www.dhs.gov/global-nuclear-
detection-architecture, 2017).

Similar to the NNSA’s efforts in verification, DNDO has been making a
significant investment to engage the U.S. academic community in the basic and
applied research in the area of detection for homeland security applications, such as
prevention of nuclear terrorism. To support this engagement, an Academic Research
Initiative program has been established, which provides the necessary education
and training to graduate students in the areas of advanced radiation detection and
measurement while engaging them in basic, high-risk and potentially high-payoff
research in this area.

A Second Line of Defense initiative has also been developed under the name
Megaports Initiative, which is of international character. The program is the part of
the Office of International Material Protection and Cooperation within the NNSA.
The main idea behind the Megaports Initiative is to enhance the security of the
international maritime shipping network (containerized traffic) by equipping the
major international seaports with radiation detection equipment and alarm commu-
nication systems. Also, the initiative provides comprehensive training for foreign

https://www.dhs.gov/global-nuclear-detection-architecture
https://www.dhs.gov/global-nuclear-detection-architecture
https://www.dhs.gov/global-nuclear-detection-architecture
https://www.dhs.gov/global-nuclear-detection-architecture
https://www.dhs.gov/global-nuclear-detection-architecture
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personnel, short-term maintenance coverage, and technical support to ensure the
long-term viability and sustainability of installed radiation detection systems [11].
The Megaports Initiative is a joint effort of NNSA, DHS, and the Department of
State.

International efforts to prevent nuclear terrorism and ultimately led by the IAEA,
but a number of national entities and organizations has emerged to support this
mission. For example, the Stanton Foundation has provided support to spearhead
the US-Russia Initiative to Prevent Nuclear Terrorism and includes prominent
institutions such as the Center for International Security, Institute for World
Economy and International Relations, Russian Academy of Sciences in Russia and
the Nuclear Threat Initiative (US).

The umbrella program of the European Union in the area of nuclear power
is the Euratom (https://ec.europa.eu/programmes/horizon2020/en/h2020-section/
euratom, 2017). Within the Euratom program, the Joint Research Center of the
European Commission supports the development and qualification of nuclear
forensics methods and techniques to fight against illicit trafficking and provide
operational support to member states and international organizations. The European
Commission has further established the European Nuclear Security Training Centre
(EUSECTRA), which aims to improve member states’ capabilities to address
the threats associated with illicit incidents involving nuclear or other radioactive
materials by providing hands-on training using real nuclear materials to front line
officers, their management, trainers, and other experts in the field (https://ec.europa.
eu/jrc/en/european-nuclear-security-training-centre-eusectra/about, 2017).

In Japan, the Japan Atomic Energy Agency has established the Integrated Sup-
port Center for Nuclear Nonproliferation and Nuclear Security (https://www.jaea.
go.jp/04/iscn/index_en.html, 2017) to contribute to the improvement of the nuclear
material management and strengthening of international nuclear nonproliferation.
The mission of this organization includes the development of technologies for
nuclear nonproliferation, measurement, detection, and forensics of nuclear material,
and support to capacity building and infrastructure development.

1.5 Overview of the Active Interrogation Method

Active interrogation (AI) has become one of the most active areas of research and
development in nuclear security and nuclear detection worldwide [12]. The intense
focus on this topic by the international scientific community has been motivated
not only by the increased level of attention and support by the main stakeholders,
such the U.S. federal agencies, but also by the realization that the recent advances in
the component technologies such as sources, detectors, and algorithms may allow a
significant rate of progress to be realized. It is worth mentioning that, since many
of the AI approaches employ advanced concepts, the AI research has been able to
attract an impressive cadre of researchers with experience in fundamental sciences
to work on the practical problem of detection of illicit nuclear materials.

https://ec.europa.eu/programmes/horizon2020/en/h2020-section/euratom
https://ec.europa.eu/programmes/horizon2020/en/h2020-section/euratom
https://ec.europa.eu/jrc/en/european-nuclear-security-training-centre-eusectra/about
https://ec.europa.eu/jrc/en/european-nuclear-security-training-centre-eusectra/about
https://www.jaea.go.jp/04/iscn/index_en.html
https://www.jaea.go.jp/04/iscn/index_en.html
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The most challenging and urgent problem that demands the development of
AI technology is the detection of special nuclear material, i.e. material that could
be employed to construct nuclear weapons, with focus on 235U and 239Pu. The
problems here include rapid clearing of objects such as containers in transit from
nuclear threats, standoff detection of nuclear materials at kilometer-scale distances,
and improved methods to material accountancy, quantification, safeguards, and
verification. The main physics limitations associated with the use of conventional
methods of detection are the very low spontaneous rate of characteristic signature
generation (γ rays and neutrons), especially in the case of uranium, and the relative
ease with which those spontaneous signatures can be shielded. To add to the
complexity of this problem, almost all scenarios include the presence of relatively
intense, complex, and variable radiation backgrounds.

The simplest method to address the problem of detection and characterization
of nuclear material is passive detection. In this method, the objective is to reduce
the minimum detectable amount of material or improve upon quantitative mea-
surements by the use of sufficiently sensitive and selective radiation detectors,
systems, measurement approaches, and algorithms. Some of the key technologies
and performance metrics include radiation imaging, high-resolution spectroscopy,
and background rejection. Unfortunately, it has been found that the passive detection
methods frequently fail due to the aforementioned physics limitations.

The second widely employed possibility that could enable detection of special
nuclear material is the use of probing radiation and transmission imaging. This type
of measurement is usually referred to as radiography or transmission radiography.
This method is well-developed and used in a wide range of applications, including
security, medical, industrial, and basic research. Regrettably, nearly all radiographic
methods (with the exception of specialized techniques such as nuclear resonance
fluorescence radiography, fast neutron resonance radiography, and associated par-
ticle imaging) are only sensitive to the atomic structure along the propagation of
the probe radiation. As a result, the radiographic techniques have been limited to
imaging the gross distribution of material, the approximate atomic number, and, at
best, identifying the locations where high-Z (high atomic number) materials such
as uranium may be found. This is complementary to detection of special nuclear
material, but in itself has insufficient selectivity.

The third, and the most promising, method that could enable detection of special
nuclear material in challenging configurations, such as shielded highly enriched
uranium, is referred as active interrogation. The key aspect of AI is that the probing
radiation strongly interacts with the atomic nuclei to provide characteristic and
significantly more intense signatures than in passive detection. To this end, probing
radiation in the form of neutrons and energetic photons (X rays or γ rays) holds the
greatest promise, although more exotic probes such as protons and muons have also
been considered. The characteristic radiation emitted and detectable is in the form
of γ rays and neutrons, and suitable detector systems need to be developed and
optimally integrated to detect characteristic radiation in an AI environment, which
is frequently associated with high radiation field.
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One important characteristic of AI is that it establishes a definitive time structure
of the expected signature signal. If the probing radiation can be pulsed, the time
evolution of the emitted radiation may serve as an additional discriminant for
special nuclear material and can help to further reduce the component of the
background that overlaps with the signal in time. Such pulsed techniques thus rely
on measurements within some coincidence window, or may apply the time-of-flight
technique.

Directionality of the probing radiation may also be used to improve the detection
sensitivity in AI. If the probing radiation is directed towards a small area, it
may be possible to localize the threat by distinguish its characteristic response
from the surrounding areas. While only few types of sources may offer inherent
directionality, collimator arrangements may be used in conjunction with virtually
all of them.

AI systems thus comprise several key components, all of which are discussed in
more detail in the remainder of this book: sources, detector systems, and detection
algorithms. One special consideration is the radiation dose delivered in AI, which
has to be kept to a minimum to minimize the effects on stowaways and sensitive
materials in the path of the interrogation beams.

It is tempting to consider the AI as a solution to the standoff detection problem.
While AI may be able to provide a future path to gaining such capability, several
remaining challenges must be addressed. First, there is a stringent requirement on
source directionality (a component of source brightness). Second, the attenuation of
the interrogating radiation on the way to the interrogated object and of the signature
signal returning back to detector (preferably located near the source) must be
considered. Finally, the characteristic signature radiation emitted by the interrogated
object is emitted nearly isotropically, which limits the efficiency with which it can
be collected at a standoff. Regardless of these limitations, it may be possible to
establish ambitious (but realistic) goals for the use AI in standoff detection.

1.6 Synopsis of the Book

The organization of this book is as follows. Following the introductory remarks
in this chapter, in Chap. 2 we turn our attention to the general characteristics of
measurements in nuclear security. We introduce the material of interest, identify
the characteristic signatures for detection and their backgrounds, and focus on their
origins and the physics of their production. We also consider the methods that allow
the statistical limits for their detection to be established.

In Chap. 3 we turn our focus on passive measurements as a baseline for
subsequent discussion of the AI techniques, discussing issues such as strength of
characteristic signatures, the general method with which passive measurements are
performed, we introduce the associated technology, and consider the limitations that
are encountered in passive measurements.
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Chapter 4 provides the foundations of the detection approach via AI. A consider-
able attention is given to the impact of active measurements on the detectability
of SNM and a synopsis of the AI technology is provided. We further discuss
the modeling and simulation in the context of AI and which limitations arise in
implementation of actual AI measurements.

Chapter 5 is focused on one of the key technological components of any AI
system—the generation of the probing radiation. The principle of operation of linear
accelerators, cyclotrons, and novel laser-driven sources is discussed, along with the
review of radioisotope sources and the use of natural radiation for AI.

The next important component of an AI system are detectors, which are discussed
in detail in Chap. 6. After discussing the general detector characteristics we devote
special attention to photon and neutron detectors that may find use in AI as well is
in any associated radiographic measurements.

In Chap. 7 we consider the various aspects of data acquisition and processing
systems. In addition to introducing the more general aspects of those systems, we
provide some discussion of the enabling techniques which may enable high rates
in AI measurements, as well as methods that can allow the neutron from photon
interactions with detectors to be distinguished from each other.

Chapter 8 discusses how the data generated by an AI system may be interpreted.
Here we introduce the associated planar and tomographic radiography, principal
component analysis, methods to unfold the signatures from measurements per-
formed with detectors, and the use of algorithms to extract useful information from
distributed detection systems.

We highlight some of the prototype systems that have reached a reasonable level
of integration and testing readiness in Chap. 9. This includes the Nuclear Carwash,
the Pulsed Neutron Fast Analysis system, the advanced scanner developed by
Passport Systems, and the prototype laser-based scanner based on inverse Compton
scattering.

Radiation dose is a major concern in all AI measurements, and the relevant
aspects of dose deposition, measurement, and mitigation are discussed in Chap. 10.
In Chap. 11 we introduce an effort to create a technical standard for AI systems, and
summarize the main conclusions in Chap. 12.
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Chapter 2
Overview of Signatures and
Measurement Needs

Mitaire Ojaruega and Anna S. Erickson

Abstract The Atomic Energy Act of 1954 defined special nuclear material (SNM)
as plutonium or uranium enriched in the isotopes 233U or 235U, or any materials
the U.S. Atomic Energy Commission determines to be SNM. With the current
state of affairs, a key technical challenge on a quest to combat illegal use of
SNM is detecting heavily shielded highly enriched uranium. For the purpose of
this anthology the above definition holds. Active interrogation is the intentional
bombardment of an object using ionizing radiation in order to induce nuclear
reactions producing distinct, energetic emissions, hence making the target more
readily detectable. This method further allows the detection of SNM quantity and
other material properties. Traditionally, this technique uses ionizing radiation such
as neutrons, muons, and γ rays as a probe. Combating this challenge has resulted in
various government entities investing their substantial resources.

2.1 Overview of Signatures of SNM

For the past two decades, detection of SNM in all its forms has been an issue
of significant importance. A number of techniques have been developed over the
years to help address this challenge. The most promising approach for identifying
the mass and other features of shielded SNM is active interrogation (AI), which
involves introducing ionizing radiation to penetrate a cargo and other shielding. The
interaction of different types of radiation with nuclear materials produces unique
signatures. The main signatures used to identify the SNM within a cargo are delayed
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neutrons, delayed γ rays, prompt neutrons, and prompt γ rays, because of their
penetrating power [1].

For the detection and characterization of shielded SNM, fission is the most
important and most studied nuclear reaction process in AI detection techniques
to date. In AI applications, the neutrons and γ rays emitted as part of the fission
process can yield information about the following characteristics of SNM: yield
from induced fission, energy, and half-life of the decaying nuclides produced in
fission.

Fission fragments do not need another name. Usually the daughter products are
the results of the fission fragments radioactive decay mostly beta (then gamma) and
in very few cases via neutron emission. In addition to fission fragments, two to
three prompt neutrons and about eight prompt γ rays are emitted within a very short
time (on the order of 10−14–10−12 s). Fission fragments are highly unstable and
subsequently tend to undergo β decay, introducing comparatively long decay times
(on the order of a second or longer), which is the origin of the delayed signature
for on average fission. These delayed signatures are unique for SNM when using
AI and yield six to seven γ rays and 0.01–0.02 neutrons per fission. The process of
fission and the emission of associated particles is illustrated in Fig. 2.1.

The cross section is an important consideration when discussing fission-based
SNM detection and characterization since it is a representation of probability of
an interrogating radiation to cause fission or photofission in the given nuclear
material. In general, the microscopic cross section, which is an inherent property
of the isotope, increases with decreasing neutron energy. Cross sections for 235U
are shown in Fig. 2.2 and range from 600 b for thermal neutrons to about 1.2 b for
2.2-MeV neutrons [2], making thermal neutrons ideal candidates to cause fission
in 235U. As the energy of the neutron increases, the region of resonances can be
observed. Resonances correspond to neutron energies that produce final states that
coincide with compound nuclear energy levels. Since the level widths are rather
small, the resonances are sharp and grow closer together as the kinetic energy of
the neutron increases. At some point, resonances can no longer be resolved, and the
cross section drops off sharply. For low-energy neutrons, the fission and radiative
capture cross sections follow a 1/

√
E scaling with neutron energy (E), indicating

that the probability of reaction is proportional to the time the neutron spends near the
nucleus. Based on fission cross sections, one might predict that thermalized neutrons
are best for AI. Unfortunately, interrogation with low-energy neutrons is by itself,
in many cases not practical due to the high probability of neutron absorption in
shielding and other cargo materials before they have a chance to reach the SNM.

As shown in Fig. 2.2, the cross section also heavily depends on the type of
probing ionizing radiation. Interrogation sources used in AI produce neutrons or
x-rays of appropriate energies to induce fission. For photon interrogating beams,
the photofission threshold is 5–6 MeV. The fission process gives rise to a range of
signatures, which are summarized in Table 2.1.
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Fig. 2.1 Illustration of the
time-dependent fission
process

2.2 Prompt Signatures

Prompt signatures are emitted during the fission event or within a very short time
afterwards, typically within a small fraction of a nanosecond, generally within a few
nanoseconds. It has been argued that prompt fission emissions from an experimental
standpoint are those that occur within 10 ns of probing [3]. They include fission
γ rays and neutrons and very early isomeric γ rays preceding the β decay. For
the purpose of AI, one must consider the cargo material when determining prompt
signatures. For example, in situations where the container has many moderating or
shielding materials surrounding the SNM, the prompt signatures can be affected
by neutrons and photons absorption or photonuclear reactions, requiring more than
simple timing techniques to characterize the signatures.

Prompt signatures of relevance to SNM detection are γ rays and neutrons.
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Fig. 2.2 Neutron and photon microscopic fission cross section of 235U. Adapted from Ref. [2]

Table 2.1 Fission signatures relevant in AI applications [1]

Signature

Average
number
per fission

Multiplicity
(2-σ range)

Detectable
in real life Detection modality

Detection efficiency in
large objects

Delayed
neutrons

∼0.03 N/A 0.01 Moderated thermal
neutrons

Low to medium

Delayed
γ rays

∼7 N/A ∼0.60 Organic and
inorganic
scintillators

High

Prompt
neutrons

2–5 2 ∼0.2 Moderated thermal
neutron detectors
liquid scintillators
(LS) threshold
activation (TAD)

High for thermal
detectors (no energy
threshold), low for LS
and TAD

Prompt γ

rays
∼7 6 3 Fast coincidence Very low

2.2.1 Prompt Gamma Rays

For all AI purposes, the strongest signature is the emission of prompt γ rays. On
average about 7 photons γ rays are emitted per fission event with average energy of
about 1 MeV per photon.
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Fig. 2.3 Prompt γ -ray
spectrum of 239Pu
interrogated with neutrons.
Reproduced from Ref. [5]
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(2.1)

The shape of the prompt fission gamma spectrum can be approximated by
analytical equations [4]. The spectral shape based on these equations is shown in
Fig. 2.3. The prompt fission gamma ray exhibits a soft spectrum, often softer than
the background radiations resulting from the interrogating neutrons inelastic and
capture reactions. This fact and the presence of the interrogation radiation during
the measurement of the prompt gamma rays, make this signature hardly useful in
practical applications of active interrogation.

2.2.2 Prompt Neutrons

Prompt neutrons are also abundant during the AI procedure. The challenge with
prompt neutrons is that meaningful measurements require detection of neutrons with
3 MeV or above. This is crucial as the background during prompt neutron detection
is extremely high and can rise up to 2.5 MeV. The signature is still intense, and the
prompt neutron yield is 2–5 per fission, with the average yield of 2.5. There is very
limited data available for AI prompt neutron detection. However, it is believed that
there is a difference in the prompt neutron detection spectrum for highly enriched,
natural, and depleted uranium [6]. Interrogation of cargo is generally done with fast
neutrons to ensure high penetration. If SNM is present, it fissions and produces
prompt signatures. However, following the fission process some of the neutrons are
thermalized and may linger for a longer period in a cargo container. This can make
detection challenging because the thermal neutrons have a high fission cross section,
as shown the Fig. 2.2.

Measurements of fission neutron energy spectra are very difficult and time
consuming. The prompt neutron energies are quite similar for most fissionable
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Table 2.2 Prompt neutron
multiplicities for 235U and
239Pu undergoing neutron
fission

Isotope Neutron energy Mean multiplicity
233U Thermal 2.49 [7]
235U Thermal 2.43 [8]
235U 5.55 MeV 3.19 [9]
239Pu Thermal 2.89 [7]
241Pu Thermal 2.94 [7]

materials. However, one can characteristically describe the neutron energy by using
the Watt spectrum, with an example for 235U shown in Eq. (2.2), where E is the
energy of emitted neutron in MeV.

χ(E) = 0.4527 exp(−E/0.965) sinh(2.29E)1/2 (2.2)

Neutron multiplicity can also be used as a signature of a particular isotope
fissioning after neutron absorption. Note a significant difference between 235U and
239Pu exists, as outlined in Table 2.2. Moreover, the energy of interrogating neutron
plays a role in measurements. A summary of prompt neutron multiplicity as a result
of thermal fission can be found in Ref. [7].

2.3 Delayed Signatures

Delayed signatures are unique to SNM as their generation follows the β-decay of
the fission products. The limitation of delayed neutron signatures is their relatively
low abundance as compared to prompt emissions, amounting to about 0.6–5.4% of
fission reactions [10]. On the other hand, delayed γ rays, while relatively abundant
in their emissions, are hard to distinguish from the products of photonuclear
reactions that can occur in non-fissionable materials.

2.3.1 Delayed Neutrons

Delayed neutrons are peculiar to the fission reaction. One can successfully argue
that delayed neutrons appear almost exclusively in the fission reaction since they
are a result of β decay of the fission products. The fission product undergoes β

decay that leaves the nuclides in an excited state, most of which undergo γ decay.
However, a small fraction of the excited nuclides emit neutrons. Delayed signatures
are usually only measured after the probing ionizing radiation particle source is
turned off, reducing background that often populates the detection spectrum, thus
allowing clean measurements to be made. As indicated in Table 2.1, the delayed
neutron signature is not very strong as compared to prompt signature. The average
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Table 2.3 Delayed neutrons from 235U and 239Pu undergoing thermal fission

Group
Yield fraction
(β), 235U

Decay constant
(λ), 235U

Yield fraction
(β), 239Pu

Decay constant
(λ), 239Pu

1 0.000266 0.0127 0.000086 0.0129

2 0.001492 0.0317 0.000637 0.0311

3 0.001317 0.115 0.000491 0.134

4 0.002851 0.311 0.000746 0.331

5 0.000897 1.4 0.000234 1.26

6 0.000182 3.87 0.00008 3.21

yield is about 0.03 delayed neutrons per fission. Low yield in combination with
relatively low energy of the emitted neutrons limits the practical applicability of this
technique. Also, a challenge with delayed neutrons is their characteristic decrease
in intensity with an increasing neutron energy [6].

Despite the very low delayed neutron yield, detecting this signature is possible,
especially with high-efficiency neutron detectors such as 3He tubes. The magnitude
and temporal behavior of the delayed neutron signature is dependent on the
fissioning isotope, allowing for characterization of mixtures of isotopes. The half-
life for delayed neutrons is between 0.19 and 55 s, depending on the isotope [11].
The more neutron-rich the fission event is, the faster the β decay occurs. Depending
on the decay constant of a delayed neutron precursor, delayed neutrons can be
grouped instead of considering each precursor separately. Six neutron groups are
frequently used, although other groupings are also possible. Table 2.3 lists data
for delayed neutrons groups into six categories for thermal fissions of 235U and
239Pu. Note that the decay constants for 235U and 239Pu are similar, but yields are
different, allowing for differentiation between fissile or fissionable nuclides. The
yield is relatively independent of incident neutron energy up to about 4 MeV, but
the yield drops by a factor of 2 for 14-MeV interrogating neutrons as compared to
thermal neutrons.

The delayed neutron energy spectrum is dependent on the fissioning nuclide and
its corresponding delayed family of products. It is important to note that the neutron
and γ emissions occur almost instantaneously following β decay; the emission
delay is due to the β decay process. The delayed neutron energy spectrum shown
in Fig. 2.4 is from thermal neutron fission of 238U. The spectrum associated with
fast neutron fission is quite similar. One can see in the lower region the pronounced
structure of the neutron energies.

The ratio of prompt to delayed neutron emission can provide a strong indication
of the occurrence of fission [2]. The spectra in Fig. 2.5 show the ratio between
prompt and delayed neutron emission rates, indicating why these are unique
signatures for AI. Since the energy of delayed neutrons can be measured after the
pulse, one can use the timing to further discriminate between the delayed neutrons
and the probing radiation.
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Fig. 2.4 Delayed neutron
spectrum from thermal
neutron fission for 235U (top)
and 239Pu (bottom).
Reproduced from Ref. [12]

2.3.2 Delayed Gamma Rays

The delayed γ rays are emitted in a much greater abundance than delayed neutrons.
Measurements of delayed γ rays can commence immediately after the interrogation
beam is turned off. During this time, one expects the main source of background
to be natural background and background from delayed activated nuclides, mostly
from the cargo container that is being interrogated. Delayed γ rays have similar
energy characteristics as for the prompt emissions: about eight γ rays are emitted
with an average energy of 1 MeV. In general, delayed γ rays are more promising
than the delayed neutrons because of their high intensities and longer half-lives. It
is noteworthy to mention that the delayed γ rays are emitted continuously after the
fission allowing for relatively long measurements. Figure 2.6 compares delayed γ -
ray yield (energies above 0.51 MeV) from induced photofission of 235U and 238U.
In AI applications, only delayed γ rays above 3 MeV are measured because the
associated background is fairly high (Table 2.4).

2.4 Considerations of Background Radiation

During the SNM search, the natural background source are dominated by cosmic
rays and radioactive decay of naturally present actinides like 238U and 232Th.
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Fig. 2.5 Ratio of prompt to
delayed neutron yield
resulting from nuclear
material interrogation with a
linear accelerator.
Reproduced from Ref. [1]

Fig. 2.6 Delayed γ rays
from photofission of 235U and
238U as a function of time
after fission. Adapted from
Ref. [13]
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Table 2.4 Comparison of prompt and delayed yield signatures (per thermal neutron-induced
fission)

Isotope Prompt γ rays Delayed γ rays Prompt neutrons Delayed neutrons
235U 0.2 0.13 2.4 0.015
238U 0.2 0.11 0 0
239Pu 0.3 0.07 2.9 0.0061

Gamma-ray emissions are for energies above 3 MeV. Adapted from Ref. [2]

Muons are highly penetrating and result in a significant number of fast neutrons and
other types of secondary particles, including less-penetrating electrons, positrons,
and protons. The fast neutrons are capable of generating photons as well as other
neutrons, especially in high-Z materials. Nuclear reactions with oxygen in the
environment produce 17N/16N, which decays and emits neutrons and γ rays that
can mask fission signals. An extensive discussion of natural background radiation,
which impacts the measurements conducted passively to a much greater extend than
AI techniques, is provided in Chap. 3.

For any detection system that employs AI, being able to distinguish between
real signals and background, whether natural or induced by the interrogating
system, is paramount. Data collected in AI without accounting for the background
is of very limited use in most systems. AI systems use ionizing radiation to
produce unique signatures from fissile materials. These unique signatures must
be distinct (in type or intensity) from the radiation background caused by man-
made materials such as medical isotopes and the interrogation system. Background
signatures must be well understood for a system in order to reduce false alarms
and gain a better signal to noise ratio. Accurate knowledge of the background is
crucial when looking for signatures of the presence of SNM. Understanding the
background can be challenging. Background measurements can be conducted prior
to any introduction of SNM in the environment. Where applicable this allows the
researcher an opportunity to subtract the background from measured signal when
SNM is present. AI produces a significant background that may interfere with or
complicate the interpretation of measured data. In situations like these, one needs to
fully understand the AI system and provide techniques that are truly unique to SNM
and can be distinguished even in the presence of high backgrounds. However, one
can reduce the chance of more interfering background signals by carefully choosing
the probing ionizing particle and supporting mechanisms such as shielding and
collimation.

AI is tasked with overcoming the challenge of small signal-to-noise ratio when
SNM is shielded and time of measurements is limited. Generation of signatures
requires building sufficient statistics, resulting in a tradeoff between the quality of
the signal read by the detection system and the dose to cargo. In particular, neutron-
based AI may provide the highest quality confirmation of SNM presence, but may
result in activation of cargo contents as well as masking on neutron emissions with
the interrogating neutrons. Photofission may reduce the uncertainties associated
with the primary neutron source. Delayed signatures are reliable in their definitive
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confirmation of fissile material presence. Even though γ -ray background is much
higher than that for delayed neutrons, the relative intensity of γ rays with energies
above 3 MeV (necessary to distinguish them from the background) is an order
of magnitude higher [14] than for delayed neutrons. In addition, they are more
likely to penetrate through cargo contents to be detected especially in a presence
of hydrogenous materials. The combination of intensity and penetration capabilities
in hydrogenous cargo make delayed γ rays 103–104 more sensitive as fission
indicators than delayed neutrons [14].
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Chapter 3
Features and Limitations of Passive
Measurements

Igor Jovanovic

Abstract Passive measurement of spontaneously emitted radiation is one of the
simplest methods which can reveal nuclear threats such as the presence of special
nuclear material. However, passive measurements are typically hampered by the
relatively small magnitude of signal embedded in a large and variable background,
which can be naturally occurring or originate from human activities. The magnitude
of various passive signatures from special nuclear materials is reviewed and
compared to typical backgrounds. Next, the concepts of gross radiation counting,
energy resolution, and imaging are introduced and their value in the context of
passive measurements is discussed. The difficulty of passive detection of even a
sizable amount of special nuclear material in real environments is illustrated by
examples, and the relative value of detection efficiency, energy resolution, and
background suppression is discussed.

3.1 Magnitude of Passive Signatures and Backgrounds

Every radiation measurement is subject to the usual signal-to-background ratio
constraints, which is why it is important to identify all relevant characteristic
signatures and backgrounds. While the physical origins of these radiation sources
were introduced in Chap. 2, the focus here is to provide the information on their
detailed characteristics and typical magnitudes.
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3.1.1 Characteristic Emissions from SNM

Since the detection of special nuclear material (SNM) is of primary interest in
nuclear security problems, the magnitude of the signatures from SNM must be
carefully considered. In passive detection methods it is usually impossible to
easily distinguish the prompt from the delayed SNM signatures. The characteristic
emissions from SNM that are the most promising for its detection are X rays, γ rays,
and neutrons; their intensities are listed in Tables 3.1 and 3.2. These characteristic
emission strengths can serve as a basis for calculating the magnitude of detectable
signatures.

One special characteristic signature of the fission process is the neutron mul-
tiplicity, which represents the number of neutrons emitted in either spontaneous
or induced fission. For neutron-induced fission, multiplicity increases slowly and
linearly with energy of the incoming neutron. Multiplicity (ν) can vary greatly from
one to another fission event depending on the distribution of the excitation energy
among the fission fragments, but its range is typically 0–6. Multiplicity distributions

Table 3.1 Major K X rays from uranium and plutonium [1]

Levels Energy (keV) Relative intensity

X Ray (Final−initial) Uranium Plutonium Uranium Plutonium

Kα2 K−L2 94.67 99.55 61.9 62.5

Kα1 K−L3 98.44 103.76 100 100

Kβ1 K−M3 111.30 117.26 22.0 22.2

Kβ2 K−N2−5 114.5 120.6 12.3 12.5

Kβ3 K−M2 110.41 116.27 11.6 11.7

Table 3.2 Natural radiation from uranium and plutonium isotopes [2]

Nuclide Decay mode Radiation, type Intensity (s−1 g−1)
235U α 185.7 keV, γ ray 4.3 × 104

238U α particle 1001.1 keV, γ ray 1.0 × 102

766.4 keV, γ ray 3.9 × 101

Fission Fission neutrons 1.7 × 10−2

238Pu α particle 766.4 keV, γ ray 1.5 × 105

152.7 keV, γ ray 6.5 × 106

Fission Fission neutrons 2.6 × 103

239Pu α particle 413.7 keV, γ ray 3.4 × 104

129.3 keV, γ ray 1.4 × 105

240Pu Fission Fission neutrons 1.0 × 103

241Pu β particle 208.0 keV, γ ray 2.0 × 107

164.6 keV, γ ray 1.8 × 106

148.6 keV, γ ray 7.5 × 106

242Pu Fission Fission neutrons 1.7 × 103
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Table 3.3 Measured prompt fission multiplicity distributions

235U 238U 239Pu 240Pu 242Pu 252Cf

Probability distribution IF SF IF SF SF SF

P(0) 0.033 0.054 0.011 0.066 0.068 0.002

P(1) 0.174 0.205 0.101 0.232 0.230 0.026

P(2) 0.335 0.380 0.275 0.329 0.334 0.127

P(3) 0.303 0.225 0.324 0.251 0.247 0.273

P(4) 0.123 0.108 0.199 0.102 0.099 0.304

P(5) 0.028 0.028 0.083 0.018 0.018 0.185

P(6) 0.003 0.008 0.002 0.003 0.066

P(7) 0.015

P(8) 0.015

ν 2.406 2.21 2.879 2.156 2.145 3.757

ν(ν − 1) 4.626 3.957 6.773 3.825 3.794 11.962

ν(ν − 1)(ν − 2) 6.862 5.596 12.630 5.336 5.317 31.812

IF induced fission, SF spontaneous fission [1]

P(ν) for both the spontaneous fission and induced fission can be approximated by
a Gaussian distribution centered at the mean multiplicity ν:

P(ν) = 1√
2πσ 2

exp
[
−(ν − ν)2/2σ 2

]
. (3.1)

A typical value of the parameter σ that can be used is for most nuclides that
undergo fission is 1.08, except in 252Cf, where σ = 1.21 should be used. The
measured prompt fission multiplicity distributions for important nuclides of interest
are listed in Table 3.3. Reilly et al. [1], along with the calculated first, second,
and third moments of the distribution (ν, ν(ν − 1), and ν(ν − 1)(ν − 2)). It has
been experimentally determined that the mean neutron energy and multiplicity are
uncorrelated.

3.1.2 Naturally Occurring Radionuclide Background

The environment is rich in naturally occurring radionuclides, including the daugh-
ters that appear in their decay chains. There are approximately seventy such
radionuclides which must be taken into account, and they can be broadly classified
by their origin into primordial and cosmogenic.

Primordial radionuclides have been present on Earth since its formation and have
relatively long half lives, for example 238U, 235U, 232Th, 87Rb, and 40K. The main
primordial radionuclides, their decay modes, half-lives, and elemental abundances
are provided in Table 3.4.
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Table 3.4 Primordial radionuclides, their decay modes, half-lives, and elemental abundances [3]

Radionuclide Decay modes Half-life (years) % Elemental abundance
40
19K β− EC β+ 1.27 × 109 0.0117
87
37Rb β− 4.88 × 1010 27.84
115
49 In β− 4.4 × 1014 95.71
138
57 La EC β− 1.05 × 1011 0.090
147
62 Sm α 1.06 × 1011 15.0
152
64 Gd α 1.1 × 1014 0.20
174
72 Hf α 2.0 × 1015 0.162
187
75 Re β− 4.3 × 1010 62.60
190
78 Pt α 6.5 × 1011 0.01
50
23V β− EC 1.4 × 1017 0.250
113
48 Cd β− 9 × 1015 12.22
123
52 Te EC > 1.3 × 1013 0.908
144
60 Nd α 2.38 × 1015 23.80
148
62 Sm α 7 × 1015 11.30
176
71 Lu β− 3.78 × 1010 2.59
180
73 Ta EC β+ > 1.2 × 1015 0.012
186
76 Os α 2 × 1015 1.58

In contrast, cosmogenic radionuclides are continuously produced by cosmic rays
and are relatively short-lived. Their concentration is determined by the equilibrium
between the cosmic ray production and radioactive decay. One example of a well-
known, common cosmogenic radionuclide is the 14C, which is produced by neutron
bombardment of 14N in the atmosphere through the 14N(n,p)14C reaction.

Low-Z radionuclides are present in nature in significant quantities, and the dom-
inant contribution to natural radioactivity comes from three of them: 40K and 87Rb
(primordial) and 14C (cosmogenic). One indication of the primordial abundance of
40K is that most of the atmospheric 40Ar, which constitutes approximately 1% of the
Earth’s atmosphere, originates from the 40K decay. The other common primordial
radionuclide is 87Rb, which decays to the stable nuclide 87Sr, which is readily
substituted for potassium in minerals.

Actinides (high-Z radionuclides), including their decay chains, are also relatively
abundant sources of terrestrial radioactive background. The two main elements of
interest are uranium and thorium and their decay chains that produce radionuclides
such as 222Rn, 219Rn, and 220Rn. The spatial distribution of uranium concentrations
in the United States is shown in Fig. 3.1. Actinide decays can be classified into four
distinct series: thorium (4n), neptunium (4n + 1), uranium (4n + 2), and actinium
(4n + 3).



3 Features and Limitations of Passive Measurements 35

Fig. 3.1 Uranium concentration in the lower 48 United States. Reproduced from Ref. [4]

3.1.3 Cosmic Background

Much of the natural background originates from the cosmic ray interactions in the
atmosphere. Cosmic rays can be either of galactic or solar origin and consist of
approximately 90% protons and 10% heavier nuclei (up to iron, with traces of
heavier nuclei). About 0.1% of the primary cosmic ray spectrum consists of γ rays.
The primary cosmic ray spectrum is shown in Fig. 3.2.

The primary cosmic rays interact with the atmosphere to produce spallation
neutrons, pions, electrons, photons, and downscattered ions (mostly protons). Pions
rapidly decay to muons, many of which reach the ground, providing a flux on the
order of 104 m−2 min−1. The mean muon energy at sea level is approximately
4 GeV, which makes the muons very penetrating (their rate of energy loss is
∼2 MeV g−1 cm2). Such muons deposit fairly high energy when passing through
detectors; for example, a muon passing through 5 cm-long active volume of a HPGe
detector deposits approximately 50 MeV.

Whereas the cosmic radiation of galactic origin is relatively constant, the solar
component of the cosmic background exhibits significant fluctuations due to solar
activity (including the 11-year solar cycle, yearly cycle, and the diurnal cycle).
An occasional large and significant change of the solar cosmic radiation has been
observed and is referred to as the Forbush decrease. Since the incident primary
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Fig. 3.2 The primary cosmic
ray spectrum. Reproduced
from Ref. [5]
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cosmic rays are charged particles, they are subject to deflection by the Earth’s
magnetic field. As the particles undergo complex paths in this field, there is a
significant effect of the latitude on the magnitude and spectrum of the cosmic
radiation flux that reaches the Earth’s atmosphere.

Another quantity of high relevance to detection is the flux of secondary particles
produced by cosmic radiation, which may not be readily vetoed as in the case of
muons. There has therefore been a large interest in measuring and understanding
the secondary neutron flux. Recent measurements of this flux have been made [6]
and, as expected, have found some variation of the magnitude of the flux depending
on the measurement location. These measurements also determined that the shapes
of the neutron spectra at various locations are quite similar (Fig. 3.3).

A special consideration when considering the neutron background is the effect
of environment. Namely, it has been determined that large structures can increase
the neutron background through cosmic ray interaction. Since this behavior is
especially pronounced on or near large ships, it has been referred to as the ship
effect. Systematic measurements of the ship effect have been made [7], finding an
enhancement of the neutron background in the presence of large quantities of lead
and iron (Fig. 3.4). It was also found with measurements made on ships that the
water acts as a sink for neutrons and the shore acts as a γ -ray source.

While the fluxes and dose rates of secondary cosmic ray particles are known
to vary significantly, it is useful to provide their approximate values at sea level
(Table 3.5), which can guide the practical design of detection systems.
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Fig. 3.3 Measured
background neutron spectra at
various locations scaled to sea
level. © 2004 IEEE.
Reprinted, with permission,
from Ref. [6]

Fig. 3.4 Detected neutron
background rates in the
presence of large quantities of
various materials.
Reproduced from Ref. [7]

Table 3.5 Approximate
fluxes and dose rates of
secondary cosmic ray
particles at sea level [8]

Particle Flux (cm−2s−1) Dose rate (μrad/h)

Muons 0.019 2.5

Electrons 0.00455 0.6

Protons 0.000171 0.04

Charged pions 0.0000134 0

Neutrons 0.00646 0.04

3.1.4 Radionuclide Background Related to Human Activities

It is well-known that human activities such as construction, industrial production,
and medical treatment are the significant sources of radiation background that can
trigger false alarms in nuclear security systems. One example of the background
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Table 3.6 Typical and maximum activity concentrations in building materials used in the
European Union

Typical activity
concentration (Bq/kg)

Maximum activity
concentration (Bq/kg)

Material 226Ra 232Th 40K 226Ra 232Th 40K

Most common building materials (may include byproducts)

Concrete 40 40 400 240 190 1600

Aerated and light-weight concrete 60 40 430 2600 190 1600

Clay (red) bricks 50 50 670 200 200 2000

Sand-lime bricks 10 10 330 25 30 700

Natural building stones 60 60 640 500 310 4000

Natural gypsum 10 10 80 70 100 200

Most common industrial byproducts used in building materials

Byproduct gypsum (phosphogypsum) 390 20 60 1100 160 300

Blast furnace slag 270 70 240 2100 340 1000

Coal fly ash 180 100 650 1100 300 1500

Adapted from Ref. [9]

are the construction materials, as can be seen in Table 3.6. Since these materials
are frequently shipped, passive detection systems must be properly designed and
calibrated to distinguish them from SNM and other threats.

In addition to building materials, it is known that other typical commercial
shipments can trigger nuisance alarms. They include agricultural products (bananas,
Brazil nuts), glazed ceramics, camera lenses, polishing compounds and abrasives,
propane tanks, kitty litter, road salt, ore, rock, vulcanized rubber, television and
computer displays, medical isotopes, and smoke detectors. These materials are
collectively referred to as the naturally occurring radioactive material (NORM).
The main nuclides responsible for NORM radioactivity include 40K and the
uranium/thorium decay series. Another category of NORM has been defined by
the U.S. Environmental Production Agency as technologically enhanced naturally
occurring radioactive material (TENORM). TENORMs are NORMs that have
been concentrated or exposed to the accessible environment as a result of human
activities such as manufacturing, mineral extraction, or water processing. TENORM
industries and sources include mining, energy production, water treatment, and
certain consumer products such as antiques, building materials, phosphate fertilizer,
and tobacco products. Even the radiation detector materials can contain naturally
occurring radioisotopes in significant quantities, for example 207Bi in BGO and
138La in LaBr3.

Another major source of radionuclide background is the use of radioisotopes in
medicine. After administration of radionuclide for medical diagnostics or treatment
purposes, the patient exhibits an increased radioactivity level. Radiation portal
monitors may not effectively discriminate the legitimate medical radionuclides
from those associated with threats. Alarms may be triggered not only by material
shipments, but also by treated patients (those who are not declared or known).
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Table 3.7 Decay properties of typical medical radionuclides

Photon energy (>30 keV)

Isotope Half-life Percent Branching Ratio (>1%)
Activity
(mCi)

Photons
(s−1)

57Co 217 d keV 122.0 136.4 0.0006 3.56 × 104

BR 85.54 10.69
51Cr 27.7 d keV 320.0 0.075 3.34 × 105

BR 9.83
67Ga 78.3 h keV 91.27 93.31 184.5 208.9 300.2 393.5 10.00 5.15 × 108

BR 2.95 37.00 20.45 2.33 16.60 4.64
123I 13.2 h keV 30.98 31.88 158.9 0.300 1.89 × 107

BR 12.43 2.71 83.30
125I 60.1 d keV 30.98 35.49 N/A N/A

BR 20.09 4.38 6.66
131I 8.04 d keV 80.18 284.3 364.4 636.9 722.8 41.80 1.59 × 109

BR 2.62 6.06 81.25 7.27 1.80
111In 67.3 d keV 22.98 26.08 26.80 171.2 245.3 3.225 2.65 × 108

BR 24.15 11.57 2.40 90.24 94.00
153Sm 46.7 h keV 40.90 41.54 47.00 48.50 69.67 103.1 140.0 5.47 × 109

BR 17.96 32.36 9.42 2.85 5.32 28.30
99mTc 6.01 h keV 140.4 16.91 5.85 × 108

BR 87.20
201Tl 73.1 h keV 68.89 70.82 80.12 82.78 135.2 167.4 20.00 1.07 × 109

BR 26.89 45.67 16.08 4.39 2.67 9.43
133Xe 5.25 d keV 30.63 30.97 34.97 36.01 80.99 10.00 3.18 × 108

BR 14.06 25.98 7.10 1.74 36.97

Decay properties of typical medical radionuclides are shown in Table 3.7. The most
common medical radionuclides are 99mTc, 131I, 201Tl, 67Ga, and 111In, and they are
used primarily in diagnostics.

Finally, one major human activity that contributes to radiation background may
be the use of radioisotope sources in industry. For example, 192Ir (Eγ = 320 keV) is
used for radiography of pipeline welds, boilers, and aircraft parts. In manufacturing,
radionuclides have been used to dry ink on packages, cure composite materials
(airline parts), as fluid level and thickness gauges, and to enhance automobile tire
wear characteristics. In security, radionuclides have been considered for inactivation
of potential anthrax in mail, while in food industry they are used for sterilization of
vegetables, spices, and meats. There has been an extensive use of radioisotopes in
oil exploration (well logging).

A non-negligible source of background is the fallout from atmospheric nuclear
tests conducted in the 1950s and 1960s by the United States and Soviet Union and
from several nuclear accidents, especially Chernobyl (1986) and Fukushima (2011).
Nuclear weapons testing nearly doubled the 14C concentration in the atmosphere at
its peak in 1960s, as can be seen in Fig. 3.5.
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Fig. 3.5 Variation of atmospheric 14C concentration as a result of atmospheric weapons testing.
Reproduced from Ref. [10]

3.2 Principles of Passive Measurements

The basic concept of a passive measurement of radiation is illustrated in Fig. 3.6.
In most situations, only the highly penetrating radiation (γ rays and neutrons) is
suitable for detection, since other common emitted radiation (α and β particles) can
be readily stopped by even a thinnest shield, which includes the intervening air or the
material itself (the effect of self-shielding). The object that contains the material to
be detected emits an intrinsic and potentially useful characteristic radiation signature
of neutrons and γ rays. The important and potentially detectable characteristics of
this signature include its magnitude, characteristic energy spectrum, multiplicity,
and correlation with other signatures. The magnitude of the signature is primarily
governed by the quantity and nature of material (for example, the specific isotope
of uranium or plutonium or their mix). If measured with high fidelity, the energy
spectrum of emitted radiation can be a powerful unique signature of the emitting
nuclide, since it is fundamentally related to nuclear structure. The emitted γ rays
typically have a narrow energy spread that is in principle immune to spectral
interferences. In practice, however, the energy resolution of detectors that are used
to detect γ rays is the limiting factor, which frequently leads to interferences
with neighboring γ -ray lines. While the emitted neutron spectrum is similarly
characteristic of the material, it is typically absent of sufficiently sharp features
in its energy spectrum and is more challenging to measure with high fidelity. The
multiplicity and correlation of the emitted γ rays and neutrons can be one of the
most useful signatures that enables the detection of SNM through the occurrence of
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Fig. 3.6 Illustration of the main elements of the passive radiation detection process

nuclear fission. In the nuclear fission process, whether spontaneous or induced, there
is an abundant and simultaneous emission of prompt γ rays and neutrons (Fig. 2.1).

Not only the energies, but also the number of emitted radiation quanta of γ rays
and neutrons is characteristic for the fissioning nuclide and to the method used to
induce fission. The number of simultaneously emitted radiation quanta is referred to
as multiplicity; some of the important multiplicity data are listed in Table 3.3. While
the delayed γ rays and neutrons are also emitted following a fission process, they
hold little value in passive measurements not only because they are relatively rare,
but because it is not possible to determine the delay between their emission and the
corresponding fission when there is no established time structure of fission present,
as in the case in active interrogation. Finally, since prompt neutrons and γ rays are
emitted simultaneously in fission, detected γ -neutron correlations can also be useful
in the detection of SNM by fission.

While the emitted signatures are unique to the constituent radionuclides on the
microscopic level, they can be significantly altered by propagation. The first barrier
encountered by the emitted radiation is the object itself. While both the γ rays
and neutrons can be considered as highly penetrating, they can still experience
significant absorption and down-scattering. For example, in the case of 235U, the
characteristic 186 keV γ ray can be readily absorbed in the uranium object, such
that only the γ rays of this energy emitted near the surface have an appreciable
probability of escaping and contribute to the γ signature of the object. In the case
of neutrons, they can undergo not only scattering, but also absorption. In the case of
fissile nuclides such as 235U and 239Pu, they can induce additional fissions, which
can multiply both the neutron and the γ emission.

Once the radiation is emitted, it undergoes propagation through the environment,
which may include high-density intervening material, which is usually referred to
as shielding. This propagation is arguably the most important factor affecting the
detectability in passive radiation measurements. First, the spontaneously emitted
neutrons and γ rays are emitted isotropically; as a result, the radiation flux received
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at the detector drops quickly (∝ 1/r2). In many scenarios in nuclear security it is
not possible to position the detector in close proximity to the source. In addition,
radiation emitted by the source propagates through the environment, which can
significantly alter the unique signature through several mechanisms, the two most
prominent being absorption and scattering. In the case of absorption, the radiation
quantum is removed from the emitted flux, and it is possible for re-emission of a
different signature to occur. For example, a neutron can be captured by hydrogen
in a hydrogenous material to emit a 2.2-MeV characteristic γ ray, or a high-energy
γ ray can be absorbed to produce an annihilation γ ray at an energy of 511 keV.
Radiation can undergo elastic or inelastic scattering during propagation, where the
characteristic energy of a neutron or γ ray is reduced, but the particle may still reach
the detector and be detected. In this case, the signature such as γ -ray energy may
be altered and not counted in spectroscopic radiation detection systems. Finally, one
interesting aspect of radiation interaction with the environment may even enhance
the characteristic signature. An example of this is placement of an object that acts
as a neutron scatterer near the measured object; in this case, the reflected neutrons
may induce additional fissions in fissile material.

As the γ rays and neutrons ultimately reach the detector, some fraction of
them interact with the active detector material and are detected. Detector cannot
be considered as being separate from its environment, however; one can only
consider it to be a fraction of the overall space that is instrumented in a fashion
that allows the radiation-matter interactions to be converted into detectable signals
that can subsequently analyzed and counted. Detectors exhibit their unique response
functions that depend primarily on the detector material and size and reflect the
various processes that can occur in the interaction of radiation with the detector. As
a result of these interactions, a fraction or all of the incident particle energy can
be ultimately converted into an electrical signal. Through a combination of various
interactions, detector can therefore significantly alter the characteristic signature of
SNM radiation incident upon it.

3.2.1 Gross Radiation Counting

The simplest method to detect the presence of nuclear material is the use of gross
radiation counting. In this approach, the presence of radioactive material is inferred
from the excess detected number of counts in a radiation detector over background,
which is recorded over some period of time. In all nuclear security applications, and
especially in cargo inspection and wide-area search, it is desirable to minimize the
measurement time. For example, in cargo inspection it is necessary to maintain a
screening rate that is compatible with the presented flow of traffic.

In gross radiation counting, as in all other more sophisticated counting methods
that involve categorization of signal by energy (imaging) and location (imaging), a
measurement can be characterized in the standard statistical framework, which leads
to the definition of minimum detectable activity (MDA) or minimum detectable
amount [11]. A detailed discussion of the concept of MDA and related statistical
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inference methods is widely available in the literature [12]. In Sect. 3.4 an example
analysis is provided, which illustrates the level of difficulty of detection of shielded
SNM using gross radiation counting.

3.2.2 Gamma-Ray and Neutron Spectroscopy

A common and powerful method that can significantly enhance the signal to
background ratio is radiation spectroscopy. Similar to better-known optical spec-
troscopy, γ -ray spectroscopy involves measuring the energy of high-energy photons
incident onto detector and thereby reconstructing the energy distribution of incident
radiation. Despite the radiation interactions that modify the energy distribution
of γ -ray radiation emitted by the source through processes such as scattering
and absorption in the source itself, in the intervening space, and in the detector
itself, there is a tendency for a fraction of the γ -ray radiation to experience no
interactions prior to reaching detector and then deposit its full energy in the detector.
In this situation, a highly usable signal is recorded, which is proportional to the
characteristic energy of a nuclear transition. This feature is usually referred to as the
photopeak. By detecting and measuring the relative intensity of the photopeaks in
the γ -ray spectrum, it is possible to check the consistency of the measured signal
with the known decay properties of a given nuclide. With some assumptions about
the problem geometry, one can then also reconstruct the relative abundance of the
radioactive nuclides present in the vicinity of the detector.

An example of the γ -ray spectra of highly enriched uranium (HEU) and natural
uranium measured with a high-purity germanium (HPGe) detector is shown in
Fig. 3.7. A 186-keV γ -ray line is prominent in HEU, which contains a large fraction
of 235U, whereas a 1001-keV line is present in natural uranium and originates from
the decay of the much more abundant 238U. In Fig. 3.8, the spectrum of plutonium
metal is shown.

One aspect of γ -ray spectroscopy that has to be properly appreciated in this
context is the importance of detector energy resolution. The energy resolution
of a detector refers to its capacity to consistently record the same pulse height
in different events in which the same energy is deposited in the detector. This
property is usually limited by the statistics of production of information carriers
(e.g., ionization electrons or scintillation photons) in the detector material, but can
also be significantly affected by the carrier transport and electronic noise in the
detection system [12]. In a detector that exhibits a better energy resolution, a greater
photopeak to background ratio can be realized since a smaller fraction of the broad
background is present in the measured energy range within which the signal is
confined. Energy resolution thus represents an important consideration, which has
to be carefully weighted with detector efficiency and cost to minimize the detectable
activity in a passive measurement. While the characteristics of specific detector
types are discussed at greater length in Chap. 5, here we provide Fig. 3.9 as an
example that illustrates the value of detector energy resolution. When lower energy
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Fig. 3.7 Gamma-ray spectra from natural (0.7% 235U) and 90%-enriched uranium, measured with
an unshielded 1%-efficiency Ge(Li) detector. The peaks labeled 238U (234mPa) are from the decay
of 234mPa. Background peaks are labeled B. Note the dominance in the spectrum of the 186-keV
peak from 235U decay. Reproduced from Ref. [1]

resolution detectors such as NaI(Tl) are used, some of the characteristic γ rays that
are readily resolved with higher-resolution semiconductor detectors interfere and
merge. These interferences of neighboring spectral lines can significantly reduce
the number of useful lines in γ -ray spectroscopy performed with lower resolution
detectors; however, lower resolution detectors are usually more practical due to low
cost and scalability to large areas and volumes.

A broad continuum originating from Compton scattering is present in the
measured γ -ray spectrum. This interaction type is very common and produces a full
range of energy depositions in the detector up to the maximum value, referred to as
the Compton edge. The continuum thus produced by Compton scattering of a high-
energy γ ray represents a background for all γ rays whose photopeaks are located
below its Compton edge. In a complex radiation environment filled with naturally
occurring radioactive material, this can represent a significant problem and further
increase demands on detector energy resolution. Alternative methods of detection
that employ Compton suppression [13] have emerged, where Compton events are
detected as multiple interactions in a segmented detector or a special multi-detector
assembly and vetoed, reducing the magnitude of the Compton continuum. Such
systems usually occupy the majority of the solid angle, which makes them poorly
suited for counting in many real-world nuclear security applications (Fig. 3.10).

Neutron spectroscopy is another powerful technique that may be applied in
passive measurements. However, it should be noted that SNM produces neutron
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Fig. 3.8 Gamma-ray spectrum from 500 g of plutonium metal measured with a coaxial germanium
detector. Peaks not labeled with a specific isotope are from 239Pu. Reproduced from Ref. [1]

emissions which do not have such well-defined features in their energy spectrum
as γ rays, so it may be challenging to distinguish them from background. Neutrons
also readily interact in the environment and thus their spectrum can be significantly
perturbed, reducing the value of neutron spectroscopy. Finally, it can be much more
challenging to obtain neutron spectra than γ spectra as a result of the lack of
interactions that produce the equivalent of a photopeak in γ -ray detectors. Instead,
unfolding the neutron spectrum from detector response must be performed, and the
result usually exhibits relatively low resolution and is sensitive to noise. Still, if an
excess of relatively high-energy neutrons is observed in neutron spectroscopy, this
presents a very valuable signature detection that may indicate the occurrence of a
fission process.

3.2.3 Fusion of Multiple Measurement Modalities

While the passive measurements can take advantage of high-efficiency, high-energy-
resolution counting and radiation imaging (discussed in more detail in Sect. 3.3.1),
an opportunity that has been recognized by researchers and awaits wide implemen-
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Fig. 3.9 Gamma-ray spectra of low-burnup (93% 239Pu) plutonium measured with four different
γ -ray detectors: NaI(Tl), coplanar grid CdZnTe, CdTe, and Ge (top to bottom). Reproduced from
Ref. [1]

Fig. 3.10 Example of
implementation of a Compton
suppression system that
employs four NaI(Tl)
detectors surrounding a HPGe
detector [8]

tation makes use of the combined information collected from radiation sensors and
from more conventional surveillance technology, such as CCD or CMOS cameras.
For example, since simple imaging in the visible or infrared part of the spectrum can
provide the instantaneous location of a moving vehicle, and stereoscopic imaging or
lidar could also measure its distance, this information can be combined with the
time-dependent radiation measurement (gross counting, spectroscopy, or imaging)
to enhance its value by use of correlation of multiple signatures. An example of this



3 Features and Limitations of Passive Measurements 47

0
-500

0

500

1000

1500

2000

10 20 30 40

Fig. 3.11 (a) The Large Area Imager with the boom for deploying the video camera; (b) video
image of a vehicle containing the 1-mCi source; (c) one-dimensional images (count histograms vs
location) of a 1-mCi source transiting the imager’s field of view; (d) Final vehicle image created
by combining the data from large area imager and the video camera. © 2008 IEEE. Reprinted, with
permission, from Ref. [14]

approach is shown in Fig. 3.11, where a roadside tracker has been developed that
combines a large-area γ -ray imager with an independent measurement of vehicle
location to harvest multiple shots from the γ -ray imager to reveal a radiation source
in a moving vehicle. This would not be possible with the use of a radiation detector
or imager alone because of the relatively weak emission from the source.

Approaches like these may be considered to employ the concept of data fusion,
in which the time correlation of multiple streams of data improves the detection
sensitivity.

3.3 Technology for Passive Measurements

3.3.1 Gamma-Ray and Fast Neutron Imaging

A method which can significantly enhance the performance of a passive measure-
ment system is radiation imaging. This approach takes advantage of the typical
difference in spatial distribution of a signal of interest and background. Whereas
the signal of interest (for example, a relatively small sample of HEU or Pu) is
very similar to an ideal point source, the source of background is usually widely
distributed in space. One can draw an analogy between this condition and γ

spectroscopy, where the signal of interest (a γ ray photopeak) may occupy a small
fraction of the energy spectrum, while the background exhibits a broad distribution,
a fraction of which is a superposition of Compton continua.
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The objective of radiation imaging is to classify the events occurring in the
radiation detector or a detector system based on the incident angle of radiation onto
the detector aperture. If multiple such detectors are used and spatially separated, the
parallax effect can be used to reconstruct not only the angle of incidence on the
detector, but also the actual position of source that includes its distance from the
detector.

In common imaging systems the goal is to map the spatial frequency of incident
radiation (which is proportional to incidence angle) onto a position on the detector
surface. The spatially dependent distribution of radiation thus incident onto the
detector (or a detector array) is referred to as the image. In optical imaging a
simple refractive element (lens) is typically used to perform this angle-to-position
transformation (Fig. 3.12). This is a very efficient process, in a sense that the photons
incident onto the lens aperture can be imaged with nearly 100% energy efficiency
with a finite-size detector.

The use of a refractive element for imaging is usually impossible for high-energy
radiation such as γ rays and neutrons. Instead, a simple\concept of pinhole camera
can be applied. As illustrated in Fig. 3.13, a small hole in an opaque screen (shield)
can restrict the directions of incident radiation in such way that there is a unique
mapping of an incidence angle onto screen (detector) position. Unfortunately, this
imaging method is inefficient, since only a small fraction of incident radiation can
pass through the pinhole.

To address this limitation of a single pinhole imager, a related concept of coded
aperture imaging [15] has been developed. In coded aperture imaging (Fig. 3.14),
an array of opaque and transparent elements is placed in front of a position-sensitive
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Fig. 3.14 Coded aperture
imaging [16]
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detector. The operation of this arrangement can be understood if one considers the
fact that the illumination pattern on the detector depends on the angle of incident
radiation onto the aperture (this is essentially a case of multiple pinhole cameras).
The recorded pattern on the detector can be reconstructed [17] into an image while
greatly improving the efficiency in comparison to a simple pinhole camera, since
a much greater fraction of the coded aperture is open (transparent) to radiation.
The coded aperture imagers have been developed both for γ rays [18] and fast
neutrons [19]. There is little interest in imaging slow (thermal) neutrons in this
context since they carry little information about their source. One variant of coded
aperture imaging device that operates in the time domain has been pioneered in the
field of astronomy and has been termed the rotating modulation collimator [20].

An entirely different concept of imaging has been successfully applied to passive
radiation imaging, and is based on full or partial kinematic reconstruction of
coincident interactions taking place in a detector or a detector array. Devices based
upon this concept have been termed Compton imagers [21] (for γ ray imaging) or
neutron scatter cameras [22] (for neutron imaging). The concept of both devices is
illustrated in Sect. 3.3.1 and can be summarized as follows. Many of the interactions
of γ rays and fast neutrons may result in a partial energy deposition in the detector
medium. This is the case with Compton scattering of γ rays, or most fast neutron
scatters, except for the special case of neutron backscatter from a hydrogen nucleus
(proton). In such interactions, the incident particle emerges from the interaction
at an angle that is governed by the kinematics of the scattering process (the
usual simultaneous conservation of energy and momentum), as shown in Figs. 3.15
and 3.16.

In a position-sensitive and spectroscopically capable detector, the position and
energy deposited by the interaction can be measured. Such detectors are frequently
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Fig. 3.15 Principle of Compton imaging

Fig. 3.16 Principle of
neutron scatter camera.
Reproduced from Ref. [23]

optimized to strike a compromise between efficiency of single interaction and low
probability of multiple interactions. In a Compton imager or neutron scatter camera,
the second interaction of the same scattered particle occur at a different position,
usually in a second detector. Through a combination of interaction positions,
deposited energies, and the time of flight information from two interactions (for
neutrons), the direction of the incident particle can be constrained to a cone or voxel,
and multiple radiation interactions may be used to improve the source localization.
The reader is referred to abundant literature on Compton imagers and neutron scatter
cameras, in which the details of the event analysis that permits reconstruction of
directionality are discussed.

Other device types that permit γ and fast neutron imaging have been demon-
strated that make use of the kinematic reconstruction, and here we mention two
examples. A neutron time projection chamber (Fig. 3.17) [24] relies on either
a single of multiple interaction in a hydrogen-containing gas to reconstruct the
incident neutron direction. A dual-particle imager has been developed [25] by
extending the concept of a neutron scatter camera to combine neutron and γ

detectors into and arrangement that makes it possible to simultaneously reconstruct
the incident γ and neutron direction.
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Fig. 3.17 Neutron time projection chamber. Reproduced from Ref. [24]

3.3.2 Radiation Portal Monitors

In recent years there has been a growing awareness of illicit trafficking in nuclear
materials, which has lead to the development of a radiation portal monitoring
(RPM) [26] program. During the early 1990s, several cases of trafficking in nuclear
material that could be directly used in nuclear weapons, raised concerns that such
materials could be obtained by terrorists. The attention to those concerns was greatly
increased after the events of September 11, 2001. Combating nuclear smuggling
requires continuous monitoring of nuclear material facilities, border locations,
smuggling organizations (organized crime), and even entire countries. RPMs play
a vital role in combating the illicit trafficking of radioactive material at borders,
ports, and other facilities. RPMs must be designed to survive the environmental
effects such as severe weather. Rapid decreases in temperature can damage (crack)
NaI(Tl) crystals; polyvinyl toluene (PVT), on the other hand, is more rugged and
less susceptible to environmental changes. Photomultipliers in scintillation detectors
can drift (amplification can change) with a change of temperature, which can affect
alarm thresholds. Working environment can be rough near RPMs, which is why
they have been designed to have yellow metal or concrete columns protecting them
(Fig. 3.18). This is to protect the detectors from being hit by vehicles. Even so,
portals are designed to withstand some level of impact, but additional packaging
around the portal monitors can affect the minimum detectable activity. RPMs are
typically designed to detect both neutron and γ rays and employ packaging of
multiple detectors (Fig. 3.19).

RPMs are typically placed at fixed locations, especially at traffic choke points
where speeds are reduced while passing through portals. Mobile RPMs have also
been developed that can be used to set up a portal at an arbitrary location and can
be operated in stationary or a mobile mode. They are also appropriate for use at
airports, rail yards, and vehicle cargo operations.
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Fig. 3.18 Radiation portal monitor at a test location at Pacific Northwest National Laboratory

3.4 Limitations of Passive Measurements

3.4.1 Example of Passive Detection by Gross Radiation
Counting

With many of the relevant characteristics of the signal, background, and technology
for passive detection discussed, we can now turn our attention to two examples that
illustrate the difficulty of passive detection of SNM in a real, shielded environment
and in the presence of usual radiation background by gross radiation counting [8].
We consider the detection of 10 kg sphere of weapons grade Pu (wgPU) placed into
a center of a 2-m diameter tank of water by placement of a detector at the surface of
the tank (at a very optimistic distance of 1 m from the source).

In the first case, we attempt to detect an intense γ signature, which can be
simplified by only considering the emission of 3.3×1010 γ /s at 414 keV. The emitted
γ rays undergo attenuation in the source itself, which reduces the emitted γ rate by
a factor of ∼300. The water shield further reduces absorbs the γ rays by a factor
of ∼ 3.3 × 104. Finally, the flux of the isotropically emitted γ rays is reduced at a
distance of 1 m to result in the signal of ∼0.02 γ cm−2s−1. This signal is comparable
to cosmic ray muon background.
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Fig. 3.19 Packaging of
NaI(Tl) detectors into
RPM [8]

In the second case, it is attempted to infer the presence of wgPu by detection of
excess neutron signal. The spontaneously emitted neutron rate from 10 kg of wgPu
is 5.2 × 105 n/s, 99.98% of it coming from the impurities such as 238Pu, 240Pu,
and 242Pu. The self absorption in the source reduces the emitted neutron rate by a
factor of ∼1/1.3, while the thermalization and absorption in the water along with
propagation over 1 m distance result in a reduction of the neutron flux by a factor of
108, producing a signal of ∼0.004 thermal n cm−2s−1. This is only about 1/5 of the
thermal neutron background that arises from cosmic ray interactions.

It is useful to further expound upon the level of difficulty in detecting the other
important form of SNM, the HEU. Considering the paucity of the spontaneous
radiation signatures from 235U, one can estimate in this situation that the same
quantity of HEU is 20 times more difficult to detect than wgPu using γ rays, or
a staggering 106 times more difficult to detect using neutrons.

3.4.2 Signal to Noise Ratio Scaling

We next consider the scaling of signal to noise ratio (SNR) for several models of
the background. In the simplest case of no background being present, the detection
is limited only by statistics:
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SNR = ns/σs = √
ns, (3.2)

where ns is the mean number of detected counts and σs is the standard deviation
of the number of detected counts. Let us now examine a more complex case of a
finite, constant, and known background, for which we assume the mean number of
detected counts is nb. In this situation, the SNR is determined to be

SNR = (ns + nb) − nb√
σ 2

ns+nb
+ σ 2

nb

= ns√
ns + 2nb

. (3.3)

The most realistic case is that of unknown and variable background and an SNR

that is not limited by counting statistics. In this case we have

SNR = ns

nb

∝ SεdAd

BεdAd

, (3.4)

where S is the signal flux, B is the background flux, εd is the detector intrinsic
efficiency, and Ad is the effective area of the detector. It is apparent in this case that
neither the detector size nor its intrinsic efficiency affect the SNR.

Returning to the case of constant and known background, we can consider the
effect of detector size and intrinsic efficiency on the SNR when the detector is
placed at a distance r from the source:

SNR = s(r)√
s(r) + b(r)

=
SAdεd t

4πr2√
SAdεd t

4πr2 + AdBεdt

∝ √Adt, (3.5)

where s(r) and b(r) are the detected signal and background counts at distance r and
B(r) is the background flux at the same location. As can be seen from this simple
analysis, the SNR scales as square root of the detector area, indicating that a larger
detector is better in this situation.

These simple arguments underline the fact that simply increasing the detector
size may not lead to more reliable detection in the case of unknown, variable
background.

3.4.3 Relative Importance of Detector Efficiency, Resolution,
and Background

It is useful at this point to consider a more integrated framework that can provide
the guidance in the selection of a detector material such that maximum detection
sensitivity can be realized. Here we follow the analysis provided by Cooper [27],
in which the focus was placed on the detection sensitivity of Ge(Li) γ -ray
spectrometers, but with a much broader scope of applicability of the obtained result.
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In this analysis, the sensitivity is defined as a measure of the ability to detect
a γ -ray peak in the presence of two major backgrounds: natural radioactivity and
Compton continuum from higher-energy γ rays produced by the source of interest.
The minimum detectable disintegration rate, Dm, is defined as

Dm = Nm

εf t
, (3.6)

where Nm is the minimum number of the net number peak counts that can be
detected (after background is subtracted), ε is the detector efficiency for the γ ray
which is of interest, f is the fraction of disintegrations that result in emission of that
γ -ray energy, and t is the counting interval. One further defines Nm as

Nm = AmσNm, (3.7)

where σNm represents the standard deviation of Nm and Am is the reciprocal of the
fractional error. Fractional error is used as a parameter in this analysis and can take
a range of values (for example, A = 100 corresponds to a 1% fractional error, while
A = 1 corresponds to a 100% fractional error). The final result of this analysis for
a minimum disintegration rate detectable by measuring a peak at an energy E1 can
be written as

Dm(E1) = Am

ε(E1)f1t

([
2bR(E1)

{
BC2(E1) + BN(E1)

}+ A2
m/4

]1/2 + Am/2

)
.

(3.8)

Here, Dm(E1) is the minimum detectable disintegration rate at energy E1, ε(E1)

is the peak efficiency for detecting γ rays of energy E1, and f1 is the fraction
of disintegrations that result in emission of the energy E1. Other quantities in
this equation include: b—factor which when multiplied by the resolution gives
the number of channels included in the peak; R(E1)—detector resolution at E1;
BC2(E1)—the contribution of the Compton continuum background from all higher-
energy γ rays from the source at energy E1; and BN(E1)—natural background at
energy E1.

As can be seen from Eq. (3.8), the minimum detectable disintegration rate scales
approximately as

Dm ∝
√

B R

ε
, (3.9)

where B is the average total background. This offers some guidance with respect to
selection of a detector for its resolution and efficiency; specifically, the improvement
in sensitivity is much more affected by efficiency than by resolution. It is also
evident that the reduction of background by improved shielding, anti-coincidence
veto systems [28], or Compton suppression systems [13] is less valuable than the
improvement of efficiency by the same amount.
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To further illustrate these scalings, let us consider the approximate ratio of the
minimum detectable disintegration rates that can be achieved by a HPGe detector
and a NaI(Tl) detector, where HPGe detector is assumed to have 50% of the
efficiency of the NaI(Tl). It is further assumed that the energy resolution of the
HPGe detector RGe = 1.6 keV, while the resolution of the NaI(Tl) detector is
RNaI = 80 keV. We further assume a uniform background γ -ray field of G γ /(s
keV). We obtain

DGe

DNaI

=
√

RGeGε/ε√
RNaIG2ε/(2ε)

= 0.2. (3.10)

The result shows that, despite the fact that a HPGe detector has an energy resolution
that is approximately 50 times better than an NaI(Tl) detector, even a modest
NaI(Tl) detector with twice the efficiency of a HPGe detector is only 5 times less
sensitive. These considerations must be carefully weighted when selecting detectors,
shielding, and other background suppression approaches (such as shielding) to
maximize the system sensitivity at a given cost.
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Chapter 4
Foundations of Active Interrogation

Haori Yang

Abstract In this chapter the fundamental basis of active interrogation (AI) as a
detection technique is presented. The chapter starts with a brief overview of limita-
tions of passive measurement techniques and how detectability could be improved
via AI in many scenarios. The follow-up discussion on AI techniques is limited to
those based on induced fission reaction and nuclear resonance fluorescence, because
these have shown the most potential for practical implementation in the field to
detect special nuclear materials. Availability of new cross section data has recently
enabled more reliable simulation of the AI process, beneficial to system design,
development and evaluation. Some recent notable achievements are summarized
here. In principle, AI techniques are not limited by the weak intrinsic radioactivity of
certain nuclear materials. Thus, they could provide improved detectability. However,
AI techniques still face many limits, such as signature attenuation, intense active
background and interference introduced by the interrogating radiation. These are
discussed in detail at the end of this chapter.

4.1 Introduction to the Active Interrogation Technique

AI techniques, in a broad sense, have been used for more than 100 years since
the discovery of natural radioactivity. The primary focus of these techniques has
been radiographic imaging. Various AI systems have been developed during the
last century. Until recently, these techniques have not been widely used except
in medical and special industrial applications. The main reasons are the cost and
complexity of required equipment, the success of passive detection methods to
provide accurate results, and the concerns of radiation safety issues related to the
deployment of radiation emitting systems outside of lab-coat environments.
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In the last decade, especially after 9/11, homeland security has become a
dominant concern. Among all the possible terrorist tactics, those involved with high-
Z fissile materials seem to evoke the most concern, probably because of the small
volume of material needed to make a catastrophic impact. Ninety percent of the
trade goods brought into the U.S. each year enter through its 361 seaports [1]. The
west coast ports of Los Angeles, Long Beach, Oakland, and Seattle are currently
processing more than 11,000 containers per day, or 8 per minute on a 24/7 basis.
The concern is that terrorists could use any one of these containers to smuggle
special nuclear material (SNM) into the country. Currently, less than 2% of these
containers are ever opened and inspected by customs service. On the other hand,
based on an OECD report, a successful attack at a seaport would shut down the
entire maritime shipping system for a period up to 10 days and would produce an
economic loss of $58 billion in the U.S. alone [2]. Thus, the ultimate goal is for every
container entering the U.S. to be screened using techniques having an extremely
high probability of detecting concealed SNM. It remains a technical challenge to
reliably detect intentionally concealed highly enriched uranium (HEU) with passive
techniques. The potential for AI to address this longstanding concern has drawn
significant resources and attention to this area of research and development.

In addition to cargo screening, AI techniques have also been developed for
nuclear safeguards and forensics, such as nuclear material accountancy (NMA)
and treaty verification. In these applications, the goal is not to detect the presence
of SNM, but to quantify or characterize SNM samples. Such a measurement
is commonly referred to as active non-destructive assay. Samples under assay
are normally of known characteristics. Shielding might be present for radiation
protection purpose, rather than source concealment. Passive techniques for quan-
tifying plutonium based on its neutron emission have long been developed and
implemented for safeguards. Measuring neutrons emitted by uranium is far more
challenging due to the low spontaneous fission rate. Thus, to provide a similar
capability for uranium normally requires the introduction of an interrogation source
to induce fission [3]. AI is normally utilized to increase signal to a detectable level
unachievable while solely relying on spontaneous emission. Contrary to this, it has
also been studied for assay of spent nuclear fuel. In this case, passive detection
is paralyzed by the high radiation field produced from fission products. Active
techniques involving pulsed interrogation sources provide a way to improve signal
to noise ratio via temporal discrimination. Examples include measurements of
delayed γ rays and neutrons following induced fission and induced fission rate
measured in a lead slowing down spectrometer (LSDS) [4, 5].

Recent development of AI techniques targeting SNM has focused on detecting
signature signals from induced fission reactions with either fast neutron or high-
energy photon sources. With cargo screening being the major driving force, the
priority here is to achieve high detection sensitivity and selectivity in a reasonably
short time period with consideration of a lot of unknowns, such as shielding around
the target and attenuation by cargo. Techniques based on induced fission enable
much better detectability by enhancing fission signatures beyond spontaneous
emission. In addition to detecting the presence of SNM, isotopic analysis is
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achievable, for example, through measurement of fission product yields. Another
AI technology worth further discussion is nuclear resonance fluorescence (NRF). It
is the nuclear analogy of atomic fluorescence. Being isotope-specific, this method
potentially provides higher fidelity in detection and characterization. Currently, its
application is hindered by the lack of bright tunable monoenergetic photon sources.
However, such sources are under active development and would make NRF a very
attractive technique once become available [6]. In a broader sense, AI could include
any measurement involving an external source of ionizing radiation, such as X-
ray or neutron radiography. However, such techniques merely rely on changes in
the interrogation radiation (e.g. intensity, energy, direction) and not on signatures
resulting from induced reactions inside the target. The following discussion in this
chapter will thus be limited to induced fission and NRF only.

4.2 Impact of Active Measurements on Detectability

4.2.1 Passive Techniques and Their Limits

Passive nondestructive detection is based on the detection of naturally emitted
γ rays and/or neutrons from SNM. Because of the absence of an interrogating
radiation source, the passive techniques are much simpler to deploy. Detection
systems utilizing this approach deliver no radiation dose to the target.

As a result of the spontaneous α or β decay in heavy nuclei, γ rays are emitted
during the de-excitation process. These γ rays have energies that are characteristic
of the source nuclei. Some of these γ rays have sufficient energy to penetrate
fissionable materials and potential shielding around them. Detection of these γ rays
is the basis of passive γ -ray assay. The energy information can be used to distinguish
these γ rays from signals belonging to the natural background. In addition, isotope
identification is possible via γ -ray spectroscopy. The net number of counts is
interpreted through a predetermined calibration to estimate source activity present in
the sample. Such passive methods have found applications in the assay of materials
in DOE waste containers [3]. They are also utilized in radiation portal monitors
developed for security applications, for example, RadSentry by Canberra, AT-900 by
SAIC and Detective by ORTEC, together with passive neutron detection techniques.

A transmission density measurement is usually used as a supplement when
an accurate γ -ray assay is needed. In this measurement, the sample is irradiated
by an external source of photons of energies similar to the energies of interest.
The measured attenuation of the photons by the object is used to correct the γ -
ray assay results for the expected loss of emitted photons. This can extend the
applicability of passive γ -ray assay to denser materials, through which only a
fraction of the spontaneously emitted γ rays can reach the detectors. If the object
under investigation is close to the detector, it is usually rotated during the scan to
improve the uniformity of the sample response. Otherwise it is placed at a sufficient
distance from the detector so that the source position variations can be ignored.
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Various types of detectors find applications in passive γ -ray detection. These
range from detectors with medium energy resolution (e.g., NaI(Tl), CdTe, BGO
detectors) to ones with excellent energy resolution (e.g. HPGe detectors). Although
passive γ -ray assay can be used for identification and quantification for certain
isotopes, such as 238U and 238Pu, there are cases where its application is impractical.
For example, shielded HEU is extremely hard to detect using passive γ -ray tech-
niques. The main spectral feature in the bare HEU γ -ray spectrum is the photopeak
from 235U at 185 keV. When lead shielding is placed between the HEU sample and
the detector, this 185 keV peak is greatly attenuated. The primary spectral feature
left is due to the isotopic impurity of 232U. 232U decays rapidly and enters the
thorium decay chain. The final nuclide in this chain is 208Tl, which contributes to
the photopeak at 2615 keV. These 2615-keV γ rays are very penetrating, thus easy
to detect using passive detection techniques. However, its intensity is low and it is
part of the natural background in the environment.

Neutrons are emitted as a result of spontaneous fission or as a result of the (α, n)
reaction between the α-particles and the nuclides of low atomic number in the matrix
material. These neutrons typically have high energies and can penetrate the object
and shielding with a high probability. In passive neutron detection methods, these
neutrons are detected by multiple detectors surrounding the container. Since neutron
energies are not isotope specific, energy information is usually not measured in
such techniques. In total neutron counting, only gross rate is measured to determine
the gross content of neutron-emitting nuclides. The amount of a particular nuclide
can still be calculated given its specific neutron emission intensity and relative
abundance. This technique is limited to the detection of 238U and some plutonium
isotopes, where specific activity of spontaneous fission is high. The abundance of
elements in the matrix materials surrounding the SNM that can be potential targets
for (α, n) reaction will also affect the gross neutron counts.

In passive neutron detection, the coincidence technique is often used to distin-
guish fission neutrons from other sources, including (α, n) reactions in the matrix
material. During a spontaneous fission event, ∼2–3 neutrons are usually emitted
simultaneously. In contrast, neutrons from other sources are emitted at randomly
spaced intervals. With a well-designed setup, the probability of detecting multiple
fission neutrons within the coincidence time is relatively high. On the other hand,
the probability of detecting an (α, n) neutron or background neutron in this time
interval is no greater than it would be in any other time interval of the same duration.
Thus, detectors working in the coincidence mode have a preference to detect fission
neutrons. The two types of detectors mainly used in passive neutron detection are
gas filled detectors and plastic detectors. When plastic detectors are used, fission
neutrons and γ rays are both counted with high probability but can be separated
via pulse shape analysis [7]. Plastic detectors, like most organic scintillators, have
several advantages over other neutron detectors, such as faster time response.
However, they usually have poorer stability caused by gain drift in the PMT and
variation in temperature. They are also less rugged and sensitive to γ rays. Passive
neutron detection techniques are usually used together with passive γ ray detection
techniques. It has found applications in waste assay and security applications [8].
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Table 4.1 Natural radiation from uranium and plutonium isotopes

Nuclide Decay mode Radiation, type Intensity (s−1 g−1)
235U α 185.7 keV, γ -ray 4.3 × 104

238U α particle 1001.1 keV, γ -ray 1.0 × 102

766.4 keV, γ -ray 3.9 × 101

Fission Fission neutrons 1.7 × 10−2

238Pu α particle 766.4 keV, γ -ray 1.5 × 105

152.7 keV, γ -ray 6.5 × 106

Fission Fission neutrons 2.6 × 103

239Pu α particle 413.7 keV, γ -ray 3.4 × 104

129.3 keV, γ -ray 1.4 × 105

240Pu Fission Fission neutrons 1.0 × 103

241Pu β particle 208.0 keV, γ -ray 2.0 × 107

164.6 keV, γ -ray 1.8 × 106

148.6 keV, γ -ray 7.5 × 106

242Pu Fission Fission neutrons 1.7 × 103

Although most SNMs naturally emit neutrons and/or γ rays, the intensity of the
spontaneous radiation is low, and the energies of the γ rays are fairly low in most
cases, as shown in Table 4.1. In security applications, it is prudent to assume that
the SNM is well shielded to circumvent passive detection. Detecting well shielded
SNM using passive techniques, with high detection sensitivity and selectivity in a
reasonably short time period remains a major technical challenge.

4.2.2 Improved Detectability by Active Interrogation

Both neutrons and γ rays can induce fission in SNM. On average, two to three
energetic prompt neutrons and about eight prompt γ rays are produced in each
fission reaction. These radiations are emitted within 10−15 s of the time of fission.
The fission products continue to emit another six to seven γ rays and approximately
0.01 to 0.02 neutrons per fission. This radiation from the decay of the fission
products is called delayed fission radiation. Both prompt and delayed fission
radiation can be detected as unique signatures indicating the presence of SNMs.

A variety of active nondestructive assay techniques can be formulated by
combing different incident radiations and observed radiations. Many are being
explored and seem promising for security and safeguards applications. AI methods,
as compared to passive methods, offer the advantages of adjustable energy and
intensity of the interrogating radiation to provide optimal response; a higher
intensity of the radiation from induced reactions; and the techniques are applicable
to all fissile and fissionable materials. Most AI techniques rely on the detection
and measurement of the delayed radiation, although prompt radiation is much more
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abundant. Techniques that depend on prompt radiation detection have a much higher
sensitivity. However, if prompt radiation is to be detected, the fission neutrons and
γ rays have to be distinguished from the interrogation radiation. While the interro-
gation radiation emitted by the neutron or γ -ray source is usually collimated, it can
be scattered into the detector by shielding material, the surrounding environment,
or the SNM itself. Discrimination is usually done based on the different energies
of the incident and fission radiation, or the different response of the detectors
to different particles. It is also possible to distinguish induced fission radiation
using coincidence counting, similar to that in passive interrogation techniques. The
detectors have to be well shielded from the source so that accidental coincidences
do not create a large background.

4.3 Technology for Active Measurements

4.3.1 Induced Fission

Nuclear fission induced by γ rays or neutrons is the most important multiplicative
process involved in nondestructive AI. The process produces the most easily
recognizable signature unique to SNM and actinides. Neutron-induced fission cross
sections are on the order of barns within the energy range commonly utilized in
AI, i.e. between D-D and D-T neutron energies. The cross sections remain the
same magnitude down to thermal energies for fissile materials, but drop quickly
below 1 MeV for fissionable isotopes. In addition to neutrons, high-energy γ rays
can also excite a nucleus and cause fission, in a process known as photofission.
Photofission cross sections are normally an order of magnitude smaller than those
the (n,f) reaction. A wide resonance exists between 10 and 15 MeV as the result of
giant dipole resonance in actinides. Below roughly 5 MeV, the cross section values
become too small for practical applications. In spite of the smaller cross section,
photon interrogation is as effective as neutron activation if not more. The total
induced fission reaction rate in the sample is the convolution of energy-dependent
cross section and beam flux. Electron linear accelerators can usually produce much
higher photon fluxes than neutron generators. In addition, high-energy photons
can also liberate neutrons from high-Z samples via (γ ,n) reactions, which further
increases induced fission rate.

4.3.1.1 Fission Signatures

During the induced fission process, the excited nucleus splits into two large
fragments following the absorption of a neutron or a high-energy photon. At
the same time, two to three prompt neutrons and several γ rays are emitted.
Prompt radiation results from particles liberated during the scission, while delayed
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radiation originates from subsequent decay of fission products. Fission product
yield as a function of atomic number is isotopic specific. Thus, energies and decay
constants of delayed signature signals could theoretically serve the purpose of
isotope identification and quantification.

Compared to the energy (∼200 MeV) released during the fission process, the
energy of the interrogation radiation is very small. Thus, neutrons and γ rays emitted
from neutron- or photon-induced fission reactions are almost identical to those from
spontaneous fission. The signatures emitted following neutron-induced fission are
relatively better studied and more experimental data is available. For photofission,
currently the majority of the existing data is based on nuclear models and there have
been limited experimental measurements performed to date. A common means for
approximating emissions following photofission reactions is to utilize the reaction-
channel analogs. After formation of the excited nucleus, the remaining energy above
the fission barrier can be randomly distributed between the different states without
restriction. As a result, the fissioning system has no memory on the configurations
before the barrier as long as the general conservation laws are fulfilled. Thus, for
calculations and modeling purposes, the photon-induced fission of a nucleus with
atomic number A can be approximated with the neutron-induced fission of a nucleus
of the same element but with atomic number A − 1.

Prompt neutrons could be used as the signature signal for SNM detection, when
it is possible to distinguish them from the probing irradiation and the neutrons
produced in surrounding matrix materials. The distinction can be made on the basis
of the energy difference between fission neutrons and source neutrons or based on
the high multiplicity of the fission neutrons. The average number of prompt neutron
emitted per induced fission is higher than that for spontaneous fission and increases
with the energy of the incident neutron. The energy spectrum of prompt neutrons
from induced fission is largely similar to that from spontaneous fission.

The yields and energy spectra of the prompt fission neutrons from photofission
are not as well-known as those from its neutron-induced counterpart. The prompt
neutron yield observed in photon interrogation is typically the sum of the fission
neutrons and the photoneutrons from (γ , n) reactions. At low incident photon
energies, large difference in prompt neutron yields were reported among various
isotopes [9–11]. These observations could be useful for isotope identification.

For several reasons, delayed neutrons may be better suited as signatures than
prompt neutrons. The advantage of the delayed neutrons over the prompt neutrons
is that they can be detected sometime after fission reactions. Hence, they can be
distinguished from source neutrons and photoneutrons using time discrimination.
Additionally, the value and the temporal behavior of the delayed neutron yield
vary significantly among different isotopes, which make material discrimination
possible. Conventionally, delayed neutrons are registered into six groups based
on their decay constants. The individual group yields present significant variance
among different isotopes. The absolute delayed neutrons yields are very small
compared to those of prompt neutrons, ranging from 0.0065 per fission in 239Pu
to about 0.045 per fission in 238U.
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In addition to prompt and delayed neutrons, γ rays emitted during the fission
process can also be utilized for SNM detection. When a photon interrogation source
is used, prompt γ rays are buried by the much more intense probing radiation.
In neutron interrogation, prompt fission γ rays can also be largely interfered by
γ rays following inelastic neutron scattering and neutron absorption. Alternatively,
delayed γ rays are more practical for detection purpose. Delayed γ rays are emitted
seconds or even minutes after the irradiation. Thus, they are not likely affected by
the probing radiation. The total energy carried out by delayed γ rays per fission
is about 6–8 MeV. Approximately 6–8 delayed γ rays are emitted following each
fission process, with an average energy of 1 MeV. This yield is over 100 times bigger
than that of delayed neutrons. As a result, delayed γ rays are more attractive than
delayed neutrons for the purpose of detection due to their higher intensities and
longer half-lives. However, it is worth mentioning that the ambient background
is significant higher in delayed γ -ray measurements. Due to the difference in
attenuation mechanism, delayed γ rays may or may not have a better chance to
reach the detectors.

It is important to note that unique γ -ray intensity distributions exist for each
fissionable isotope [12, 13]. These can be used to identify nuclear materials. The
delayed γ -ray energy spectra are rich and complex, but it is possible to resolve
individual lines with high resolution γ -ray spectrometers. The relative amplitudes
of certain lines vary significantly among different isotopes. Discrimination ratios
on the order of 3 were observed between 235U, 239Pu, and 238U [13, 14]. Some
examples are shown in Table 4.2.

4.3.1.2 Interrogation Sources

The most popular interrogation radiations are neutrons and photons. Both can be
produced by either radioisotope sources or charged particle linear accelerators.
Radioactive isotope γ -ray sources are widely used in transmission radiography
applications. The γ -ray energies from radioactive decay are high enough to
penetrate objects for imaging, but not high enough to induce fission in heavy

Table 4.2 Intensity ratios of the fission product γ rays induced by 10-MeV bremsstrahlung
photons and measured between 13 and 100 ms after the irradiation

Intensity ratiosFission
product

Gamma-ray
energy (keV) 239Pu 238Pu 235U 232Th

138Cs 1436.0 100.0 100.0 100.0 100.0
94Sr 1428.3 136.4 235.7 186.8 171.3
136I 1313.0 72.7 240.5 123.0 109.3
89Rb 1248.2 13.1 85.4 92.7 228.0
90Kr 1118.7 39.5 110.5 108.5 171.0
97Y 1103.0 113.7 148.1 115.2 68.9
89Rb 1031.9 66.5 116.4 135.9 265.1
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Table 4.3 Photoneutron and photofission thresholds for materials of interest

Material Isotope
Natural
abundance (a%)

Photoneutron
threshold (MeV)

Photofission
threshold (MeV)

H 2H 0.01 2.22 2.22

C 12C 98.93 18.72
13C 1.07 4.95

N 14N 99.63 10.55
15N 0.37 10.83

O 16O 99.76 15.66
17O 0.04 4.14
18O 0.2 8.04

Al 27Al 100 13.06

Fe 54Fe 5.85 13.38
56Fe 91.75 11.20
57Fe 2.12 7.65
58Fe 0.28 10.04

Pb 204Pb 1.4 N/A
206Pb 24.1 8.09
207Pb 22.1 6.74
208Pb 52.4 7.37

U 234U 0.0055 6.84 5.06
235U 0.72 5.3 5.31
238U 99.27 6.15 5.08

Pu 239Pu 0 5.65 5.31

Th 232Th 100 6.44 5.40

isotopes. Linear accelerators (linac) with bremsstrahlung targets are commonly used
as interrogation photon sources. They extend the probing photon energy well beyond
photofission threshold and into the giant dipole resonance region. Bremsstrahlung
photons have a continuous spectrum. The maximum photon energy is the energy of
the electrons leaving the linac. For a reasonable portion of the generated photons
to induce fission, the endpoint energy has to be well above the fission threshold.
However, photoneutrons will inevitably be produced from (γ ,n) reactions in benign
materials under this condition. Table 4.3 shows threshold energies of photofission
reaction in heavy metals and threshold energies of (γ ,n) reactions in materials of
interest [15]. As a result, fission is generated inside SNM samples both directly
via photofission and indirectly by photoneutrons. In the United States, regulations
and standards exist providing guidelines regarding the maximum allowed photon
energy in certain cases, such as 21 CFR 179.21 and ANSI/HPS N43.14. Linacs
usually work in pulse mode with typical pulse widths of a few μs. Normally,
delayed radiation is measured to avoid the interference from probing photons and
photoneutrons produced directly by the bremsstrahlung photons. Certain nuclear
reactions can produce better-defined photon spectra with sufficient energy to induce
fission. For example, the ∼6–7 MeV γ rays generated through the 19F(p,αγ )16O
reaction have been studied as the probing source for photofission [16].
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Neutron sources commonly used in AI include (1) spontaneous fission sources,
e.g. 252Cf, (2) (α,n) sources, e.g. Am-Li, Am-Be sources, (3) photoneutron (γ ,n)
sources, utilizing either radioactive isotopes such as an Sb-Be source, or an electron
accelerator with a neutron converter, and (4) reactions from accelerated charged
particles, for example, (d,d), (d,t), (d,n), and (p,n) reactions. Among all these
options, D-D and D-T neutron generators have probably seen the most use in the
field, because of their compact size, low cost and low power consumption. The
energy of the probing radiation is very important in the AI techniques, since both
the fission cross section and the attenuation of the radiation are energy dependent.
For example, neutrons with higher energies are more penetrating and give a more
uniform response throughout the target. However, the fission cross section decreases
with energy between 1 and 5 MeV in fissile materials, which could then lead to a
lower reaction rate. Photoneutron sources produce neutrons whose energies can be
adjusted by varying the energy of the incident photons. Similarly, the energy of
neutrons from (p,n) or (d,n) reactions can be adjusted by using different targets.
Neutron energy can also be modified by adding materials between the interrogation
source and the sample, to either cutoff low energy neutrons, or slow down high
energy neutrons.

4.3.1.3 Techniques Involving Detection of Delayed Radiation

A unique signature of SNM is the delayed neutron emission following a fission
reaction. A fission reaction can be induced by interrogating γ rays or neutrons. A
few systems utilizing accelerators have extended the interrogation γ -ray energies
above the photofission threshold (Eγ = 6–7 MeV) to deliberately induce fission
in SNM. Some work in this area has been done by researchers at Idaho National
Laboratory (INL), using a tabletop electron linac with endpoint energy up to
11 MeV [17]. A similar study was carried out by researchers at Los Alamos National
Laboratory (LANL) using a linac at 6, 8, and 11 MeV endpoint energies [18].

In addition to delayed neutrons, delayed γ rays are also observed following a
fission reaction. These delayed γ rays are emitted during the beta decay of many
short-lived fission products. Some of these delayed γ rays have relatively high
energies, thus are easy to distinguish from the ambient background. The delayed
γ -ray signature has some advantages over the delayed neutron signature. Firstly,
the intensity of the high energy delayed γ rays (Eγ > 3 MeV) is about ten times
larger than that of delayed neutrons. Secondly, the high energy γ rays are highly
penetrating in hydrogenous cargo. They typically encounter 100–100 times less
attenuation than delayed neutrons [19] Thirdly, intense high energy delayed γ rays
are a unique signature for SNM. They are hardly observed after the irradiation
of benign materials or in natural background, nor are they produced in significant
amount by neutron activation of the cargo and surrounding materials.

Delayed fission γ rays following neutron-induced fission was investigated by
E. Norman and S. Prussin as a unique signature for SNM [20]. Researchers from
LLNL developed a nuclear car wash system to detect concealed SNM in cargo
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containers based on this signature [21]. In this system, a D-D neutron source is
used as the interrogating radiation source to induce fission in SNM. High-energy
delayed γ rays between 2.5 and 6 MeV emitted by fission products were collected
by a large array of scintillation detectors. Their results showed that the interrogating
neutron energy should be kept below 10 MeV. Otherwise, the interference caused by
the activation of 16O to produce 16N becomes important. The 7-second β-decay of
16N produces a 6-MeV γ ray which could possibly cause false alarms in a system
based on delayed γ -ray detection. Their work also showed that unwanted collateral
effects of the interrogation such as neutron activation are trivial, even in the case
when 14-MeV neutrons were used and not moderated.

4.3.1.4 Techniques Involving Detection of Prompt Radiation

Whether induced by photons or neutrons, prompt energetic γ rays and neutrons
are emitted within 10−15 s after the fission. For thermal neutron induced fission in
235U, ∼2.5 prompt neutrons and ∼7 prompt photons are emitted on average. Prompt
neutron and γ -ray yields from photofission reactions are of similar magnitudes.
When a pulsed mode interrogation source is used, prompt radiation can also be
produced between irradiation pulses from fission induced by delayed neutrons.
However, since only 0.0158 delayed neutrons are emitted following a thermal fission
in 235U, this type of prompt radiation emission is rare [19]. In photofission reactions,
the ratio of prompt to delayed neutrons increases with incident photon energy.

A technique utilizing prompt neutron detection can dramatically reduce the time
and radiation dose required for a complete scan. A shorter scan time means a higher
throughput of the inspection system. However, prompt radiation detection faces
measurement challenges arising from the interference of the intense interrogating
radiation. The magnitude of the prompt radiation is much smaller compared
to that of the probing radiation. Nonetheless, with recent breakthroughs in fast
data acquisition techniques, utilization of prompt radiation has become more
feasible. Detection based on prompt radiation has been successfully performed by
researchers at INL and Idaho Accelerator Center (IAC) [22, 23]. They developed
a state-of-the-art data acquisition system to handle the extremely high event rate
during interrogating pulses. The digitizer they developed has a sampling rate of
2 GS/s. Using an ultra-fast SiC detector (sub-nanosecond rising time, insensitive
to photons), signals from individual prompt neutrons are recorded during each X-
ray pulse. Using a fast EJ-200 (BC-408 equivalent) plastic scintillator, both prompt
neutrons and prompt γ rays were measured. Integration of the total counts over time
successfully differentiated depleted uranium (DU) from bismuth or when nothing
was present in the beam.

In addition to the work described above, prompt neutrons have also been
measured as the signature signal for detection of SNM by researchers at
Argonne National Laboratory (ANL). They investigated a system called FIGARO
(fissile interrogation using γ rays from oxygen) [16, 24, 25]. In this technique,
∼6–7 MeV γ rays produced by the 19F(p,αγ )16O reaction are used as the
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interrogating radiation. Since the photoneutron emission threshold is less than
6 MeV in nuclear materials but greater than 7.5 MeV in common materials, the (γ ,n)
background is low. This allows counting of prompt neutrons during irradiation. The
smaller photofission cross section at ∼6–7 MeV, compared to higher energies, is
compensated by the much bigger intensity of prompt neutrons compared to delayed
neutrons and the very low (γ ,n) background. Their research has shown that this
technique is a robust method for detection of SNM with a low false positive rate.
Effort continues to minimize the neutron background, thus increase the system
sensitivity.

4.3.2 Nuclear Resonance Fluorescence

It is desirable for detection systems to be able to not only detect the presence of
SNM but also identify the specific materials. This can be done with induced fission
techniques based on differences in fission product yields [13, 14, 26, 27], or possibly
on differences in the temporal behavior of delayed neutrons and γ rays [9, 28–30].
However, these approaches either require complicated spectrum analysis, or dual or
multiple beam energies, and the accuracy can easily be affected by attenuation due
to surrounding materials. Conventional atomic X-ray imaging systems provide gross
sensitivity to atomic number. These systems are based on the principle that materials
preferentially attenuate or scatter photons with specific energies determined by
atomic composition. The binding energy of the most tightly-bound K-shell electrons
is on the order of 100 keV. The energies of the X rays have to be small enough
to investigate the atomic structure. However, X rays with such low energies suffer
large attenuation thus cannot penetrate objects with high density. This limits the
X-ray fluorescence technique to surface surveys [31]. Increasing the energy of
the interrogation X rays will make them more penetrating, but the attenuation
coefficients are simply a function of electron density at these energies, and the gross
sensitivity to atomic number is lost.

NRF can be considered as the nuclear analog of the atomic X-ray fluorescence
process [32]. It is the process of resonance excitation of certain nuclear levels
by absorption of photons and subsequent decay of these levels by re-emission of
equivalent radiation. Because the energy level structure is unique for each isotope,
the resonant energies can be used as fingerprints for isotope identification. Thus,
the energy spectrum of the resonantly scattered photons can be used to identify
the detailed isotope content of materials of interest. Since every nuclear isotope
with an atomic number bigger than two has energy levels that can be excited by
photon absorption, detection systems based on NRF interaction are not limited to
SNM, finding wide applications in material characterization, waste management,
and other areas. For homeland security, it may be useful to identify threats such as
conventional explosives, SNM, toxic materials, and chemical weapons. Compared
with atomic fluorescence, NRF photons have much higher energies. These multi-
MeV photons are highly penetrating and easy to detect.
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Fig. 4.1 Scattering detection method using NRF [33]

Fig. 4.2 Self-absorption detection method using NRF [33]

In a detection system based on NRF, interrogation photons are used to induce
resonant excitations in nuclei, and the de-excitation photons are measured to
generate an energy spectrum. The two most commonly used detection schemes
are the scattering method and the self-absorption method. In the scattering method,
materials of interest are placed in an X-ray beam, and detectors are located out of the
beam using a backscattering geometry as shown in Fig. 4.1. All but the resonantly
scattered photons at this angle are expected to have low energies, owing to the nature
of Compton scattering. Thus, resonant photons can be distinguished on the basis
of their energies. In the self-absorption method, the X-ray beam goes through the
object, after which it strikes a sample containing isotopes of interest. A transmission
detector is located downstream in the beam line to monitor the flux of the off-
resonance photons. A radiation detector, called the notch detector is located out
of the beam and is pointed at a sample of the isotope of interest in a backscattering
geometry, measuring the resonant photons scattered by this sample. The system
setup is shown in Fig. 4.2. The count rate under the resonant peaks registered in the
notch detector is proportional to the flux of the resonant photons hitting the sample.
Whenever a preferential attenuation of resonant photons is observed, the conclusion
can be drawn that isotopes of interest are present in the object. This is measured as
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a disparity between the flux of off-resonant photons and that of resonant photons
registered in the transmission detector and the notch detector separately.

One feature of NRF that makes it a powerful tool for isotope identification
is the sharp profile of the NRF cross section. The width of the cross section is
typically on the order of 100 meV, while the peak value is 100’s of barns for strongly
resonant levels. The resonance will spread over an energy range of several eV owing
to Doppler shifts caused by thermal motion of the nuclei. Thus, the peak value
of the cross section will be reduced to a few barns. This is usually comparable
to or larger than the cross section for photo-atomic reactions. Such a distinctive
resonance makes it easy to detect even a small quantity of material of interest. On
the other hand, this feature also puts constraints on the implementation of the NRF
technique. In most nuclear transitions the γ -ray lines are very narrow (meV), and the
recoil energy loss effectively separates the absorption and emission lines. Thus, the
resonance condition, i.e. the required overlap between the emission and absorption
lines, is hard to fulfill when the isotope used as the source of the radiation is the
same as that in the scattering or absorbing materials. Since the failure to observe
resonance in the first NRF experiment by Kuhn in 1929 [34], many unsuccessful
attempts to find wide γ -ray lines occurred during a time period of 20 years [35–38].
Another approach, fulfilling the resonance condition by creation of a special source
(compensating recoil energy loss using a centrifuge method) was taken by Moon.
He successfully observed the resonance level at 411 keV in 198Hg using a 198Ag
source [39].

Bremsstrahlung X rays have become a widely used excitation photon source
since their discovery. Schiff first proposed using electron bremsstrahlung to detect
NRF in 1946, 5 years before Moon’s NRF experiment [40]. The continuous energy
distribution of bremsstrahlung sources overcomes all problems caused by recoil
energy loss. However, the resonance spread (on order of eV) is about one millionth
of the energy spread of a bremsstrahlung source. This means that less than one-
millionth of the total photon flux contributes during the excitation process when a
bremsstrahlung source is used. The rest generates unwanted background and noise.
The source has to be strong enough to provide significant flux in a very narrow
energy range. Detectors used to measure the resonant photons have to have high
energy resolution. The resonant photons are almost monoenergetic, with an energy
spread (eV) thousands of times smaller than the best energy resolution that modern
radiation detectors can provide (keV). These resonant photons sit on a continuous
background. Thus, only excellent detector energy resolution can ensure good signal-
to-noise ratio. HPGe detectors provide the best energy resolution among commonly
available radiation detectors. HPGe detectors with high detection efficiency are
currently the best detectors for NRF experiments. In contrast, recently developed
lanthanum halide scintillation detectors offer good energy resolution and a fast
decay constant. The fast primary decay allows the application of these detectors
at an event rate much higher than what HPGe detectors can handle. And the energy
resolution is sufficient to detect strong resonances from certain isotopes.

NRF has become a popular technique to investigate composite nuclei, because
both the excitation and de-excitation processes in this method only involve the
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electromagnetic interaction, which is the best understood interaction in nuclear
physics. This method is capable of extracting information about excited states in
nuclei, including their energies, lifetimes, and also angular momenta. Hence, the
technique has found favor among physicists studying nuclear excited states.

Excited nuclear energy levels are unique to each isotope. Energies of γ rays
emitted from these levels are often used for isotope identification. NRF seems
to be an ideal tool for this with the ability to distinguish the isotope content
of materials. However, despite the obvious advantage, no one has applied it in
homeland security applications until recently, because of the difficulty of fulfilling
the resonance condition and achieving reasonable signal-to-noise ratio in the field.
Bertozzi proposed a novel approach for applying NRF to the detection of concealed
or illicit materials [41]. His method involves exposing materials to a bremsstrahlung
X-ray beam and detecting the resonantly-scattered photons, which have an energy
spectrum unique to each isotope. The linac used in this method can produce
bremsstrahlung X rays with energies ranging from 2 to 8 MeV. These interrogating
photons are highly penetrating and have the potential to investigate the whole body
of a cargo container. In the proposed design, scattered photons are measured using a
segmented and collimated HPGe detector array. The intersection of the field of view
of each detector with the beam forms one voxel of the total image. A complete scan
could produce a map of isotope content in the entire cargo. Following this, Warren
at PNNL measured NRF from a 235U sample [42]. Researchers at LLNL studied the
performance of detection systems based on NRF to detect specific isotopes. They
presented false positive/negative error rates, dose delivered to the cargo, and also
the detection sensitivity of these systems. The results showed a strong relationship
between system performance and the properties of the interrogation photon sources.
Photon sources with high intensity and a narrow energy spread showed a clear
advantage over traditional bremsstrahlung sources. Thomson-upscattering (inverse
Compton scattering) between energetic electrons and laser photons were proved
to be the most promising approach to tunable monoenergetic photon sources. This
class of source is available, but usually on a scale too large for practical deployment
at ports [43]. An LLNL group is devoted to the miniaturization of such a source
for homeland security purpose. Detection systems using this source based on NRF
technique are also under development at LLNL [44, 45].

4.3.2.1 NRF Cross Section

In this section, general considerations related to NRF cross sections are discussed.
The formulas derived here help to understand the nature of the interaction and can
be used in the estimation of interaction rates. The resonance cross section is related
to the width of the excited energy levels, the spin of the initial and final levels,
and the excitation energy. A very narrow cross section will be broadened owing to
the Doppler effect caused by thermal motion. However, the integrated cross section
remains intact. Angular distribution of the resonant photons is determined by the
spin of the initial and final states.
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Fig. 4.3 Gamma transitions
inside a nucleus [33]
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Breit-Wigner Formula

The shape of the NRF cross section can be best described using the Breit-Wigner
formula [46]. For a photon of energy E, the NRF cross section, i.e. the probability to
excite a nucleus from a ground state with total angular momentum J0 to an excited
state with energy Er and total angular momentum J1, and then de-excite to a final
state with total angular momentum J1 can be written as

σ 0
1 (E) = πλ2 2J1 + 1

2(2J0 + 1)

Γ0Γ1

(E − Er)2 + Γ 2/4
, (4.1)

where Γ is the total width of the excited state, i.e. the sum of partial widths for all
possible transitions to lower states, Γ0 is the partial width for transition from the
excited state directly to the ground state, Γ1 is the partial width for transition to the
final state, and λ is the wavelength of the resonant photon divided by 2π . The levels
are shown in Fig. 4.3.

Summing over all the possible transitions down from the excited level, we obtain
the NRF absorption cross section for a photon with energy of E to excite level Er :

σ 0
abs =

∑
i

σ 0
i (E) = πλ2 2J1 + 1

2(2J0 + 1)

Γ0Γ

(E − Er)2 + Γ 2/4
. (4.2)

In cases of pure resonance, where the only possible transition for the excited level
is de-excitation to the ground level, Γ0 = Γ , and Eq. (4.2) can be re-written as

σ 0
abs = πλ2 2J1 + 1

2(2J0 + 1)

Γ 2

(E − Er)2 + Γ 2/4
. (4.3)

Angular Distribution

The angular distribution of the resonant photons depends on the spin of the initial
and final levels of the transition. The distribution can be described using the angular
correlation function W(Θ) of the scattered photons with respect to the incident
photon beam.
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Fig. 4.4 Angular distributions of resonant photons from purely dipolar and purely quadrupolar
transitions [33]

The angular distribution of photons scattered off an even-even nucleus through
pure dipole transitions (0 → 1 → 0) is given as [47, 48]

W(Θ) = 3

4

(
1 + cos2 Θ

)
. (4.4)

For a purely quadrupole transition (0 → 2 → 0), the angular distribution can be
written as

W(Θ) = 5

4

(
1 − 3 cos2 Θ + 4 cos4 Θ

)
. (4.5)

These distributions are shown in Fig. 4.4. The optimal angles to measure resonantly
scattered photons are different for purely dipolar (90◦ relative to the beam axis) and
quadrupolar transitions (127◦ relative to the beam axis). Although the distribution
reaches maximum on the beam axis, the resonance photons would be buried by the
much stronger interrogating beam.

For nuclei with odd atomic mass numbers, the resonant scattering is almost
isotropic. In homeland security applications, which is primarily concerned with
detecting odd-A nuclei, the angular distribution of resonant photons will not play
a role as important as in physics experiments. But if it comes to an accurate assay,
of, say, 238U/235U ratio, this distribution will have to be taken into account.
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Doppler Effect1

The energy of an incident photon interacting with a nucleus varies according to the
relative movement of the two. If the energy of the photon is E for a nucleus at rest,
the apparent energy to a nucleus moving towards the photon source with a velocity
v is larger than E and can be written as

E′ = E(1 + v/c)/

√
1 − (v/c)2 ≈ E(1 + v/c), (4.6)

where c is the speed of light. If the velocities of the nuclei in the material follow
the Maxwell’s distribution function, the probability for a nucleus to have a velocity
component v in the direction of the source is

w(v)dv = (M/2πkT )1/2 exp
(
−Mv2/2kT

)
dv, (4.7)

where M is the mass of the nucleus, k is Boltzmann’s constant, and T is the absolute
temperature of the material.

Since the photon energy seen by a nucleus and the velocity of the nucleus have a
one-to-one relationship, we can put

w(v)dv = w(E′)dE′ (4.8)

and

dv = c

E
dE. (4.9)

Combining these, the distribution of energies seen by the nuclei in a material for a
photon with energy of E is

w(E′)dE′ = w(v)dv =
(M/2πkT )1/2 exp

[
−M(E′ − E)2c2/(2kT E2)

] c

E
dE′.

(4.10)

The Doppler width is defined as

Δ = (E/c)(2kT /M)1/2. (4.11)

Equation (4.10) can then be re-written as

w(E′)dE′ = w(v)dv = (1/Δπ1/2) exp
[
−(E′ − E)2/Δ2

]
dE′. (4.12)

1The derivation in this section follows the work presented in [39] and [48].
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The pure resonance NRF absorption cross section for a photon with energy E was
derived as Eq. (4.2). The maximum of this cross section is reached when E = E′,
giving a value

σ 0
max = πλ2 2(2J1 + 1)

2J0 + 1
. (4.13)

Thus, the absorption cross section can be rewritten as

σ 0
abs(E) = σ 0

max

[2(E − Er)/Γ ]2 + 1
. (4.14)

When the Doppler effect is taken into account, this cross section has to be averaged
over all effective energies that the nuclei see with an incident photon of energy E.
We define three variables: x, y, and t as follows:

x = 2(E − Er)/Γ ; y = 2(E′ − Er)/Γ ; t = (Δ/Γ )2. (4.15)

Then the average of the NRF absorption cross section is

σD(E) =
∫

σ 0
abs(E

′)w(E′)dE′ = σ 0
max

2(πt)1/2

∫ ∞

−∞
exp

[−(x − y)2/4t
]

1 + y2 dy.

(4.16)
For large values of t , Eq. (4.16) can be approximated by

σD(E) =
∫

σ 0
abs(E

′)w(E′)dE′ = σ 0
max

( π

2t

)1/2
exp(−x2/4t) =

σ 0
max

(
Γ π1/2/2Δ

)
exp

[
−
(

E − Er

Δ

)2
]

.

(4.17)

This is the effective NRF cross section for a photon of energy E, with the Doppler
broadening taken into consideration. The assumption of t being large is usually met
in reality. The typical value of Δ is on order of eV, while the typical value of Γ

is on order of meV. Assuming Δ =1 eV and Γ =1 meV, we can obtain the plot of
σ 0

abs and σD as a function of energy. Notice the different scales in both energy and
amplitude in Fig. 4.5.

The integrated cross section is defined as the integral of the cross section over
the entire energy range. It can be written as

∫
σD(E)dE =

∫ ∫
σ 0(E′)w(E′)dE′dE =

σ 0
max

∫
1

2(πt)1/2

∫ ∞

−∞
exp

[−(x − y)2/4t
]

1 + y2 dydx
dE

dx
.

(4.18)
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Fig. 4.5 Absorption cross section before and after Doppler broadening [33]

From the definition of the variable x,

x = 2(E − Er)/Γ ; dx = 2

Γ
dE,

∫
σ(E)dE = σ 0

maxΓ

2

∫
1

2(πt)1/2

∫ ∞

−∞
exp

[−(x − y)2/4t
]

1 + y2 dydx.

(4.19)

The integral on the right in Eq. (4.19) has the value π regardless of the value of t :

∫
1

2(πt)1/2

∫ ∞

−∞
exp

[−(x − y)2/4t
]

1 + y2 dydx = π, (4.20)
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So the integrated NRF cross section is

∫
σD(E)dE = σ 0

maxΓ π

2
. (4.21)

As can be seen here, the integrated NRF cross section is not affected by Doppler
broadening. This result is very useful in the estimation of interaction rates, because
the width of the NRF effective cross section is so narrow that in most cases the flux
of the incident photon can be approximated by a constant independent of the energy
in the calculation. For a thin scatterer, the NRF interaction rate can be derived as

r =
∫

NσD(E)φ(E)dE = Nφ(Er)

∫
σD(E)dE = N

σ 0
maxΓ π

2
φ(Er),

(4.22)

where N is the number of nuclei exposed to the photon beam.
In the derivation of the effective Doppler-broadened NRF cross section, it was

assumed that the velocity of the nuclei in the absorption material follows the
Maxwell distribution. This is a good assumption in gaseous materials. However,
usually materials involved in NRF experiments are solids. In his study of neutron
resonance, Lamb pointed out that the effective cross section in a solid has the same
form as that in a gaseous material at a higher temperature, as long as the solid may
be treated as a Debye continuum and that lattice binding is weak [49]. The ratio of
the effective temperature to the actual temperature is

Teff /T = 3(T /θ)3
∫ θ/T

0
t3
(

1

exp(t) − 1
+ 1

2

)
dt, (4.23)

where θ is the Debye temperature of the solid.

4.3.2.2 Sources in Nuclear Resonance Fluorescence Experiments

The natural width of an excited nuclear level is of the order of meV. Even after
Doppler broadening, the equivalent width of such a level is only several eV. Thus,
only photons with energies in the vicinity of the resonant energy contribute to the
resonant excitation. One troublesome aspect of NRF is that the resonance emission
occurs at sufficiently lower energy than required for absorption. This means that one
cannot merely activate a sample of a material of interest and use its emissions as an
interrogating source.
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Fig. 4.6 Relationship
between absorption and
emission lines when nuclei
are free and at rest before
absorption and emission [33]
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When the source nuclei can be considered free, the recoil energy of a mass M after
absorption or emission of a resonant photon of energy Er is

ΔE = E2
r

2Mc2
. (4.24)

Thus the absorption line and the emission line are split by an energy of 2ΔE =
E2

r /(Mc2), shown in Fig. 4.6. In the figure, E2
r /(Mc2) is the energy loss due to

recoil, while Δe and Δr are Doppler widths for the scattering photons and the
incident photons, respectively. Different symbols were used in case the source and
scatterer are at different temperatures. For energy levels of 238U near 2.2 MeV,
this splitting is 21.7 eV, which is much larger than the natural width of the levels
(∼meV) and also larger than the Doppler width at room temperature (1.06 eV).
Because of the recoil energy loss, the absorbing material is transparent to its own
resonant photons. However, this also prevents a given isotope from being used as
both excitation source and absorber.

The discussion above is based on the free recoil assumption, which only stands
when the bond between nuclei is weak. The problem of free recoil in solid materials
has been discussed by Lamb [49]. Experiments showed that this assumption is valid
in most cases.

For convenience, we separate radioactive isotope sources into two kinds. In the
first kind, the mean lifetime of excited levels of the source nuclei is much longer than
the time between consecutive collisions of nuclei with their surroundings. Thus, the
source nuclei will be at thermal equilibrium with the surrounding particles before
the emission of γ rays. Because of energy losses due to recoil, this kind of isotope
cannot serve as both source and target material in NRF experiments. The energy
loss can be compensated by the centrifuge method or the thermal method. In the
other kind of source, where the mean life of the excited level is not significantly
longer than the time between consecutive collisions, emission of γ rays happens
before the nuclei reach thermal equilibrium. Some remaining momentum from
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previous processes leading to excited levels for the source nuclei (for example, beta
decay) is left and can be helpful to compensate the energy loss due to recoil. This
led to Gordzins’ successful observation of NRF using Eu2O3 as both source and
target [50], and Burgov and Terekhov’s success with 24Mg [51]. Radioactive isotope
sources that can excite the resonance are rare because of the recoil energy loss. Their
relevance to homeland security and nuclear safeguards applications is very limited.

Nuclear Reactions as a Source

Nuclear reactions, such as neutron capture, can serve as a source of NRF photons.
In solids and liquids, the average time between consecutive collisions of atoms is
on the order of ps (10−12 s), although this time is much longer in gaseous materials.
In nuclear reactions, because of the higher excitation energies of nuclear levels, the
majority of γ -ray transitions have half-lives shorter than 10−14 s. Thus, emission
of γ rays following these reactions will happen well before the recoiling nuclei
reach thermal equilibrium with the surrounding particles, and the emission line will
be broadened due to the Doppler effect. The line broadening following nuclear
reactions is usually orders of magnitude larger than the value of energy loss due
to recoil. Thus, NRF should be easily observable using these γ rays as an excitation
photon source. In fact, the Doppler broadening is so large that the excitation of levels
in other nuclei becomes possible, as some fall in the energy range covered by the
emission spectrum. For example, Rasmussen used the Doppler-broadened 4.43 MeV
γ -ray radiation from the reaction to measure the lifetimes of the 4.43 MeV level of
12C and the 4.46 MeV level of 11B [52].

Bremsstrahlung Sources

Nowadays, the most commonly chosen excitation sources are electron bremsstrahlung
X-ray sources. Bremsstrahlung X rays have wide energy spectra, ranging from zero
to the endpoint energy of the incident electrons. Thus, a single irradiation is capable
of exciting multiple levels in the scatterer.

In his work, Schiff confirmed the possibility of observing NRF using
bremsstrahlung sources with continuous energy distributions [40]. He also pointed
out the severe background problem using this kind of source. The first successful
NRF experiment using bremsstrahlung X rays was performed by Hayward and
Fuller in 1957 [53]. They successfully observed the resonant photons from the
15.1-MeV level in 12C using a 19-MeV electron bremsstrahlung source.

Bremsstrahlung X-ray sources are widely available these days. However, most
of the electron accelerators can only work in pulse mode. A typical pulse-mode
linac can produce microsecond-wide electron pulses with a repetition rate of several
hundred Hz. This equals to a duty cycle of 0.001%. Since nuclei return to ground
state or lower excited states with very short half-life (∼10−14 s), resonance photons
are emitted almost immediately after the excitation. Measurement of these photons
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is limited to the time when the beam is active. The response time for regular
spectroscopic systems is of the order of a microsecond. Thus, the maximum count
rate people can get using pulse mode linac and traditional spectroscopic systems is
usually the repetition rate of the beam. Considering the huge background caused by
the off-resonant photons, this counting rate is too low for time-constrained portal
security applications. For this reason, bremsstrahlung sources with much higher
duty cycles are desired in NRF experiments. Van de Graaff electron accelerators
can work in DC mode, with a duty cycle of 100%. This helps to get a reasonable
counting rate with appropriate settings. Plus, the endpoint energy of these machines
can be easily adjusted. Thus, it is possible to set the endpoint energy close to
the energy levels of interest. This will greatly lower the background in NRF
measurements generated by the down-scattering of the high-energy photons. Recent
successes in implementation of NRF techniques in homeland security applications
all chose to use Van de Graaff electron accelerators working in DC mode [41].

Another feature of bremsstrahlung X-ray sources worth mentioning besides duty
cycle is the endpoint energy. As described earlier in this chapter, the width of
the NRF cross section is of the order of eV after Doppler broadening. On the
other hand, the energies of typical bremsstrahlung X rays range from zero to
several MeV. Thus, only a tiny portion of the spectrum contributes to the excitation
process. Off-resonant photons bring nothing but background and unnecessary
dosage. When measuring resonant photons at a backscattering angle, the main
sources of the background are: (1) multiple scattered photons with higher initial
energies; (2) bremsstrahlung X rays generated by high energy electrons produced
in the scattering material by incident photons; and (3) elastically scattered photons.
Keeping the endpoint energy of the beam within 1 MeV of the energy levels of
interest can greatly reduce the background in NRF measurements.

4.3.2.3 Detection Schemes

As mentioned previously, there are two detection schemes commonly used in NRF
experiments: the scattering method and the self-absorption method. In this section,
these two methods are discussed.

The Scattering Method

A typical experimental scattering setup is shown in Fig. 4.1: the incident irradiation
is tightly collimated so that nothing else but the sample is irradiated by the
beam. A detector with adequate energy resolution is placed at a backscattering
angle, also narrowly collimated so that it only sees the sample. When using
bremsstrahlung sources, collimation and shielding are extremely important in this
kind of experiment, because scattering from surrounding objects could significantly
degrade the signal to noise ratio, where the enormous counting rate of off-resonant
photons can saturate the detector even at a very low resonant photon flux.
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The pure resonance (ground → excited level → ground) NRF reaction rate for
a thin scatterer was derived in Eq. (4.22). This reaction rate is independent of the
Doppler width of the absorption line. In cases where the excited levels de-excite to
an interim level instead of the ground level, the reaction rate can be re-written as

r =
∫

NσD(E)φ(E)dE = Nφ(Er)

∫
σD(E)dE = N

σ 0
maxπ

2

Γ0Γf

Γ
φ(Er),

(4.25)

where Γ0 is the partial width for the γ -ray transition to the ground state and Γf is
the partial width for the γ -ray transition to the interim final level.

In homeland security applications, the parameters for the γ -ray transition and the
nuclear levels are usually well known. What the detector system ideally measures is
the count rate of the emitted resonant photons. Thus, if the shape and intensity of the
incident beam is known beforehand, the number of nuclei of interest exposed to the
beam can be determined using the equations given above. However, there is no easy
way to directly measure the energy distribution of the incident X rays. This limits
this scattering method to just detection and isotope identification, which is sufficient
for this application.

The situation gets complicated when the sample can no longer be considered as a
thin scatterer. This happens when nDσD(Er) is not much smaller than unity. Here,
n is the particle density in the sample, D is the thickness of the sample along the
beam direction, and σD(Er) is the peak value of the NRF cross section. Under these
conditions, the resonant photon flux at a certain depth in the sample will differ from
that at the surface, plus the shape of the beam will vary at different thicknesses as
well. In order to calculate the number of nuclei of interest exposed to the beam,
the isotope content of the sample would be required. This, however, is unknown
and is exactly what people are trying to measure in homeland security applications.
Also, since the NRF cross section is large, resonant photons will be depleted beyond
a small thickness. Material beyond this thickness makes no contribution to the
resonance process, but will produce background in the measurement results.

Self-Absorption Method

A typical self-absorption experiment is shown in Fig. 4.2. A notch detector is
located out of the beam and is pointed at a sample of the isotope of interest at a
backscattering angle, measuring the resonant photons scattered by this sample.

In the simplest case, both the absorber and the scatterer can be considered as thin.
The count rate with and without the absorber in the beam can be written as follows:

r(dA) =
∫

(1 − nAdAσabs(E)) φ(E)nSdSσD(E)dE

= φ(Er)

∫
(1 − nAdAσabs(E)) φ(E)nSdSσD(E)dE

(4.26)
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with thin absorber, or

r(0) =
∫

φ(E)nSdSσD(E)dE = φ(Er)

∫
nSdSσD(E)dE (4.27)

without thin absorber, where nS and nA are the particle density in the scatterer and
absorber; dS and dA are the thickness of the scatterer and absorber in the beam
direction, σD(E) is the NRF cross section with Doppler broadening, and σabs(E) is
the total absorption cross section for the absorber.

The fraction change in the count rate R is defined as

R = r(0) − r(dA)

r(0)
=
∫

nAdAσabs(E)nSdSσD(E)dE∫
nSdSσD(E)dE

= nAdA

∫
σabs(E)σD(E)dE

σD(E)dE
.

(4.28)

This value is independent of the resonant photon flux intensity and is proportional
to the number of nuclei of interest present in the absorber.

For thick samples, the situation is much more complicated. Most systems under
development for homeland security applications target mainly the detection and
identification of SNM, instead of quantification [41, 54].

4.3.3 Background in Active Interrogation

Quite often, spontaneous emission of signature signals by SNM is too weak
for reliable detection in the presence of ambient background through passive
interrogation. Generally speaking, AI is merely a means to elevate such signals to a
detectable level. Thus, AI must resolve the same ambient background as passive
interrogation. However, in AI, the interrogation sources often induce additional
active background and cause inference. Thus, it is paramount to manage the impact
of the induced background, in order to take advantage of the increased signal level
in AI. The interrogation sources and detectors are usually carefully collimated
and shielded to reduce the unperturbed direct active background. The sources and
detectors are chosen such that the interference from active background on the
measurable is minimized. For example, in the FIGARO project, 6–7 MeV γ rays
were chosen as the interrogation source to minimize photoneutron production while
prompt neutrons are the targeted measurable. The temporal behavior of the source
and signal is also heavily employed to minimize interference. For example, in
some applications, long-lived delayed γ rays and delayed neutrons are examined
when active background diminishes to a negligible level. Pulse-mode interrogation
sources have also been widely deployed. Detection of signatures can be performed
immediately following the interrogation pulses, where the signal is most abundant.
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4.3.3.1 Ambient Background

In AI, detectors are exposed to the same ambient background as in passive
interrogation. In unshielded γ -ray detectors, terrestrial and cosmic-ray radiation
dominates the background. When significant shielding is present, radioactivity from
the structural and shielding materials around the detector becomes much more
important. Gamma rays emitted by decay daughters in the thorium and uranium
series can be identified in terrestrial background spectra. Peaks at 1.46 MeV (emitted
following EC decay of 40K) and 2.61 MeV (from 208Tl, a daughter product on
the 232Th decay chain) are normally the most prominent features. In addition to
the naturally occurring radioisotopes, fission products as fallout from past nuclear
weapons testing are also present.

Neutrons are also a component of the natural background. Any neutron sensitive
detector will show response to these background neutrons at some level. The
neutron background has two major sources: (a) from spallation reactions caused by
high-energy cosmic protons in the upper atmosphere; and (b) secondary neutrons
produced in a cascade process in the lower atmosphere or locally around the
detector. Unlike the γ -ray background, significant terrestrial neutron sources do
not exist. The energy of the background neutrons extends up to around 10 GeV.
The energy spectra typically show peaks at several MeV from secondary neutrons
and around 100 MeV from primary spallation neutrons. The spectrum and absolute
flux of background neutrons vary significantly with different altitudes and latitudes.
At lower altitudes, the slow neutron component is largely enhanced due to ther-
malization in air, earth and surrounding materials. The magnetic shielding effect
causes large variations in cosmic proton flux at different geomagnetic latitudes.
The neutron background level can be elevated in the presence of large amount of
materials, such as the massive steel of a ship or a building structure. This increase in
neutron background is attributed to the local production of secondary neutrons by
fast neutrons, and to a lesser extent by cosmic-ray muons. This is the so-called ship
effect. It has been reported that some background neutrons are produced in bursts
of very short time duration. This is potentially a source of background even when
coincidence counting technique is utilized.

Active Background

Besides passive ambient background, AI techniques also face the challenge of
the much stronger active backgrounds resulting from the introduction of the
interrogating radiation. These active backgrounds include events caused directly by
the interrogating source and also those caused by secondary radiation emitted from
interactions between the interrogating source particles and surrounding materials.

In photon interrogation, the intense radiation field from the source can temporar-
ily paralyze most photon detectors. In addition, to achieve a reasonable induced
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fission rate, the energy of the interrogating photon source normally extends well
above the photofission threshold, significantly exceeding the average energy of
the fission photons. This further precludes energy discrimination as a means to
separate source photons and fission photon signatures. As a result, it is mostly
impossible to measure prompt fission γ rays in photon interrogation. However, if
the interrogating photon energy is kept below the photoneutron threshold in benign
materials, measurement of prompt fission neutrons from SNM is feasible. The direct
active background from a photon source disappears almost immediately after the
source is turned off, on a timescale of nanoseconds.

Source neutrons remain in the interrogation volume for a much longer period of
time. The neutron die-away time is on the order of microseconds for non-moderating
systems and milliseconds for moderating systems. During this time, the average
energy of the neutron background decreases quickly as a result of inelastic scattering
and elastic scattering in the medium. Prompt fission neutrons and delayed neutrons
from the decay of fission products are emitted as fast neutrons. Thus, it is possible to
exploit these neutron signature if low-energy neutrons are used as the interrogating
source. Measurement of prompt photon signatures, on the other hand, is more
challenging, as interference could come from γ rays following neutron capture in
surrounding materials.

In addition to directly interfering with detector response, interrogation radiation
may cause nuclear reactions in surroundings that produce secondary photons and
neutrons. In photon interrogation, when the end-point energy of the photon source
is a few MeV above the fission threshold, photoneutrons can be produced in many
materials in the same energy range as fission neutrons. This leads to interference
with prompt neutron measurements. Photoneutron reaction products often emit γ -
rays during their decay. Since the energy of such γ rays is generally less than a
few MeV, they can be distinguished from fission γ rays via energy discrimination.
Delayed neutron precursors can also be produced via photonuclear reactions.
Neutrons emitted from these precursors could interfere with the measurement of
delayed fission neutrons. The most notable example is 17N, produced via the (γ ,p)
reactions in oxygen present in air or water.

Neutron interrogation sources also produce active backgrounds via reactions
with surrounding materials. If fast neutrons are used as probing radiation, high-
energy γ -rays can be produced during the irradiation via inelastic scattering in
medium. Following neutron interrogation, neutron-capture γ rays are emitted as
long as thermalized source neutrons are present. Normally, such γ -ray background
disappears with the neutron population and becomes insignificant after several
milliseconds. However, reactions in certain isotopes could produce long-lived, high-
energy γ -ray emitters, causing potential interference with the detection of delayed
fission γ rays. No significant active neutron background is introduced by reactions
between source neutrons and surrounding materials.
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4.4 Modeling and Simulation for Active Measurements

The ability to accurately predict signatures from AI is long-overdue and highly
desired for homeland security and nuclear safeguards applications. The discussion
in this section is limited to active techniques based on induced fission and NRF.
Neutron-induced fission process is much better understood than the photonuclear
processes. Currently, much of the existing photonuclear data is based on models
and there have been limited experimental measurements performed to date.

4.4.1 Simulation of the Induced Fission Process
and Its Signatures

As discussed previously, delayed γ rays and delayed neutrons are often more
suitable to serve as signatures of induced fission process in SNM, due to the
overwhelming interrogating radiation. Delayed signals are emitted during the
decay of fission products. Fission product yields (FPYs) are one of the most
observable features of the fission process. They are vital to nuclear forensics and
safeguards missions, such as AI technologies and post-event forensic response. The
cumulative fission yields of the four nuclides, 95Zr, 99Mo, 144Ce, and 147Nd, are
key parameters in estimating the effects from nuclear tests and for post-detonation
nuclear forensics in general. In basic sciences, fission yields play an important
role in the understanding of the fission process. For applied research, they are
essential for calculation of the accumulation and inventory of fission products at
different stages of nuclear fuel cycle. They are also becoming increasing important
in homeland security applications, such as accelerator-driven AI systems.

In 2016, the IAEA held a technical meeting on “Fission Product Yields: current
status and perspectives”. It brought together an international group of experts in the
field of fission yield measurements, model development, evaluation and validation.
It was concluded that continued experimental efforts need to be supported and the
uncertainties in the experimental measurements need to be well characterized. It
was pointed out that many of the evaluated libraries are rather old and date back to
the beginning of the 1990s. There is thus an urgent need to update the fission yield
libraries. A separate review by a group of experts from US national laboratories
was funded by DOE, which focused particularly on the cumulative fission yields
from 239Pu after neutron induced fission for nuclear forensics applications. The
report pointed out the lack of high quality FPY data at elevated neutron energies.
Particularly, it emphasized on the key importance and the difference between the
cumulative yield of 147Nd used by LLNL and LANL. The yields used by the
two laboratories for irradiations in a fast neutron spectrum are about 1.97% and
2.07%, respectively, and differ by a factor of about 1.05. It also recognized the need
to study energy dependence of the fission yield, especially in the energy region
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where 〈En〉 ∼1.9 MeV. In summary, the lack of high-quality FPYs is unanimously
agreed upon. Many independent reviews recommended more effort to be put into
experimental and theoretical study on FPYs.

In 2006, the US nuclear data program released a new photonuclear data library
as part of the ENDF/B-VII database. This new data library includes new or
improved data for 24 isotopes. The improved actinide data now contains prompt
and delayed-fission neutron spectra. Due to the lack of data and theoretical models
for photofission, the photofission library used by MCNPX is primarily based on
neutron-induced data. The model used by MCNPX assumes that target nuclei will
produce fission in the same way, regardless of the type of the incident particle
(e.g., neutron or photon). Reedy et al. generated delayed γ -ray spectra using fission
yield from ENDF/B-VII.0 and line emission data from ENSDF. Discrepancies
between measured results and simulation data were reported. In MCNPX, to enable
the production of photons and neutrons from photofission reactions, the ispn
entry of the phys:p card has to be changed from the default value ispn=0 to
enable photonuclear collision sampling. Also, the fism entry of the phys:p card
should be set to 1 to ensure that photofission secondaries are sampled only when a
photofission event occurs if one prefers analog production of delayed neutrons and
γ rays. The default setting (i.e. fism=0) is only correct on average over a large
number of interactions, thus its use is not suitable for applications where detail
of secondary particles production is important, such as coincidence counting. To
preserve the correlation between prompt fission neutrons and photons, the LLNL
fission model must be enabled on the phys:n card (i.e. fism=5). In MCNPX, the
physics module requires the ENDF/B-VII photonuclear data library endf7u. The
xsdir file for MCNPX installation has to be modified to include this library for
MCNPX to access this photonuclear data library. Both the xsdir file and the data
library have to be present in the data file directory specified by the environmental
variable DATAPATH. In addition, the DG entry on the ACT card must be set to
LINES if individual line-amplitude of delayed γ rays is desired. This is important
to the simulation of delayed γ -ray energy spectra. However, enabling this option
makes the simulation significantly slower.

4.4.2 Simulation of Nuclear Resonance Fluorescence

NRF was not officially supported in MCNP until MCNPX 2.7.0. Photonuclear
data, including NRF, became available for 157 specific isotopes up to 150 MeV
in the endf7u library, but not all the data was put through extensive testing.
It has been discovered that MCNPX significantly under-predicted the elastically
scattered photon background. Photonuclear processes such as Rayleigh, Thompson
and Delbrück scattering are not calculated by MCNPX. Furthermore, Rayleigh
scattering is only considered for a limited angular range. As a result, the signal-to-
noise ratio in NRF measurements at backward angles could be vastly overestimated.
Ludewigt et al. enhanced the MCNPX simulation by correcting the Rayleigh
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scattering routine [55]. Quiter et al. determined the contribution of coherently
scattered photons to the background by folding the probing bremsstrahlung X-ray
spectrum with elastic scattering cross sections tabulated in the RTAB database [56].

Geant4 is one of the most widely used open-source Monte Carlo radiation
transport toolkits. However, NRF process is not currently included in the public
release. Jordan and Warren at PNNL have successfully implemented and tested NRF
physics in GEANT4 [57, 58]. Their method was then further tested and applied
by Perry et al. at Purdue University and the University of Utah [59]. Recently,
Lakshmanan et al. independently developed NRF simulation capability in Geant4.
Their approach was designed to be user-expandable, so users can enable NRF
simulation for more isotopes without modifying the code [60]. To enable simulation
of NRF process, a mechanism to provide the NRF cross sections and determine
the de-excitation path is needed. In either case of the previous work, NRF cross
section was calculated based on standard nuclear level information extracted from
the ENSDF database. This calculation needs only to be performed once during the
initialization of the Geant4 run-time class. The NRF interaction mean-free-path
is then derived based on the energy of the photon and the interacting nuclei. The
probability distribution of different de-excitation pathways was calculated based on
the same ENSDF data used for cross section calculated. Doppler effect was also
modeled to simulated the broadening of the resonance peak due to recoil energy
loss. The code was then benchmarked against experimental data. In a test with 11B,
Lakshmanan et al. reported that the simulated integrated NRF counts agreed with
experimental results to be within 20.5%.

4.5 Limitations of Active Measurements

The goal of AI technologies is to enhance signatures from SNM to a detectable level
unachievable with passive methods alone. Passive methods fail in many scenarios
due to significant attenuation on spontaneous emission, caused by the SNM itself,
the surrounding materials, or engineered shielding designed for source concealment.
In AI, although stronger signatures are expected to be produced via induced
reactions by the interrogation source, one still faces the limiting factor of signature
attenuation. Furthermore, the intense active background and interference introduced
by the interrogating radiation pose great technical challenges in developing radiation
measurement systems for signature detection.

4.5.1 Interrogation Sources

The most commonly used interrogating sources include bremsstrahlung X rays and
neutrons. Guidelines and regulations exist on the maximum energy of the ionizing
radiation that can be used for certain applications. NCRP also has recommended
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dose limit for bystanders received per inspection event during cargo screening in
various commentaries based on risk benefit analysis. Both source spectrum and
source intensity can be greatly altered by surrounding materials and shielding before
reaching the SNM. The total attenuation is determined by two types of process:
scattering and absorption. The interrogating neutron or photon is removed after
an absorption interaction, while a scattering interaction changes both the energy
and direction of the source particle. In the energy region of the interrogating
photons (∼10 to 20 MeV), the mass absorption coefficient is roughly 0.015 cm2/g
in light materials (e.g. H2O, Al) and around 0.03 cm2/g in high-Z materials (e.g.
U and Pb). Thus, in low-density material, the mean free path of interrogating
photons is around 70 cm. In denser materials, such as loosely packed UO2 (ρ =
2 g/cm3), the mean free path decreases to less than 20 cm. Neutron interaction cross
sections behave rather differently from photon absorption coefficients. While photon
absorption coefficients vary smoothly with atomic number, neutron cross section
varies drastically from one element to another. In addition, neutron cross sections are
also highly energy dependent. The understanding of the attenuation of interrogation
radiation is important not only in considering beam penetration to stimulate SNM,
but also design of shielding for radiation protection.

4.5.2 Shielding and Attenuation of Signatures

Once the interrogating radiation reaches the SNM, generating signatures is usually
not the most difficult problem in AI. Despite the possible reduction in flux and
energy due to attenuation, one can still choose the right beam parameters so that
sufficient reactions are reduced in the SNM. Photofission cross section has a broad
resonance peak centered around 15 MeV. If the endpoint energy of the photon source
is sufficiently high, significant photo flux remains in the resonance region because
of down-scattering. In addition, photoneutrons are to be produced in many materials
when the photon energy exceeds 6 MeV. These neutrons, especially when produced
in vicinity of the SNM, can be more efficient than photons in inducing fission
reactions due to the larger cross sections. Neutrons in various energy regions can
contribute to inducing fission in SNM. Scattered source neutrons may be present in
the system long after the interrogation pulse to produce fission signatures.

The survival of signatures is still the most challenging step in AI, even though
the abundance is expected to be much larger than spontaneous emission in passive
techniques. Low-energy photons experience large attenuation on their way to
the detectors. In addition, photon background is substantial below 3 MeV, which
makes detection of fission photons troublesome. Thus, detection of photon sig-
natures has been focused above 3 MeV, where attenuation is primarily governed
by Compton scattering. For NRF photons, the energy is between 2 and 3 MeV
for uranium isotopes. High-resolution spectroscopy is needed to achieve sufficient
signal-to-noise ratio for detection. Neutron signatures are much more effective
in non-hydrogenous cargo, as their attenuation and absorption strongly depend
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on the surrounding materials. Using interrogating photons below 6 MeV or low-
energy neutrons, prompt neutrons could be measured. High-energy prompt neutrons
observe less attenuation and have better chances to reach the detection system.
However, in hydrogenous cargo, a prompt neutron could fall below the detection
threshold after a single scattering interaction with a hydrogen nucleus. Delayed
neutrons are less energetic and undergo much greater attenuation. Fortunately,
several milliseconds after the neutron interrogation, neutron background usually
becomes negligible. With high-efficiency neutron detectors, detection of delayed
neutrons is still a robust detection method.

In cargo screening, another complication is the variety of cargo content and
possible engineered shielding for source concealment. The role of AI technique
in this area remains debatable and deserves further cost-performance analysis. It
is more likely that AI techniques would be deployed in the secondary or tertiary
stage following passive and radiographic inspection, allowing extended assay time.
Nonetheless, a successful inspection system needs to be sensitive over a wide
range of cargo types and densities. For example, in hydrogenous cargo, neutron
attenuation is the major concern, while in metallic cargo, photon penetration is the
limiting factor. Systems combing neutron- and photon-induced fission techniques
are under development to enable detection over a wide range of cargo. Furthermore,
the detection sensitivity could be enhanced if both neutron and photon signatures
are sought after.

4.5.3 Radiation Detection Techniques for Active Interrogation

Various radiation detectors have been deployed in AI, ranging from gas-based
neutron detectors, scintillation detectors, Cherenkov detectors to high resolution γ -
ray spectrometers. A unique challenge is the capability to perform measurements at
very high rates. High counting rates originates from different sources depending
on the chosen interrogation technique and signature measurable. For example,
NRF photons need to be counted in presence of the high background from the
interrogation photon source. In spent fuel assay, γ rays and neutrons signatures
have to be extracted from the high radiation background emitted from the fuel.

All AI techniques discussed here rely on the detection of signature photons and
neutrons, emitted by the induced reactions. Most neutron detectors are designed
with selective energy response and simply perform counting. Gamma-ray detectors
are also used as counting devices in some applications, but usually some level
of spectroscopy measurements are involved. The most commonly used neutron
detectors include gas-filled detectors (3He, 4He, BF3, boron-lined tubes, etc.) and
scintillators (inorganic, organic and gas scintillator). Numerous designs of modera-
tors and packaging were developed to tailor detector response to specific missions.
Bubble detectors were also used for its complete insensitivity to interrogating
photons. Photon detection in AI mostly relies on scintillators and semiconductor
detectors. Choices have to be made based on a few considerations, such as detection
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efficiency, energy resolution, response time, γ -ray sensitivity, and cost. Innovative
photo detectors, such as Cherenkov glass detectors, are also being developed for AI.

Traditionally, piled-up pulses are rejected to ensure good energy resolution. To
improve throughput rate, high-pass filters are normally implemented to shorten
pulses. However, this reduces signal-to-noise ratio and causes degradation in energy
resolution. Advanced signal processing algorithms have seen developed to handle
high rates and have been implemented for AI, especially in γ -ray spectroscopy
measurements. Three examples are discussed here.

Recently, pulse pile-up recovery based on template-matching has been proved
to be an effective approach to achieve high throughput rate γ -ray spectroscopy [61,
62]. In an ideal model, the output signal y(t) from a γ -ray detector is the convolution
of the incident signal s(t) and the detector response matrix M: y(t) = s(t) ∗ M .
Thus, if the response matrix can be accurately determined, an estimation of the
incident signal can be obtained via deconvolution. The incident signal is normally
modeled as a train of delta functions, with random time of arrival and amplitude.
The detector response is considered to be time-invariant and can be pre-determined.
This type of techniques works particular well with scintillation detectors.

A new non-linear filter algorithm, called ADONIS (Algorithmic Development
FramewOrk for Nuclear Instrumentation and Spectrometry), was developed by CEA
and AREVA [63]. The algorithm is based on a bimodal Kalman smoother derived
from the maximum likelihood principle, describing the preamplifier output using a
state space model. The system has been demonstrated with excellent resolution at
count rates up to 106 cps.

In the traditional trapezoidal filtering, especially at high count rate, pile-up
phenomenon is a major challenge in high-resolution high-throughput spectroscopy
measurement. To obtain good energy resolution piled-up events are rejected at the
expense of detection efficiency. It is highly desired to achieve high throughput rate
while maintaining good energy resolution. The concept of time-variant trapezoidal
filtering was tested to improve throughput rate without large sacrifice in energy
resolution [64]. The principle idea of the filtering approach is that several trapezoidal
filters with different shaping times are implemented in parallel and the one with
largest shaping time which can resolve pile-up events is used to perform energy
measurement of corresponding pulses.
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Chapter 5
Active Interrogation Probe Technologies

Robert Garnett

Abstract One key component of any active interrogation (AI) system that is not
present in passive measurements is the source of probing radiation. This chapter
introduces the physical principles of operation of linear accelerators, cyclotrons,
and novel laser-driven sources, along with the review of radioisotope sources and
the use of natural radiation for AI. Some of the critical parts of these technologies are
discussed in more detail. In addition, the common characteristics of various probe
technologies are provided.

5.1 General Characteristics of AI Probe Technologies

Innovative AI methods to detect real and perceived threats continue to be developed
to protect our borders, airports, and ports. All of these detection methods require a
source of energetic particles to induce specific reactions that are key signatures for
detecting conventional explosives or fissile material, or to perform imaging. Quite
a broad range of accelerator technology has been applied to meeting this challenge.
These accelerator systems range from relatively small, simple, and compact, to large
and complex, based on the specific application requirements. They have been used
or proposed as both sources of primary and secondary probe beams.

The requirements for the applicable accelerator technology can be directly
derived from the AI detection methods used. These AI detection methods have been
developed based on the perceived threats. The most immediate perceived threats and
the materials that must be detected for each threat include:
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1. Conventional explosives—important elements include N, O, Cl, Na, S, K, P,
2. Dirty bombs—137Cs, 60Co (medical rad waste), shielding materials: Pb, W, Fe,

polyethylene ((C2H4)nH2),
3. Special nuclear materials—235U (HEU), 239Pu, 237Np,
4. Weapons of mass destruction—235U (HEU), 239Pu, 237Np, conventional explo-

sives, tamper materials,
5. Chemical agents—sarin gas (C4H8Cl2S), phosgene (CCl2O), mustard gas

(C4H8Cl2S),
6. Contraband—people, illicit drugs and other illegal cargo.

To detect these threats requires a broad range of detection methods. These
methods primarily use photon beams as the source of energetic particles to induce
a particular reaction or to conduct imaging; however, some techniques also use
neutrons and high-energy or exotic beams such as protons or muons, respectively.
Detection methods that use photons include transmission radiography, neutron
resonance absorption, neutron resonance fluorescence, and photon-induced fission.
Several of the photon-based detection methods are described in detail in Bertozzi et
al. [1]. Detection methods using neutrons include neutron-induced fission, neutron
activation, neutron transmission radiography, and (n,γ ) reactions involving capture
or scattering. Long-standoff AI requires protons for radiography or muons to gener-
ate K muonic X rays in 233U or 238U, as described in [2]. Most integrated AI systems
in use today incorporate several of these methods of detection simultaneously to
broaden the range of use and to provide detection redundancy that helps minimize
false positives by improving overall detection accuracy. Therefore, most systems
incorporate both a bremsstrahlung X-ray production target and a neutron converter.

The energy thresholds for the reactions involved in each specific detection
method ultimately determine the minimum probe energies (photons, neutrons or
other particles) needed. Photons are generated primarily through the bremsstrahlung
process by scattering electrons on a high-Z metallic target such as tantalum. The
useful photon energy range for AI applications is 1–15 MeV, although present US
regulations limit the energy to ≤10 MeV to protect humans from accidental life-
threatening exposures. Neutron beams can be generated through several processes;
however, the most common uses a D-D or D-T neutron generator, generating 2.5-
MeV and 14.1-MeV neutrons, respectively. The accelerator requirements for these
systems are defined by the beam energies needed.

A review of present AI systems reveals that electron linear accelerators are
being most widely applied because electrons are easy to accelerate efficiently to
high energies in a relatively compact system. Typical electron beam parameters
are: energies up to 10 MeV, average beam currents up to 1–2 mA, and high beam
duty cycle (50–100%). Proton beams are typically being generated using linear
accelerators or compact cyclotrons. Nominal required beam energies are generally
less than 10 MeV (very specific energies and small beam energy spread are required
for specific resonance reactions such as for the detection of nitrogen in explosives)
but can be as high as 500 MeV or greater for long-standoff AI, requiring large
systems with average beam currents also in the 1–2 mA range, as for electrons.
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Fig. 5.1 The detection methods used define the beam and accelerator requirements for use in an
integrated AI system

Pulsed and continuous-wave (CW) neutron beams can be generated with energies
up to 15 MeV using a 4-MeV deuteron linear accelerator through the 11B(d,n)12C
reaction. Generally, high average beam currents are desirable to improve detection
statistics to speed up the AI process.

While specific accelerator requirements are derived from the detection method
being applied, general accelerator requirements for a practical AI system can also be
specified that need to be met in order for such a system to be fielded. These general
requirements include large beam momentum and/or beam energy acceptance which
allows acceleration to a wide range of final beam energies, high beam transmission
which limits beam losses, reduces accelerator activation and allows for hands-on
maintenance, a small or compact footprint, portability, dynamically-variable beam
energy and/or beam current, variable duty factor and output beam current, high
reliability and availability, and finally if possible, low cost. It is difficult to meet all
of these general system requirements in any given system. Figure 5.1 summarizes
the detection methods and corresponding probe beam and accelerator requirements
for each of the detection methods.

5.1.1 Maturity of Applicable Accelerator Technology

Electron linear accelerator (linac) technology is readily available and is perhaps
the most mature technology due to its use in medical X-ray generation and
non-destructive testing in industry. Both normal-conducting and superconducting
standing-wave and traveling-wave RF electron linacs are available from multiple
vendors including Varian (www.varian.com, 2017), RadiaBeam Technologies

www.varian.com
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(www.radiabeam.com), and Niowave, Inc. (www.niowaveinc.com, 2017) Other
commercially available accelerators applicable to AI include DC accelerators such
as tandem Van de Graaffs and Pelletrons, compact cyclotrons, compact neutron
generators, and low-power proton and ion Radio-Frequency Quadrupole (RFQ)
linacs. Advanced technology that shows promise but is still mostly relegated to
the R&D environment includes various laser-acceleration schemes, induction linacs
including the dielectric wall accelerator, high-average-power RFQs, Fixed-Field
Alternating Gradient (FFAG) induction and RF accelerators, and Inverse-Compton-
Scattering (ICS) photon sources, to mention a few. Many of these accelerator
technologies show great promise for the future to meet many of the general system
requirements such as compact footprint, dynamically-variable beam energy and/or
beam current and lower cost. The challenge for the future is to move many of
these technologies from the R&D environment to commercialization. Both new and
innovative applications of present technology, as well as continuing development of
new technologies is expected to impact the application of accelerators to AI in the
near future.

5.1.2 Emerging Accelerator Technologies

New accelerator-based technology will be needed for next-generation AI applica-
tions. There are several emerging accelerator technologies that have the potential to
meet this need in the near future. Advanced machining techniques such as additive
manufacturing (3-D printing) may also enable miniaturization of accelerators
beyond what is capable today or improve the accuracy of fabrication of existing
compact systems [3]. One day we may see accelerators making accelerators. Several
of these emerging technologies will be discussed briefly in the sections below.

5.1.2.1 Direct Laser Acceleration

During the past decade or so several mechanisms of direct laser generation
and acceleration of particle beams have been demonstrated. These include target
normal sheath acceleration (TNSA), radiation pressure (pondermotive) acceleration
(RPA), and laser break-out afterburner acceleration (BOA). These methods have
been used to generate and accelerate beams of electrons, protons, deuterons,
and various ions. Intense neutron beams have been generated using deuterons
and low-Z converters [4]. These TW laser-driven accelerators are being enabled
by improving optical drive laser performance (higher average power and higher
repetition rates), shrinking footprint, and lower cost. Present limitations that impact
some application of these systems include difficulty in tailoring the final beam
energy distribution—these beams generally have a large energy spread compared
to beams from conventional accelerators but ongoing efforts continue to improve

www.radiabeam.com
www.niowaveinc.com
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this, including combining laser-generated beams with conventional accelerator
technology to further tailor the beam characteristics [5]. More detailed discussions
of laser acceleration can be found in Refs. [6, 7]

5.1.2.2 Inverse Compton Scattering X-ray Sources

Compact high-energy X-ray sources based on inverse Compton scattering (ICS)
are now being applied to AI due to the recent maturity of new technologies
including high-gradient X-band (8–12 GHz) electron accelerators and performance
improvements in commercial optical laser systems. These sources require a bright
(small emittance, high peak charge) relativistic electron beam (typically from an
electron linac) and high brightness (small waist, high energy/pulse) photons from
a laser. X-band accelerating structures have now demonstrated nearly 100-MV/m
accelerating gradients [8]. The repetition rate for high-power laser systems has
always been a limitation for use in an AI system, but 10-Hz repetition rates are
now common. ICS sources can be extremely bright and narrow bandwidth, enabling
their use both in radiography and for nuclear applications requiring excitation of
very-narrow, unique nuclear resonances of various isotopes. Photon energies into
the MeV energy range can also be generated [9].

These sources rely on the tremendous 4γ 2 upshift in photon energy that occurs
as the incident laser photons are scattered from a relativistic electron beam where γ

is the Lorentz factor. With 102 ≤ γ ≤ 103, optical wavelengths can be shifted into
the X-ray or γ -ray range. Figure 5.2 shows a propagating electron bunch interacting
with incident photons from a laser. The forward-directed angular cone (θ ) of X
rays produced is also shown. The upshifted energy of the Compton scattered laser
photons can be calculated from

Escat = 2γ 2 1 − cos α

1 + γ 2θ2 Elaser photon, (5.1)

where Elaser photon = hν = hc/λ, h = Planck’s constant, c = velocity of light, and λ

is the incident laser wavelength. The maximum upshift occurs when α = 180◦ and
θ = 0◦:

Escat = 4γ 2Elaser photon (5.2)

Fig. 5.2 Electron beam and
laser configuration for inverse
Compton scattering.
Reproduced from Ref. [10]
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The relativistic factor γ can be expressed in terms of the electron kinetic and rest-
mass energies by

γ = (1 − β2)1/2 = 1 + W/m0, (5.3)

where β = v/c, W and m0 are the electron beam kinetic energy and electron rest
mass, respectively, in MeV energy units (c = 1). As an example, for a beam of
100-MeV electrons, γ ≈ 200. This leads to a maximum upshift in the scattered
laser photon energies at θ = 0◦ of a factor of 80,000—a huge upshift in photon
energy. It is easy to see how photons in the X-ray and even γ -ray energy range
can be generated using easily achievable electron beam energies and this method.
The number of upshifted photons produced depends on the quality of both the laser
beam and the electron beam. These are controlled by maintaining a small laser beam
waist (spot size/cross section) and a small dense electron beam in the laser-electron
interaction region.

By combining a laser undulator with ICS, electron beam energies <100 MeV
can be used to produce hard X-ray photons. In this case, the drive laser which
supplies the initial source of photons can also provide the undulator magnetic field.
A system based on this concept is operating at Lyncean Technologies, Inc. in Palo
Alto, California and has demonstrated generation of 12-keV X rays using a 25-MeV
electron beam. This system combines a laser undulator with a compact electron ring
and ICS interaction region.

5.2 Linear Accelerators and Bremsstrahlung Sources

5.2.1 Components of a Linear Accelerator

Figure 5.3 shows a schematic layout of a linear accelerator (linac) and its basic
components. All linacs consist of a source of particles to generate the beam (electron
gun or ion source) followed by a low-energy injector (pre-accelerator) section that
conditions (matches) the beam for injection into the main accelerating section, the
main accelerating section, and a final beam transport section to condition the output
beam to match the target or application requirements (beam spot size, divergence,
etc.). All linacs also include focusing magnets of some type to perform beam
conditioning and to maintain a focused beam so that it can be transported through
the linac while being accelerated. Compact electron linacs typically use solenoidal
focusing magnets (coils) that are placed around the accelerating structures. Proton
or ion linacs typically use solenoids in the low-energy beam transport matching
section and quadrupole focusing magnets in the main accelerating sections. Various
focusing magnet configurations can be used [11] and optimized as needed to meet
performance requirements. All linacs also require support systems such as vacuum,
cooling, controls and diagnostics, as well as an RF system to drive the accelerating
cavities.
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Fig. 5.3 Schematic layout of the basic components of an electron linac. Reproduced from
Ref. [12]

Fig. 5.4 Basic components of a thermionic electron source. Reproduced from www.
howitworksdaily.com (2014)

5.2.2 Electron and Ion Sources

The simplest source of electrons for injection into a linac is the electron gun. The
main process of generating electrons in an electron gun is known as thermionic
emission. Figure 5.4 shows a schematic diagram of a thermionic gun. Inside the
gun a small filament is used to heat the metal cathode and to release free electrons.
The electrons are then accelerated rapidly by the electric field of the anode which is
positively charged. There are small apertures in the anode plates which allow some

www.howitworksdaily.com
www.howitworksdaily.com
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Fig. 5.5 Basic components of a Penning ion source. Reproduced from Ref. [13]

of the electrons to pass through and be concentrated into a beam. For accelerator
sources, typical beam energies exiting the electron gun are in the range of 10–
20 keV, but can be higher.

Another type of electron gun is based on field emission. Field emission is the
discharge of electrons from the surface of a material subjected to a strong electric
field. Thermionic guns are more common and operate at higher temperatures.
Electron guns based on field emission operate at lower temperature and higher anode
voltage, and therefore generate brighter electron beams since the initial thermal
energy of the beam is lower when it is generated in comparison to the thermionic gun
and the forces acting on the beam are reduced. The overall quality of the electron
beam produced is therefore dependent on the physical process used, the electric
field of the anode (the amount of initial acceleration), and the geometry of the beam
extraction system. The highest quality beams are produced from a photocathode
where a pulsed laser beam is used to cause photoemission of electrons from a
metal surface. Photocathode sources are complex relative to the simple thermionic
cathode and are generally used in applications where the highest beam brightness
and complex time structure of the generated beam is required, and not for linac
systems used for AI.

The process of generating a proton or ion beam relies on extracting heavier
particles from the nuclei of atoms. There are a variety of ion sources based on
several physical processes and methods. The most common ion sources in use today
for generating negative hydrogen ions are Electron Cyclotron Resonance (ECR),
radio-frequency (RF), or Penning sources. For high-current applications, The ECR
source is the only available choice. The simplest of these negative-hydrogen-ion
sources is the Penning source which is frequently also used in neutron generators to
generate deuteron beams. Figure 5.5 shows a schematic view of a Penning source.

The Penning source consists of a tube-shaped anode with a magnetic field along
the axis of the tube with two cathodes at either end of the tube as shown in the
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figure. One anode also has a small aperture to extract the beam. To generate negative
hydrogen ions, the volume inside the tube is filled with hydrogen gas. An electrical
discharge then generates a low-pressure plasma from which the desired ions can
be extracted. The electrical discharge is created by applying an electric potential
between the cathode and anode. The resulting electric field accelerates free electrons
which can then ionize the hydrogen gas molecules through a process called electron
impact ionization. To enhance the production of negative ions, cesium is introduced
to reduce the work function of the metal surfaces inside the source volume to allow
more free electrons to be generated. Penning negative ion sources using cesium are
referred to as surface plasma sources and are one of the brightest of all negative ion
sources [13]. These sources typically operate with voltages in the 10-kV range.

Negative ion sources were first developed to allow electrostatic accelerators to
effectively double their output beam energy. For example, in a tandem generator
H− ions are first accelerated from ground to the terminal voltage, V . They are then
stripped of their two electrons by passing through a thin foil. The resulting protons
which already have the terminal voltage, V , are then accelerated again from the
terminal back to ground, therefore doubling their voltage to 2 V.

Most cyclotrons use negative ions and stripper foils to extract the beam from the
cyclotron. To extract the beam, the stripper foil is positioned near the outer perimeter
of the cyclotron magnet poles. As the negative ion beam is accelerated, it circulates
on larger and larger radii until it passes through the stripper foil, converting the beam
from being negatively charged to positive. As a result, the Lorenz force acting on the
beam due to the pole magnets is reversed and instead of the force pointing towards
the center of the cyclotron, it points outwards and the beam is extracted.

In high-power proton accelerators, negatively-charged hydrogen ions are used
to allow charge accumulation via multi-turn injection into a circular storage ring
or synchrotron, for example. Here negatively-charged hydrogen ions from a linear
accelerator pass through a stripper foil into the circular ring, leaving protons
circulating in the ring. The negatively-charged hydrogen ions from the linear
accelerator continue to enter the ring while the circulating beam repeatedly passes
through the stripper foil unaffected. The incoming negatively-charged beam bends
one way through a dipole in the injection region where the stripper foil resides and
then bends out of the dipole in the opposite direction as a proton beam on top of
the circulating beam. This physical process allows a local violation of Liouville’s
theorem [14] to be used to accumulate more and more charge in the ring. Without
this negative-ion stripping, only a single pass through the stripper foil (one turn on
the same orbit) could be accumulated in the ring.

5.2.3 Low-Energy Injectors

Following the electron or ion source, both electron and ion linacs require a low-
energy injector section. The injector section forms the continuous beam pulse
generated by the source into short beam bunches at the required accelerating RF
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frequency, and to transport and/or further accelerate the beam from the source to the
main accelerator. Because the main purpose of the injector section is to match the
beam into the main accelerator, it generally contains magnets to focus the beam and
RF structures to perform bunching and acceleration. Beam bunching is achieved
using dedicated buncher cavities (RF gaps) operated at the longitudinal bunching
phase of φs = −90◦ followed by an appropriate drift distance. The bunchers can
be operated at the fundamental RF frequency of the accelerating structure or at
higher harmonics to take advantage of the non-linear fields to better tailor the beam
distribution from the ion source.

In an electron injector, focusing is usually provided by an array of solenoids
placed around the beam line. For ion beams, stronger focusing is generally needed
where strong quadrupole focusing magnets are used. Acceleration can also easily
be provided by the bunching gaps by ramping the phase to the synchronous
accelerating phase. For low-energy ion beams typically used for AI, an alternative is
to use the Radio Frequency Quadrupole (RFQ) which performs both the bunching,
focusing, and acceleration in a single structure. The details of the RFQ will be
discussed in a later section.

5.2.4 Electron Linac Technology

Figure 5.6 shows a representative electron linac-based system for AI [15]. This is a
combined X ray, photoneutron source built by Rapiscan Laboratories, Inc. using a
9-MeV Varian Model L2000 S-Band electron linac. The major components of such a
system are shown including the electron source (electron gun), the RF linac, the RF

Fig. 5.6 9-MeV combined X ray, photoneutron source assembly. Reproduced from Ref. [15]
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Table 5.1 Summary of typical RF microwave frequency bands used in accelerator systems

Frequency range (GHz) Microwave bands
Typical American
frequency (GHz)

Typical European
frequency (GHz)

1–2 L-Band 1.5 1.17

2–4 S-Band 2.856 2.998

4–8 C-Band 5.712 5.996

8–12 X-Band 11.424 11.992

Fig. 5.7 (a) Typical iris-loaded linac structure used to accelerate electrons. Reproduced from
Ref. [17]. (b) SLAC X-Band structure. Reproduced from Ref. [16]

source (gridded tube, magnetron, klystron or inductive output tube), and the X-ray
target (usually tantalum) plus neutron converter (in this case, a heavy-water, D2O
converter). The dimensions of this system are approximately 1.5 m × 1.5 m × 2.5 m.

Room-temperature electron linac technology is very mature. Typical accelerating
structures operate at RF frequencies of 2–4 GHz (S-band) with 2.856 GHz being the
common US frequency (2.998 GHz in Europe). Table 5.1 summarizes the IEEE RF
frequency bands (IEEE Standard 521-2002) for RF sources typically used to power
electron linacs. The availability of RF sources has historically been determined
by the communications industry or military radar system requirements, with S-
band being the most commonly used for commercial applications. As a result, the
accelerating structure operating frequency is selected to match RF tube availability.
Room-temperature RF electron linacs have also been built in other frequency ranges,
but are less common. Both C-band (5.712 GHz) and X-band (11.424 GHz) linacs
have been built and RF sources are available. The higher frequencies such as X-
band offer higher accelerating gradients, as mentioned earlier (up to approximately
100 MV/m), and a factor-of-four reduction in transverse structure size since the
accelerating structure diameter scales proportionally to the RF wavelength.

Common features of these electron linac structures include: a thermionic cath-
ode/injector as the source of electrons, use of an iris-loaded/disk-loaded structure
which is most common due to its simplicity (see Fig. 5.7a), traveling-wave mode
(RF dumped to a load), 2π /3 operating mode (but other modes are also ok),
energy gain up to 60 MeV/m, and use of a single RF source (typically a magnetron
or klystron). Design methods for these accelerating structures are very mature
with a well-established set of relationships that define the structure dimensions
parameterized by RF wavelength and structure quality factor (Q). Figure 5.7b shows
an X-band structure developed at SLAC [16].
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Fig. 5.8 (a) Typical multi-cell superconducting elliptical cavity used to accelerate β = 1
electrons. Reproduced from Ref. [18]. (b) Prototype 1.3-GHz ILC cavity. Reproduced from www-
bd.fnal.gov

Conventional room-temperature electron linac systems are available from many
commercial sources. These systems are efficient and relatively compact. Present
limitations include low-average beam currents (typically less than 100 μA) and low
duty factor (0.1–1.0%). High average currents and high duty factor require more
attention to detail of structure cooling that generally increases structure cost and
complexity.

The use of superconducting (SC) niobium accelerating structures for AI is
increasing now due to the availability of these systems through commercial vendors
such as Niowave, Inc (www.niowaveinc.com, 2017). These structures have been
used worldwide to efficiently accelerate both electrons and ions. For electrons,
simple structures can be used such as the multi-cell elliptical cavity. Figure 5.8
shows a representative example of such a cavity. A common frequency for these
cavities is 1.3 GHz due to their development for the International Linear Collider
(ILC). The number of cells for these structures usually ranges from 5 to 9. They
can be operated at both 4 K and 2 K, but typically are operated at 4 K due to the
lower cryosystem cost. These are π -mode structures (TM010) with accelerating-gap
spacing of βλ/2 where β = v/c and λ is the RF wavelength. Other SC structure
types such as the spoke resonator, half-wave resonator, or quarter-wave resonator
are needed to efficiently accelerate low-velocity ions. A particular advantage of
SC structures is their large apertures and the capability to operate CW (100%
duty factor) due to the low ohmic losses of the structure compared to normal-
conducting structures. Systems are currently available that can provide average
beam currents up to 1 mA. A significant breakthrough in accelerating gradient
is needed for these systems to have significantly smaller footprint. Progress in
increasing superconducting gradients has stalled over the last decade but some
approaches such as hydro-forming multi-cell cavities to reduce the number of
surface defects that contribute to RF breakdown sites and surface coatings are
beginning to show promise.

www-bd.fnal.gov
www-bd.fnal.gov
www.niowaveinc.com
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Fig. 5.9 Basic components of a magnetron RF source. Reproduced from www.britannica.com/
technology/magnetron (2016)

5.2.5 Radiofrequency Systems

5.2.5.1 The Magnetron

A magnetron (see Fig. 5.9) consists of a heated cathode placed at the center of a
lobed circular chamber in a high negative potential (continuous or pulsed) created
by a high-voltage, DC power supply. A magnetic field parallel to the filament is
generated by a permanent magnet surrounding the outside of the chamber. The
magnetic field causes the electrons, attracted to the positive outer part of the
chamber, to spiral outward in a circular path. Spaced around the rim of the chamber
are additional cylindrical cavities. Slots are cut along the length of the cavities that
open into the central, common cavity space. As electrons sweep past these slots, they
induce high-frequency RF fields in each resonant cavity, which in turn causes the
electrons to bunch into groups. As a result of the electron bunching, the generation
of RF is enhanced.

The RF energy is extracted by a short antenna that is connected to a waveguide
and the waveguide directs the extracted RF energy to the accelerating cavities.
The size of the cavities determines the resonant frequency and therefore also the
frequency of the emitted RF waves. A shortcoming of the magnetron is that due
to the process of generating the RF, the frequency is not precisely controllable.
The operating frequency varies with changes in load impedance, with changes in
the supply current, and with the temperature of the tube. This is not a problem for
some applications such as heating in a microwave oven or in some applications
of radar where the receiver can be synchronized with the magnetron frequency.
In applications where precise frequency control is needed, such as in a linac, the
klystron is typically used.

www.britannica.com/technology/magnetron
www.britannica.com/technology/magnetron
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Fig. 5.10 Schematic layout of a klystron. Reproduced from Ref. [19]

The magnetron is a self-oscillating device that requires no additional external
elements other than a power supply. A well-defined threshold anode voltage must
be applied and synchronized with the oscillator output. The applied voltage is a
function of the dimensions of the resonant cavity, and the applied magnetic field.
Magnetrons have been developed that can operate over a broad spectrum of RF
frequencies (S-band, L-band, C-band) and the very-high peak powers (1 kW–3 MW)
in both pulsed and continuous-wave (CW) mode.

5.2.5.2 The Klystron

The klystron is the most efficient of linear-beam RF tubes. Figure 5.10 shows
a schematic layout of a klystron. In a klystron, the electron beam generated by
a DC thermionic cathode and accelerated by high-voltage electrodes (typically
tens of kilovolts) interacts with RF fields as it passes through resonant cavities
in the klystron structure separated by a cylindrical metal drift tube. The resonant
cavity dimensions have been selected by satisfying Maxwell’s equations for the
appropriate boundary conditions to generate RF at the desired frequency. The drift
tube diameter has likewise been selected to propagate the generated RF wave to the
output cavity. The electron beam first passes through the input cavity to which an
input RF signal close to or at the resonant RF frequency has been applied creating
standing waves, which produce an oscillating RF field which acts on the electron
beam. The electric field causes the electrons to bunch. To further enhance the beam
bunching, the klystron structure may contain additional buncher cavities.

The energy of the bunched electron beam amplifies the RF signal, and the
amplified signal is extracted from a cavity at the other end of the drift tube through
a coaxial cable or waveguide. The output signal can be coupled back into the input
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cavity to form an RF oscillator to further amplify the generated radio waves. The
gain of klystrons can be high, 60 dB (a factor of one million) or more, and with
output powers up to tens of megawatts. An advantage of the klystron that makes
it particularly attractive for application to linacs is the narrow output frequency
bandwidth, usually a few percent. Also, klystron efficiency increases as the cathode
electron beam current increases. Klystrons are available that operate over the full
spectrum of RF frequencies of interest for linacs including S-band, L-band, C-band,
and X-band.

5.2.6 Special Relativity, Particle Dynamics,
and Accelerating Beams

In the previous section on Inverse Compton Scattering we discussed the effects
of scattering laser photons by a relativistic electron beam. Some additional basic
concepts need to be discussed in order to understand the differences between
how electron beams and proton or ion beams are accelerated due to fundamental
differences in particle rest mass. The rest mass of the electron is 9.1 × 10−31 kg
(0.511 MeV/c2), whereas the rest mass of the proton is 1.6×10−27 kg (938 MeV/c2).
This factor of 1836 difference in rest mass means that it is much easier to accelerate
electrons using an externally applied electromagnetic field provided by an RF linear
accelerator, for example, as compared to the much heavier protons. Heavy ions
have even greater rest masses. Equation (5.3) above can be rewritten to express
the relativistic velocity beta = v/c as a function of the particle kinetic energy W in
units of MeV:

β2 = 1 − (W/m0c
2 + 1)−2. (5.4)

Plotting Eq. (5.4) (see Fig. 5.11) as a function of particle kinetic energy for electrons
(m0c

2 = 0.511 MeV) and protons (m0c
2 = 938 MeV) demonstrates how quickly

electrons approach the velocity of light as they are accelerated to higher energies
and how slowly by comparison the proton velocity increases as a function of energy.
In general, electrons and other massive particles are relativistic when their kinetic
energy is comparable to or greater than their rest-mass energy as given by E =
m0c

2.
In order to accelerate a particle, a force must be applied. The Lorentz force on a

particle with charge q and velocity v in an electric field E and a magnetic field B is
given by

F = q [E + (v × B)] = m0 d(γ v)/dt. (5.5)

Neglecting the magnetic field, for an RF electromagnetic wave propagating along
the z direction in a waveguide (or accelerating structure), the electric field on-axis
can be expressed as a function of wave number, k, as
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Fig. 5.11 Plot of the square of the particle velocity as a function of particle kinetic energy for both
electrons and protons. Note how quickly the electrons approach the speed of light. Reproduced
from Ref. [20]

Ez(z, t) = E(z) cos

[
ωt −

∫ z

0
dz k(z) + φ

]
. (5.6)

The wave number k can be expressed in terms of the phase velocity vp by
k(z) = ω/vp(z). In order to efficiently accelerate a particle, the phase velocity
of the electromagnetic wave must be closely matched to the particle velocity. If this
condition is met then the particle arrives at a position z at time t (z) = ∫ z

0 dz/v(z)

and the electric force on the particle is given by Fz = qE(z) cos φ. This particle
is called the synchronous particle and the phase φ is called the synchronous
phase. Significant simplifications occur when accelerating electrons as compared
to protons or ions. Since electrons are quickly accelerated to velocities very close to
the speed of light, this allows the phase velocity of the traveling accelerating wave
in the structure to be set equal to the velocity of light throughout the entire electron
linac. Since protons travel more slowly, this approach of fixing the phase velocity in
general does not work and requires a different approach.

Typically for protons and ions, an electromagnetic standing wave in an RF cavity
is used to accelerate the beam. The accelerating structure can be fabricated as a
periodic or quasi-periodic array of accelerating cells, each with a single accelerating
gap where the parameters vary linearly along the structure to maintain synchronism
with the beam particles as they are accelerated. A standing wave is the superposition
of two waves traveling in opposite directions in the accelerating structure. For a
standing wave, the electric field along the axis is given by E(z, t) = E(z) cos(ωt +
phi). In a simplified form this leads to a gain in the kinetic energy of a beam particle
in a gap of length L equal to

ΔW = qV0T L cos φ (5.7)
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where the axial RF voltage in the gap is given by

V0 ≡
∫ L/2

−L/2
E(0, z)dz (5.8)

and T is a quantity called the transit-time factor, which typically ranges from 0 to
1, and is essentially the normalized average fraction of the longitudinal electric field
seen by a particle in the gap (see [11] for a more detailed derivation) and can also
be thought of as a figure of merit of accelerating efficiency. The detailed functional
form of the transit time factor depends on the RF cavity type and the resonant RF
cavity mode. One of its simplest forms is for a simple TM010 mode pillbox cavity
of length g and having small aperture radius holes on both ends:

T = sin πg/βλ

πg/βλ
, (5.9)

where λ is the RF wavelength.
Typically, the accelerating cavity geometry is optimized and varied as a function

of proton or ion beam energy to maintain high transit-time factor values above 0.5.
This is not required for traveling-wave structures used for accelerating electrons
where β = 1 and the cell length and gap spacing are held constant.

All accelerators operate on the principle of phase stability. In a phase-stable
accelerator particles are accelerated in a series of gaps as shown in Fig. 5.12 by
an alternating RF field that provides an on-axis accelerating force. In general,
particles in the beam arriving with slight phase or energy errors will continue to
be accelerated with small oscillations in energy and phase around the correct beam
centroid energy and equilibrium phase. This automatic correction of the phases and
energies of the beam distribution leads to individual beam bunches separated in time
by the RF period of the accelerator (see Fig. 5.13).

In a linear accelerator, the beam bunch is accelerated in a linear path by a
constant-frequency RF field. The gap separation is adjusted to the RF period such
that a beam particle arriving at each gap is always at a specified equilibrium,
stable phase of the accelerating field and is synchronous with the RF period. This
synchronicity of the beam with the phase of the RF field is required to allow

Fig. 5.12 (a) Schematic layout of a drift-tube linac showing the accelerating gaps and the time
varying electric fields. Reproduced from Ref. [21]. (b) The electric-field distribution in a disk-
loaded structure used to accelerate the beam. Reproduced from Ref. [22]
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Fig. 5.13 (a) Individual beam bunches are formed as part of the acceleration process in a linac.
Like charged particle fill RF buckets only on one phase of the RF. (b) The particles in the bunch
must be at the proper phase of the RF to remain in the phase-stable region. Reproduced from
Ref. [11]

Fig. 5.14 Multi-cell RF cavity operating in the π -mode. Reproduced from Ref. [20]

maximum energy transfer to the particles and to efficiently accelerate the beam.
Figure 5.14 shows a multi-cell cavity operating in the so-called π -mode where
the fields in the gaps have a 180◦ phase difference between adjacent cells at
any snapshot in time. The arrows in the figure represent the direction of the on-
axis electric field resulting from the sinusoidal, time-varying RF field also shown.
Therefore to maintain synchronicity of the beam position at the center of the gaps
for maximum energy gain, for an RF period τ the length of a cell L must be equal to

L = βcτ/2 = βλ/2. (5.10)

From this example it is clear that for electrons with velocity nearly equal to that of
light (β = 1), most of the linac after the initial beam injection and acceleration can
efficiently accelerate the beam using a sequence of identical accelerating structures
with fixed gaps separated by a distance equal to λ/2. For protons or ions where β

increases more slowly by many orders of magnitude or a comparable kinetic energy,
the cell lengths must increase in a well-prescribed manner as a function of beam
energy to maintain synchronicity and to efficiently accelerate the beam.
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Fig. 5.15 The transverse-magnetic TM010 mode in a cylindrical waveguide. Reproduced from
Ref. [24]

5.2.7 Accelerating Structures

In general, all accelerating structures are resonant RF cavities consisting of a
metallic pipe that acts as a cylindrical waveguide that satisfies certain boundary
conditions based on Maxwell’s equations. The actual geometry of the structure
is defined by the operating frequency and the RF operating modes desired. In
order to accelerate particles, a longitudinal electric field must be generated on-
axis as discussed earlier. From Maxwell’s equations and basic RF theory [23] we
know that a structure can be excited to resonate in well-defined modes that have
electromagnetic field configurations of interest. The specific family of modes that
have a longitudinal electric field on-axis are the transverse-magnetic (TM) modes.
Figure 5.15 shows the TM010 mode in a cylindrical waveguide. This mode has the
lowest resonant frequency. Also, the electric field of this mode points from one end
of the cavity to the other and has its largest amplitude on the axis where r = 0. As
a result, this mode is ideal for accelerating charged particles.

For a purely cylindrical waveguide without internal structure, the phase velocity
is always greater than c and therefore synchronicity between the wave and a
propagating beam can never be achieved. To lower the phase velocity so that
synchronicity can be achieved, the structure must be modified. This leads to the
disk-loaded waveguide which is a periodic structure with cell length L as shown
in Fig. 5.7. Disk-loaded linacs are used to accelerate electrons and are generally
designed to have a phase velocity v = c for the specified operating frequency. They
can be operated in either standing-wave (SW) or traveling-wave (TW) mode.

A typical traveling-wave (TW) disk-loaded linac is shown in Fig. 5.16. Electrons
at velocity nearly equal to β = 1 enter the structure when the electric field on-axis is
at a maximum. The beam is initially pre-accelerated and bunched prior to injection
into the linac and is injected at the proper RF phase. On average the beam will
travel along the linac in phase with the RF wave and as a result be accelerated. RF
energy to establish the traveling wave and the on-axis electric field to accelerate the
beam is provided by the input coupler also shown in Fig. 5.16. An output coupler
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Fig. 5.16 Typical RF coupling configurations for traveling wave (TW) and standing wave (SW)
linac structures. Reproduced from www.slideshare.net (2016)

is also provided to extract the excess RF power. The excess RF power (typically
25–30%) is dumped into a matched resistive load to minimize any reflected power
in the RF accelerating cavity. Some RF power is also dissipated as resistive losses
in the structure which is usually made of copper.

The basic design parameters for the disk-loaded linac structure have been
optimized over time and are well-known [17]. Assuming the structure parameters as
defined in the figure, for a given RF wavelength, λ = c/f where f is the resonant
frequency, the cell geometry of the structure can be defined:

b/λ ≈ 0.383
[
1 + 20(a/λ)3

]
, (5.11)

where vg/c ≈ 2.4(a/b)4, (πcd)/(λvgQ) = 1.26, and d ≡ distance between RF
feeds.

Most disk-loaded structures used for accelerating electrons follow this prescrip-
tion. The resonant frequency of the structure is given by ω0 = 1/(LC)1/2, where
L is the inductance and C the capacitance, respectively of a single cell in the
structure. Although coupling between cells of the structure can occur along the
axis through the cell apertures, most structures use stronger cell-to-cell magnetic
coupling through off-axis slots cut into the cell walls (see Fig. 5.7b).

For protons and heavy ions, synchronization between the accelerating beam
particles and the RF field is achieved by keeping the phase of the standing wave
constant and varying the spacing of the gaps in the structure as a function of length
along the accelerating cavity to maintain synchronism. The most common standing-
wave accelerating modes are shown in Fig. 5.17. For the π mode the electric field
is at a maximum at the center of each cell and changes sign from one cell to the
next. To maintain synchronicity with the beam for this mode requires the cell length
L = βλ/2 where β < 1. Both the 0 mode (L = βλ) and the π/2 mode can also be
used.

www.slideshare.net
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Fig. 5.17 Common SW
structure accelerating modes.
Reproduced from Ref. [20]

Fig. 5.18 Inside view of the
Fermilab drift-tube linac.
Note the vertical drift-tube
supports and side-mounted
post couplers that are used to
stabilize the RF field in the
tank (www-bd.fnal.gov)

Perhaps the most common 0-mode structure for accelerating protons at relatively
low energy (below about 100 MeV) is the drift tube linac (DTL). The DTL is a
standing-wave structure. Figure 5.12a shows the general configuration of the DTL.
Note the increasing length of the drift tubes. The RF accelerating gaps are held at
constant length but the drift tubes increase in length as a function of the velocity
of the beam. As a result of Gauss’s law when the beam bunch is inside a drift
tube it is shielded from the electric field and therefore drifts. The beam only sees
the on-axis accelerating field in the gaps. Typically, the drift tubes also contain
quadrupole focusing magnets. In a DTL, the aperture on the beam axis has been
greatly reduced in order to increase the RF efficiency. The particular configuration
of the fields allows the walls between cells to be completely removed. This also
maximizes the RF coupling between the drift tubes, as well as power flow inside the
structure, and minimizes RF losses on the tank walls. The drift tubes are supported
by stems from the top of the structure. Slug tuners are used to displace the volume
within the resonant cavity and to actively tune the structure to keep it on resonance
as its temperature fluctuates. Additionally, post-couplers provide field stabilization
against mechanical errors and are set during the final structure tuning and fixed in
place before the DTL is operated. Figure 5.18 shows the inside of the Fermilab
201-MHz DTL. The upper supports for the drift tubes can be seen, as can the side-
mounted post couplers.

www-bd.fnal.gov
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5.2.7.1 Traveling Wave vs Standing Wave Operation

Figure 5.16 shows the RF coupling schemes for both TW and SW accelerating
structure for comparison. In TW operation where the RF field is introduced from one
end of the accelerator, the individual cavities fill sequentially with electromagnetic
energy at the group velocity of the structure. The fill time of the cavity for a single
pass is approximately given by tf = L/vg , where the vg is the group velocity
and L is the length of the accelerating cavity. In SW operation, the RF field fills
the whole structure simultaneously; however, multiple reflections in the cavities are
required before the field reaches its full amplitude. Maximum acceleration in the
TW structure occurs when the beam velocity is close to the group velocity of the
structure. For the SW structure, the beam must be injected after the fields have
reached maximum, usually at a time greater than the fill time for the cavity.

Before high-power RF sources were developed, the choice to operate in TW or
SW mode was strongly influenced by the RF source available. Coupling together
and trying to synchronize low-power magnetrons resulted in problems maintaining
frequency and phase stability. These problems could be overcome by using only
SW structures which allowed the backward component of the standing wave to be
used to stabilize the magnetron frequency. The problems with RF phase stability
were eventually solved by the development of high-power klystrons which could be
driven from a single power source. Today these issues are no longer a limitation.
High power magnetron and klystrons exist over a broad range of applicable RF
frequencies.

Today RF sources for accelerators are designed to look as much as possible like
a pure resistive load. For TW accelerators this is simple to achieve since no reflected
wave appears at the input drive point to give a reactive component of the impedance.
For high-Q SW systems, the RF load must always be impedance matched to avoid
large amounts of reflected RF power. In general, TW linacs are less efficient and
more complicated to operate. The achievable accelerating gradients in SW linacs is
approximately a factor of two higher than in a TW linac, making the SW linac more
compact. As a result, most AI linacs use SW structures. Table 5.2 compares typical
TW and SW electron linac parameters.

Table 5.2 Comparison of TW and SW linac parameters

Parameter TW SW

Typical accelerating gradient 5 MeV/m 10 MeV/m

Wall plug-to-accelerating efficiency 20–50% 30–60%

Beam capture efficiency 80% 20–30%

Electron gun voltage 40 keV 5–20 kV

RF bandwidth 2 MHz 200 kHz

Low-level RF control system Not required Required
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5.2.7.2 Phase Space and Beam Emittance

A beam bunch in a linac consists of a distribution of charged particles moving in
approximately the same direction, with approximately the same positions, the same
phase relative to the RF accelerating fields, and approximately the same energies.
Additionally, at a given time t , every particle in the beam can be described by three
position coordinates (x, y, z) and three momentum coordinates (px, py, pz), for a
total of six coordinates per particle, where each particle can be represented by a
single point in the six-dimensional phase space of spatial coordinates and momenta.
Since this six-dimensional space is difficult to visualize, it is easier to refer to a
collection of points in two-dimensional projections of the beam phase space where
the three normalized phase-space projections are x−px/mc, y−py/mc, z−pz/mc,
where the coordinates are defined as above. Instead of measuring the transverse
momenta of the particles in the beam, it is convenient to measure the divergence
angles x′ = dx/ds and y′ = dy/ds which are proportional to the transverse
momenta.

In longitudinal phase space (z − pz/mc), the position and momentum relative
to the synchronous particle are replaced by the phase and energy variables Δφ

and ΔW . The projected phase-space area occupied by the beam is characterized
by the emittance, ε, which is a measure of its phase-space extent, and emittance
growth increases the minimum achievable beam size for a given focusing system.
In the presence of only linear fields, the beam phase-space contours in a linac are
approximately elliptical. The presence of non-linear fields can distort the particle
trajectories in phase space and lead to a considerable departure from elliptical
trajectories. For a distribution of particles in a beam bunch, the most useful
definition of emittance in a linac is the RMS emittance. The general form of the
RMS ellipse in two-dimensional phase space is defined by the Courant-Snyder
(CS) parameters [25] α, β, γ and an RMS emittance εrms . For the un-normalized
transverse emittance in x−x′ space, the RMS ellipse is given by the general equation
for an ellipse by

γ x2 + 2αxx′ + βx′2 = εrms, (5.12)

where εrms = (Area)rms/π and γβ − α2 = 1. The CS parameters can then be
defined as functions of the moments of the beam distribution in the projected phase
space coordinates:

〈x2〉 = βεrms,

〈x′2〉 = γ εrms,

〈xx′〉 = −αεrms,

εrms =
√

〈x2〉〈x′2〉 − 〈xx′〉2
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Similar expressions for the CS parameters and the RMS emittance can be written
for the transverse y −y′ and longitudinal Δφ −ΔW two-dimensional phase spaces.
During acceleration, the transverse normalized emittance defined by εn = εβγ

is an adiabatic invariant. This is because the transverse momenta of the beam
are unaffected by longitudinal acceleration while the divergences of the particles
are reduced during acceleration. The Lorentz factor, γ , takes this into account.
Therefore, the acceleration reduces the un-normalized emittance but does not affect
the normalized emittance. In general, emittance is a conserved quantity in six-
dimensional phase space (Liouville’s theorem) when there are no dissipative forces,
no particles are lost or created, certain collisional effects between particles can be
ignored.

Emittance is a figure of merit of the quality of a beam. In general, linac
designs seek to minimize emittance growth which can lead to larger beams or
filamentation of the beam distribution that can lead to beam losses. This is typically
more of a concern in ion linacs, but beam poor quality can also impact electron
linac performance. Accelerator parameters such as the accelerating and focusing
gradients used, the phase profile along the linac structure, details of the injected
beam distribution including matching the input beam into the linac structure, can all
be used to control or tailor the beam distribution or beam emittance.

5.2.7.3 Quality Factor and Shunt Impedance

There are several figures of merit commonly used to characterize accelerating
cavities. The most common is the quality factor, or Q, of a resonant cavity. The
Q of a cavity can be defined in terms of the average power loss, P , as

Q = (2πf U) /P, (5.13)

where f is the resonant RF frequency and U is the stored energy. If a cavity has
a high quality factor it is electrically efficient. Another useful figure of merit is the
effective shunt impedance per unit length defined as the effectiveness per unit power
loss per unit length for delivering the maximum energy gain to a particle:

ZT 2 = (E0T )2 L/P, (5.14)

where E0 = V0/L, V0 is the axial RF voltage in the gap for a known gap length
L. The quantity Z is called the shunt impedance. This ratio is expressed in units of
meg-ohms per meter and can be approximated by:

Z = 10−6E2
0/P. (5.15)

For most copper linear accelerator structures Z ranges between 25–50 M�/m. One
of the main goals of choosing the accelerating cavity parameters is to maximize
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the effective shunt impedance per unit length. This is especially critical for normal-
conducting cavities when RF losses can be high. Several modern accelerator and
electromagnetic structure modeling codes can be used to optimize accelerating
cavity parameters such as the CST Studio suite of codes [22].

5.2.8 Beam Focusing

In addition to the axial accelerating forces in a linac, the beam will experience
the external focusing forces provided by an array of magnetic quadrupoles or
magnetic solenoids. These focusing magnets are required to counteract the self-
force of the beam since all particles in the beam have the same charge and from
other interactions of the beam particles with the cavity RF fields that also have a net
defocusing effect. In order to effectively transport and accelerate a beam in a linac
without significant losses and to maintain the quality of the beam, there must be an
equilibrium between the external focusing forces and the internal defocusing forces
acting on the beam. In general two types of magnet focusing can be found in linacs.
Solenoidal focusing is typically employed in electron linacs and whereas both types
of focusing will work, quadrupole focusing lattices are typically used in ion linacs.

5.2.8.1 Space Charge Forces

The Coulomb repulsion between like-charged particles in the beam bunch is
commonly referred to as the space charge force. At relativistic velocity, the space-
charge repulsion in the beam begins to be compensated for by the self-generated
magnetic field of the moving beam particles. The net radial force seen by a single
particle in the beam bunch is given by

F = q
(
Er − vBφ

) = qEr

(
1 − v2/c2

)
= qEr

(
1 − β2

)
= qEr/γ

2, (5.16)

where Er and Bφ are the radial and azimuthal components of the electric and
magnetic fields, respectively:

Er = q/r

∫ r

0
n(r)rdr (5.17)

Bφ = qv/r

∫ r

0
n(r)rdr. (5.18)

As the beam velocity approaches the limit v = c, γ 2 approaches infinity and the
repulsive forces goes to zero. However, for high-current beams at low energy the
space charge force must be compensated for.
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5.2.8.2 Radiofrequency Defocusing Forces

The radial impulse near the axis of an accelerating gap, assuming that for the mode
of interest only the Ez, Er , and Bθ components of the RF field are non-zero and that
Ez is independent of r , can be approximated the expression [11]

Δ
(
βγ r ′) = −πqE0T sin φL

mc2γ 2β2λ
, (5.19)

where the radial component of the momentum is given by pr = mcγβr ′ and E0 =
V0/L, where V0 is the voltage in the gap length, L. From Eq. (5.19) it can be seen
that for typical negative operating phases of the accelerating cavities (φ < 0), the
net effect due to the RF field is defocusing (Δ > 0). It should also be noted that
as γ 2β2 increases (the beam velocity approaches the limit v = c, γ 2 approaches
infinity), the net RF defocusing force decreases. It decreases even more rapidly with
beam velocity than the space-charge contribution.

5.2.8.3 Solenoidal Magnet Focusing

Figure 5.19 shows a solenoid (coil of wire) with current flowing in the wire and
an electron traveling through the center of the coil. From Eq. (5.6) we see that the
electrons moving down the axis of an ideal solenoid will have their velocity parallel
to the axial magnetic field generated by the current in the wire. This therefore
results in no force on the electrons. However, in a real solenoid, Gauss’ law tells
us that when the magnetic field changes along the axis, there must also be a radial
component of the magnetic field that can then act on the electrons in the beam:

Br = − r

2

dBz

dz
. (5.20)

Therefore, due to the fringe fields at the entrance and exit of the solenoid, in the
first half of the solenoid the beam receives non-zero angular momentum. In the
second half at the exit, this angular momentum is removed since the field is reversed.
However, the beam distribution is finite in size and has non-zero momentum

Fig. 5.19 Simple solenoid.
Reproduced from Ref. [26]
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components prior to entering the solenoid. Solenoidal focusing results from the
interaction between the azimuthal (φ) component induced at the entrance fringe-
field region and the longitudinal magnetic field component (Bz) in the main section
of the solenoid. Therefore, the electrons experience a net focusing force from both
the fringe fields and the main solenoidal field. The strength of the focusing effect is
proportional to the B2

r .

5.2.8.4 Quadrupole Focusing in a Linac

Magnetic lenses are the most common method for compensating for space-charge
and RF-defocusing effects in linacs. For ion linacs the most common mag-
netic focusing element is the magnetic quadrupole lens. To focus the beam, the
quadrupoles are placed in a periodic lattice in the linac between accelerating
sections or inside drift tubes. Quadrupole focusing magnets can be electromagnets
requiring a current source to drive the magnet windings or the can be a quadrupole
configuration of permanent magnets. Figure 5.20 shows a cross-section of a
quadrupole magnet.

An ideal quadrupole magnet produces a constant transverse gradient where

G = ∂Bx

∂y
= ∂By

∂x
(5.21)

and the Lorentz force (Eq. (5.5)) components for a particle moving on the z axis
with velocity v are given by

Fx = −qvGx

Fy = qvGy. (5.22)

Fig. 5.20 (a) Cross-section view of a quadrupole focusing magnet showing the magnetic field
configuration (www.quora.com, 2017). (b) 3-D view of a simple quadrupole (BDSIM Accelerator
Beamline Simulation Tool, www.pp.rhul.ac.uk/bdsim)

www.quora.com
www.pp.rhul.ac.uk/bdsim
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Fig. 5.21 Common magnetic
quadrupole focusing lattices.
An F-quad implies focusing
in the x-plane and defocusing
in the y-plane. The focusing
is reversed for the D-quad.
The net effect over a focusing
period is to focus the beam
transversely

Note that when a particle is on axis (x = y = 0) the force on the particle is zero.
If qG is positive, the quadrupole lens focuses in x and defocuses in y [11]. The
opposite is true if the sign of qG is reversed. Therefore, magnetic quadrupole lenses
only focus in one plane. A series of alternating-sign quadrupole lenses are required
to give overall focusing of a particle beam. Figure 5.21 shows several common
configurations of magnetic quadrupole focusing lattices. The FODO lattice is the
most common.

Assuming the linear restoring force of an ideal magnetic quadrupole lens, the
motion of particles in the beam along the axial direction s can be described by Hill’s
equation having the form

x′′ + K(s)x = 0, (5.23)

where x′′ = d2x/ds2 and K(s) = qG/mcβγ . Because Eq. (5.23) is a linear second-
order equation, its solution can be written in matrix form. The matrix form of the
solution to Hill’s equation is called a transfer matrix. Transfer matrices exist for most
magnetic beam-focusing elements and also for drifts, etc. and can be combined to
quickly estimate numerically the effects of these transport elements on the beam.

5.2.9 Induction Accelerators

Induction accelerators use ferromagnetic (high inductive impedance) cores to
provide stored energy to accelerate beams of electrons or ions. These induction
cells and the beam act as a one-to-one transformer where the changing magnetic
fields generate accelerating electric fields on axis in the gaps between cores. The
voltage across the accelerating gap of an induction cell and the achievable pulse
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length are related to the magnetic flux in the core material at saturation and the core
cross-sectional area, A, by Faraday’s law:

A = V dB/dt (5.24)

In a typical induction linac configuration, a toroidal ring of magnetic material
surrounds an accelerating column, and the change in flux in this magnetic core
induces an axial electric field. The stored energy (volt-seconds) available to this
system for a given magnetic material depends upon the cross-sectional area of the
toroidal ring. Therefore, the beam pulse length determines the available energy
gain per cell. A premium is put on minimizing the cell diameter for two reasons.
The first is to minimize the total weight of magnetic material and hence its cost,
and the second is to minimize the power required for magnetization which is also
proportional to volume. The requirement for energy uniformity during the beam
pulse makes it necessary to make some provision in the pulsing system to maintain
a constant dB/dt during the useful part of the pulse. This can be done by providing
a current ramp in the primary pulse. Typical accelerating gradients do not exceed
∼1 MV/m, limited by HV breakdown initiated by stray ions or electrons striking the
core insulator. Most operational data exists for electron induction linacs with very
little data for ion accelerators and improving induction linac accelerating gradients
is an active area of research and development.

Confining magnetic fields are generally provided by pulsed solenoids integrated
into the design of the induction cells. Electrical energy to the induction cores is
typically provided by pulse-forming Blumleins or compact pulse-forming networks
(PFNs). Because this is a non-resonant form of acceleration, any charge-to-mass-
ratio from electrons to heavy ions can be accelerated.

Historically, induction accelerator technology has been used for applications
requiring kilo-ampere electron or ion beams such as for heavy-ion fusion
or weapons radiography. Recent examples of this technology for large-scale
application include the Neutral Drift Compression Experiment-II (NDCX-II) at
Lawrence Berkeley National Laboratory and the Dual-Axis Radiographic Hydro
Test (DARHT) facility at Los Alamos. However, compact induction accelerators
are also being developed for AI. These include compact induction linacs [27, 28],
where the required enabling technologies include use of multilayer high-gradient
metal/insulating layers to provide continuous accelerating gaps and the ability to
rapidly and precisely trigger stacked pulse-forming networks.

Fixed field alternating gradient (FFAG) accelerators using an induction core to
accelerate the beam are also under consideration for AI applications [1, 29, 30],
although not yet commercially available. Because an induction core is used, no
RF system is needed as in other variations of the FFAG, therefore simplifying
the design. Other advantages include a small circular accelerator footprint for
beam energies <10 MeV, static guide magnet fields, high duty cycle (>50%
possible), dynamically-variable output current, and conservative induction core
requirements (∼50 keV/turn). Several FFAG topologies are possible including
scaling, non-scaling, radial, and spiral. A recent example of an applicable FFAG
is the RadiaBeam Radiatron FFAG Betatron.
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Fig. 5.22 Common magnetic quadrupole focusing lattices. An F-quad implies focusing in the x-
plane and defocusing in the y-plane. The focusing is reversed for the D-quad. The net effect over a
focusing period is to focus the beam transversely

5.2.10 KLYNAC

An interesting electron accelerator concept being developed at Los Alamos National
Laboratory that it is worth noting is a compact linear accelerator that integrates the
klystron RF source and a coupled-cavity linear accelerator into a single resonant
system using a single electron beam. This device has been coined the KLYNAC [31].
The goal in developing the KLYNAC is to provide a compact, less-expensive
alternative to existing, more conventional electron linacs in the beam output energy
range up to 10 MeV. Figure 5.22 shows the details of the KLYNAC concept.

The klystron section of the KLYNAC is essentially a conventional klystron
structure with an input cavity, some number of intermediate cavities and an
output cavity. The accelerator structure is, likewise, a conventional on-axis coupled
structure. What makes the KLYNAC unique is the means of coupling the klystron
output cavity to the accelerator. The coupler is a resonant coupler rather than an
ordinary transmission line. If the klystron and accelerator are coaxial, the need for
a separate cathode for the accelerator can be eliminated by injecting some of the
klystron beam into the accelerator. The key element of the KLYNAC concept is that
the klystron output cavity is resonantly coupled to the input of the input cavity of
the accelerator. The coupler section of the Klynac uses a resonant coupling concept
developed at Los Alamos National Laboratory (LANL) in 1967 as part of the Los
Alamos Meson Physics Facility (LAMPF) design [32].

An 8-cell KLYNAC is has been tested at LANL and shows promising results. The
device operates at 3 GHz (S-band). The klystron section is driven by a 75-keV, 21-
mA electron beam. A Pierce type electron gun is powered by a 48-stage, solid-state
diode-directed Marx modulator [33] provides the electron beam. Test results have
demonstrated approximately 850 kW pulsed RF extracted from the electron beam
and coupled to the accelerating section. The goal is to develop a system capable of
generating a 10-MeV, 40-mA, 5% duty (20-kW average beam power, 10-μs pulse
length, 5-kHz repetition rate) KLYNAC. A total of 44 linac cells will be required to
reach 10 MeV. Such a system would be ideal for AI applications.
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5.2.11 Frontier Accelerators

Significant effort would be required to discuss in detail the various frontier
accelerator concepts that could eventually have application to AI. Most of these are
still primarily in the R&D phase and are not yet ready for commercialization, but
offer the promise of realizing ultra-compact devices to accelerate electrons to high
energies through miniaturization. These include: laser-plasma acceleration [34],
dielectric-wake acceleration [35], and dielectric laser acceleration [36].

5.2.12 Generating Bremsstrahlung X Rays

Electron linacs are common bremsstrahlung photon sources used for AI imaging.
Bremsstrahlung photons are generated when the negatively-charged electrons pro-
vided by linac are deflected by the positively-charged atomic nuclei as the electron
beam strikes a high-atomic-number (high-Z) target, typically tungsten or tantalum.
The deflection of the electrons involves a loss of kinetic energy (acceleration) of the
beam. This energy loss is emitted as electromagnetic energy. Figure 5.23 shows a
characteristic bremsstrahlung spectrum. It is a continuous spectrum with an energy
cut-off equal to the maximum energy of the electrons in the beam. Therefore, MeV
electron beams can generate MeV photons. The distribution also contains spikes
at the characteristic X-ray energies of the target material. Characteristic X rays are
emitted from heavy elements when their electrons make transitions between the
lower atomic energy levels. These transitions can be stimulated by the electron beam
from the linac.

Optimization of the photon source includes selection of the target material and
thickness. Generally, increasing the target atomic number improves the efficiency
of X-ray production and the energy of the characteristic and bremsstrahlung X rays.
The intensity of the X rays at a given point depends on the distance of the detector
from the X-ray source. This intensity decreases as 1/r2 where r is the distance
from the source to the detector. Additionally, photons from the source are absorbed
by the object to be interrogated, further reducing the intensity of X rays detected.
To compensate for these effects, the output beam current of the linac is adjusted.

Fig. 5.23 A characteristic
bremsstrahlung X-ray
spectrum (www.instructables.
com)
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The intensity of the X rays is directly proportional to the beam current (number of
electrons per unit time) striking the X-ray production target. The beam current does
not change the bremsstrahlung energy distribution.

5.2.13 Bremsstrahlung Based Photoneutron Production

Neutron beams can be generated through a multi-stage process using the photons
produced by an electron linac. More direct processes need a source of protons or
heavier ions. The most common commercially-available X-ray sources are based
on electron linacs with beam energies below 9 MeV. Neutrons are generated when
photons interacting with a nucleus in the target have an energy above the nuclear
binding energy of the target material. These photons can excite a nuclear giant dipole
resonance which after decaying emits a photoneutron or the material may under go
a photon-induced fission (photofission). Typical target materials are similar to those
high-Z materials used to generate X rays; however, photon energies above 7 MeV
are typically required to produce neutrons and heavier target materials produce more
neutrons. Target materials include: W, Ta, Be, D2O, Pb, and 238U.

The most efficient neutron production is through the use of a 2-stage target
such as using a tungsten target to perform the electron to photon conversion and
a beryllium target for photon to neutron conversion. Figure 5.24 shows such an
example target configuration. The neutron beam characteristics can be tailored
somewhat by including neutron reflector and moderator materials in the target
configuration and optimizing the reflector/moderator geometries [37].

Several high-performance systems are being investigated to improve the detec-
tion of nuclear materials. These systems require both higher neutron energies to
penetrate sufficiently into potentially highly-shielded containers and to maximize
the fission rate to improve the speed and accuracy of detection of 235U in large cargo
containers [15]. Using an electron linac in the energy range less than 10 MeV with
an optimized Be or D2O (γ ,n) converter in combination with 238U to modify the
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Fig. 5.24 A generic two-stage system to generate neutrons via photofission. Reproduced from
Ref. [38]
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neutron spectrum has been studied and shows promise to provide an intense, fast
neutron source with desirable spectral features. Commercially available electron
linacs capable of 100-μA average current operation are sufficient to compensate
for the relatively low (γ ,n) cross-sections. At 9 MeV, neutron fluxes of more than
1011 n/s are expected based on simulation results.

5.3 Ion Accelerators and Low-Energy Nuclear Reactions

5.3.1 Neutron Generators

Compact neutron generators are available over a broad range of neutron fluxes. This
is a well-developed technology generally incorporating the use of a Penning ion
source producing a supply of deuterons which are then accelerated in an electrostatic
field and scattered from either a deuterium or tritium target to produce neutrons
through the reactions D + D → 3He + n or D + T → 4He + n, generating 2.5- and
14.1-MeV neutrons, respectively (see Fig. 5.25). Alternatively, cold-cathode sources
have also been used. These compact neutron generators offer steady-state neutron
production, high pulse repetition rates up to ∼20 kHz and nominal duty factors
from 5% up to 100%. Very high neutron fluxes, up to 1014 n/s (D-T) and 1012 n/s
(D-D), have been demonstrated by Phoenix Nuclear Labs; however, neutron fluxes
in the 108 n/s range are more common. Several commercial vendors exist making
this technology available for several applications, including AI. Also, in recent
years significant advances have been made to improve operability and integration
of these devices into AI systems through the application of modern digital controls,
smart diagnostics capable of monitoring most performance characteristics, and GUI
controls interfaces. These advances have also led to significant improvements in
safety systems needed and system interlocks needed for instrument monitoring.
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Fig. 5.25 Schematic layout of a compact neutron generator incorporating a Penning ion source to
produce a supply of deuterons [39]
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The most common application of neutron generators for AI involves the mea-
surement of prompt γ -ray photons resulting from fast neutron inelastic scattering
and thermal neutron absorption with the chemical elements found in explosives,
narcotics, and chemical weapons. Neutron generators are also used for prompt neu-
tron measurements following fast or thermal neutron-induced fission for identifying
fissile materials. More details about compact neutron generators can be found in
Ref. [39].

5.3.2 Compact Cyclotrons

In a classical cyclotron as shown in Fig. 5.26, a static and nearly-uniform dipole
magnetic field B is applied perpendicular to a vacuum chamber that sits between the
poles faces of the magnet. Two hollow electrodes are mounted inside the vacuum
chamber. The electrodes are driven by an applied RF voltage. Ions that are injected at
the center of the cyclotron inside the vacuum chamber are accelerated by the electric
field across the gap due to the applied voltage and follow a circular trajectory due to
the applied magnetic field. While inside the electric field free region of the hollow
electrodes, the ions are only affected by the uniform magnetic field and travel in
circular orbits in a plane normal to the magnetic field. Both the RF frequency and
magnetic field are adjusted to satisfy a resonance condition to allow acceleration of
the non-relativistic ion beam. This requires the time for an ion to complete a half-
revolution in the magnetic field to be equal to the time for reversal of the RF field.
Using the Lorentz force equation (Eq. (5.5)) for a charge q moving at a velocity v

Injection of 
electrons

Output beam of high
velocity electrons.

Side ViewTop View

The accelerating electric
field reverses just at the
time the electrons finish
their half circle, so that
it accelerates them
across the gap. With
a higher speed, they
move in a larger

semicricle. After
repeating this process
several times, they
come out the exit port
at a high speed.

Uniform
magnetic
field
region.

Electric
accelerating
field between
the magnetic
field regions.

N S

N S

+
-

Fig. 5.26 Schematic layout of a classical cyclotron (hyperphysics.phy-astr.gsu.edu, 2016)
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perpendicular to a magnetic field B, an ion will move in a circular path or radius
r whose value can be obtained by balancing the centrifugal force and the magnetic
force:

mv2/r = qvB. (5.25)

This leads to the cyclotron frequency

f = v

2πr
= qB

2πm
. (5.26)

In order to assure stability of the beam in the axial direction, the magnetic field
must decrease as a function of r and the accelerating voltage must be high enough
for the beam particles to reach the final design energy before they are out of the
accelerating phase of the RF cycle. Rarely today is a classical cyclotron used. Today
generally rather than having large dipole magnets, sector magnets are used that
lighten the overall weight of the cyclotron and also allow the magnetic field to be
tailored in such a way that there is some net axial focusing of the beam. The final
energy of particles accelerated in a cyclotron depends on the accelerating voltage
across the gap, the RF frequency, the radius of the cyclotron, and the magnetic fields.
The output particle beam from a cyclotron does not have a bunched time structure
like beams in most other RF accelerators but is instead continuous wave (CW).

Beam extraction at the output of the cyclotron is typically accomplished through
the use of an electrostatic deflector to initially change the direction of the orbiting
beam and to direct it into a magnetic extraction channel. This extraction system
is usually complicated. To allow variable output energy of proton cyclotrons,
the concept of accelerating negative hydrogen ions (H− ions; a proton and two
electrons) was introduced in 1962 at the University of Colorado [40], where a thin
foil was introduced to strip the electrons from the beam, reversing the direction
of bend and quickly sending the beam out of the cyclotron. This is a very simple
mechanical extraction system compared to the previous approach that required
several active extraction elements. Use of a stripper foil for beam extraction is
common practice today in all H− cyclotrons. For variable output energy, the foil
is made movable and can be inserted at different radii to change the output energy
of the cyclotron over a broad range.

The ability to extract the beam and the maximum output current are affected by
the quality of the beam in the cyclotron and how good the turn-to-turn separation
of the CW beam is. The current limit (maximum current that can be accelerated)
for a cyclotron can be calculated by assuming fully overlapping turns within the
cyclotron (current sheet approximation) by the following expression:

Ilimit = ε0f0
ΔE

e
ΔφΔzv2

z , (5.27)

where ε0 is the permeability of free space, f0 is the orbit frequency, ΔE is the
energy-gain per turn, Δφ is the phase spread of the beam, Δz is the vertical size



132 R. Garnett

of the beam, and vz is a quantity called the axial tune which is proportional to the
axial focusing. For typical cyclotron operating parameters, Ilimit ≈10 mA; however,
this limit is never achieved due to the requirement to have adequate turn separation
within the cyclotron to be able to achieve efficient acceleration and extraction. Also
since cyclotrons are weak focusing devices, there is significant beam loss that results
in activation of the structures, making it difficult to operate and maintain. More
typical cyclotron output currents are actually in the range of 10–250 μA. The turn
spacing as a function of radius r in the cyclotron magnetic field is given by

Δr(r) = mΔE

qB2r
, (5.28)

where ΔE is the energy-gain per turn.
Clearly there are competing effects when attempting to make a cyclotron as

compact as possible. For example, for a fixed radius r , as the magnetic field is
increased to achieve as high an output energy as possible, eventually practical limits
for beam extraction will be reached as the turn separation decreases. In addition,
overlapping turns will cause internal beam scattering and space-charge effects that
will enhance beam losses. Nonetheless, innovations in cyclotron design continue
with the goal of increasing extracted beam currents, increasing beam energy while
reducing footprint, and reducing overall cyclotron weight.

An example of an innovative design is the modern resistive coil cyclotron. These
are efficient ferromagnetic structures that can operate at high magnetic fields and
have been designed to fields as high as 9 T. An operating example is the IBA C230
proton cyclotron in use for proton beam radiation therapy shown in Fig. 5.27a.
It operates at 3 T, is 3.5 m in diameter, and costs $4 M to complete. Also shown
in Fig. 5.27b is an alternative design, a 250-MeV superconducting isochronous
cyclotron built by Varian, also for medical proton therapy. While not compact
enough to be portable, they certainly meet many of the requirements for AI use
such as in a port inspection facility or on a ship for long standoff AI. Extracted beam
currents are generally <1 mA, but a broad range of beam energies can be delivered
using the appropriate design. Attempts at ultra-compact footprints (≤1 m) for high

Fig. 5.27 (a) IBA C230 resistive-coil proton cyclotron. (b) Varian 250-MeV superconducting
proton cyclotron
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beam energies have been generally unsuccessful due to limitations in turn-to-turn
separation of the particle trajectories and associated beam extraction difficulties.
An example of an ultracompact, 10-MeV superconducting design developed at the
Massachusetts Institute of Technology can be found in Ref. [41].

5.3.3 The Radiofrequency Quadrupole (RFQ) Accelerator

The radiofrequency quadrupole (RFQ) accelerator is a compact accelerating struc-
ture for proton and ion acceleration that captures, bunches, and simultaneously
focuses and accelerates low-energy beams. It can accelerate beams over a broad
mass range from protons to low-charge-state heavy ions, and over a range of
energies from a few keV/nucleon up to several MeV. The RFQ accelerator concept
was proposed by Kapchinskij and Teplyakov in 1970 [42] and demonstrated in 1974
at the USSR Institute for High Energy Physics at Protvino, Russia. Design of the
RFQ in the US quickly followed in 1977 at Los Alamos National Laboratory with
the first proof-of-principle test in 1979 by Stokes et al. [43].

Figure 5.28 shows schematically the features of an RFQ accelerator. There are
several types of RFQ accelerators, the most common being the 4-vane RFQ which
is typically used at higher RF frequencies (>200 MHz) for protons or deuterons and
at high duty factor because its vane geometry accommodates the necessary cooling
channels, and the 4-rod RFQ, typically used at lower RF frequencies (<200 MHz)
to accelerate heavy-ion beams. A main advantage of the 4-rod RFQ is its simplicity
of design and electromagnetic mode separation that makes it simpler to fabricate
and tune. Attempts are being made to extend the design and operation of the 4-rod
RFQ to higher RF frequencies (near 300 MHz) and to higher RF duty factors [44].

Fig. 5.28 General description of RFQ accelerator features [11]
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The design of the RFQ accelerator is well-formalized, allowing designs over a
broad range of performance parameters. The parameters of the RFQ can be tailored,
for example, to provide very narrow output beam energy spread if needed to induce a
particular nuclear resonance such as the 13C(p,γ )14N nuclear resonance absorption
proton-capture reaction in which a well-defined 1.75-MeV proton is captured in 13C
to form the 9.17 MeV excited state of 14N used to detect the nitrogen component in
high explosives [45].

Common to all RFQ structures are the 4 vanes that are excited in an electric
quadrupole mode. This quadrupole field configuration provides the transverse
focusing for the beam as it traverses the RFQ structure. Modulations in the vanes
(see Fig. 5.28) that vary along the length of the RFQ (in the direction of the beam)
in a prescribed manner provide longitudinal components of the electric field to
accelerate the beam. At the entrance of the RFQ the vane modulations are small
and the beam is primarily focused as it enters the RFQ. The modulations are then
gradually increased to bunch the beam while maintaining strong transverse focusing.
As the beam is accelerated, the magnitude of the vane modulations is increased
to more efficiently accelerate the short beam bunches that have formed. For high-
intensity beams, the bunching process causes an increase in the beam density, which
increases the space-charge forces within the beam, and often leads to a blow-up of
the transverse beam emittance. To overcome or minimize this effect, the RFQ can be
designed to bunch the input DC beam from the ion source adiabatically (gradually).

This is done in the gentle buncher section of the RFQ as shown in Fig. 5.29. Also
shown in the figure are the other main sections typically found in the RFQ. The
first section is labeled the radial matching (RM) section where the vane modulation
is zero and the transverse quadrupole focusing field is small. The RFQ aperture is
reduced in the RM section to gradually increase the focusing field and to transform
the DC input beam to a radially time-varying beam matched to the focusing structure
of the time-varying quadrupole field. The next section of the RFQ is the shaper
section, an intermediate section between the shaper and gentle buncher, used to
pre-bunch the beam by transitioning from only a focusing field to focusing and
bunching. It should be noted that much of the RFQ structure is used to capture
and condition the input beam relative to the length of structure used to apply the
maximum accelerating gradient.

Fig. 5.29 Example of the main sections of a RFQ accelerator as a function of distance along the
RFQ [11]
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Design and fabrication of RFQ accelerators is a mature technology widely
applied world-wide for many applications. However, the design process is com-
plicated since many of the design parameters are coupled, requiring the use
of well-benchmarked codes to optimize a design (PARMTEQM (laacg.lanl.gov),
Toutatis [46], etc.). Accelerating gradients are typically in the 1–2 MV/m range.
Cost of the structure is high, approximately $1 M/m for 4-vane structures. An
RFQ accelerator is generally designed for a specific particle charge-to-mass ratio,
to operate efficiently at a particular design beam current and vane voltage, up
to the design current limit, which is typically chosen to be double the design
current. Although most commercially-available RFQ accelerators are designed for
low-average output beam currents and low RF duty factor, high-intensity, high-duty-
factor designs are possible. An example is the Los Alamos 700-MHz Low-Energy
Demonstration Accelerator proton RFQ which operated at an output-beam-energy
of 6.7 MeV and 100-mA CW (100% duty factor) [47].

A recent interesting example of pushing RFQ design parameters can be found in
Vretenar et al. [20]. The linac group at CERN has designed and built a prototype
750-MHz RFQ, one of the highest in RF frequency, to be used as an injector for
hadron therapy linacs. Because of the high RF frequency used, the structure is
very compact with an outer diameter of only 134 mm. The RFQ reaches a proton
output beam energy of 5 MeV in only 2 m. Additional segments can be coupled
together to reach an output energy as high as 8 MeV. The total weight is only
220 kg. Four solid-state inductive output tubes (IOTs; [48]) are planned to be used
to power the structure. The design injection energy that must be provided by the
ion source is 40 keV. The RFQ has been designed to operate at up to 5% duty
but will operate at lower average beam current due to the lower hadron therapy
requirements. Demonstration of this RFQ at the higher duty may make it attractive
for other applications such as AI. For a peak output beam current of 1 mA, this
system could deliver an average beam current of 50 μA at the maximum duty [49].

5.3.4 Measuring Low-Energy Nuclear Reaction Signatures

Because of the ability to design an RFQ to have very specific output beam
properties, it can be used for a broad range of AI detection applications. An example
of this is the use of an RFQ beam to excite a very narrow nuclear absorption
resonance of γ rays in nitrogen to detect explosives [50]. The major subsystem
components include the RFQ and associated beam transport system, a high-power
photon production target, and a tomographic detection and imaging system as shown
in Fig. 5.30. One of the requirements of this system was a high proton beam current
(∼15 mA) to generate a resonant γ -ray flux sufficient to perform high-speed luggage
interrogation at airports. Such high output beam currents are easily achievable in an
RFQ.

The measurement technique is based on a narrow energy state in the nucleus
of 14N that results in a strong resonance in the photonuclear cross section for the

laacg.lanl.gov
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Fig. 5.30 RFQ-based system for explosives detection. Reproduced from Ref. [50]

reaction 14N(γ , p)13C at 9.17 MeV. Gamma rays are absorbed by the nitrogen,
followed by the prompt emission of a proton and a 13C nucleus. The transition rate
from the ground state of 14N is unusually large (a resonance) and as a result, 9.17-
MeV γ rays are highly absorbed, resulting in a strong indication of the presence of
nitrogen.

The essential feature of this approach is the use of the inverse reaction
13C(p,γ )14N to produce γ rays at the resonance energy. A 1.75-MeV proton beam
from an RFQ is incident on a 13C target and produces γ rays at the resonance energy
within a narrow angular cone with respect to the forward proton beam direction. The
nitrogen resonance is very narrow in energy and has a large integrated cross section
which makes the signature easy to detect and relatively insensitive to other radiation
backgrounds. In addition, the 9.17-MeV γ rays are highly penetrating, making it
difficult to shield the explosives from detection. The output energy spectrum from
the RFQ has been designed to be very narrow so as to generate a very narrow γ -ray
spectrum, further enhancing the performance of the system; however, the option to
broaden the energy spread of the beam in the downstream beam transport before the
target also allows non-resonant imaging at other γ -ray energies. The system was
tested in collaboration with the FAA and successfully demonstrated the ability to
detect low levels of nitrogen-based explosives.

RFQ accelerators have also been used in AI systems to generate low-energy
neutrons to detect highly-shielded enriched uranium [51]. In this system, a portable
RFQ linac is used to generate a 1.93-MeV proton beam that strikes a 7Li target
to produce a forward directed 60-keV neutron beam via the 7Li(p,n) reaction.
The 60-keV neutron beam induces fission in 235U which then emits a spectrum
of fission neutrons. The highest energy neutrons (>500 keV) are detected with
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a neutron and γ -ray pulse-shape discriminating (PSD) scintillator detector. Other
similar systems have been explored using proton or deuteron beams generated by
an RFQ accelerator [41, 52].

5.3.5 High-Energy Systems and Large Standoff AI

Large standoff AI assumes standoff distances of 100 m or more and requires high-
energy beam sources. These proposed systems would be primarily focused on the
detection of nuclear threats well in advance of their reaching close proximity to
US borders. A possible system configuration to sweep a beam throughout a large
structure such as a sea-going vessel would entail fitting a high-gradient or compact
high-energy accelerator (500–1000 MeV, 1-mA average beam current) on a large
ship coupled with a helicopter-borne detection system [2].

Approaches using intermediate-energy protons (∼1 GeV) to perform radio-
graphic imaging and the delayed-neutron signature from SNM have been proposed.
Laboratory measurements have been made [53] to demonstrate proof-of-principle,
and to understand measurement limitations. Energetic protons are an attractive
alternative to photons and neutrons for AI of nuclear threats because they have
large fission cross sections, long mean free paths and high penetration even in
high-density materials, require much lower doses to produce a signal, and can be
manipulated with magnetic optics.

Nuclear threats can also be detected using muons to perform AI [2]. There are
several distinct features of the muon interaction with matter that make their use
attractive although generation, capture, and acceleration of the muons are com-
plicated. The unique features of the muon include a low nuclear interaction cross
section, allowing long-range propagation of a muon beam, and deep penetration of
materials until stopped by ionization loss in a short distance. For large-standoff AI
of a large object, a large beam footprint on target is needed, but at high muon flux.
This is possible with muons since a focused muon beam can be propagated through
the atmosphere at a range limited primarily by beam-size growth due to scattering
with essentially zero attenuation. In contrast, as an example, a 12-m diameter beam
of photons propagating through an average density of 0.33 g/cm3 attenuates by a
factor of >106 before reaching shielded HEU (50 cm PE, 2.5 cm Pb).

A muon-beam intensity of >109/s is required for efficient interrogation. Muons
are generated through pion decay by scattering a proton or electron beam with
energy above the pion-production threshold (∼140 MeV) from a refractory target
such as carbon (p + C → π → μ−). Figure 5.31a shows the mission space for
large-standoff muon AI parameterized by accelerator beam energy and mass-depth
penetration. Figure 5.31b shows the energy spectrum of K-muonic X rays in 235U
and 238U that are the primary signature for detecting special nuclear materials by
active muon interrogation.

Figure 5.32 shows the Los Alamos National Laboratory concept for muon
AI. This concept requires a 1-mA, 500-MeV proton accelerator to produce the
secondary muons, 0-mode pill-box cavities (aperture closed by thin metal windows;
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Fig. 5.31 (a) Mission space for muon active interrogation. (b) Computed energy spectrum for
K-muonic X rays from 235U and 238U. Reproduced from Ref. [2]

Fig. 5.32 (a) Los Alamos concept for muon AI [2]. (b) 0-mode pill-box cavities used to accelerate
the captured muons [54]

also shown in Fig. 5.32) used to accelerate the captured muons to 200 MeV, and the
3–5 T capture/confinement field produced by a long segmented solenoid magnet.
The muon linac is then followed by a conventional superconducting linac using
elliptical cavities to accelerate the μ− beam to high energy (500–1000 MeV) to be
used for long-standoff AI.

Compact accelerator technology to produce high-energy protons, for example,
does not currently exist, although emerging concepts such as the Fixed-Field
Alternating Gradient (FFAG) accelerator are showing promise. Present normal-
conducting accelerator technology applied at low energy coupled with supercon-
ducting accelerator technology at high energy can meet present requirements but
requires a large footprint for implementation to reach beam energies near 1000 MeV.

5.4 Laser-Based Radiation Sources

5.4.1 Introduction: Laser Driven Sources for AI

Laser-based methods have potential to enable new capabilities in AI and related
security applications by generating compact, directional sources of nearly monoen-
ergetic photons as well as directional neutrons, and may also enable miniature
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bremsstrahlung sources. Laser scattering is used to produce monoenergetic photon
beams, while laser-driven acceleration techniques enable compact systems for both
photon sources (whether monoenergetic or bremsstrahlung) and neutron sources.

Near-monoenergetic photon sources (MPSs) offer improved sensitivity at greatly
reduced dose for AI as detailed in Chap. 10 as well as new capabilities in related
fields such as treaty verification, non-destructive assay (NDA) of spent nuclear fuel,
and emergency response. The ability to select energy, energy spread, flux, and pulse
structure to deliver only the photons needed can resolve many of the issues with
current broadband bremsstrahlung sources, including unnecessary dose that can
interfere with the signatures to be detected and/or restrict operations [55]. MPS
benefits are maximized for sources that also emit beams of very narrow angular
divergence, which concentrates flux and mitigates scattering issues. To improve
performance for missions leveraging photofission, as well as for nuclear resonance
fluorescence (NRF) and radiography, application assessments show that production
of 1010–1012 photons/s at selectable energies between 1 and 15 MeV and in narrow
bandwidth is important [56]. Use of energies below 9 MeV is desirable to avoid
photoneutron production, both to enable use of the strong photofission prompt
neutron signal and for personnel safety. In this case the ability of an MPS to deliver
all its photons near a single energy is particularly important to achieve efficient
photofission excitation, as well as radiography with Z contrast.

Monoenergetic, narrow angular divergence sources can in particular be generated
by scattering a laser from a relativistic electron beam, known as Thomson or
Compton scattering. Applications of monoenergetic photon sources motivate devel-
opment of more compact technologies for the required electron accelerator, which
is of much higher energy for an MPS (e.g., 0.6 GeV electrons to produce 9 MeV
photons) than is required for bremsstrahlung sources. This high electron energy
requirement has motivated development to reduce size of conventional accelerators.
Replacing conventional accelerators by a laser driven plasma accelerators, however,
now offers the potential [57, 58] for much smaller accelerators, as well as related
techniques to reduce the size of other key source elements: the scattering laser
used to produce monoenergetic photons, and the electron accelerator beam dump.
Applying compact laser-plasma accelerators at lower energies could also enable
very small bremsstrahlung sources (which have otherwise similar spectral and
angular properties to other bremsstrahlung sources). Directional neutron sources
can be driven by energetic ion beams or monoenergetic photon beams. As is the case
for monoenergetic photon sources, laser-plasma acceleration of ions or of electrons
offers a potential path to enable such sources at scales compatible with AI and
security missions. An ion beam, or a photon beam produced from an electron beam,
is used to drive a secondary target to produce neutron beams (via, for example, (d,n)
or (γ ,n) reactions).

This section reviews the operation principles and unique properties of laser
driven sources for AI, with a focus on monoenergetic photon sources and in
particular those based on laser-plasma acceleration. The first subsection describes
the principles of monoenergetic photon sources based on laser scattering, and their
relevant properties for AI, based on conventional electron accelerators. The second
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subsection discusses laser plasma electron acceleration and its application to render
monoenergetic photon sources compact. Application to bremsstrahlung sources is
also noted. The last subsection briefly reviews laser driven directional neutron
sources. For each source type, unique source properties, limitations, and develop-
ment needs are discussed in relation to ongoing projects.

5.4.2 Monoenergetic, Narrow-Divergence Photon Beams
Using Laser Scattering

Thomson scattering, or Compton scattering (sometimes also referred to as inverse
Compton scattering) of a laser from a counter-propagating electron beam is a well-
established source of quasi-monoenergetic photons with narrow angular divergence,
attractive properties for AI [56]. The energy Eph of a photon near-backscattered by
an electron at γe ≈ 2Ee [MeV] is relativistically upshifted [59]:

Eph = 4γ 2
e

1 + γ 2
e θ2 + a2

0/2
EL, (5.29)

with EL being the laser photon energy and θ the scatter angle. For an electron
bunch, radiation adds incoherently due to the very short scattered wavelength, and
the resulting collimated photon energy spread convolves electron angular spread
and energy spread. Contributions from energy spread in EL can be kept small
because laser pulses many periods long should be used to produce high photon
yield. Available high power lasers typically have EL in the range of 1.5 eV (800 nm),
requiring 0.2 GeV electrons for 1 MeV photons, 0.6 GeV electrons for 9 MeV
photons, and 0.8 GeV electrons for 15 MeV photons. Frequency conversion allows
modestly higher EL up to the 3 eV (400 nm) range, doubling photon energies from
the same electron energies. These electron energies are nearly a hundred times those
required to generate bremsstrahlung photons with the same endpoint energy, which
requires large accelerators using conventional systems. Development of compact
accelerators would enable AI with the corresponding benefit that all photons can be
delivered near the desired energy. Energy selection alone can reduce radiation dose
required to achieve a given signal by factors ranging from threefold for radiography
to more than 50-fold for photofission [56]. As noted below, narrow angular spread
provides additional benefit.

Photon emission is primarily within narrow angles θ ≤ 1/γe, which is in the mili-
radian range for energies of interest. This provides beam spot sizes at the cm-scale
for target distances in the few to tens of meters range typical of AI applications. The
angular dependence in Eq. (5.29) results in photon emission energy that varies with
angle, which means that for narrow bandwidth (BW) the source must be collimated
to less than this angle (Fig. 5.33). Collimation then transmits a fraction of the total
photons approximately equal to the fractional BW. Hence narrower BW requires
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Fig. 5.33 A typical Thomson scattering photon spectrum, showing (a) intensity (colorscale) as a
function of normalized energy and scattering angle; (b) spectra integrated over different collimator
angles. The colors correspond to the collimations shown by the respective dashed lines in (a),
illustrating that narrow collimation is required to achieve low bandwidth, down to the limit of
the on axis bandwidth beyond which tighter collimation affects only intensity (Reprinted from
Ref. [60])

more scattering events to generate the same number of photons within BW, e.g. one
photon in 1% BW requires ≈100 total events. The collimation required, and the
fraction of photons discarded, to generate a narrow divergence beam from such a
source is much less than for a bremsstrahlung source.

Thomson scattering sources are well developed in large, fixed research
facilities, and MeV-class sources include HIGS at Duke [61]. A new generation
includes sources under construction at the Extreme Light Infrastructure project
in Romania [62] and at the Japan Atomic Energy Agency [63], and proposed
facilities at FNAL (http://asta.fnal.gov/files/asta_proposal_october_2013.pdf),
SLAC (https://portal.slac.stanford.edu/sites/ard_public/facet/documents/facet-ii
%20proposal%20v6.pdf), the Canadian Light Source, and BNL (http://www.bnl.
gov/atf/). Thomson scattering is so predictable and well understood it is routinely
used as a beam diagnostic on conventional electron accelerators such as the
ALS linac at LBNL [64], HIGS at Duke and at Helmholtz Zentrum Dresden
Rossendorf [65].

Photon yield is typically limited by the small scattering cross section and the
need to keep a0 = eE/ωmec

2 << 1, where E and ω are the laser electric field
and frequency respectively, to avoid broadening due to the nonlinear (a2

0/2) term
in Eq. (5.29). Fixed facility MPSs run high electron current in conventional radio-
frequency accelerators. Typically a relatively low energy laser pulse is recirculated
to interact with multiple electron microbunches. Photon yield per electron is then
low, which requires high accelerator power and shielding to achieve a given photon
flux. This approach may be prohibitive in weight for transportable applications.
For a transportable MPS, development of scattering methods approaching or even
exceeding one photon/electron (107–108 photons/s for typical accelerator bunch
charges) using realistic laser energies is important.

http://asta.fnal.gov/files/asta_proposal_october_2013.pdf
https://portal.slac.stanford.edu/sites/ard_public/facet/documents/facet-ii%20proposal%20v6.pdf
https://portal.slac.stanford.edu/sites/ard_public/facet/documents/facet-ii%20proposal%20v6.pdf
http://www.bnl.gov/atf/
http://www.bnl.gov/atf/
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The photon beams have narrow (mrad) angular divergence, which will likely
require rastering of the beam across an object for many applications. Achievable
intensity within this narrow divergence is high. For the quoted examples, at kHz
repetition rate, yields could be in the range of 1010–1011 photons/s. Due to the
narrow (mrad) emission angle, a large fraction of the flux can be delivered to
the target at moderate energy spreads in the 10–50% range. Intensities in a static
beam are high, with the yields cited above corresponding to a range of 1015–
1017 photons/s/sr. Rastering would typically reduce averaged intensity at the target
plane to 1012 to 1016 photons/s/sr by sweeping the beam across the target. While
such a beam would be very intense if held stationary on one position, rastering
reduces the number of photons required to extract signal from each area of the
target relative to use of a bremsstrahlung fan beam, hence reducing the required
dose further. Adapting flux as such a beam is scanned across a target can allow
extraction of signal using the physics-limited minimum dose, typically much less
than used in a conventional bremsstrahlung fan beam. Combining effects of energy
selection and narrow-angle emission, for many applications such a source can
deliver higher penetrating power and signal contrast while using one to two orders
of magnitude lower radiation dose [56]. To accomplish rastering while preserving
low energy spread, the electron beam and the collimating aperture would be scanned
together. The electron beam could be deflected using steering magnets to accomplish
rastering, or using plasma-based techniques as detailed below.

Energy of the MPS beam could be adapted from shot to shot either by changing
the electron accelerator energy (continuous tuning) or by frequency converting the
scattering laser (typically integer multiples of energy such as 3, 6, or 9 MeV). This
enables efficient photofission excitation, high contrast differentiation of materials in
radiography using multiple energies, and selection of NRF lines [56]. Photon dose
and polarization could be controlled continuously via the scattering laser.

Photon emission will be in short bursts (ps to fs in duration), and repetition rate
must be matched to the application. For radiography, conventional detectors must
be operated in current mode. For photofission applications, the desired signatures
spread over longer times, allowing use of conventional detectors [56]. For NRF,
typically the source yield must be controlled to limit detector rate. The short pulse
length makes direct counting inefficient (≤1 photon/shot/detector), and photons are
spaced too closely to allow conventional pixelization. At energy spreads below the
percent level, calorimetric detectors could significantly improve performance [66].
Concepts capable of reading out the energy of many MeV γ -ray hits simultaneously
are also being developed. These disperse the γ -ray flux using Compton scattering
in a foil, and subsequently analyze the resulting electrons by CCD tracking or a
magnetic spectrometer [67, 68].

It is useful to compare Thomson MPSs to systems currently in use.
Bremsstrahlung-based systems produce continuous energy spectra up to a cut-
off energy given by the energy of the electron beam used to generate them.
Typical energies include 3, 6, and 9 MeV. The beam is forward directed with large
divergence, and is typically collimated into a fan beam to mitigate scattering issues,
ease detector setup, and reduce detector cost. Typical angles include approximately
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2◦ by 30◦. Beam hardening filters can be used to cut off the lowest-energy photons,
but also attenuate higher energy photons hence reducing usable flux. Linacs are the
most commonly used accelerators, typically producing tens of μA of average current
(delivered in pulses at ≈100 Hz), giving photon yields of order 1013 photon/s/sr on
axis and hence 1011 photon/s into a fan collimator of 2◦ by 30◦. Higher current
(multi-mA), nearly continuous beam Rhodotrons are under development and can
produce yields approximately two orders of magnitude higher than linacs but are
large systems. An alternative at low energies is a 60Co source, emitting lines at
1.17 and 1.33 MeV. These energies are not as penetrating, and flux is of order
3.5 × 109 photons/s/sr. All Thomson sources eliminate the converter target used in
bremsstrahlung and some other sources, and produce narrow angle, tunable beams
that reduce collimation requirements. These properties reduce undesired radiation
production and corresponding shielding bulk.

Thomson MPSs also have important advantages relative to other source candi-
dates. Annihilation of a relativistic positron beam [69] can produce a moderately
low energy spread (typically order of 10%) and moderate divergence (10s of
mrad level) photon beam but with significant low energy background and other
issues [70]. Nuclear reactions can be used to produce monoenergetic photons (Active
interrogation using low-energy nuclear reactions) [71–73] of broad divergence and
at specific energies (often accompanied by neutron production) via interaction of
an ion beam with a target. To meet application needs for flux on target, and given
realistic source fluxes, the collimated beam will likely need to subtend a much larger
angular spread than Thomson sources.

Use of Thomson MPSs is currently limited for AI applications by the need for
high-energy linacs, which are large fixed facilities using conventional technology.
The required electron energies for Thomson-based MeV monoenergetic sources
are two orders of magnitude higher than those required for equivalent energy
bremsstrahlung photons, and energy spread must also be lower. For current con-
ventional radio-frequency accelerators, this results in large systems. The ELI-NP
system under construction in Romania will for example use a linac approximately
70 m long to reach photon energies near 20 MeV [62]. Higher accelerating gradients
are the path to reducing size. The T-REX/MEGA-Ray project at LLNL [74] is devel-
oping a source based on high gradient conventional radio-frequency accelerator
cavities, towards a concept of a system designed to fit into a cargo container for
photon energies near 2 MeV. Heavy shielding, which can dominate overall system
size and weight as accelerators are made smaller, is conventionally also required due
to the high electron beam energy. This is compounded by the low photon production
cross section, which has hitherto required either high electron current (and thus
heavier shielding) or very large scattering lasers. Energy spreads at the few percent
level have been accessed on the facilities described above, and are adequate for
photofission and radiography applications. For NRF applications, development of
narrower energy spread, at or below the 2% level, via precise control of the electron
beam is important. Energy spread at the 0.5% level is a near-term goal of the ELI-
NP facility now under construction [62] and there is long term development towards
the 0.1% level [66]. Current Thomson sources have (macro-pulse) repetition rates
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typically at or below 100 Hz for conventional linear accelerators (linacs). However,
it is anticipated that future lasers will allow higher rates of 1 kHz to potentially
200 kHz over time (note that ring-based, energy recovery, or superconducting RF
systems can offer much higher repetition rates, but are large for the required
energies, and hence not considered here).

5.4.3 Laser-Plasma Acceleration for Compact Monoenergetic
Photon Sources

Laser-plasma acceleration (LPA) produces the required 0.2–1 GeV electron energies
for a Thomson MPS in plasmas less than 3 cm long, allowing a total source head
length including laser focusing of a couple of meters (excluding the laser driver).
The plasma can also be used to guide the scattering laser to increase the distance
over which it interacts with the electron beam, reducing required laser size and/or
electron current required per photon produced. LPA-based systems can further be
applied to allow deceleration of the electron beam after production of the desired
photon beam. Combined, these three techniques have the potential to substantially
reduce system size to transportable scales. Realizing these advantages for many field
applications requires compact, durable lasers at or above kHz repetition rates, which
are being developed.

Accelerating fields orders of magnitude greater than conventional accelerators
are achieved in LPAs using an electron density wave driven in a low density plasma
by the radiation pressure of an intense laser to accelerate particles. The resonance
condition for driving the wave results in predictable scaling for beam and laser
energies [57, 58]. Over the past decade, quasi-monoenergetic electron beams were
demonstrated at energies of 0.1 GeV [75–77] followed by 1 GeV [78], with few-
percent energy spreads and charge typically in the range of 108 electrons/pulse.
These electron energies enable photon energies spanning application needs from
1 MeV to above 20 MeV. Energies are now being increased to multiple GeV (e.g.
4.25 GeV in [79]), but these energies are higher than needed for AI. Hence the
principle challenges in applying LPA for photon sources are control of beam quality
and operability. Several laboratories worldwide now routinely produce electron
beams with few-percent energy spread in the half-GeV range using LPA [78, 80–
82]. In the past, the required laser power to generate a given electron energy was
significantly higher than those indicated by theory and too high for transportable
applications. Recently, precise control of laser temporal pulse shape and detailed
laser phase-front control via use of a deformable mirror has resulted in high
quality laser focal spots over the full focal depth of the laser [60], providing
a more uniform and controlled accelerator structure. This enabled acceleration
approaching theoretical predictions, including for example 0.2 GeV beams using
10 TW of power, 0.4 J energy, and 40 fs duration, focused to 10 μm spot sizes.
Transverse emittance of the beams, a measure of focusability, has been shown to
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be at the 0.1 μm level [83, 84]. This level is comparable to high quality conventional
linacs [85]. These energies are suitable to produce photons up to 9 MeV, e.g. for
photofission or for Z discrimination in radiography. MeV energies suitable for
bremsstrahlung photon sources are also available from LPA, and require much
lower laser energy which provides a path to miniaturized sources that can be easily
positioned around targets.

Experiments have demonstrated that Thomson scattering from LPAs [86] obeys
the well-understood formulae for dependence on beam parameters, indicating that
tuning such sources requires the same methods as for those based on conventional
accelerators. A simple setup can be achieved by placing a foil to back-reflect the
drive laser onto the electron beam [87] but this gives limited control over the
scattering laser parameters. A laser split from the LPA driver [88] allows control
of pointing and intensity but not pulse length, and has been used to produce MeV
photons. The optimal laser parameters for scattering are in the range of ps duration,
quite different from the LPA drive laser, motivating independent laser systems. For
this reason early experiments at MeV energies resulted in broad spectra at the 50%
bandwidth level and limited yield due to low electron beam quality and lack of
independent scattering laser control. Recent experiments have also started to narrow
energy spread, particularly at sub-MeV energies, and demonstrated control over
photon energy [89–91].

Development of LPAs towards narrower energy spread and high stability is
important for a photon source, and requires control of particle injection. The
simplest LPAs operate by driving the plasma wave to very high amplitude, where
the wave breaks to inject and accelerate particles in pure hydrogen or helium
plasmas that provide homogeneity, but this nonlinear process is highly sensitive.
Several methods of injection control have been demonstrated by altering the plasma
composition or structure, or using an additional laser. Doping the plasma with
percent-level amounts of nitrogen introduces states that ionize near the laser peak
intensity, yielding highly stable injection [92, 93]. Stable operation over many
thousands of shots and months of operation has been demonstrated [94], but
with relatively broad energy spread. A localized plasma density down-ramp in
the direction of laser propagation can trigger injection by changing the structure
period [95, 96]. This technique has produced stable electron beams with control over
energy in the 0.1–0.5 GeV range and with few percent energy spreads appropriate
to AI photon sources [97, 98]. Controlling injection using colliding laser pulses [99]
has delivered the narrowest energy spreads (<1.4% FWHM) observed in LPAs, as
well as tuning to allow photon energy selection [60, 80]. Examples of such beams
are shown in Fig. 5.34 Recent experiments also indicate that slice energy spread in
LPAs can be less than 1% [100], which with removal of correlation could enable
sub-percent photon bandwidth sources. This provides a path towards photon energy
spreads suitable for NRF methods. Charge for these methods is typically in the range
of 108 e-/shot.

Simulations indicate that beams from state of the art LPAs are sufficient to
produce low energy spread MeV photon beams via Thomson scattering (Fig. 5.35).
Energy spread is dominated by electron beam divergence, and is at the 10–20%
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Fig. 5.34 LPA experiments produce high quality electron beams: colliding pulse injection (left)
or self injection at 0.2–0.6 GeV (right two plots) (Reprinted from Ref. [60])

Fig. 5.35 Photon spectra simulated for the electron beams of high quality LPA and an independent
scatter laser. Left: 200 MeV electron beams produce photon energy of 0.85 MeV with a scattering
laser of 1ω (800 nm), or 1.7 MeV with 2ω (400 nm), both in 10% FWHM bandwidth set by beam
divergence. Center: few percent bandwidth could be produced by expanding the same electron
beam to reduce its divergence. Right: 460-MeV electron beams produce 4.7 MeV or 9 MeV
photons using 800 or 400 nm scattering lasers, respectively, at bandwidth of 25% FWHM set by
divergence. As above, beam expansion can reduce bandwidth. Collimator angles for each beam
are illustrated with dashed lines, indicating how for narrower bandwidth a narrower collimator is
required (Reprinted from Ref. [60])

level if scattering is done at the accelerator exit. To reduce bandwidth from the 10%
level down to the limit imposed by electron beam energy spread, at or below the
percent level for the lowest energy-spread LPAs, refocusing of the electron beam
is needed. Conventional quadrupole lenses require meter-scale space, and this long
drift space can increase beam length (which can limit deceleration) and emittance
(which degrades photon energy spread). Techniques demonstrated for compact,
deceleration-compatible manipulation of divergence, using tailored plasma targets
or axial plasma currents to form plasma lenses [94, 101], would need to be used.

Achieving high photon yield requires new approaches using LPAs. For typical
bunch charges, yield at or above one photon per electron is desirable to meet
application flux targets, much higher than is used in conventional Thomson sources.
This conversion yield is important both to reduce the electron current required
for a given photon flux (which drives both laser and shielding size) and because
LPA pulse structure does not accommodate the scattering laser pulse recirculation
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used on conventional linacs. Conventionally, however, achieving one photon per
electron would require tens of Joules of scattering laser energy. This is an order
of magnitude more laser energy than the LPA itself, which would be too large for
transportable applications and not available at high repetition rates. However, most
of this scattering laser energy does not interact with the electrons, because matching
the long pulse length to the focal depth requires a focal spot size much larger than
that of the electron beam. There is no gain from increasing the electron beam spot
size because few of the laser photons are scattered. Hence, realizing high yield
with lower scattering laser energies then requires that either the laser focal depth
must be increased while keeping its radius small, or that the required interaction
length must be shortened. The scattering laser focal depth could be extended using
plasma channel like those used to guide the drive laser in LPA experiments over >10
focal depths at guided spot sizes as small as a few μm. This would reduce required
scattering laser energy to the Joule class, similar to the LPA drive laser [102]. A
parabolic plasma density profile with minimum density on axis forms a guiding
fiber for the laser pulse which can withstand intensities beyond those required for
Thomson scattering. For very narrow bandwidth photon sources, it may be desirable
to use a hollow plasma channel [103, 104] to remove focusing forces on the electron
beam while preserving laser focusing [102]. Further reduction in scatter laser energy
may be possible by shaping the laser pulse in amplitude and frequency (chirp),
which compensates for nonlinear effects on photon energy spread. Analytic and
numerical solutions have been derived [105–108] indicating this enables higher
interaction intensity and shorter interaction length. These approaches provide a path
to yield of >1 photon/electron to reduce required electron current, while using laser
energy comparable to the LPA drive laser energy. This mitigates both scattering
laser and shielding contributions to MPS size.

To reduce secondary radiation from the high-energy electron beam, which
in conventional Thomson MPSs requires heavy shielding that severely limits
transportability, the LPA structure can be used to decelerate the beam after photon
production. The high gradient of the LPA means this adds negligibly (cm-scale)
to source size. The simplest implementation exploits the fact that the LPA structure
travels slower than the speed of light: hence a injected particle beam first accelerates,
then dephases at a defined distance, slipping into the decelerating phase and losing
energy as shown in Fig. 5.36. Photons would be produced by scattering at the point
where the electron beam reaches maximum energy. This approach is suitable for
photon sources at the 10% level of energy spread. Simulations indicate deceleration
of 85% or more is achievable [102]. For energy spread at the percent level, as noted
above the scattering should be conducted after refocusing of the electron beam and
in a different plasma structure than is used for acceleration. This motivates use
of a multi-segment plasma structure. Two experiments indicate that deceleration
is feasible via this latter technique. The beam generated in a first LPA structure
was injected into a second plasma structure powered by a separate laser pulse
and timing of the drive laser of the second stage controlled the phasing of the
electron bunch in the second structure. Deceleration was achieved by appropriately
timing the drive laser, and as expected acceleration was observed in the opposite
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Fig. 5.36 (left) Colliding pulse experiments demonstrate control of LPA energy, including
deceleration of the beam, by adjusting plasma density, with peak energy reached at the predicted
density of 1.25 × 1019/cm3. (right) Simulations show that controlled deceleration can bring the
beam down to 10% or less of initial energy, reducing shielding requirements

phaser [94]. In a single plasma structure deceleration could only be inferred because
electron energy is observed only at the end of the plasma. With injection location
locked by colliding laser pulses, the dephasing length was adjusted by changing the
plasma density. As density increased the energy increases until a maximum value,
where the plasma length approximately matches the dephasing length. At higher
densities, the observed decrease of beam energy versus density indicates that the
beam has decelerated. Simulations indicate that higher deceleration efficiency can
be achieved by adjusting the plasma density and profile with more than 90% being
possible [109], strongly reducing shielding requirements.

The principal characteristics of laser plasma Thomson sources are similar to
those from conventional linacs, with three exceptions: pulse length, pulse structure,
and rastering methods. Pulse duration will be fs, compared to ps for conventional
systems but this difference is not known to be important to AI applications. Pulse
structure will consist of evenly spaced pulses, rather than the bursts typical of
conventional linacs. For rastering of laser-plasma based sources, due to the compact
(1–2 m) size of the system, the whole accelerator and scattering system could be
rotated to steer the beam, or alternatively the accelerator can be steered by steering
the laser using high speed optical scanning mirrors.

To meet AI needs for photon flux, development lasers at kHz repetition rates and
above will be crucial. Current lasers appropriate to drive MPSs are available in trail-
erable form (http://www.amplitude-technologies.com/) but allow only 10 Hz, and in
a few larger systems 100 Hz. A development path has been identified to kHz, high
efficiency lasers with pulse parameters suitable for LPAs and a program to realize
such lasers is in progress [110]. Fiber lasers are very efficient and can operate at high
repetition rates and high powers. Coherent combination of many fiber channels is
required to address MPS application pulse energy requirements. Alternatively, high-
efficiency pumping of solid state media is also under development. An LPA facility
at kHz is a near-term step. For optimal Thomson source performance, modifications
will be made to the scattering laser including ps pulse lengths and shaped pulses to
minimize bandwidth and maximize yield.

http://www.amplitude-technologies.com/
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Use of LPA-based Thomson MPSs for AI applications has the potential to reduce
the size of the electron accelerator, scattering, and shielding systems. This is made
possible by orders of magnitude higher accelerating gradients. The largest system
component would be the laser (both LPA and scattering systems), which currently
is at the scale of a standard cargo container for photon energies of 2–15 MeV and
is dropping rapidly in size as lasers develop, such that smaller systems are likely
to be realistic in the near future. Energy spreads at the ten percent level can been
accessed on the experiments described above using direct scattering from the LPA
electron beam, which is adequate for photofission and radiography applications.
For NRF applications, development of narrower energy spread, at or below the 2%
level, via precise control of the electron beam will require refocusing of the electron
beam from LPAs or reduction of emittance. To enable use of LPAs, experiments
must move from proofs of principle to demonstrate the combination of LPA,
controlled scattering and deceleration described in this chapter. Operation must then
be demonstrated over many days, and operation without requirement for tuning by
a scientist. Laser development is required in parallel to move from the state of the
art 10-Hz level to higher rates of 1 kHz in the near term and to potentially 100 kHz
or more over time.

5.4.4 Laser-Driven Neutron Sources

Neutrons in many cases offer complementary properties to photons for AI and
other applications. While intense, directional, high energy and pulsed neutron
sources have been available from accelerators, large-scale facilities are needed
to combine those characteristics. AI applications have typically used broad-angle
sources from D-D or D-T reactions. Laser-driven accelerators offer new possibilities
to produce compact, directional neutron sources from ion acceleration or using a
monoenergetic photon source.

Laser-plasma acceleration can produce beams of multi-MeV ions such as
deuterons from relatively compact systems, and these beams can be used to generate
neutron beams via interactions in a low-Z converter such as Be. Historically, such
experiments utilized a sheath acceleration mechanism [111] in relatively thick
targets opaque to the laser pulse [112], which produced limited ion energies that
in turn limited performance. New regimes of ion acceleration now offer improved
neutron yield. One recent experiment [113] utilized an 80 J, 600 fs laser in the
regime where the target (initially 700 nm thick) becomes transparent to the laser
beam during acceleration due to the laser’s relativistic intensity [114]. This process
produced deuterons up to 170 MeV. Directing this beam into a Be converter
produced neutrons with yield of 1010 n/sr/shot, in a spectrum peaked at 10 MeV and
extending up to 100 MeV. The neutrons were emitted from a mm-scale spot, into
a forward cone of approximately 50◦ opening angle. As in photon sources, such a
directional beam better matches with many targets of interest, and reduces shielding
required in broad-angle sources to eliminate undesired particles. The beams were
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used for proof of principle radiography [113] and AI experiments that verified
they can be applied as predicted by simulations. For a 100 J laser system based
on the results at PHELIX and TRIDENT simulations indicate yields can reach
1012 neutrons/shot using optimized target/converter designs. Lasers at this scale
are under development at 10 Hz rates, which could enable yields of 1013/s in a
forward directed beam. Use of more compact lasers is also of interest. Scaling from
achieved performance [115] indicates that a Joule-class ps laser at kHz repetition
rate could produce a fluence within the emission cone comparable to an isotropic
source of 1011–1012/s. Joule-class lasers at kHz repetition rate are being developed
as noted above, and a single such laser could be used to drive both a MPS and
neutron source. Either approach could enable a compact and even mobile laser-
driven neutron source in the near future. Higher performance in the future may be
enabled by exploiting the radiation pressure acceleration regime in which the whole
target is accelerated by light pressure [116]. Exploiting this regime requires very
high laser temporal contrast.

Neutron beams can alternatively be produced from photon beams using γ -n reac-
tions in high-Z targets. Recent experiments used a laser-produced bremsstrahlung
beam from an electron beam having a 10 MeV Maxwellian distribution, produced
from a 90 J, 150 fs laser pulse [117]. Bremsstrahlung and neutron production were
accomplished in a Cu target, yielding of order 109 neutrons per pulse, with close to
isotropic emission. Yields a few times higher were achieved in W and U converters.
Utilizing a monoenergetic photon beam as described above, the bremsstrahlung step
is removed and all photons could be delivered at the appropriate energy for γ -n
reactions, increasing relative yield and enabling control of neutron emission [62].
By tuning the MPS energy or by inserting and removing the converter such a MPS-
based neutron source can be turned on only when needed, while in other cases
photons only can be used with no neutrons produced, reducing radiation concerns.
Cases of interest could include use of a high-energy photon beam, above 10 MeV,
to produce neutrons within an object of interest, potentially enabling novel AI
methods. Because neutron production can be turned on and off by changing the
photon beam energy, this could be done after an initial lower-energy scan using
photons only, which could be used for example to exclude the presence of stow-
away persons.

5.4.5 Conclusion

By bringing to compact facilities high performance probe sources until now
available only at large fixed scientific research facilities, laser driven methods have
the potential to significantly advance the state of the art in AI and related security
applications. Laser scattering produces monoenergetic photon beams with narrow
emission angle, while laser-driven acceleration techniques enable compact systems.
Sources of nearly monoenergetic photons can hence be produced compactly by
combining laser-plasma acceleration, control of scattering, and deceleration to limit
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shielding needs. Applications assessments indicate that such beams could enable
strong reductions of dose required (in the range of one to two orders of magnitude
in many cases) for AI together with improved signal strength and contrast to enable
finer discrimination of materials [56]. The same acceleration technology can also
be used to produce miniature bremsstrahlung sources that are easily positionable,
addressing applications where size is a key driver. Directional neutrons can also be
produced via a separate laser-plasma acceleration process, but in many cases can
use similar lasers to those used for monoenergetic photon sources. Neutrons have
complementary sensing properties to photons in many AI cases. The ability to use
a single laser driver could enable a switchable source producing the particle needed
on demand, further increasing performance.
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Chapter 6
Detectors in Active Interrogation

Sara A. Pozzi, Anna S. Erickson, and Igor Jovanovic

Abstract Similar to passive measurements, active interrogation relies on the
use of radiation detectors to measure and isolate the characteristic signatures of
sought materials. While almost all advances in radiation detectors used in passive
measurements can also improve the performance of active interrogation systems,
there are some key differences in the desired characteristics between the two types of
measurements that affect the choice and optimization of the detectors. This chapter
brings up those distinctions while also providing a broad introduction to various
detector types that could find use in active interrogation.

6.1 General Characteristics of the Detectors for AI

The selection of radiation detectors for active interrogation (AI) depends on the
application and the interrogating sources. In the context of AI, the detectors can
be classified into those that detect photons, neutrons, and those that can detect
both types of radiation. Based on their operating principles and materials, they may
be classified into gas, scintillation, semiconductor, Cherenkov detectors, as well as
those that operate on less traditional principles such as bubble detectors. The source
of the interrogating radiation does not always dictate the selection of the detectors;
rather, the desired outcome is used as a guiding principle for the detector system
design. For example, spatial imaging nearly always requires photon detectors to
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produce transmission or backscatter images or induction, while the confirmation of
SNM presence via delayed signatures generally relies on neutron or neutron-gamma
detectors.

A significant advantage of AI detection over passive methods when attempting
to detect special nuclear material (SNM) is a more abundant, energetic and time-
dependent penetrating radiation feedback in the form of both γ rays and neutrons.
Regardless of whether a fissile or a fissionable nucleus is interrogated, the fission
or photofission process proceeds through the same steps through a timeline as
illustrated in Fig. 2.1. The signature of an isotope can consist of prompt neutrons,
prompt γ rays, delayed neutrons, and delayed γ rays. After the interrogating
particles (photons or neutrons) initiate fission events, prompt neutrons and γ rays
are released. Depending on the nucleus, there are on average two to three prompt
neutrons per fission and about eight photons. In 0.1–100 s following the prompt
radiation release, delayed particles are emitted. The number of delayed emitted
neutrons is two orders of magnitude lower than that of the prompt release. However,
the number of delayed γ rays is much greater and thus the detection of delayed γ

radiation has been considered an important goal in AI applications. It is important
to note that photons of sufficiently high energy can induce photoneutron emission
in non-fissile materials, for example in structural components of an object that is
being interrogated. However, interrogation of non-fissile materials results almost
exclusively in prompt emission of neutron. Delayed radiation is characteristic only
of fissile or fissionable materials, which is the reason for the majority of the AI
methods to rely on detecting delayed neutrons or γ rays. Considering these two
delayed signature types, material identification via unique signature detection and
analysis is generally performed with delayed neutrons [1]. Even though delayed
γ rays are more abundant, their signatures typically lack material attribution
characteristics and suffer from background and activation.

Delayed neutrons can be detected with a number of options, including gas and
scintillating counters. Due to their limited emission, the detectors are generally
required to cover large areas and be able to effectively reject the background
associated with photons. In AI applications beyond material identification, the
primary application of detectors is imaging, which is most commonly performed
with scintillators. The scintillator characteristics of primary interest include the rise
and decay time as well as its stability with respect to temperature and radiation expo-
sure. AI applications routinely expose radiation detectors to challenging operating
conditions. One of the largest vulnerabilities of detectors is damage due to harsh
radiation environments, often consisting of mixed radiation fields, caused by the
interrogating beams [2]. Commercially available detectors are generally designed to
operate in laboratory settings, where the environment is stable against temperature
fluctuations and radiation intensity is significantly lower. In addition to efficiency
and radiation damage considerations, detectors in AI imaging applications are
also selected based on the desired spatial resolution and crosstalk effects between
detector pixels. In this discussion, crosstalk refers to transmission photons scattering
from one detector pixel and creating a signal in a neighboring pixel.
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6.2 Gaseous Detectors

Gaseous ionization counters were among the earliest types of instrumentation
developed for radiation detection. Gas-based detectors have long proven to be a
reliable and efficient tool for detecting and quantifying the presence of neutrons
in AI. These detectors are especially robust in cases where the AI source is a
photon source (i.e. bremsstrahlung) because they exhibit little sensitivity to photons.
Thermal neutron detectors are useful in applications where measuring the kinetic
energy of fast neutrons is irrelevant and one is mainly interested in neutron counting.

6.2.1 Interaction Mechanisms in Gaseous Detectors

Gaseous detectors rely on ionization of the gas by the incident radiation and
subsequent transport of the electrons and ion pairs to the electrodes. In case
of neutron detection, gas counters are filled with gases or lined with a thin
converter layer material containing isotopes with a high thermal-neutron capture
cross sections, for example 3He gas, 10B in a form of gas (BF3) or as part of
inner lining, or 235U-based lining in fission chambers. Other examples of thermal
neutron detector material include 6Li and capture-gated detectors using 157Gd or
Cd, although these isotopes are commonly used in scintillating detectors rather than
gas-based counters. As illustrated in Fig. 6.1, the neutron absorption cross section
exhibits a 1/v behavior (reciprocal of neutron velocity) over the thermal energy
range.
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Fig. 6.1 Cross sections as functions of incident neutron energy for the most common nuclides
used in thermal neutron detectors [4, 5]
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When thermal neutrons are captured, the result is the generation of charged
reaction products, such as protons, α particles, or fission fragments, which are
emitted in correlated (antiparallel) directions and have a total kinetic energy equal to
the Q-value of the reaction. If the Q-value is sufficiently high, the charged particles
can be detected with a proportional counter. If the reaction products deposit their
entire energy in the proportional counter, monoenergetic pulses consistent with the
Q-value are measured. In reality, not every neutron interaction, especially those
near the detector wall, result in full energy deposition of the reaction products.
A wall effect continuum therefore is frequently observed, corresponding to one of
the charged particles from the reaction escaping the detector without depositing its
entire energy. For 10B and 3He-based gas proportional counters, the Q-values are
sufficiently high that a sizable gap in energy exists between γ -ray pulses and neutron
pulses suffering from wall effects. Therefore, an energy threshold can be readily
chosen to simultaneously achieve good γ -ray signal rejection and high neutron
detection efficiency.

n +3 He → p +3 H, Q = 0.764 MeV, (6.1)

n +10 B →α +7 Li, Q = 2.792 MeV,

α +7 Li∗, Q = 2.310 MeV.
(6.2)

Recoil electrons from γ -ray interactions in the detector wall can be discriminated
based on their lower signal amplitudes. These properties result in a highly efficient
thermal neutron detector which is relatively insensitive to γ -ray radiation [3, 4].

6.2.2 3He Gaseous Tubes

3He has long been the medium of choice for neutron detection in gaseous detec-
tors [6]. Tubes of pressurized inert 3He gas are operated as proportional counters.
Since the cross section of 3He for thermal neutron absorption is 5330 barns,
the detectors are typically embedded in a polyethylene moderator to thermalize
fast neutrons and increase the probability of reaction. The efficiency of 3He
neutron detection systems primarily depends on two parameters: optimization of
the surrounding polyethylene moderator and fill pressure of the tubes [7]. A thermal
neutron detection efficiency of 77% is quoted for a 2.5-cm diameter 4-atm 3He
proportional counter [3]. On the other hand, detection of fast neutrons requires an
optimization of tube diameter, fill pressure, and certain amount of polyethylene in
order to achieve efficiencies between 5% and 12% [7]. For coincidence counters,
often with a dozen or more 3He tubes in a closely packed configuration, neutron
efficiencies of the order of 20% are achievable [3]. The efficiency for detecting
correlated neutrons in coincidence, however, is significantly lower. The probability
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of detecting k neutrons in coincidence assuming n correlated neutrons were emitted,
for example in a spontaneous fission, is a function of n, k, and the system neutron
efficiency, ε:

P(n, k) = n!
(n − k)!k!ε

k(1 − ε)n−k. (6.3)

For example, 238U and 240Pu spontaneous fissions both emit 2–3 neutrons on
average per fission. The probability of detecting two neutrons in coincidence with a
coincidence counter with neutron efficiency of 20% would therefore be on the order
of only 4%.

In an AI scenario, SNM in a cargo container might be interrogated with an
external neutron source [8, 9]. Fast neutrons from the induced fissions are detected
in a 3He array embedded in polyethylene. Between birth from fission and detection
in 3He, the neutrons will undergo many elastic scattering interactions in both the
cargo container fill material and in the polyethylene surrounding the 3He tubes. In
the polyethylene, neutrons may scatter or be absorbed or leak out of the detector
module entirely. After every fission event, the neutron population N(t) decreases
exponentially as a function of time with a detector-dependent time constant, τ ,
commonly referred to as the die-away time:

N(t) = N(0) exp(−t/τ ). (6.4)

Typical die-away times for thermal neutron detectors are on the order of 30–
100 μs [3, 10, 11].

When actively interrogating a cargo container, the fill material may also con-
tribute significantly to the thermalization of neutrons, leading to additional induced
fissions. As a result, longer fission chains would increase the die-away time mea-
sured with the neutron detection systems. In order to counteract this effect, a Cd liner
is often included in the detection system. The Cd liner absorbs neutrons thermalized
in the environment, but allows fast neutrons to pass through to the 3He module,
where they are subsequently thermalized in the polyethylene and undergo detection.

Even though 3He-based detectors have been considered the gold standard of
thermal neutron counting due to their superior γ -ray rejection capabilities, the
scarcity of supply of 3He and the resulting high price have driven the effort to
develop suitable alternatives. It is worth noting that 3He is a byproduct of the decay
of federal tritium stockpiles and sold in annual auctions. Due to the cessation of
large-scale tritium production towards the end of the Cold War, production of new
3He has been declining, and a spike in 3He prices has driven interest in alternative
thermal neutron detector materials [12–14].

6.2.3 10B-Based Gaseous Detectors

Even though the cross section for thermal neutron capture for 10B (3840 b) is smaller
than for 3He, the associated Q-value of the reaction is sufficiently high, justifying
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a widespread use of detectors based on boron, with two major types being BF3
gas and boron-lined proportional counters. BF3 proportional counters are gas-filled
tubes similar to 3He tubes in their operation. However, unlike inert 3He, BF3 is a
toxic material requiring stricter fill pressure limits imposed on the manufacturing
process of the tubes [3, 15]. BF3 gas is also known to dissociate in high γ -ray
rate environments [16]. Boron-lined proportional counters are standard proportional
counters with an inert fill gas, but the addition of a thin boron layer deposited on the
detector wall interior makes it possible to detect thermal neutrons. BF3 tubes exhibit
wall effects similar to 3He proportional tubes. In boron-lined proportional tubes all
neutron interactions occur near the wall, so that one of the charged particle reaction
products always enters the wall without depositing its energy in the gas.

The smaller cross section and reduced gas fill pressure result in a lower thermal
neutron detection efficiency for BF3 detectors as compared to 3He counters, though
this is compensated partially by the use of larger tube diameters. For example, a
5-cm diameter, 1.18-atm BF3 tube has a thermal neutron efficiency of 46% versus
the 77% efficiency quoted previously for a standard 3He tube [3]. The efficiency of
boron-lined proportional tubes is limited by the thickness of the boron coating. In
order for a thermal neutron to reach the proportional tube fill gas, the boron coating
thickness is limited to 0.2 mg/cm2 [3]. Due to its lower operating voltage and lower
fill pressure, boron-lined proportional counters exhibit lower γ -ray sensitivity, but
also lower thermal neutron detection efficiency (∼10%) [3]. Like other thermal
neutron detectors, boron-based detectors exhibit similar die-away times as 3He-
based detection systems.

6.2.4 Applications of Gaseous Detectors to Fission Signatures

In typical AI scenarios, fission signatures are often characterized using thermal
neutron detectors. In this approach, the information associated with the initial fission
neutron energy is lost. However, in list mode counting the user has a pulse train of
thermal neutron events to analyze. A histogram of the total number of neutrons in
a user-defined time window results in a multiplicity distribution, which allows for
coincidence counting. Figure 6.2 shows an example of a pulse train of detected
neutrons and a user-defined time window. The pulse train can be stored as list mode

Fig. 6.2 Representation of neutron pulse train where the horizontal axis represents time, each
vertical line represents a detected neutron, and the red box is the time window used for creation of
the multiplicity distributions
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data and analyzed offline. Alternatively, it can be analyzed online with a coincidence
circuit. In this case, when a neutron is detected, a gate with some fixed time width is
opened. For a non-paralyzable coincidence circuit, any additional neutron signal
that occurs during the open gate from a previously detected neutron would be
lost. A paralyzable coincidence circuit results in the open gate extended by new
incoming signals. If the count rates are sufficiently high, a paralyzable coincidence
circuit would become completely blind to neutrons since its gate would be open
for infinitely long time [3]. Alternatively, pulses can be read into a shift register
coincidence circuit to avoid the dead time issues associated with other coincidence
circuits. In a coincidence shift register, a segment of the pulse train is stored in
memory, allowing for all of the detected neutrons in the pulse train to be analyzed
without dead time losses. This is typically done with a gate of length G, in which real
coincidence (R) and accidental coincidence (A) signals are measured as (R + A).
Then, a second gate of length G is open with some long delay D, for which only
accidentals A should be present [3].

6.2.4.1 Prompt and Delayed Neutron Counting (with Moderation)

Using list mode data, the time between detected neutron events within the user-
defined time window can be histogrammed to create a Rossi-Alpha distribution
(see Fig. 6.3). Given sufficient moderator in the environment, Eq. (6.4) must be
modified to include a slow component due to the presence of longer fission chains.
Equation (6.5) shows that detected neutrons are made up of both the detector
geometry-dependent fast component (die-away time τf ast ), and the slow component
(die-away time τslow) resulting from a longer neutron lifetime in the source and
scattering media. Both fast and slow components exist together with a constant

Fig. 6.3 Rossi-Alpha
distribution for spent fuel
differential die-away
self-interrogation.
Distribution contains fast and
slow components.
Reproduced from Ref. [10]
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background of accidentals A. The division into a slow and fast region assumes the
presence of a cadmium wrapper on the detector module, so that only fast neutrons
from first or induced fissions enter the detector module, thermalize, and score [10].

N(t) = N0
(
exp(−t/τf ast ) + exp(−t/τslow)

)+ A. (6.5)

An early and a late gate can be used to gain information from the sample such
as plutonium effective mass and multiplication, but using only the early die-away
time, as done in differential die-away self-interrogation, is more effective [10, 17].

6.2.4.2 Multiplicity

In neutron multiplicity counting, a signal frequency distribution is created. The
number of time windows from the pulse train with one, two, three, and so forth
detected neutron events are recorded. Factorial moments are formed and used to
compute the effective number of singles, doubles, and triples. These measured
quantities are then related in equations that are functions of both the instrument
parameters, such as neutron detection efficiency and die-away time, and sample
parameters, such as spontaneous fission rate, sample self-multiplication, and (α,n)
rate. Unknown parameters, such as special nuclear material sample mass, can be
determined by using these equations [18–20].

Common applications include well counters in which a fissile sample is placed
in a cavity surrounded by rings of 3He tubes embedded in polyethylene [21, 22].
An AmLi source is used to induce additional fissions in measurements of uranium
samples [23].

6.2.4.3 Differential Die-Away Self-Interrogation (DDSI)

Differential die-away self-interrogation is a technique developed to compute multi-
plication and plutonium content in spent fuel. The neutrons from spontaneous fission
and (α,n) reactions within the spent fuel are used to self-interrogate the spent fuel.
Neutron coincidence counting is implemented with 3He detector assemblies. The
entire Rossi-Alpha distribution, as opposed to an early and a late gate, are used to
characterize the measured spent fuel [10, 24, 25].

6.3 Scintillation Detectors

Photon detectors in AI generally rely on scintillation. In scintillation detectors the
deposited energy of the photon is converted into an electron, which deposits its
energy, a fraction of which is converted into scintillation light. Thus, the selection of
detectors generally starts with high density material for efficient photon conversion
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Table 6.1 Selected scintillators and their relevant properties for AI applications

Property LYSO BGO CsI LaBr NaI EJ-309 CdWO4 EJ-299-34 Stilbene

Density (g/cm3) 7.15 7.13 4.51 5.10 3.67 0.96 7.90 1.08 1.15

Decay time (ns) 42 300 980 30 250 3.5 12,000 13, 35, 270 4.50

Intrinsic
Yes No No Yes No No No No No

radioactivity

Hygroscopic No No No Yes Yes N/A No No Yes

Luminosity
24,000 8000 55,000 75,000 45,000 12,300 7800 8600 8700

(photons/MeV)

Energy resolution
7.1% 12% 5.7% 2.9% 7.0% >20% >20% >20% >20%

(@ 661 keV)

into an electron. This is followed by a requirement for high efficiency for conversion
of excitation energy to fluorescent radiation. The scintillators are further chosen
such that they are transparent to their own fluorescence in order to avoid light
self-absorption. The spectral characteristics of the emitted fluorescent radiation are
further matched with a proper photosensors, for example photomultiplier tubes
(PMT) or Si-based photomultipliers (SiPM). Table 6.1 summarizes some of the
important characteristics of scintillators relevant for AI applications.

6.3.1 Scintillation Mechanism in Organic and Inorganic
Scintillators

Organic and inorganic scintillators both rely on incident particles exciting atoms
and molecules to produce a signal via luminescence. However, the scintillation
mechanism associated with each type relies on principally different processes.
The luminescence process in organic materials is a molecular process which does
not require a lattice structure. On the other hand, light production in inorganic
crystals is a result of band structure. The differences in scintillation light production
mechanisms influence critical properties of these detectors in AI applications. In
particular, the following characteristics influence the detector choice:

• Time of response: in AI applications, the speed of detector response influences
the ability of the system to process high count rates without significant dead
time. The most important characteristic of a scintillator in this context is its
fluorescence decay time. The shorter the decay the time, the lower the effect
of pile-up.

• Light output: above a certain minimum particle energy, scintillators tend to
behave in a relatively linear fashion when charged particle energy is converted
into detectable light photons. This property allows for energy spectroscopy and
particle characterization.
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• Pulse shape discrimination: pulse time profile can be dependent on the particle
characteristics (charge, mass, energy), as they affect the stopping power in
the medium. The pulse shape discrimination (PSD) technique is based on
exploitation of this dependence in order to separate neutron and γ ray signatures
on an event-by-event basis.

6.3.1.1 Inorganic Scintillators

Inorganic scintillators are characterized by a lattice structure that has a direct
effect on luminescence centers responsible for production of light. A representative
example of inorganic scintillators are the alkali halides, either in a pure form
or containing small amounts of impurities that can also serve as activators. For
example, one of the most widely used inorganic scintillators is NaI(Tl), where Tl
is added as the impurity activator. Non-alkali examples include BGO (Bi4Ge3O12)
crystals, ZnO(Ag), and CdWO4.

Regardless of their chemical composition, inorganic scintillators rely on electron-
hole formation in the band structure, as illustrated in Fig. 6.4. Upon ionizing
radiation interaction in the crystal, two important processes can result in the
emission of light: ionization of valence band electron into the conduction band,
resulting in the creation of a free electron and a free hole, and creation of exciton.
Exciton is a state where the electron and the hole remain bound, but can freely
migrate through the crystal as a pair. Impurity atoms create additional local energy
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Fig. 6.4 Band structure of an alkali halide scintillator with impurities. Impurity levels can aid in
the electron drop to the valence band or can trap electrons, resulting in a metastable state
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levels in the forbidden band. A migrating hole can ionize the impurity atom. If an
electron drops to the impurity energy level, it can de-excite to the valence band with
an emission of radiation, known as fluorescence. If, on the other hand, the electron
loses its energy via non-radiation route (thermal or vibrational), this energy is lost
for detection, a process also known as quenching.

6.3.1.2 Organic Scintillators

While inorganic scintillators rely on band structure characteristic of crystals (and
have been described as semiconductors for that reason by material science com-
munity), the scintillation mechanism in organic media is molecular in nature. It is
common to encounter a reference to organic scintillators as molecular glass mate-
rials. The organic scintillators are generally hydrocarbon compounds composed
on benzene ring structures with non-aromatic additions and substitutions. Unlike
inorganic crystals, organic scintillators feature excitation and emission spectra that
are practically independent of the physical state of the material (solid, liquid or
gas). The main reason for this behavior is the nature of the scintillation process,
which happens at a molecular level without interaction with neighboring molecules.
Scintillation light is produced by free valence electrons occupying π -orbitals in
molecules and not associated with a particular atom.

At room temperature, most of the electrons are in their ground state, S0, as shown
in Fig. 6.5 for a typical organic scintillator. Incident radiation populates S1, excited
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Fig. 6.5 Energy level diagram for organic scintillators. S0 refers to the ground state of the
molecule. Triplet states are indicated with T
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singlet state shown along with fine structure corresponding to vibrational states of
the molecule. The singlet state decays almost immediately (less than 10 ps) to either
the ground state emitting light or to the adjacent triplet levels. It is important to note
that transition from triplet levels to S0 is possible, although forbidden by multipole
selection rules, causing decay through interaction with another excited molecule in
T1 state:

T1 + T1 → S1 + S0 + phonons. (6.6)

S1 states can then decay through fluorescence. The delay introduced by T1 + T1
integration causes the slow component of scintillation light. Formation mechanism
of singlet and triplet states is the basis for particle discrimination based on their
pulse shape. Since the excited triplet state formation is highly dependent on the
ionization energy loss of the particle passing through the scintillator, it is possible
to differentiate between electrons and ions. The effect is more pronounced in liquid
and organic crystal scintillators, for example stilbene, than for plastic scintillator
materials, in which timing of singlet and triplet excited states are similar.

6.3.2 Gamma Detection with Scintillators

Gamma-ray detection relies on the conversion of the photon to an electron via
photoelectric effect, Compton scattering, or pair production. The density of a
scintillator coupled with the effective atomic number of its constituents plays a
significant role in photon detection applications. In this regard, inorganic scin-
tillators outperform organic scintillators. In addition to γ -ray conversion, the
efficiency with which radiation energy is converted to optical photons is essential
to achieve sufficiently high energy resolution. Comparing different scintillators,
inorganic materials outperform organic materials, resulting in the widespread use
of inorganics for γ -ray spectroscopy.

6.3.3 Fast Neutron Detection with Organic Scintillators

In organic scintillators, γ rays primarily interact with electrons through Compton
scattering and neutrons interact with hydrogen through elastic scattering. This
results in different venues for pulse formation, making it possible to separately
identify collected pulses as γ rays or neutrons [26]. Figure 6.6a shows two pulses
from stilbene, an organic crystal scintillator, identified as electron and proton pulses.
In pulses of the same amplitude, proton pulses contain more light in their tail
region than electron pulses. This difference can be used to identify an unknown
pulse as generated by either a proton or an electron [27]. Charge integration is a
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Fig. 6.6 (a) 250-mV pulses from a stilbene scintillator highlighting the difference between the γ

ray (electron) and neutron (proton) interactions; (b) Integration of each pulse through both their
tail region and full pulse length yields the PSD distribution for 252Cf, emitter of both γ rays and
neutrons

common technique that quantifies the difference in the tail by integrating both the
full pulse length and the pulse tail [28]. Figure 6.6b shows the PSD distribution
for a cylindrical stilbene scintillator with diameter and length of 5 cm coupled to an
Electron Tubes photomultiplier tube (model number 9214B). The stilbene detector
measured neutrons and γ rays from a 252Cf spontaneous fission source. Using
charge integration PSD, pulses can be visually separated and identified as neutrons
or γ rays.

Organic scintillators come in three different varieties. Plastic scintillators are
historically the least expensive organic scintillators and can easily be scaled to
larger volumes as dictated by applications. Traditional plastic compositions such
as EJ-200 lack PSD capability, but newer compositions such as EJ-299-33 have
been developed and are PSD-capable [29]. Liquid scintillators can be easily scaled
to large volumes and exhibit very good PSD. In field applications, organic liquid
detectors are avoided due to environmental risks from potential leaks, although some
compositions such as EJ-309 are not classified as hazardous. Organic crystals, such
as stilbene and anthracene, are difficult to scale to large sizes and are generally
the most expensive, but offer significant performance advantages such as excellent
PSD in stilbene and high light output in anthracene [30, 31]. Recent developments
in crystal growth methods for stilbene are lowering the cost and improving the
commercialization of stilbene [30].

The application of PSD-capable organic scintillators to AI scenarios of SNM
poses significant technical challenges. In these applications, we frequently need to
measure neutron in the presence of numerous γ rays (generated by the interrogating
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Table 6.2 Intrinsic neutron
efficiency and γ -ray
misclassification rate for
different organic scintillators

Detector type Manufacturer En(%) MRγ

Stilbene Inrad optics 15.1 2.9 × 10−6

Liquid Eljen (EJ-309) 12.9 1.60 × 10−5

Plastic
Radiation monitoring

7.1 1.93 × 10−6

devices (BB3-5)

source or by the SNM). In these cases, high fluxes of γ rays create pileup, producing
measured signals that would be classified as neutrons when using charge integration
PSD. Neutron detectors are evaluated by their intrinsic neutron efficiency En and
γ -ray misclassification rate MRγ . En is defined as the number of neutron counts
(after background subtraction) divided by the number of neutrons incident on the
detector. The MRγ is defined as the number of neutron counts (after background
subtraction) when the detector is exposed to a pure gamma ray field (as generated
by a Cs-137 source, for example). A high En and a low MRγ are desirable for
AI applications. These values are both dependent on the choice of the PSD curve,
which is used to classify an event as a neutron or a photon (see Fig. 6.6b: neutron
pulses lie above, and photon pulses below the PSD curve). A more conservative
PSD curve will produce lower MRγ values at the expense of the En. A pileup
rejection algorithm was used to demonstrate that organic scintillators can function
in environments of 1000 incident γ rays per neutron without using lead. Table 6.2
shows the intrinsic neutron efficiency and γ -ray misclassification rate for stilbene,
liquid, and plastic scintillators when making measurements in this environment [32].

6.4 Hybrid and Other Detector Types

6.4.1 4He Detectors

High-pressure 4He tubes are gas scintillators sensitive to fast neutrons [33, 34].
The detection mechanism is based on neutron scattering: an energetic neutron
scatters off a 4He nucleus and sets it in motion. This 4He recoil ionizes the gas
and induces light in the extreme ultraviolet region. A wavelength shifter is used to
shift the wavelengths to the visible range. Silicon photomultipliers or conventional
photomultiplier tubes can be used to detect and amplify this light. This type
of detector is very insensitive to γ rays, making it useful for AI applications.
Drawbacks of this approach include low detection efficiency and the need for high
pressurization of the gas.
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6.4.2 Threshold Activated Detectors

Threshold activated detectors (TADs) contain nuclides in the detection medium that
exhibit detectable reactions only above a distinct energy threshold. For example,
(n,p) reactions on 6Li and 19F only occur at neutron energies above 3.18 and
4.25 MeV, respectively; 19F also has an (n,α) reaction with a threshold of 1.6 MeV.
Figure 6.7 shows the ENDF/B-VII cross-section data for these reactions. The
activation products that are produced during irradiation are then counted by the
detection medium as they decay. Recently, these types of detectors have gained
consideration in photon-based AI because high-energy neutrons are a reliable
characteristic signature of fission [35]. TADs excel in this application due to their
insensitivity to photons and environmentally scattered neutrons.

6.4.3 Superheated Emulsions and Bubble Detectors

Superheated emulsions (SE) consist of metastable liquid droplets dispersed in a
viscous, inert matrix. SE radiation detection mechanism relies on the same basic
principle as that of bubble chambers used in high-energy physics [36]. Upon
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interaction with ionizing radiation, droplets undergo a phase transition from liquid to
vapor, producing visible bubbles. The first application of superheated emulsions to
practical neutron detection was the superheated drop detector (SDD), introduced by
Apfel in the late 1970s [37]. Ing and Birnboim later developed the bubble-damage
polymer detector (BD) [38]. The main difference between the SDDs and BDs is
the matrix, which is a viscoelastic water-based gel in the case of SDDs, and a
polymeric mixture in the BDs. ISO and ANSI included both detector versions in
their records [39, 40], under the standard denomination of superheated emulsions.

6.4.3.1 Neutron Interaction Mechanisms

Detection of fast neutrons in SE relies on the neutron scattering reaction with the
nuclei of metastable halocarbons or fluorocarbons liquids, whose boiling point is
between −5 and 5 ◦C. At room temperature, these compounds are kept in the
superheated liquid state due to the emulsification in the inert host medium and are
free of heterogeneous nucleation sites, which would otherwise trigger the liquid
evaporation. Charged recoil ions can deposit an amount of energy sufficient to
initiate the vaporization. If the initial vapor cavities reach a radius that makes
them thermodynamically unstable, i.e. the critical radius [41], they continue to
grow irreversibly until the entire liquid inside the droplet evaporates into a visible
vapor bubble. Materials typically used in superheated emulsions for fast neutron
detection are octafluorocyclobutane (C-318) and dichlorotetrafluoroethane (R-114),
which are insensitive to photons (Fig. 6.8) [42] and suitable for the detection of
charged particles with a linear energy transfer of hundreds of keV per μm, such as
fast neutron recoils.

Fig. 6.8 Computed tomography images of an SE detector based on octafluorocyclobutane after
photon (1 Gy of 6 MV X rays, left) and neutron irradiation (2.5 mSv of Am-Be, right). Adapted
from Ref. [42]
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6.4.3.2 Application of Superheated Emulsions for the Detection of Special
Nuclear Materials in AI

SE detectors exhibit a threshold-like response as a function of neutron energy. The
energy threshold of each liquid depends on the operating pressure and temperature.
As the temperature increases, the degree of superheat of the emulsion decreases
and a lower amount of energy is required for the liquid to vaporize. Conversely,
the higher the pressure, the higher the neutron energy threshold. In AI scenarios,
it is possible to control the emulsion temperature and pressure and set the desired
energy threshold to detect only high-energy induced fission neutrons. The system is
intrinsically insensitive to the interrogation beam: either neutrons below the chosen
energy threshold or X rays, as well as to low-energy neutrons produced by (γ ,n) or
(n,xn) reactions in the scanned object.

The application of SE in AI requires to promptly count evaporated bubbles in
large detector modules and is enabled by some recent developments in bubble
readout technology [43, 44]. An optical readout technique can be used to relate the
amount of light scattered by evaporated bubbles to their density, in real time. This
approach achieved a 1-σ readout uncertainty of 6% with 1000 evaporated bubbles on
a test volume of 150 mL (6 cm detector diameter). It should be noted that bubbles do
not travel inside the matrix once evaporated, which guarantees a steady readout, and
they can be condensed to liquid state by applying to the emulsions a pressure higher
than the vapor tension of the liquid droplets. This annealing procedure is typically
performed in a few seconds by applying an external pressure of approximately
20 atmospheres [42].

6.4.4 Interaction Mechanisms in Hybrid Detectors

In hybrid detectors, multiple detection mechanisms are present in the same detection
volume. For example, a detector could be sensitive to both thermal neutrons and
have good γ -ray detection capabilities. In capture-gated detectors [45], a fast
neutron produces a scattering pulse and a capture pulse within the same active
volume. These detectors typically consist of organic scintillators doped with a
neutron absorbing medium such as boron, cadmium, or lithium.

6.4.5 Cs2LiYCl6 (CLYC)

CLYC is an inorganic scintillator (Fig. 6.9a) that combines γ -ray detection and
spectroscopy capabilities with neutron detection capabilities [46]. Lithium enriched
in 6Li is used to capture low-energy neutrons. These neutron captures produce
high-energy pulses that can be easily distinguished from the γ -ray pulses. When
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pulse shape analysis is applied, CLYC has shown the capability for pulse shape
discrimination (Fig. 6.9b), separating γ -ray pulses from neutron pulses [47].

6.4.6 Capture-Gated Organic Scintillators

Most common neutron detectors presented in this chapter provide little information
on the incident energy of a neutron interacting in the detector. Thermal neutron
detectors require a fast neutron to lose most of its energy in the moderator material
surrounding the thermal neutron detector. Many fast neutron detectors are too
small, and a fast neutron deposits only a portion of its energy before escaping the
detector volume. In many applications, including AI, a neutron spectrometer may
be helpful to distinguish different neutron sources based upon their differing energy
spectra. Capture-gated neutron spectrometers have been developed to address this
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need. These detectors operate as follows: a sufficiently large organic scintillator
(solid plastic, or liquid) allows fast neutrons to undergo scattering interactions to
reach thermal energies. A rapid sequence of proton recoils created by the fast
neutron interactions occurs, producing a single pulse that is correlated to the energy
deposited by the fast neutron. The next step involves discriminating pulses from
full energy depositions from pulses generated by neutrons that ultimately escape the
detector. A material with high thermal neutron capture cross section, such as 10B,
6Li, or Gd is incorporated in the design. The presence of a distinctive delayed signal
produced by the thermalized neutron capture products verifies that a preceding
proton recoil pulse corresponded to a (nearly) full energy deposition by a fast
neutron.

Examples of capture-gated neutron detectors include liquid scintillators doped
with 10B [48–51], as well as plastic scintillators incorporating 10B [52–54]. Other
examples include the use of 6Li glass [55–57], Gd [58], as well as borated
crystals [59]. Capture-gated, intrinsic neutron efficiencies are typically of the order
of a few percent. The efficiency is strongly dependent upon the detector design,
including how the thermal neutron capture material is incorporated and distributed.
Intrinsic neutron efficiencies of approximately 1% have been reported for 10B
loaded liquid scintillators and neutrons with energies between 1 and 4 MeV [51].

Organic scintillators may be capable of PSD, which can be one method for
distinguishing thermalized neutron capture product interactions from scattered
neutrons and γ rays. An example of this PSD is shown in Fig. 6.10 for 6Li
glass-/plastic scintillation detector measuring PuBe. This sandwich design detector
consists of four disks of BC-408 plastic scintillator separated by thin layers of 6Li
glass. The capture pulses from neutron capture on 6Li are clearly distinguishable
from scattering pulses of neutrons elastically scattering in the plastic scintillator.
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6.4.7 Heterogeneous Composite Scintillators

An emerging detector type is the heterogeneous composite scintillator, which relies
on a combination of two or more distinct scintillators to realize special properties,
such as particle discrimination or scaling to large volume. In such scintillators,
materials are optically coupled, such that fluorescence from one scintillator can
propagate into another. It is further necessary to minimize the overlap between
emission and absorption bands of multiple scintillator materials as well as maintain
the quality of material interface to ensure unimpeded, low-loss propagation of light
to the photosensor.

To realize PSD in such systems, two or more materials are chosen with distinct
fluorescence decay times. If the geometry of the heterogeneous scintillator is
designed such that interactions of different particles deposit their energy predom-
inantly in different scintillators [61], the resulting pulse shapes can by very distinct
and indicate the particle type with very high level of discrimination [62]. In practice,
this may be achieved by choosing a scintillator in which neutron capture occurs (for
example, 6Li-containing scintillating glass [63] or a 6Li-containing ZnS(Ag) [57])
to be relatively thin, such that heavy charged particles from neutron capture are fully
contained, whereas high-energy electrons produced in γ -ray interactions are not. A
practical implementation of this design with 6Li-doped glass rods embedded in a
scintillating polymer that achieves exquisite neutron/γ discrimination is shown in
Fig. 6.11 and has been shown to be capable of neutron capture spectroscopy with
relatively high resolution [64, 65]. It has recently been shown that it is possible
to develop detectors that exhibit triple PSD properties by combining scintillating
glass and PSD materials such as the EJ-299 scintillators [66]. Such detectors can be
used to simultaneously measure neutrons by recoil and capture, while also detecting
γ rays. Unlike homogeneous composite scintillators in which the concentration of

Fig. 6.11 PSD characteristic of a 6Li-glass/scintillating polymer detector (inset)
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the neutron capture agent dissolved in a polymer is limited, they can support much
higher concentration of neutron capture agents since these agents can be placed into
other materials, such as scintillating glass.

6.4.8 Cherenkov Detectors

Detectors based on Cherenkov radiation represent an example of nontraditional
counters for nuclear security applications. Common in high energy physics, these
detectors feature an inherent energy threshold and directionality of emitted light
due its electromagnetic nature as opposed to scintillators. Cherenkov radiation
was first observed and described by A.P. Cherenkov in 1932 during his graduate
studies [67]. In 1937, Tamm and Frank developed the original formal classical
theory of Cherenkov radiation [68].

The phenomenon of Cherenkov radiation is best known as blue light emitted in
nuclear reactor cores and spent fuel pool. The glow is the response of matter when
a charged particle travels faster than the phase velocity of light in that medium.
As a result, Cherenkov radiation significantly differs from scintillators because of
directionality, concentration of light emission in the ultraviolet spectrum, and energy
threshold. Cherenkov light is emitted in the direction of the charged particle in a
form of a cone. The medium and the particle velocity define the parameters of the
cone, in particular the emission angle. This property is often used in high energy
physics applications in order to distinguish between particle types, but it is rather
underutilized in nuclear security applications. In active interrogation applications,
the threshold nature of Cherenkov radiation is quite useful when the lower energy
radiation is not of importance. In radiography of SNM in particular, presence
of lower-energy part of the interrogating photon spectrum may result in noisy
image, making energy threshold an attractive feature of the detectors. The velocity
threshold for charged particles can be described as the speed of light normalized by
the refractive coefficient of the medium:

v > c/n(ω), (6.7)

where n is the refractive index of the medium and ω is angular frequency of the
photon.

The threshold feature also aids with rejection of background if the detectors
are operated near an active interrogation source. However, one major issue with
Cherenkov detectors is relatively small light yield as compared to scintillators. Frank
and Tamm derived their Cherenkov light yield per unit path per unit wavelength
interval as

d2N

dxdλ
= 2πα

λ2

(
1 − 1

β2n2

)
dxdλ, (6.8)
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where α is the fine structure constant, and β is the normalized particle velocity.
In this equation, it the refraction coefficient is assumed to be constant with photon
wavelength which is a rather accurate assumption for materials that would be used
in active interrogation applications, for example water or glass. Integrating the
equation over the sensitivity region of a typical PMT (400–700 nm), one gets the
generation of photons per cm path in water as

dN

dx
≈ 490 sin2 θ. (6.9)

Gamma-ray detection is possible with Cherenkov counters because of their
interaction with electrons, light charged particles whose energy threshold in water
is only 262 keV. Sowerby [69] provided a detailed discussion of threshold energies
for γ rays as a function of refractive indices of radiators, a summary of which
is provided in Fig. 6.12. On the other hand, neutron detection relies on proton
recoil or generation of relatively heavy, as compared to electrons, charged particles.
The Cherenkov energy threshold for these reactions is far above practical kinetic
energies that are observed in active interrogation applications. The low-level light
output makes the detector design a critical consideration. While Cherenkov radiator
media, such as water and glass, are relatively cheap and thus can be scaled to
large volumes in order to improve detection efficiency, light collection may limit
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the choice of medium. For example, water absorption length has a strong effect
on Cherenkov detector efficiency since the absorption length tends to overlap
with the PMT quantum efficiency curve [70, 71]. The choice of reflector also
affects the efficiency of the counters, especially in case of solid detectors. Finally,
consideration of refractive index can play a significant role in the design: higher
refractive index corresponds to denser materials, which can be more efficient in
γ -ray conversion into electrons, but significantly decrease the energy threshold
resulting in more noise. This consideration becomes especially important when
the spectroscopic capabilities of Cherenkov radiation are used for transmission
imaging of SNM. Figure 6.12 compares threshold energies for electrons and photons
resulting in Compton electrons (maximum energy transfer is shown) for two
materials capable of Cherenkov radiation generation: SF57 leaded glass and High-
purity quartz (SiO2) glass. SF57 has a higher density (3.53 g/cm3) as compared
to quartz (2.2 g/cm3), resulting in a lower Cherenkov energy threshold and higher
efficiency of photon conversion due to large amount of lead, both of which are
important from the viewpoint of spectroscopy. However, the higher energy threshold
of quartz is preferable to avoid contribution from low energy background (including
environmental produces by the accelerator.) The threshold of leaded glass also
presents a problem for pair production events. The maximum energy transferred
to a Compton electron from a 0.511 MeV annihilation photon is 0.314 MeV. This
is below the kinetic energy threshold of quartz, but can radiate Cherenkov in the
leaded glass. Signal resulting from this in the leaded glass is indistinguishable from
the photoelectric signal reducing the ability to use spectral features, according to the
interaction cross sections shown in Fig. 6.13. Photons of 0.511 MeV are frequently
emitted from activation products and other reactions that will only compound the
problem.
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Cherenkov detectors. (c) Transmission properties of various materials. (d) Reconstruction of Zeff
based on relative transmission. Adapted from Ref. [75]

6.4.9 Imaging with Arrays of Cherenkov Detectors

Cherenkov detectors have a long history of use in high-energy physics, including
imaging applications [72]. Recently, quartz-type Cherenkov detectors have been
applied to a small-scale imaging of SNM using a source emitting well-resolved
γ rays [73]. Figure 6.14 illustrates the response of Cherenkov detectors to γ rays
generated with 11B(d,nγ )12C reaction. In this study, the 3-MeV deuteron beam
impinges on a 2-mm thick natural boron target consisting of 19.9% 10B and 80.1%
11B. The result of this reaction is the emission of copious γ rays at 4.4 and 15.1 MeV
as well as neutrons and other less-intense γ rays. The detectors were capable of
crude energy spectroscopy [74], which allowed to resolve 4.4 and 15.1 MeV γ -ray
lines sufficiently well. As a result, the ratio of relative attenuation coefficients was
used to reconstruct spatially-dependent Zeff of the material using Beer-Lambert law:

T (E,Z) = I (E,Z)

I0(E)
= e

−μ(E,Z)
ρ

ξ (6.10)

where E is the energy of the photon, Z is the atomic number of the material, I0 is
the initial intensity of the photon (raw beam), I is the intensity of the photon after
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Fig. 6.15 Photon radiography with an array of Cherenkov detectors. (a) An object composed
of various materials, including lead, aluminum, tungsten and depleted uranium. (b) Relative
transmission image reconstructed with integrated spectrum. (c) Zeff reconstruction based on
15.1/4.4 MeV photon penetration and correlation with the atomic number. Adapted from Ref. [73]

penetrating through the material Z, μ(E,Z)/ρ is the mass attenuation coefficient of
the photons with energies E and ξ is the areal density of the material Z.

In Fig. 6.15, the application of Cherenkov detectors to radiography of composite
materials shows that for well-resolved photons, for example 15.1 and 4.4 MeV, are
capable of atomic number reconstruction based on relative attenuation [73]. Zeff

reconstruction is based on the ratio of energy-dependent effective mass attenuation
coefficients that is independent of the areal density of the interrogated material, ξ ,
as shown in Eq. (6.11). More details can be found in Rose [73, 75].

R(E1, E2, Z) = lnT (E1, Z)

lnT (E2, Z)
= μ(E1, Z)

μ(E2, Z)
(6.11)

6.5 Applications to Fission Signatures

6.5.1 Photofission Time of Flight

AI techniques are well established for identifying concealed SNM using delayed
neutron detection. The presence of delayed neutrons uniquely signifies the presence
of fissionable material. Uranium or plutonium, for example, generate a signal after
interrogation has ceased, which is due to delayed neutron emission and subsequent
fission reactions. Non-fissionable materials, however, do not emit neutrons when
the AI has ceased, and therefore produce no signal. Delayed neutron emission is
rare compared to prompt neutron emission and the delayed neutrons have a lower
average energy (approximately 500 keV compared to 2 MeV). Therefore, detection
of the more abundant, higher-energy, prompt neutrons is desirable; however, the AI
source provides an intense background during the prompt regime.
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Fig. 6.16 Experimental setup for time-of-flight measurements of photoneutrons produced in
depleted uranium; experiments were performed at the Idaho Accelerator Center. Reproduced from
Ref. [76]

A correlation experiment using time of flight is one way to access the information
from the prompt neutrons emitted in fission. In a proof-of-concept experiment,
time-of-flight correlation measurements were made with two cylindrical plastic
scintillation detectors. Figure 6.16 shows a schematic of the experimental setup at
the Idaho Accelerator Center with a depleted uranium (DU) target. Some of the
photons from the accelerator beam pass through the target and are used to start the
clock for the time-of-flight measurement. The neutrons and photons produced by
reactions in the DU target are then detected in the stop detector, located a large
distance away. The length of the flight path can be used to convert the measured
times of flight into energy; the longer the flight path, the better the energy resolution.
In these experiments, the stop detector was placed at two different distances:
111 and 201 cm. Figure 6.17 shows the time-of-flight distributions resulting from
bremsstrahlung interrogation of DU. The signature is characterized by two main
features: a sharp initial peak followed by a smooth distribution. The initial peak
corresponds to the arrival of the prompt γ rays at the stop detector; all photons
arrive at essentially the same time since they all travel at the same speed, c, and start
from approximately the same point. The subsequent distribution is the arrival of the
photo-neutrons at the stop detector. These secondary neutrons originate from three
reactions: (γ ,n), (γ ,2n), and (γ ,fission).
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Fig. 6.17 Idaho Accelerator
Center measurement results
for bremsstrahlung
interrogation of a depleted
uranium target; data is shown
for two different stop-detector
distances. Reproduced from
Ref. [76]

6.5.2 Detection of Delayed Neutron Emission Profile

An attractive method to enhance the detection of unique signatures of SNM in AI is
the detection of the unique temporal profile of delayed neutrons, which is governed
by the dynamics of decay of delayed neutron precursors. This method goes beyond
the more usual observation of an excess of delayed neutrons integrated over some
period after the AI beam is turned off to incorporate the observation of its time
profile and thus better discriminate this relatively signature from background. The
exact profile of the emitted delayed neutrons is further affected by the time profile of
the AI source. An AI source is usually operated over a period of time, such that the
delayed neutron precursor population gradually builds up. For a continuous source,
this population may be detected once the AI beam is turned off and follows a time
profile [77]:

Rd(t) = B + C

n∑
i=1

εiYi(exp(tb/τi) − 1) exp(−t/τi), (6.12)

where Rd(t) is the detected decaying delayed neutron rate, B is the constant neutron
background, C is a scaling constant, index i is the group number, n is the number
of delayed neutron groups, εi is the detector efficiency for group i, Yi is the β-
delayed neutron yield per fission for group i, and tb is the period over which the
AI beam was turned on. A typical situation is that the AI beam consists of series of
low-duty-cycle micropulses, and in this case it may also be possible to observe the
buildup of delayed neutron emission between micropulses. The buildup profile can
be described as [77]:

Rb(t) = B + C

n∑
i=1

Yiεi (1 − exp(−t/τi)) . (6.13)
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(c)

(d)

Fig. 6.18 β-delayed neutrons observed during the AI beam incidence on natural uranium in
(a) buildup and (c) decay. A comparison of the null result with tungsten is shown in (b) buildup
and (d) decay. The fit to nuclear data is shown in red. Adapted from [77]

Both of these characteristic profiles have been recorded in AI experiments in which
most fissions were induced by fast neutrons and it has been shown that they exhibit
excellent agreement with the time profiles calculated from the available nuclear data
(Fig. 6.18).

An emerging special type of source has been demonstrated which produces a
powerful burst of neutrons on the order of a nanosecond long by accelerating a large
number of ions using an intense laser pulse. Such source has tb ≈ 0 and has recently
been used to detect a clear signal of delayed neutrons [78].

While delayed neutrons have traditionally been detected by counters that employ
3He tubes [79], it has been recently shown that other, 3He-free detectors may
be used to accomplish this goal. In the recent work [73] the novel composite
heterogeneous scintillators [63] have been shown to be capable of detecting the
relatively low-energy neutrons through captures on 6Li in a complex AI radiation
environment immediately after the AI beam is turned off. It has subsequently shown
that delayed neutrons can be detected as a buildup between accelerator pulses and
also through proton recoil if the material is not significantly shielded to thermalize
the delayed neutrons [77]. Ideally, detectors that are highly discriminating in both
recoil and capture mode (triple PSD detectors [66]) may be able to accomplish
the goal of detecting delayed neutrons with higher efficiency, and other simple
sandwich-type designs may be scaled to large, container-like areas for delayed
neutron screening [80].
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6.5.3 Neutron Interrogation with Imaging

Radiation imaging techniques provide an increased ability to detect and characterize
nuclear material such as HEU. Localization of neutrons improves the measured
signal-to-background, which lowers the minimum detectable activity compared
to a technique using count rates. The dual-particle imager (DPI) is a device
ideally suited for this application because it combines localization capabilities
with spectroscopy [81, 82]. Neutron sensitivity is achieved by using two arrays
containing organic liquid scintillators to form a neutron scatter camera [83–86]. A
Compton camera is formed by using the front array of organic liquid scintillators as
a scatter plane and liquid scintillators and NaI(Tl) scintillators in the back array as
the absorption plane.

The DPI detects a neutron by looking for neutron counts that occur in coincidence
between the front and back liquid scintillator arrays. The energy of the incident
neutron can then be calculated using the energy deposited in the first liquid
scintillator, E1:

E0 = E1 + ET OF . (6.14)

ET OF is the energy remaining after interaction in the first detector and is calculated
by using the time of flight between interactions in the two detectors. The scattering
angle of the neutron, θn, relative to the axis between both detectors is calculated
using

θn = cos−1
√

E1/E0. (6.15)

The calculated angle θn defines a conical surface of possible origins for the detected
neutron. Then a superposition of many cones localizes the detected particles, which
is known as backprojection. More advanced image reconstruction methods use
statistical techniques to improve image resolution and signal-to-noise compared to
the result achieved with backprojection. Two such methods are maximum-likelihood
expectation maximization and stochastic origin ensembles (SOE) [87–90].

Experiments using a 13.7-kg sphere of HEU and a portable neutron generator
were conducted to demonstrate performance of the DPI in an AI setting. The neutron
generator was placed adjacent to the HEU sphere and outfitted with a DT target
to produce 14.1-MeV neutrons. The generator was pulsed at a rate of 300 Hz and
emitted approximately 6 × 107 neutrons/s. Because the DPI received direct shine
from the neutron generator, a digital veto was applied in post-processing to remove
neutrons detected during a generator pulse.

Figure 6.19 shows a comparison of three experiments: no HEU present, bare
HEU, and the HEU moderated with 3.8 cm of high density polyethylene (HDPE).
In all three images, reconstructed using the SOE method, the scale is given in counts
per second with a red box overlaid to show the position of the neutron generator and
a green box showing the location of the HEU sphere. When the HEU sample is
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Fig. 6.19 Reconstructed neutron images localizing a 13.7-kg HEU sphere. The overlaid red box
shows the location of the DT neutron generator and the green box shows the location of the HEU
sphere. When no HEU is present the image is blank. Reproduced from Ref. [91]

Fig. 6.20 Reconstructed
neutron spectra for bare and
HDPE moderated HEU. The
spectral shape follows the
expected Watt spectrum for
neutron energies greater than
2.5 MeV. Reproduced from
Ref. [91]

present, the DPI correctly localizes the emitted neutrons. With no HEU present, a
blank image appears, which means that the 14.1-MeV neutrons from the DT neutron
generator are successfully vetoed.

The HDPE moderator increased the detected count rate and produced an image
with less noise surrounding the hot spot. The increased count rate occurs because the
HDPE reflected emitted neutrons back into the sphere, which induced more fission
events. The keff of the HDPE moderated HEU was 0.764 compared to 0.649 for the
bare sphere.1

The fast neutron spectrum created from induced fission is a signature that can
be used to characterize interrogated material. Figure 6.20 shows the reconstructed
neutron spectrum measured by the DPI for the bare and HDPE moderated HEU.
The plot also shows a Watt spectrum, which is the expected spectral shape. Both
spectra follow the shape of the Watt spectrum from 2.5 MeV through 10 MeV. At

1keff values calculated using MCNP6 KCODE.
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Fig. 6.21 A comparison of the neutron die-away for bare HEU, HDPE moderated HEU, and when
no HEU was present. Both the first 3 μs and the full 3000 μs show that a sample with a larger
multiplication will produce a slower neutron die-away. Reproduced from Ref. [91]

energies below 2.5 MeV, detector threshold effects limit detection efficiency, which
causes the discrepancy between the Watt spectrum and reconstructed spectra at low
energies.

Neutron die-away is another signature measured from the interrogated HEU. A
sample with a larger multiplication has a slower die-away of the neutron population
because the fission chains created in the material extend longer in time. To create a
plot of the die-away, the detection times for neutrons detected in the 16 front-plane
liquid scintillators are histogrammed based on the arrival time after the end of the
generator pulse. For each spectrum, the last time bin of the pulse is set to a value of
one.

Figure 6.21 shows a comparison of the normalized spectra for different config-
urations. Neutrons detected from direct shine of the neutron generator are seen at
the negative time values. It is clear from both the plot zoomed in to the first 3 μs
and the plot showing the entire 3000 μs that the neutron die-away is slower for the
HDPE moderated HEU than for the bare sample. However, in the first 3 μs, there is
no discernable difference between the die-away for the bare HEU sample and when
no HEU was present. However, over the course of the entire pulse structure, these
cases can be discriminated, with the bare HEU producing a slower die-away than
the no sample present case.
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6.5.4 Neutron Multiplicity Counting

Neutron coincidence and multiplicity counting are typically used in nuclear safe-
guards and waste management to quantify the mass of spontaneous fission or fissile
nuclear materials, such as plutonium or uranium, in a variety of samples, including
metal samples, fuel pellets, oxides and fluorides.

While radiation emitted by plutonium isotopes may be detected by high-
sensitivity devices in passive mode, radiation signatures from highly-enriched 235U
are virtually impossible to detect with passive measurements. In fact, in this case
the emission consists of a low yield of fission neutrons and γ rays and low-energy γ

rays from the radioactive decay of the actinides, which are easily attenuated by the
sample itself and surrounding materials. For these reasons, AI techniques, whereby
an external neutron source is typically used to trigger fission reactions, are typically
used to perform non-destructive assay of uranium samples [92].

Historically, since the late 1970s [93, 94], AI has relied on 3He proportional
counters, arranged in a well-shaped assembly. The active well coincidence counter
(AWCC), originally developed at Los Alamos National Laboratory [94], is an
instrument used to assay both low and high-enriched uranium samples and includes
42 3He tubes embedded in a polyethylene collar and two AmLi interrogation
sources. The counting cavity is typically surrounded by a cadmium liner, which
prevents thermal neutrons to be back-scattered by the surrounding polyethylene
and induce further fissions in the sample. By removing the cadmium sleeve, the
system is operated in thermal mode, as opposed to the fast mode with cadmium in
place, and the fission rate noticeably increases. Thermal mode operation is suitable
for low-enriched, small samples. Other AI devices based on 3He detectors are
the uranium neutron coincidence collar [3], used to estimate the fissile content in
boiling-water-reactor and pressurized-water-reactor fuel assemblies and the 252Cf
neutron shuffler [93], optimized for 55-gallons waste barrels.

Neutron coincidence counting can be used to quantify the 235U mass in a
sample by measuring the coincidence rate of neutron doubles. Calibration curves,
which relate the neutron doubles rate to the 235U mass, are needed in this case.
This approach yields accurate results if the calibration samples have a similar
composition and geometry as the material to be assayed. However, calibration
curves are not always available and are prone to bias error when the standard
is not representative of the assayed sample. Several counting methods have been
developed to overcome this issue [95, 96]. For example, an active mode multiplicity
analysis was developed which does not rely on a calibration curve. This approach is
similar to the one used for passive assays [18], as it relates measured neutron double
and triplets counts to the sample multiplication and mass. The singles rate typically
is not included in active mode multiplicity analysis, because it is dominated by the
AmLi neutron emission, whereas the coupling effect due to fissions induced in the
sample by the interrogation sources must be taken into account [96].

In an attempt to replace 3He tubes in active coincidence and multiplicity
counters, several detectors have been considered [97], including boron trifluoride
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Fig. 6.22 Three-dimensional view of a fast-neutron multiplicity counter (left), including stilbene
and EJ-309 liquid scintillators while measuring a sample of uranium certified reference material
(CRM) [102] in active mode and detected doubles for CRM with 235U mass in the 0.25–4 kg range
and 93% enrichment (right)

(BF3) proportional counters, 10B lined proportional counters, 10B doped plastic
scintillators, 6Li loaded optical fiber scintillators and 6LiF/ZnS(Ag) based scin-
tillators [98]. These detectors are sensitive to thermal neutrons, so the overall
performances are expected to resemble those achieved by 3He based systems.
A different approach relies on organic scintillators, which are sensitive to fast
neutrons [99, 100]. Fast-neutron multiplicity counters (Fig. 6.22) do not require
moderation and feature a coincidence gate of the same order of magnitude of
the neutron lifetime within the system, i.e. tens of nanoseconds. The coincidence
window is approximately three orders of magnitude shorter than that used in thermal
systems. The measurement is thus less affected by accidental counts, which are the
main source of uncertainty [101].
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Chapter 7
Data Acquisition and Processing Systems

Mark Ellis

Abstract A data acquisition system is required to interpret the electrical signals
produced by radiation detectors when a gamma ray, neutron or other radiation type
interacts with it. The data acquisition system can take on many forms to match
the wide variety of radiation detector types available and the different ways in
which the signals from these detectors can be processed to give information on the
detected radiation. First presented is a detailed overview of a variety of analog data
acquisition topologies ranging from simple radiation event counters through to pulse
shape discrimination. A comparison is then made with the digital counterparts of
these data acquisition topologies, highlighting the relative merits and shortcomings
of both analog and digital implementations. Next, the important factors relating
to how data is processed, stored and transferred through different stages of a data
acquisition chain is discussed and suggestions given on how to avoid bottle-necks
and ensure balanced data flow throughout the system. Also discussed are the key
challenges associated with the design and configuration of data acquisition systems
for active interrogation (AI) environments such as dealing with the high event rates,
capturing the time development of active radiation signatures, and techniques for
working with pulsed interrogating sources.

7.1 Introduction

An electronic system is required to interpret the electrical signals produced by
radiation detectors when a γ ray, neutron or other radiation type interacts with it.
The common term for such electronic systems is data acquisition (or simply DAQ)
and there are many different designs of such DAQ to match the wide variety of
radiation detector types available and the different ways in which the data from
these detectors can be processed to give information on the detected radiation. What
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was once a relatively straight forward component of a radiation detection system,
data acquisition has, in the last decade or so, grown into a significant area of rapid
research and development in its own right. As radiation detectors have become more
sophisticated in terms of complex detection modes and physical arrangement, so too
have the data acquisition systems required to support them.

7.1.1 Gamma-Ray and Neutron Detection

Gamma rays are high energy photons (wavelengths typically less than 10 pm),
which can interact directly with the electrons of an atom. Although a large
number of possible interaction mechanisms are known for γ rays in matter, only
three major types play an important role in radiation measurements: photoelectric
absorption, Compton scattering and pair production [1]. In all cases, photon energy
is transferred to electron energy, which can be directly or indirectly detected in an
electronic circuit.

Neutrons are uncharged particles and so cannot be detected through interactions
with the electric field from the electrons within an atom. Instead, neutrons are
detected through interactions with the nuclei of atoms. There are two primary
interaction types: absorption reactions, where the neutron is absorbed and charged
particles (and photons) are emitted, and proton recoil reactions, where the neutron
elastically scatters with the nuclei. Both of these reactions produce charged particles
that deposit their energy within a detection medium that can be detected with an
electronic circuit [1–3].

7.1.2 Overview of Data Acquisition

In practice, a data acquisition circuit will typically be required for each radiation
detector element in a given system. When a radiation particle interacts with a
detector element, a certain amount of charge is liberated. The result is a short
duration (typically tens of nanoseconds up to several microseconds in duration)
current pulse at the detector element output (the definition of current being charge
per unit time).

The detector systems of interest for AI (and indeed for most neutron and γ -
ray detector systems) will be configured in such a way that the amount of charge
liberated is directly proportional to the radiation energy deposited. The function
of the DAQ circuit is to first detect the radiation event and then measure certain
properties such as the radiation energy. The current pulse seen at the detector output
when, for example, a γ ray interacts with the detector will be similar to that shown
in Fig. 7.1.
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Fig. 7.1 Current pulse from detector resulting from a γ -ray interaction

The traditional method for measuring the particle energy or counting events
within a given energy range has been the analog DAQ chain, which is a series of
analog electronics modules configured to detect and record the events; analog data
acquisition is described in Sect. 7.2. The last decade or so has seen the emergence
and prevalence of digital data acquisition, which has brought about a step change
in the way that radiation detector signals are acquired and processed, offering more
flexibility in the design of radiation detection systems; digital data acquisition is
introduced and detailed in Sect. 7.3. An important part of any data acquisition
system is the way in which data is formatted, stored and transferred to the different
stages of the data acquisition chain. The key areas related to data handling in
both analog and digital DAQ systems are covered in Sect. 7.4. Lastly, Sect. 7.5
is dedicated to the challenges associated with the design and build of DAQ systems
for AI.

7.2 Analog Data Acquisition

As described in Sect. 7.1, a radiation detector is designed to produce a short current
pulse at its output when a radiation particle is detected. Each type of radiation
detector (be it semiconductor-based, a scintillator, proportional counter etc.) will
have its own way of creating this current pulse; which typically involves accelerating
liberated electrons across a potential difference. An example of this pulse generating
mechanism for a scintillation detector (such as a sodium iodide radiation detector),
is shown in Fig. 7.2.

A typical photomultiplier tube (PMT) for a sodium iodide scintillator might
contain 8 or 10 dynodes and offer an electron multiplication factor of the order
of 106; a voltage bias of several hundred volts is typically required across the
dynode chain in order to achieve this high multiplication factor. In a typical setup
(as described above) one might expect to observe something in the region of 1 nC
of charge at the output of the photomultiplier tube for a 662-keV γ ray that deposits
all of its energy in the scintillator. This is a quantity of charge that can be readily
measured by an electronic circuit (the data acquisition system). What has been
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Fig. 7.2 Particle detection and current pulse generation in a scintillator detector

described here is the current pulse the current pulse generation process for a sodium
iodide scintillator but the process would be identical for, say, a liquid scintillator
on the detection of a neutron or γ ray. A semiconductor-based detector such as
High-purity germanium (HPGe) or a proportional counter such as a 3He tube would
generate the current pulse via a different mechanism [1], but the general form of the
current pulse will be the same as that shown in Fig. 7.2.

7.2.1 Detection Mode

There are three general modes of detector operation called pulse mode, current
mode and mean square voltage mode. For AI (and similar applications) it is highly
desirable to operate in pulse mode (as depicted in Fig. 7.2) as this is the only one of
the three modes that preserves information on the amplitude and timing of individual
radiation events [1]. For the remainder of this chapter, the focus will be on pulse
mode detection since the vast majority of AI DAQ systems operate on this basis.

But there may be instances where the other modes may be necessary or sufficient.
Current mode detection produces a continuous signal that is a time average of the
individual current bursts and this average current depends on the product of the
particle interaction rate and the charge per interaction [1]; current mode can be
useful in some scenarios such as when the event rate is too high to get satisfactory
results in pulse mode but where an indication of particle event rate is needed. Mean
square voltage (MSV) mode is an adaptation of current mode where the direct-
current (DC) component of the current mode signal is blocked and the signal of
interest becomes the fluctuation of the current mode signal about its mean value. The
MSV signal is proportional to the particle interaction event rate and, importantly,
proportional to the square of the charge produced in each event. The MSV signal is
thus useful when making measurements in mixed radiation fields where the charge
produced from radiation events from one particle type is different from the charge
produced from another particle type [1].
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Fig. 7.3 Traditional analog data acquisition chain

Fig. 7.4 Charge integration and pulse shaping

7.2.2 The Data Acquisition Chain

The traditional method for detecting and acquiring information on a radiation
particle that interacts with a radiation detector is an analog DAQ chain. This has
the steps of charge integration, pulse shaping and then detecting the peak height of
the resulting waveform from which the energy deposited by the interacting particle
can be inferred; see Fig. 7.3. This method has been the mainstay of neutron detection
and γ -ray spectroscopy for many years. The data acquisition chain shown in Fig. 7.3
is, however, just one of a number of possible analog DAQ chains, all of which are
described later in Sects. 7.2.4–7.2.6.

7.2.3 Charge Integration and Pulse Shaping

The preamplifier and pulse shaping amplifier stages shown in Fig. 7.3 are collec-
tively referred to as charge integration and pulse shaping. This is illustrated in more
detail in Fig. 7.4.

The charge output from the detector must be collected (integrated) for the full
duration of the charge pulse; it is the integrated charge that is proportional to the
particle energy. Hence the full and correct name for this stage in the chain is
the charge-sensitive preamplifier (CSP). The CSP integrates the charge pulse and
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converts it to a voltage signal that can be accepted by the stage that follows. The
CSP will usually have some gain to compensate for the (typically) low charge output
from the detector.

The function of a pulse shaper is to simplify certain amplitude measurements,
improve the Signal-to-Noise Ratio (SNR) of the pre-amplified signal and to bring
the signal back to the baseline more rapidly, ready to accept the next pulse. The
simplest implementation of this is a high-pass filter followed by low-pass filter
(as shown in Fig. 7.4). The basic implementation in electronic components is a CR
filter network (differentiator) followed by an RC filter network (integrator). Shaping
amplifiers today will employ much more sophisticated shaping stages such as nth-
order integrators, but the principle remains the same.

The peak of the shaped signal is smoother than the peak of the pre-amplified
signal and this allows for a more accurate amplitude measurement. The SNR is
improved by tailoring the frequency response of the shaping amplifier to favor the
signal over the noise. The SNR improvement that can be achieved depends on the
specific implementation of the shaping filter but in general an improvement in SNR
comes at the expense of the duration of the shaped pulse. When configuring a
DAQ system, it is typically a trade-off between noise reduction and maximizing
the radiation count rate.

7.2.4 Peak Sensing Analog-to-Digital Conversion

The peak height of the pulse from the shaping amplifier is proportional to the energy
of the interacting particle in the detector (as described in Sect. 7.2.3). A common
implementation to capture this peak height value is to use a unit known as a peak
sensing analog-to-digital convertor (ADC). The peak sensing ADC data acquisition
chain is shown in Fig. 7.5. The first stage of the peak sensing ADC is to hold the
peak value of the voltage pulse from the shaping amplifier. The second stage of the
peak sensing ADC is a fast ADC, which converts this held voltage level into a digital
number that can be stored on a computer or other digital storage device. Following a
suitable calibration (establish the relationship between the recorded ADC values and
deposited energy by using radiation sources of known energy), the digital number
from the ADC can be scaled to give a value in units of energy.

Fig. 7.5 Data acquisition chain based on a peak sensing ADC
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The required resolution (number of digital bits used in the conversion) of the
fast ADC will depend on the energy resolution of the radiation detector. A sodium
iodide detector has an energy resolution in the region of 7% at 662 keV and so
an 8-bit fast ADC is deemed sufficient (up to an energy range of, say, 7 MeV)
to provide adequate energy value granularity in the digital domain to match the
energy resolution that the sodium iodide detector is able to produce; less than 8 bits
would be insufficient to faithfully capture the energy value of a detected particle and
more than 8 bits would yield no additional information on the acquired energy value
(but there may be a cost premium associated with a higher specification ADC). In
contrast, a high-purity germanium (HPGe) detector has an energy resolution in the
region of 0.3% (2 keV) at 662 keV and so a 14-bit fast ADC will most likely be
necessary (depending on the energy range of interest) to provide adequate energy
value granularity in the digital domain. For example, a 14-bit ADC will provide
16,384 (214) digital steps, which, spread over an energy range of, say, 7 MeV gives
a digital step size of 0.43 keV. A digital step size of 0.43 keV is deemed sufficient
compared to the HPGe energy resolution of 2 keV at 662 keV; but one needs to bear
in mind that the required digital step size will be less than 2 keV for lower energy
γ rays (since the energy resolution, in keV, of the HPGe detector will vary as the
square root of the deposited energy [1]).

The ADC stage is usually followed by a multichannel analyzer to get a visual
display of the detected radiation events (see Sect. 7.2.7).

7.2.5 Charge-to-Digital Conversion

The Charge-to-Digital Converter (commonly referred to as a QDC) is a unit
designed to directly integrate the pulse of current from the detector to give a charge
value (which is itself proportional to the energy deposited by the radiation particle).
This QDC-based data acquisition chain is shown in Fig. 7.6. The QDC unit is made
up of two stages; the first stage integrates the current pulse to give a single charge

Fig. 7.6 Charge-to-digital conversion data acquisition chain
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value, which is converted to a voltage level via a Charge-to-Amplitude Converter
(QAC); in the second stage, a fast analogue-to-digital converter is used to convert
this voltage level into a digital number that can be stored on a computer or other
digital storage device.

The QDC requires a charge integration window (a time period over which to
integrate the detector current pulse), which is provided by the timer. The start signal
for the timer is provided by the discriminator (which can be either a leading edge
triggered or a constant-fraction discriminator; see Sect. 7.3.4), which provides a
timer start signal when an input pulse is detected. The delay unit (prior to the QDC)
is necessary to align the current pulse with the charge integration window, as there is
an inherent delay introduced by the discriminator relative to the current pulse. The
notable difference between the QDC DAQ chain and the peak sensing ADC DAQ
chain (described in Sect. 7.2.4) is the absence of a charge sensitive preamplifier,
which can be particularly advantageous where radiation event timing is of particular
importance or where the shape of the current pulse must be preserved (the charge
sensitive preamplifier destroys pulse shape information and also modifies the pulse
timing characteristics). Also, without the long decay time associated with the charge
sensitive preamplifier (typically a decay time constant in the region of 50 μs), the
undesirable effects of pulse pile-up (see Sect. 7.5.2) are also minimized. If the
amount of charge per pulse produce by the detector is small then a current sensitive
linear fast amplifier will be needed to amplify the current pulse to a level that can be
readily accepted by the DAQ electronics; for most photomultiplier-based scintillator
detectors, this pre-amplification is not required.

The QDC stage is usually followed by a multichannel analyzer (MCA) to get a
visual display of the detected radiation events (see Sect. 7.2.7).

7.2.6 Counter-Timer/Scaler

Some applications or experiments only require a simple count of the radiation events
within a certain energy range and the Counter-Timer (commonly referred to as a
Scaler) DAQ chain (shown in Fig. 7.7) might be suitable and sufficient.

The CSP and shaping amplifier stages are exactly the same as that described in
Sect. 7.2.4 for the peak sensing ADC DAQ chain but here the shaping amplifier
output is fed to a single channel analyzer (SCA) unit. The SCA produces an output

Fig. 7.7 Counter-Timer/Scalar data acquisition chain
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logic pulse if the peak amplitude of the pulse from the shaping amplifier falls within
a preconfigured pulse-height window. The lower range of the pulse-height window
is set with a lower level discriminator (LLD) and the upper range set with an upper
level discriminator (ULD); the LLD and ULD will typically be manual control
knobs on the SCA unit. In its simplest form, the counter-timer will provide a visual
readout of the number of detected events via an LED or similar display. Most likely
the counter-timer would also have its own time-base, which allows it to display a
count-rate.

When properly configured and energy calibrated, the counter-timer will incre-
ment each time a radiation particle, within a given energy range, is detected and
will display either the absolute number of detected events or an event rate. It is not
unusual for the SCA and counter-timer to be housed in the same unit.

A distinct advantage of the counter-timer DAQ chain is that it can be set up and
run without the need for a host computer.

7.2.7 Multichannel Analyzer

The multichannel analyzer is a hardware unit that can be used at the back end of
the data acquisition chain to visualize the energy (or indeed any quantity that can be
represented as an analog voltage level) and frequency of radiation events. The MCA
is connected to a computer or some other device that provides a visual display.

The MCA is primarily intended for use with a data acquisition chain of the type
shown in Fig. 7.5, which uses a shaping amplifier followed by a peak sensing ADC
but can be applied to many other types of DAQ chain. In a practical setup the shaping
amplifier would be one hardware module and the MCA would be another hardware
module; in this practical setup the MCA module encompasses the functionality of a
Peak Sensing ADC unit but also has an interface to a computer. The interface to the
computer can take on many forms; the most favored interface for modern systems
is USB (Universal Serial Bus) but the MCA could, for example, be a computer
add-in card that connects via PCIe (Peripheral Component Interface express). The
MCA will be designed to work with a visualization and analysis program running
in software on the host computer. The MCA setup is shown in Fig. 7.8.

Fig. 7.8 Multichannel analyzer implementation
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The displayed output of the MCA is a representation known as an energy
spectrum, which is a histogram of particle energy versus the number of counts
(N ) per energy interval (often referred to as an energy bin or energy channel). The
process is as follows: The MCA accepts individual pulse events from the shaping
amplifier; the maximum amplitude of those pulses is converted to an energy value
and those energy values are added one by one to the histogram (energy spectrum).
So the energy spectrum is built up over time as more radiation events are acquired.
An example energy spectrum can be seen towards the right of Fig. 7.8.

On completion of a data acquisition run, the energy spectrum can be saved as a
simple histogram file so it can be displayed or post-processed in another software
package. In a simple MCA implementation, information on the energy and time
of arrival of each event is thrown away once it has been included in the energy
spectrum; but in recent years MCA implementations have been adapted to run in
a mode known as time stamp list mode, where some information on each radiation
event is retained. The time stamp list mode is discussed later in Sect. 7.3.8.

7.2.8 Multichannel Scaler (MCS)

The multichannel scaler (MCS) is a hardware unit that can be used at the back
end of the data acquisition chain to visualize the time profile of radiation events.
The MCS is connected to a computer or some other device that provides a visual
display. The MCS is primarily intended for use with a data acquisition chain of the
type shown in Fig. 7.5, which uses a shaping amplifier followed by a Peak Sensing
ADC. In a practical setup the shaping amplifier would be one hardware module and
the MCS would be a separate hardware module; in this practical setup the MCS
module encompasses the functionality of a peak sensing ADC unit but also has an
interface to a computer. Similar to the MCA, the MCS interface to the computer
can take on many forms; the most favored interface for modern systems is USB
(universal serial bus) but the MCS could, for example, be a computer add-in card
that connects via PCIe (peripheral component interface express). The MCS will be
designed work with a visualization and analysis program running in software on the
host computer. The MCS setup is shown in Fig. 7.9.

The displayed output of the MCS is a representation known as a time spectrum,
which is a histogram of particle event times versus the number of counts (N ) per
time interval (often referred to as a time bin, time channel or dwell time). The MCS
will have a set number of time channels, governed by the amount of storage memory
in the unit; typically this will be a memory store addressed by a 16-bit bus, which
equates to 65,536 (216) time channels. The dwell time can be chosen to suit the
measurements being undertaken with a typical MCS unit having a dwell time range
of nanoseconds up to many 100s of seconds. The overall experiment time is the
product of the dwell time and the number of assigned channels, which could be
from a few microseconds up to several years. An example time spectrum can be
seen towards the right of Fig. 7.9.
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Fig. 7.9 Multichannel scaler implementation

On completion of a data acquisition run, the time spectrum can be saved as a
simple histogram file so it can be displayed or post-processed in another software
package.

Time spectra are particularly important for AI applications since we are often
interested in the rate of decay of some induce signature. Adaptations of the MCS
for AI are discussed later in Sect. 7.5.4.

7.2.9 Triggering

A trigger is the signal that tells the data acquisition electronics to start acquiring
data. The trigger could come from an external source (for example, an associated
particle tag signal from a neutron generator) or it could be generated from the
radiation current pulse itself (known as self-triggering). When operating in a pulse
detection mode (see Sect. 7.2.1), for the data acquisition topologies described in
Sects. 7.2.3–7.2.8, it is necessary to have one trigger per radiation event, so self-
triggering is the usual mode of operation. Although not explicitly stated or shown in
Fig. 7.5, the peak sensing ADC can usually be configured to operate in either a self-
trigger mode or a gated mode, where a gate signal (with a width that encompasses
the pulse from the shaping amplifier) must be supplied to the peak sensing ADC
unit. Whether or not the ADC is operated in a self-triggering or gated mode is
very much down to the design and needs of the experiment or measurement. If it is
possible to generate an accurate external trigger then this is normally the preferred
trigger solution.

Particular attention is given to the self-trigger mode because the trigger scheme
used can have a significant effect on the quality and accuracy of the data acquired.
As the name suggests, when self-triggering, the trigger must be generated from
the detector output signal itself. An example of where a self-trigger is necessary is
the QDC data acquisition chain shown in Fig. 7.6. The two most common schemes
for self-triggering are Leading Edge Discrimination (LED) and Constant Fraction
Discrimination (CFD).
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Fig. 7.10 Illustration of the leading edge trigger method and how the trigger time is amplitude
dependent

In the LED method, a suitable amplitude threshold is set and a trigger is generated
if the signal crosses this threshold. The threshold is typically set to a level that is
sufficiently clear of any electrical or other noise in the system. The LED trigger
method is reasonably straight forward to implement and is the mode typically used
in oscilloscopes and many commercially available multichannel analyzers. But the
LED method does have its drawbacks particularly if signal timing is of importance.
Consider the case of two different current pulses from the detector, one of low
amplitude and one of high amplitude, as shown in Fig. 7.10. Both pulses have the
same leading edge time constant. With a fixed trigger threshold level it can be
seen that the two current pulse signals cross the threshold at slightly different times
resulting in what is known as time walk; the time that the trigger occurs relative to
the start of the pulse is amplitude dependent. If the timing of the radiation event is
not critical or the amplitude range of pulses is small then time walk may be perfectly
tolerable. However if the arrival time of events is of importance (for example in time-
of-flight measurements or for certain pulse shape discrimination schemes) then the
LED trigger method is inadequate and a more accurate trigger scheme is required.

Constant fraction discrimination [4, 5] is a more sophisticated trigger scheme
that is designed to deal with the issue of time walk and generate a more time-
accurate trigger time than the LED method. The CFD is designed to trigger at
the optimum fraction of the pulse amplitude for any given pulse amplitude. In the
CFD method, an attenuation-summation operation is performed on the current pulse
from the detector to produce a bipolar with a zero-crossing point. The attenuation-
summation operation (with a fraction setting of 0.2) is illustrated in Fig. 7.11.

The current pulse is first attenuated to a fraction of its initial amplitude. The
current pulse is also inverted and delayed. The delay is chosen to make the fraction
point on the leading edge of the delayed pulse line up with the peak amplitude of
the attenuated pulse. The two altered pulses are summed to produce a bipolar pulse.
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Fig. 7.11 Illustration of the constant fraction discrimination trigger method and how the trigger
time is amplitude invariant

The zero-crossing point of the bipolar pulse is used to generate a trigger signal that
is amplitude invariant and has negligible time walk.

LED and CFD stages are typically available as separate DAQ modules but may
also be built into other analog pulse processing DAQ modules.

7.2.10 Dead Time

The dead time of a detector system is defined as the minimum amount of time
that must separate two events in order that they are recorded as two separate
pulses [1]. For the vast majority of radiation detection systems used for radiological
and nuclear security applications there will be a dead time associated with the pulse
processing electronics (where the duration of the shaped pulse sets the minimum
pulse separation before pile-up occurs). There is also a dead time associated with
signal conversion for storage, as the detection system will require a finite amount
of time to perform analog-to-digital conversion and to store data to memory, during
which time no further pulses can be accepted.

There are two commonly used models to describe the ideal behavior of a counting
system known as paralyzable and non-paralyzable response. The behavior of the
two response types are virtually the same at low count rates. In a non-paralyzable
system, an event that occurs during the dead time period is simply lost; so with an
increasing event rate the detection system will reach a saturation count rate equal
to the inverse of the dead time. In a paralyzable system, an event that occurs during
the dead time period will not only be lost but will restart the dead time; so with an
increasing event rate the detection system will reach a saturation point where it will
be totally paralyzed and unable to record any events at all [6].
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Dead time in the pulse processing electronics, as well as pileup, can lead to a
loss of events; it follows that the magnitude of these losses increases with increasing
count rate.

In summary, one should avoid measurement conditions under which dead time
losses are high in order to minimize the errors that occur in making dead time
corrections. When losses are greater than 30–40%, the calculated true count rate
becomes very sensitive to small changes in the measured rate and the assumed
system behavior [1].

7.2.11 Analog Pulse Shape Discrimination

It is fair to say that all of the widely used neutron detection materials have some
sensitivity to γ rays. In some cases the neutron response is the wanted signal and
so the γ -ray response is considered a nuisance. In some cases both the neutron and
γ -ray responses are important in measurements. In either case, it is necessary to
separate the neutron events from the γ -ray events.

For neutron detectors that employ one of the three main nuclear absorption
reaction materials (3He, 10B and 6Li), neutron interactions and γ -ray interactions
deposit different amounts of energy [2]. So, discrimination of neutron and γ -ray
events by energy for these detector types is both feasible and adequate. The DAQ
chains described previously in Sects. 7.2.3–7.2.8 are all suitable for neutron capture-
based detectors and examples of such detectors include 3He tubes, boron-lined tubes
and some LiF/ZnS scintillators. Neutron detectors based on elastic scattering (such
as PSD liquids and PSD plastics) do not enjoy a separation of neutron and γ -ray
events by energy deposition and so some other method must be used to discriminate
the two radiation types. There are some scintillator materials, such as certain types
of liquid hydro-carbons, where neutrons and γ rays give up their energy in different
ways as they traverse the detection medium and this manifests as a difference in
the shape of the light pulse emitted by the scintillator; in these materials, neutrons
produce light pulses with a longer tail (slower decay constant) when compared
with γ rays [7]. The cartoon of Fig. 7.12 illustrates how the PMT current pulse
might look for a γ ray and neutron when viewed on a oscilloscope. In practice the
observable difference in the γ -ray and neutron pulse shapes will be quite small but
this difference has been exaggerated in Fig. 7.12 for the purposes of illustration.

This pulse shape difference can be used as a way of separating neutron and γ -ray
events using a technique commonly referred to as pulse shape discrimination (PSD).
Indeed, with a suitable choice of scintillator material, PSD can be used to separate
many different radiation types (for example, beta particle and γ -ray separation in a
CsI(Tl) crystal [8] and much of what follows in this section can be equally applied to
discriminating radiation types other that neutrons and γ rays. For AI the key focus
is usually on neutrons and γ rays so this will be the focus here.

There are several well established methods for performing PSD with analog
electronics, the most common of which are listed below:
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Fig. 7.12 Illustration of the pulse shapes resulting from a γ ray and neutron as might be viewed
on an oscilloscope

Fig. 7.13 Illustration of the rise time discrimination method for pulse shape discrimination, as
might be viewed on an oscilloscope

• Rise time discrimination
• Zero cross-over/constant-fraction discriminators
• Charge comparison
• Constant time discrimination

In the rise time discrimination (RTD) PSD method, timing measurements are
made on the rising edge of a charge integrated detector pulse [9]. The rising edge
of the charge integrated pulse is a function of the entire time development of the
current pulse from the detector, which will be different for neutrons and γ rays. The
RTD concept is illustrated in Fig. 7.13.

The amount of time taken for the charge integrated detector pulse to rise from
zero to full amplitude (in practice the time interval is measured between 10%
and 90% of full amplitude, or some other suitable percentage) will be different
for neutrons and γ rays and thus this time duration measurement can be used to
discriminate between the two radiation types.

One implementation of a DAQ chain to perform RTD PSD is shown in Fig. 7.14.
Referring to Fig. 7.14, a delay-line amplifier (DLA) is used to shape the preamplifier
pulse to return the signal to the baseline ready to accept the next pulse. By



212 M. Ellis

Fig. 7.14 Rise time discrimination method pulse shape discrimination data acquisition chain

definition, the rise and fall time of the DLA is symmetrical and in principle the
rise time can be measured on either edge of the DLA output signal. In practice
the rise time is measured on the falling edge of the DLA output signal because
the timing measurements are taken at fractional levels of the maximum amplitude,
and the measurement is much simpler to make if the maximum amplitude is known
beforehand. The pulse shape analyzer (PSA) generates a start signal for the time-
to-amplitude converter (TAC) when the falling edge of the DLA output signal
falls below a certain fraction of the maximum amplitude (usually 90%). The PSA
generates a stop signal when the DLA output signal falls below a smaller fraction of
the maximum amplitude (usually 10%). The TAC produces an output voltage level
that is proportional the time interval defined by the start and stop signals, which
in this case is a measure of the rise time of the charge integrated pulse from the
detector. The TAC output can be fed to an ADC and multichannel analyzer (see
Sect. 7.2.7) to produce a histogram of the rise time, which will have a form as shown
in Fig. 7.15. With properly configured hardware, the γ rays and neutrons will fall
into two distributions determined by their rise time differences.

In practice, there is a wide statistical variation in the pulse shapes for both γ rays
and neutrons and separation can only ever be performed to some value of statistical
significance. Moreover, the amount of separation varies with energy; separation is
better at higher energy due to better statistics resulting from the higher number
of scintillation photons generated by the radiation interaction. It follows that the
amount of separation is also dependent upon the characteristics of the scintillator
material and in particular the number of photons produced per keV of deposited
energy. The example of Fig. 7.15 is the rise time histogram that can be expected
for a xylene-based liquid scintillator detector at an energy deposition in the region
of 100 keVee (electron equivalent energy). The width of the γ distribution is in
the region of a few nanoseconds and the neutron distribution roughly an order of
magnitude greater.
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Fig. 7.15 Example of a pulse
shape discrimination rise time
histogram (typical of a liquid
or PSD plastic scintillator)

Fig. 7.16 Illustration of the zero cross-over method for pulse shape discrimination

The delay amplifier output can be fed to a second ADC and MCA to produce an
energy histogram. It is also possible to combine the energy value and rise-time value
for each event to produce a two-dimensional histogram of energy versus rise-time.

In the zero cross-over (ZCO) method the individual pulses from the detector are
passed through an appropriate shaping network (such as a CR-RC-CR network or
a double delay line shaper) to create a bipolar pulse [10, 11]. The time at which the
bipolar pulse crosses zero is an amplitude invariant function of the detector pulse
shape and rise time [12]. The ZCO concept is illustrated in Fig. 7.16. The time
interval between the start of the detector pulse and the zero cross-over point of the
bipolar pulse will be different for neutrons and γ rays and thus this time interval
measurement can be used to discriminate between the two radiation types. The two
Double Delay-Line (DDL) traces in Fig. 7.16 are the results of the two traces shown
in Fig. 7.12 after they have each undergone charge integration and fed through two
stages of a delay-line circuit; the zero cross-over time for the γ -ray pulse is labelled
in Fig. 7.16 and it can be seen that the zero cross-over time for a neutron will be
longer.
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Fig. 7.17 Illustration of the zero cross-over method for pulse shape discrimination

One implementation of a DAQ chain to perform ZCO PSD is shown in Fig. 7.17.
The constant-fraction discriminator (CFD) generates an amplitude invariant trigger,
which serves as a start signal for the Time-to-Amplitude Converter (TAC). The
shaping network contains the circuitry to create the bipolar signal, which would
typically be a charge integration stage followed by a double delay line (but there
are many variations on this circuitry). The shaping network is followed by a zero-
crossing discriminator, which generates the stop signal for the TAC. The TAC
produces an output voltage level that is proportional to the time interval defined
by the start and stop signals. A delay is often needed after the CFD to bring the start
signal into the same time range as the stop signal.

The TAC output can be fed to an ADC and multichannel analyzer (see Sect. 7.2.7)
to produce a histogram of the zero cross-over time, which will look similar to the
form shown in Fig. 7.15 (generated by the rise time discrimination PSD method).
The addition of a QDC stage (see Sect. 7.2.5) would allow one to generate an
energy value and a ZCO value for each event making it possible to produce a two-
dimensional plot of energy versus ZCO.

In the charge comparison method every detector pulse is integrated over a short
time window (short gate) and a long time window (long gate). The relative amounts
of the charge in these integrated gate periods determine whether the event is a
neutron or a γ ray [13]. The charge integration periods of the charge comparison
PSD method are illustrated in Fig. 7.18. The prompt and delayed time periods relate
to the prompt and delayed fluorescence from the scintillator [1].

A single PSD parameter that can be used as a measure of neutron and γ -ray
separation can be calculated as the ratio of the short gate charge to the long gate
charge; or more commonly the ratio of the delayed charge component (see Fig. 7.18)
to the overall charge (the long gate charge).

In the constant time discrimination (CTD) method the amplitude of every
detector pulse is taken at some constant time relative to the start (or trigger point)



7 Data Acquisition and Processing Systems 215

Fig. 7.18 Illustration of the time gates associated with the charge comparison pulse shape
discrimination method. The prompt and delayed time periods relate to the prompt and delayed
fluorescence from the scintillator

of the pulse. The amplitude of the pulse at this constant time value will be different
for neutrons and γ rays since they have different pulse shapes. Although the CTD
method is relatively simple to implement in analog electronics this PSD method
is particularly susceptible to time jitter and the pulse triggering scheme used (see
Sect. 7.2.9) so should be used with caution.

Similar DAQ chain implementations exist for the charge comparison method and
the constant time discrimination method each of which can be used to generate a
histogram plot similar to that shown in Fig. 7.15 to quantify separation between
neutrons and γ rays. The amount of separation that can be achieved will depend on
a number of factors including the detection material itself, the PSD method used
as well as the particular DAQ components chosen and the way in which they are
configured.

PSD in the analog domain can be quite complex in terms of the hardware
required and the expertise needed in setting it up. All of the PSD methods described
here typically require a fair number of individual DAQ modules, which can
rapidly become quite cumbersome especially when one moves beyond a handful
of detection channels. The hardware complexity and high module count associated
with analog PSD is a serious limitation when building the multichannel detector
arrays associated with many AI systems; one is forced down the route of designing
custom DAQ units just to keep the electronics to a reasonable size. The hardware
complexity problem has been addressed quite elegantly with the introduction of
digital DAQ and, in general, PSD can be much simpler to implement in digital
hardware; see Sect. 7.3.7.
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7.3 Digital Data Acquisition

Analog data acquisition systems, as described in Sect. 7.2, are perfectly suitable
and adequate for simple radiation detection systems that have a small number
of detectors but the DAQ system becomes rapidly cumbersome and costly as the
number of detector channels is increased.

The detector systems that are commonly used for AI will typically be made up
of large area detector arrays of which each element will require its own data acqui-
sition channel. Digital DAQ systems are particularly suited to these multi-channel
implementations and significantly outperform their analogue counterparts. Another
significant advantage of digital processing is that the detected radiation events can
be analyzed in far greater detail opening up the possibility of sophisticated detection
algorithms thereby increasing overall detection performance.

7.3.1 Advantages of Digital DAQ

Digital DAQ offers a number of significant advantages over analog DAQ and can
now be considered the DAQ of choice when designing a new radiation detection
system. A summary of some of the advantages of digital DAQ is given below and
the sections of this chapter that follow demonstrate how these advantages have been
realized in modern digital DAQ systems:

• A significant reduction in hardware and compact solutions. A single digital
hardware module is capable of performing multiple functions such as energy
calculations, event timing, counting and pulse shape analysis

• More cost-effective and reliable compared with analog
• Good linearity and stability leads to good reproducibility
• Wider dynamic range and uniformity
• Digital techniques allow better correction of pile-up and noise effects due to

baseline fluctuations and ballistic deficit [1],
• Easy synchronization and correlation over several DAQ channels
• Low dead time in the acquisition leading to high count rates
• Flexibility—algorithms can be tailored (changed and adapted) to better fit the

application
• Tuning and calibration: software programming instead of manual control; faster

and automatic

Despite the huge range of benefits that a digital DAQ system can offer there
are also some disadvantages that one should always be aware of when considering
whether analog or digital DAQ is most appropriate for a given application. Properly
setting up a digital DAQ system requires good knowledge of digital signal process-
ing algorithms and the relevant control parameters; more so than with an equivalent
analog DAQ system. It can take more time for beginners to understand and configure
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Fig. 7.19 Illustration of the sampling process

a digital DAQ system because the user interface generally has more parameters to
vary, the layout is not necessarily standardized and the configuration process is not
always obvious.

7.3.2 Digital Sampling

Digitization is the process by which a continuous time signal is converted to
a discrete time signal. Sampling is performed by measuring the value of the
continuous signal every T units of time, where T is referred to as the sampling
interval. The digitization process results in a sequence of samples (that can be stored
in memory on a digital device) that represent the original signal. The sampling of a
detector current pulse is illustrated in Fig. 7.19, where Si is the sampled value of the
pulse amplitude at sample number i.

For the sampled signal to be an adequate representation of the original analog
signal, there are certain rules that must be obeyed. These rules are fundamental in
ensuring the preservation of information when moving from the analog domain to
the digital domain and result from a subject are known as information theory. Linked
to information theory is the sampling theorem that dictates the minimum sampling
period required to faithfully represent a continuous time signal in the digital domain.

Any continuous time signal can be represented by a summation of sine waves
at different frequencies, each of which represents a frequency component. The
continuous time signal can be represented as a spectrum of frequency components in
what is known as the frequency domain. The continuous time signal is said to reside
in the time domain and it can be converted to the frequency domain via the Fourier
transform [14]. An example of this transform is illustrated in Fig. 7.20, which shows
a time domain signal on the left and its frequency domain representation on the right,
which in this case is composed of four sinusoidal components of varying amplitude
and frequency. These frequency components span a bandwidth, B.
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Fig. 7.20 Time domain and frequency domain representations of a continuous time signal

A signal is said to be band-limited if it contains no energy at frequencies higher
than some bandwidth B. A signal that is band-limited is constrained in how rapidly
it changes in time, and therefore how much detail it can convey in a certain time
interval.

Referring to Fig. 7.19, the Sampling Theorem states that the uniformly spaced
discrete samples are a complete representation of the signal if its bandwidth is less
than half the sampling rate. Put another way, for an exact digital representation of
the continuous time signal, the sampling rate must be at least twice the highest
frequency in that signal; known as the Nyquist rate [14]. So in determining the
required sampling rate for a detector output signal, the main consideration is the
highest frequency component of that signal. The consequence of sampling below the
Nyquist rate is an effect known as aliasing, where different frequency components of
the signal become indistinguishable when sampled. To avoid this problem, a digital
sampling system (such as that described in Sect. 7.3.3) will have an anti-aliasing
filter as its first stage to remove any frequency components that violate the Nyquist
criterion. When choosing or designing a digital sampling system, one should take
care that the anti-aliasing filter is not removing wanted high frequency components.

In practice the sampling rate is chosen to be somewhat higher than the Nyquist
rate to allow for imperfections in the design of the anti-aliasing filter.

7.3.3 The Digitizer

Recent developments in high-speed digitizers have paved the way for a more elegant
hardware solution to the analog DAQ chains presented in Sect. 7.2 particularly so for
DAQ systems with a high number of channels. Digitizers offer a one-box solution
that can be dynamically configured to perform many different DAQ functions. The
analog DAQ chain is replaced by a digital DAQ chain. The essential difference
between the analog and digital systems is that the latter digitizes the detector output
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Fig. 7.21 Digital data acquisition chain

signals very early in the chain (usually at the detector output or just after the charge
integrating preamplifier if one is used in the DAQ chain) and then performs the pulse
processing in the digital domain.

The digitizer is today the core component of most digital DAQ systems. The
analog DAQ chains made up of a series of hardware modules is replaced by a
single hardware digitizer module that performs analog-to-digital conversion as well
as applying digital algorithms. These algorithms mimic the functions of the modules
one would have in an analog DAQ chain such as shaping amplifiers, discriminators,
peak sensing, scalers and charge-to digital converters. A typical block diagram for
a digitizer-based DAQ chain is shown in Fig. 7.21.

The key components of the digitizer are the analog-to-digital (ADC) conversion
stage and a processing stage where different pulse processing algorithms can be
applied to the digitized detector pulses.

The specification of a digitizer is largely defined by the specification of the ADC
and the amount of processing power available to run algorithms. The ADC is largely
defined by the rate at which it samples the input signal from the detector and the
precision to which it produces those samples. The required specification of ADC
is dictated by the frequency content of the input pulse and the energy resolution of
the detector. The faster the time development of the detector pulse, the higher the
sampling rate needed. The required sampling rate can be chosen in accordance with
the sampling theorem described in Sect. 7.3.2. As a guideline, charge integrated
pulses from detectors such as sodium iodide and high-purity germanium have a
time development in the μs range and 100 MSa/s (million samples per second)
is sufficient to digitally capture these signals. The current pulse from a liquid
scintillator or PVT (polyvinyl toluene) plastic has a time development in the range
of 10s to 100s of ns; a sampling rate in the region of 250 MSa/s might be needed
for energy measurements and perhaps 500 MSa/s for Pulse shape discrimination
measurements. The higher the energy resolution of the detector, the more digital
bits needed to faithfully represent the measured energy values. Examples of the
number of ADC bits needed for different detector types can be found in Sect. 7.2.4.
The output of the ADC is a sequence of digital samples (representing the analog
pulse presented at its input) which is fed to the digital pulse processing stage.
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In its simplest form, there is no pulse processing carried out on the digitizer
hardware and the digitized detector pulses are passed directly to a computer, where
the pulse processing can be performed in software. This mode of operation is
commonly referred to as waveform or raw capture mode. The obvious disadvantage
of raw mode is in the sheer amount of data that must be passed between the
hardware and the host computer and this can often preclude real-time operation
of the DAQ system; this issue is discussed in detail in Sect. 7.4. The ability to carry
out pulse processing on the digital hardware itself opens up the possibility of real-
time operation of complex algorithms. Pulse processing is performed on a hardware
chip (integrated circuit), such as a field-programmable gate array (FPGA), and just
the results of those pulse processing algorithm operations are passed to the host
computer rather than the whole digital pulse waveform. Not only can the algorithms
be performed faster in hardware but the amount of data passed to the host can be
reduced substantially, and in the process easing the data transfer specification on
the host interface. The hardware pulse processing device of choice is the FPGA
(but there are alternatives such as microcontrollers, Digital Signal Processors or
Complex Programmable Logic Devices) which is an array of reconfigurable gates
(groups of transistors) that can be programmed (and re-programmed) to form
processing blocks such as logic functions, comparators, latches and memory [15].
These elementary processing blocks are used to build up more complex functions
such as a shaping network, constant fraction discriminator or charge-to-digital
converter.

7.3.4 Triggering

The concepts of triggering are explained in Sect. 7.3.4 and apply equally in
the digital domain. Both the leading edge discriminator and constant fraction
discriminator can be implemented digitally. But digital DAQ systems have the
advantage of being able to store data and “look backwards in time”, and so the
trigger schemes can be more sophisticated if desired. For example, a system can
be set to produce a trigger only if the input signal remains above a fixed threshold
for a certain period of time; or only trigger if a certain amount of time has elapsed
since the previous trigger. With digital systems, it is also relatively easy to generate
a trigger based on the time coincidence of two or more events either on the same
DAQ channel or across different channels of a multi-channel DAQ system. This
can be extended further to generate triggers based on a sequence of events that fit
a certain pattern, which could be a pattern based on, say, the energy of the event or
the particle type. Smart triggering of this type and the benefits that it can bring are
discussed further in Sect. 7.4.
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Fig. 7.22 Digital pulse height analysis data acquisition chain. The processing blocks within the
dotted outline are performed in the digital domain

7.3.5 Pulse Height Analysis

Pulse height analysis (PHA) is the digital equivalent of the analog peak sensing
ADC data acquisition chain described in Sect. 7.2.4. The PHA digital DAQ chain
takes the charge integrated preamplifier signal as its input. The preamplifier signal
is appropriately sampled and the remainder of the processing is performed in the
digital domain. One possible DAQ chain implementation for digital PHA is illus-
trated in Fig. 7.22. The processing blocks within the dotted outline are performed
in the digital domain; for real-time operation these blocks would typically reside
in programmable hardware (e.g. a field-programmable gate array) on the digitizer
module.

The trapezoidal filter creates a trapezoid or flat-top output signal, whose max-
imum amplitude is proportional to the peak height of the preamplifier pulse. The
trapezoidal filter is the digital equivalent of the analog shaping amplifier shown
in Fig. 7.5. The trapezoidal filter is typically composed of the digital equivalent of
a delay line or similar filter network [15], to produce the flat-top output signal.
The width of the flat-top can be controlled, in the same way that the shaping time
can be varied on an analog shaping amplifier. The flat-top should be sufficiently
wide so that its peak amplitude can be sampled accurately; in practice, the peak
amplitude will be taken as the average over a pre-defined number of samples.
The discriminator (which can be either a leading edge triggered or a constant-
fraction discriminator; see Sect. 7.3.4) detects the start of the preamplifier signal.
The discriminator provides a trigger to the clock counter, which counts the number
of events and registers the event time (the time stamp). The trigger is also used as
the timing signal to determine when the Peak Mean stage is to sample the flat-top
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amplitude; the delay can be tuned to make the sample time line up with the centre
of the flat-top. The sampled value is proportional to the deposited charge and hence
the energy of the radiation event.

Depending on the specific implementation, the time stamp and energy value (and
any other relevant information such as the DAQ channel number, event number
or DAQ parameter settings) can be built into a data packet to be sent to the host
computer. The relevant information from these data packets can be taken to form a
list-mode data file (see Sect. 7.3.8), which can be further processed to generate an
energy or time spectrum (histogram).

7.3.6 Charge Integration

Charge integration (CI) is the digital equivalent of the Charge-to-Digital analogue
data acquisition chain described in Sect. 7.2.5. The CI digital DAQ chain takes
the detector current pulse as its input signal. The current pulse is appropriately
sampled and the remainder of the processing is performed in the digital domain. A
typical data acquisition chain for digital charge integration is shown in Fig. 7.23. The
processing blocks within the dotted outline are performed in the digital domain; for
real-time operation these blocks would typically reside in programmable hardware
(e.g. a field-programmable gate array) on the digitizer module.

The charge accumulator essentially sums the digital sample values of the
detector current pulse, which is equivalent to integrating the signal. The Charge
Accumulator requires a charge integration window (a time period over which to
integrate the detector current pulse), which is provided by the timer. The start signal
for the timer is provided by the discriminator (which can be either a leading edge

Fig. 7.23 Digital charge integration data acquisition chain. The processing blocks within the
dotted outline are performed in the digital domain
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triggered or a constant-fraction discriminator; see Sect. 7.3.4), which triggers when
an input pulse is detected. The delay unit (prior to the Charge Accumulator) is
necessary to align the current pulse with the charge integration window, as there
is an inherent delay introduced by the discriminator relative to the current pulse.
The discriminator output also triggers the clock counter, which counts the number
of events and registers the event time (the time stamp). The “raw” digitized current
pulse (waveform) is usually available as an output on such a digital DAQ system
and may be recorded to file for later processing.

Depending on the specific implementation, the time stamp, charge value and
waveform samples (and any other relevant information such as the DAQ channel
number, event number or DAQ parameter settings) can be built into a data packet
to be sent to the host computer. The relevant information from these data packets
can be taken to form a list-mode data file (see Sect. 7.3.8), which can be further
processed to generate an energy or time spectrum (histogram).

7.3.7 Digital Pulse Shape Discrimination

The use of PSD to separate neutrons from γ rays was described in some detail
in Sect. 7.2.11 and a number of analog PSD methods were presented, namely
rise time discrimination, zero cross-over, charge comparison and constant time
discrimination. Any one of these methods may be implemented in the digital domain
because all of the building blocks that make up the analog DAQ chains for each
of these methods can be implemented digitally. Charge integration is the method
that has been most widely adopted for digital PSD and is the method that will be
described in detail here.

The DAQ chain for the charge integration PSD method takes the detector
current pulse as its input signal. The current pulse is appropriately sampled and
the remainder of the processing is performed in the digital domain. A typical
data acquisition chain for charge integration PSD is shown in Fig. 7.24, which is
essentially a modified version of the CI DAQ chain shown in Fig. 7.23 to include
a second charge gate. One gate is used to measure the short duration (or prompt)
charge of the detector current pulse and a second gate used to measure the long
duration (or total) charge; as is required for the charge integration PSD method (see
Fig. 7.18).

The processing blocks within the dotted outline are performed in the digi-
tal domain; for real-time operation these blocks would typically reside in pro-
grammable hardware (e.g. a field-programmable gate array) on the digitizer module.

The charge accumulator sums the digital sample values of the detector current
pulse (which is equivalent to integrating the signal) over the short and long time
windows (charge gates). The two charge integration intervals are provided by two
timers. The start signal for both timers is provided by the discriminator (which
can be either a leading edge triggered or a constant-fraction discriminator; see
Sect. 7.3.4), which triggers when an input pulse is detected. The delay unit (prior
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Fig. 7.24 Digital PSD data acquisition chain based on charge integration. The processing blocks
within the dotted outline are performed in the digital domain

to the Charge Accumulator) is necessary to align the current pulse with the charge
integration window, as there is an inherent delay introduced by the discriminator
relative to the current pulse. The discriminator output also triggers the clock counter,
which counts the number of events and registers the event time (the time stamp).
The PSD stage in Fig. 7.24 calculates a PSD value (a measure of neutron and γ -ray
separation) from the two charge integration values, which is typically calculated as
the ratio of the delayed charge component (see Fig. 7.18) to the overall charge (the
long gate charge).

The “raw” digitized current pulse (waveform) is usually available as an output
on such a digital DAQ system and may be recorded to file for later processing.

Depending on the specific implementation, the time stamp, two charge values,
a PSD value and waveform samples (and any other relevant information such as
the DAQ channel number, event number or DAQ parameter settings) can be built
into a data packet to be sent to the host computer. The relevant information from
these data packets can be taken to form a list-mode data file (see Sect. 7.3.8), which
can be further processed to generate an energy, time or PSD histogram. Further,
one can combine and of these histograms to produce two dimensional (2D) or even
three dimensional (3D) histograms to illustrate the radiation behavior. A useful and
commonly used 2D histogram is energy versus PSD value, which shows neutron
and γ -ray separation as a function of energy. An example of such a 2D histogram is
shown in Fig. 7.25, which is for a hydrocarbon-based liquid scintillator.

7.3.8 Time Stamp List Mode

Time stamp list mode (or more commonly just list mode) is the capability to record
and retain the time and energy of each radiation event (as opposed to traditional
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Fig. 7.25 Two-dimensional
histogram of PSD value
versus energy for a
hydrocarbon-based liquid
scintillator. The histogram
was created using a digital
PSD DAQ chain based on
charge integration

Fig. 7.26 Time stamp list mode data acquisition

multichannel analyzers that throw away timing information and multichannel
scalers that throw away energy information). List mode is most certainly the future
direction of DAQ systems; each radiation event is tagged (as illustrated in Fig. 7.26)
and maintained in a list, which can just be a simple text file on the host computer.
In its simplest form, the list might contain just a time stamp and an energy value for
each radiation event. From the list mode data it is then possible, either in real-time
or offline, to create either the energy spectrum of an MCA (see Sect. 7.2.7) or the
time spectrum of an MCS (see Sect. 7.2.8).

For PSD analysis the list would include additional parameters per event that
describe the shape of the pulse (in the case of pulse shape discrimination based
on the charge integration method the list might include two additional parameters
with values for the prompt and delayed charge; see Sect. 7.3.7).

The main advantage of list mode (compared with DAQ systems that just produce
histograms as their output) is that a much more sophisticated analysis can be
performed on the measurement or experiment data. With list mode it is possible
to produce energy histograms that span a certain time interval or produce time
histograms that cover a given energy range. List mode provides a means of replaying
the entire acquisition and displaying the same information in different ways. For
example, it is possible to post-process the list mode file to identify coincident events
of, say, events of a given energy within a certain time window; the same list mode
file can be parsed multiple times to look at different energy events or different time
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windows. One can also search for patterns such as a neutron event followed by γ

rays of a certain energy within a certain time period. In AI, the time development of
certain radiation events is often of importance and appropriate algorithms can be run
on list mode files to extract such information; this is discussed further in Sect. 7.5.4.

7.3.9 Multichannel DAQ Systems

Any large detector system will be made up of multiple detector elements each
of which will require its own data acquisition channel. There are many reasons
why digital DAQ systems are particularly suited to multi-channel implementations
when compared with their analog counterparts. One of the biggest advantages is the
physical size of the electronics modules needed. A simple analog DAQ chain (for
example Peak Sensing ADC; Sect. 7.2.4) requires at least three different modules
and a more complex analog DAQ chain (for example rise time discrimination PSD;
Sect. 7.2.11) may require six modules or more. With just a few DAQ channels the
total number of modules becomes excessive and for a system with tens or hundreds
of channels, the implementation becomes impractical. Of course there are always
analog modules that combine, say, multiple shaping amplifiers, which can help
to reduce the module count but this only goes part-way to solving the issue. In
comparison, it is already possible to get 8 or 16 channels of digital DAQ on a single
module roughly the same dimensions as a single analog DAQ module. One can
envisage that in future, with advancements in integrated circuit technology, it will
be possible to get more digital channels per module.

Another advantage that digital DAQ has is in the flexibility of the hardware.
The pulse processing functions of a real-time digital DAQ chain will be held in
a programmable device such as a field-programmable gate array (FPGA). The
pulse processing functions can be updated and reconfigured in a matter of seconds
by downloading new functions to the FPGA. This introduces the notion of a
multipurpose multichannel DAQ system, where the DAQ chain implementation
for individual DAQ channels can be tailored to different detector hardware or
experimental configurations.

Other advantages of digital DAQ for multichannel implementations include
the relative ease in which cross-channel processing can be done (for example
coincidence triggering) and being able to update DAQ parameters on a channel-
by-channel basis or on a group of channel simultaneously.

7.3.9.1 Channel-to-Channel Synchronization

A single digitizer hardware module will have a number of identical acquisition
channels (typically 4, 8, 16 or 32 channels on modern digitisers for radiation
detection). The sampling clock and the clock signal required by internal logic and
memory units will typically be generated by a clock tree, which is itself driven by
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Fig. 7.27 Typical clock generation and distribution in a hardware digitizer module

a master oscillator. An example of this is shown in Fig. 7.27. The clock generators
derive the various clock signals needed by the system (typically through cascaded
multiplication and division stages) and importantly these different clock signals are
phase and time aligned. Each channel also has access to the same system clock
counter (which might be centrally located or reside as a separate synchronized unit
on each channel). Each channel will have its own analog to digital converter (ADC),
pulse processor (Proc) and working memory.

Such a clock generation scheme means that signal sampling and data processing
can be handled synchronously. By the very nature of the design of the digitizer,
individual channels will be synchronized to each other and so a time stamp on one
channel can be compared relative to the timestamp on another channel. Channel-to-
channel synchronization is particularly important where, say, signals from a multi-
element detector are being summed or if channel-to-channel event timing is required
(such as for coincidence or time-of-flight measurements).

An issue only arises when channel-to-channel synchronization is required
between two channels on two separate digitizer modules. Each digitizer will have
its own master oscillator so in general both the frequency and phase of the clock
signals on the two digitizers will be different. Furthermore, the notion of “time
zero” on one digitizer will be different for the two digitizers. In summary, the
timestamp of a given channel on one digitizer has no relationship to the timestamp
of another channel on a different digitizer. If more DAQ channels are required than
are available on a digitizer module then some means of synchronizing digitizer
modules is needed. Fortunately there are digitizer solutions available from certain
manufacturers that offer synchronization functionality.

7.3.9.2 Synchronization of Two or More Digitizer Boards

Figure 7.28 details the clock distribution topology between two digitizer modules
in a Master-Slave configuration. A clock input and clock output is provided on each
digitizer module so that the clock signal can be distributed across multiple digitizers.
A multiplexer (MUX) is used to select whether or not a digitizer uses its own internal
oscillator or takes its clock from a master digitizer. The Clock Distributor on the
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Fig. 7.28 Clock distribution topology between two digitizer modules in a Master-Slave configu-
ration

Master board generates the sampling clocks for each of its DAQ channels, which are
inherently synchronized. In addition, the Clock Distributor on the Master provides
an output to feed the Slave board. The Slave uses this input clock rather than its own
internal clock. Further slave digitizers can be added to the external clock chain.

The Master-Slave topology provides a means of synchronising the time-base of
multiple digitizers but the local clock signal on each digitizer will not necessarily
be phase aligned (the rising and falling edges of the clocks will not necessarily line
up); in general, clocks on different digitizers will be out of phase. Depending on the
timing accuracy required, the phase misalignment may or may not be an issue. If
clock phase alignment is required then a phase adjustment mechanism is required;
this can normally be achieved by applying a small delay to the output clock on the
master digitizer. In practice, phase alignment can be a delicate operation and the
exact procedure will be specific to the design of the digitizer.

It has been described how the clocks on two different digitizers can be frequency
and phase aligned but there is the remaining issue of aligning “time zero” across all
digitizers in a Master-Slave configuration. Alignment of “time zero” is necessary so
that the time stamp registers on different digitizers are synchronized. It is usually
insufficient to use a software signal to start the acquisition across multiple digitizers
due to latencies in software and on the digitizer-host interface. The usual method
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for aligning “time zero” is though a cable connection at a hardware level so that all
digitizers see the start signal at the same time.

Clock and timing synchronization across digitizers is very complex and great
care must be taken in matching cable lengths and setting phase delays. At the high
clock rates of 10s and 100s of MHz, signal propagation times along cables become
comparable with clock periods and compensating for cable delays can be difficult.
For these reasons, the external clocks that go from digitizer to digitizer are often
made to run at a lower frequency than the sampling clock of the digitizer. Phase-
locked loops are then used to multiply the external clock frequency to the higher
sampling frequency required by the ADC and signal processing logic.

7.4 Data Processing and Storage

The way in which data is processed, stored and transferred through different stages
is an important consideration in the design of a data acquisition system. This is
particularly so for digital DAQ systems, where vast amounts of data can be moving
through the DAQ chain.

7.4.1 Analog Systems

Figure 7.29 illustrates the flow of data in a generic analog data acquisition system.
Analog processing (such as charge integration and pulse shaping; as described in
Sect. 7.2.3) is performed on the current pulse from the radiation detector producing
an analog value representing a quantity of interest. That quantity could be, for
example, the energy of the radiation event or pulse rise-time for a pulse shape
discrimination measurement. That analog value is converted to a digital value using

Fig. 7.29 Data flow in a generic analog data acquisition system
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an analog-to-digital converter (ADC) and stored in a local buffer on the DAQ
hardware. This buffer will have a certain depth, meaning that it can hold a certain
number of events (ADC values) ready for transfer to the host computer. Event data
from this local buffer is transferred to the host computer via the host interface
(managed by the interface controllers on the DAQ hardware and host computer).

There is a notion here of data being produced by the DAQ hardware and being
consumed by the host computer. The maximum rate (count rate) at which the DAQ
hardware can produce data is limited by the dead time of the DAQ hardware. The
dead time is made up of a settling time for the analog signal, ADC conversion time
and time to clear the circuits ready for the next event. The DAQ hardware dead time
is typically of the order of a few microseconds. The ultimate count rate that can be
achieved is limited by the total dead time of the detection system with contributions
from the detector itself (for example the decay constants of scintillator light pulses),
the front end electronics (for example the time constant of the shaping amplifier) and
the aforementioned digital conversion dead time. Depending on the value of these
dead time contributions, the theoretical count rate could be many tens of kHz or even
hundreds of kHz (however, in practice, the random nature of radioactivity and the
resulting effects of pulse pile-up, will be a further limitation on the achievable event
rate; also, other system design considerations such as maximizing energy resolution
performance will be at the expense of count rate).

The maximum rate at which the digitized event data can be transferred to the
host depends on the maximum data transfer rate of the host interface. The most
favored interface for modern systems is USB (Universal Serial Bus) running in high
speed mode, which has a theoretical data transfer rate of 480 Mb/s (megabits per
second) or 60 MB/s (megabytes per second); the transfer rate that can be achieved
in practice (useable data rate) is about half this value. If it is assumed that each
event (count) produces a digital value of no more than 16 bits (2 bytes) then a USB
interface operating at high speed could sustain an event rate of around 15 ME/s
(million events per second), which is significantly higher than the rate that the DAQ
hardware is able to produce. In practice the data transferred to the host may contain
supplementary information or metadata but even taking this into account, the USB
host interface is more than good enough to support a single channel of analog DAQ
hardware. Indeed, many analog DAQ channels can be supported over a single USB
connection.

As mentioned earlier, the DAQ hardware will have a data buffer, which should
be sufficiently deep to allow for the fact that the host computer is invariably not a
real-time system. The buffer is a “holding bay” for the digital event data for those
periods of time where the host interface controller at the host end is either preparing
for a data transfer or busy due to another host system operation.
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7.4.2 Digital Systems

Figure 7.30 illustrates the flow of data in a generic digital data acquisition system.
Unlike analog DAQ systems, the current pulse from the radiation detector (or the
charge integrated pulse following a charge sensitive preamplifier) is converted to
a digital waveform and the remainder of the DAQ processing is carried out in the
digital domain. It is possible that those digital waveforms could be passed directly to
the pulse processor stage but it is more usual that the digital pulse waveforms will be
held in a local waveform buffer. This buffer will have a certain depth, meaning that
it can hold a certain number of pulse waveforms ready for the pulse processor stage.
This buffer will also have a certain width, which is equal to the number of samples
in the pulse waveform. Each sample will have a number of bits (binary digits). This
buffer arrangement is illustrated in Fig. 7.31, where waveform S0 has samples S00
through S0n (where n is the number of samples per waveform) and each sample is a
16-bit (2-byte) number. The buffer can hold a maximum of m waveforms.

Fig. 7.30 Data flow in a generic digital data acquisition system

Fig. 7.31 Example of the arrangement of sample data in the local waveform buffer
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The width of the buffer is equal to the pulse duration divided by the ADC
sampling period. The number of bits in each sample depends on the bit resolution of
the ADC. As an example, consider a detector current pulse of 1 μs being sampled at
500 MSa/s by a 14-bit ADC. The sampling period is 2 ns (reciprocal of the sampling
rate) giving a buffer width of 500 samples, which will be taken as 512 samples
since memory arrangements work better in powers of 2. The depth of each sample
is traditionally stored in units of bytes (8 bits) so each 14-bit sample will occupy 2
bytes of memory. If we wanted to store, say, up to 256 waveforms in the local buffer
then this would require a memory storage block of 256 kB.

The local waveform buffer is made sufficiently deep to allow the pulse processor
stage time to perform whatever functions are necessary on the raw waveforms. If
the pulse processor can operate in real-time or near real-time then the buffer can be
quite shallow because the waveforms can be processed at the same rate (or similar
rate) at which they arrive from the ADC. However, there is a mode of operation
where the raw waveforms are passed directly to the host without any (or very little)
processing on the DAQ hardware and in this case the buffer needs to be sufficiently
deep to allow for the host interface data transfer speed and latency; and to allow
for the fact that the host computer is invariably not a real-time system. It is worth
exploring the raw waveform mode a little further to understand the data transfer
rates involved. Expanding on the example given earlier of a 1 μs being sampled
at 500 MSa/s by a 14-bit ADC, the theoretical pulse waveform storage rate is 1
million pulses per second (reciprocal of 1 μs). At 1 kB per waveform, the theoretical
incoming data rate from the ADC is approximately 1 GB/s (gigabytes per second),
which is approximately 30 times greater than the 30 MB/s or so that can be sustained
over a USB interface running in high speed mode. Indeed, 1 GB/s would even
be challenging for USB running in super speed mode (theoretical transfer rate of
640 MB/s; commonly referred to as USB 3.0). Furthermore, the DAQ system is
likely to have more than one channel. So it can be seen that sustained throughput
of waveform data is challenging at best. Fortunately in AI, advantage can be taken
of the burst nature of radiation (e.g. pulsed interrogation from a linear accelerator
and the resulting bursts of induced radiation) to avoid overflow of the waveform
local buffer. The buffer needs to have sufficient depth to acquire the detector pulses
resulting from a single interrogating pulse; the waveform data can be processed
and/or sent to the host in the intervening time before the next interrogating pulse
arrives. Pulsed interrogation is discussed further in Sect. 7.5.5.

Referring once again to Fig. 7.30, the pulse processor (which is typically a field-
programmable gate array) operates on the data in the local waveform buffer to
perform functions such as PHA, CI and PSD; as described in Sects. 7.3.5–7.3.7. The
pulse processor will have some working memory to hold parameters and calculation
results from the signal processing operations performed. The working memory
would most likely be internal to the FPGA or might be a combination of internal and
external memory. The result of the pulse processor will be a handful of values for
each processed waveform; for example, the energy and time of arrival of the event
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or the PSD value. These values are stored in another local buffer, similar to that at
the final stage of the analog data acquisition data flow diagram of Fig. 7.29. This
buffer will have a certain depth, ready for transfer to the host computer. Event data
from this buffer is transferred to the host computer via the host interface (managed
by the interface controllers on the DAQ hardware and host computer). Similar to
the description in Sect. 7.4.1, there is a notion here of data being produced by the
DAQ hardware and being consumed by the host computer. The buffer is a “holding
bay” for the post processing results data (timestamps, energy values etc.) and should
be sufficiently deep to allow for the fact that the host computer is invariably not a
real-time system.

Returning once again to the example given earlier, the pulse processing results
for, say, a charge integration digital DAQ chain is a timestamp and a charge value.
The timestamp might be a 32-bit (4 byte) number and the charge value a 16-bit
number. Comparing these 6 bytes with the 1 kB needed to represent the whole pulse
waveform, that’s a ratio of more than two orders of magnitude. Looking at it a
different way, the data transfer rate to the host for our theoretical event rate of 1
million pulses per second, reduces from 1 GB/s (for the raw pulse waveform) to
6 MB/s (for the timestamp and charge value). In practice the data transferred to
the host may contain supplementary information or metadata, which will modify
these data rate numbers to a certain extent but the basic argument still holds true.
The relative merits of waveform output versus pulse processed values are discussed
further in Sect. 7.4.4.

It can be seen that data flow management is a major consideration in the design
or choice of a digital DAQ system. The size of the various buffers and data transfer
rates of the busses and interfaces that run between them must be carefully specified
or chosen to achieve a balanced system. Invariably there will be a limiting factor (or
bottle-neck) that will affect the overall performance of the DAQ system; depending
on the particular measurement or experimental configuration, it could perhaps be a
buffer size, a bus speed or the processing speed of the pulse processor that is this
limiting factor. The data processing chain is only as strong as its weakest link and
the result of any link not performing to the required level is loss of data (usually the
overflow of a data buffer).

Figure 7.30 is a simplified representation of a digital data processing chain
but in practice there are various techniques that can be employed to alleviate
potential bottlenecks in the chain. For example, depending on the pulse processor
architecture, it may be more efficient to process multiple samples or waveforms in
parallel or use pipe-lining techniques to make best use of processor clock cycles.
There may be DAQ hardware user configurable parameters that can be set to make
the most efficient use of available memory or control data transfer modes (e.g. data
block size and frequency of transfer). Individual DAQ systems vary greatly in their
implementation and so a detailed description is not possible here, but one should be
aware that the default settings of such configuration parameters may not be optimal
for a particular measurement or experiment and should be adjusted accordingly.
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7.4.3 Data Formats and Data Storage

Choices can be made on the format of digital data and the manner in which that data
is stored and manipulated. There are advantages and disadvantages of different data
formats. It was described in Sect. 7.4.2 that pulse waveform samples are a digital
value, typically ranging from 0 to 65,536 (a 16-bit value). When stored in DAQ
hardware memory (for example in the local waveform buffer) this 16-bit value will
occupy 2 bytes. But if that sample value is transferred to the host computer then
most likely we will want that value to be stored in a file on the computer data storage
drive. The two most common formats for storing that data is ASCII or binary. ASCII
stands for American Standard Code for Information Interchange and is the most
common format for storing text files on a computer. Each sample value is converted
to a decimal number and stored in a text file typically with a space character or
carriage return after each sample; that file is human-readable and can be opened
with any standard text reader or editor. In binary format each sample is stored as a
native binary number and stored in a file as a contiguous sequence of binary values.
The binary file is not human readable and one needs to know the specific format for
that file in order to read or process it.

The advantage of the ASCII format is that it can be read like a normal text file
and the sample values just read as a sequence of numbers. Of course, one needs
to know such information as how many samples there are in each waveform but
this information if often included as ASCII metadata at the start of the file. The
disadvantage is that ASCII characters on average take up more file space compared
with a binary file. The ASCII file is also of variable length whereas the binary file
is of fixed size for a given number of samples. As a simple example, if the sample
values were to be stored as 16-bit values then in binary format each possible sample
value from 0 to 65,536 will occupy just two bytes each; the equivalent ASCII file
would have sample values of either one, two, three, four or five characters depending
on the sample value. The size of an ASCII file can vary depending on the data being
stored but in practice ASCII files tend to be two or three times larger than a binary
file containing the same information. If waveform data files are several megabytes
or gigabytes in size then there are clear advantages for using a binary file format.
But, as mentioned earlier, the disadvantage of using binary files is that one must
keep a separate record of the file format because it will not ordinarily be possible to
read or process the file without knowledge of the file format. The same principles
of ASCII versus binary apply to the storage of other data such as charge values or
timestamps. The binary format can be taken several steps further to minimize file
sizes and this is described in Sect. 7.4.5.

7.4.4 Real-Time Versus Offline Processing

Analog systems of the type described in Sect. 7.2 are, by their nature, real-time
systems. Real-time means that detector pulses are being captured, processed and
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stored on the host computer at the same rate that the pulses are occurring. It was
explained in Sect. 7.4.1 that there is at least one local buffer in the hardware of an
analog DAQ system to help with the flow of data to a non-real-time host computer.
But the DAQ hardware itself runs in real time and on average, the whole DAQ
chain from the arrival of pulses from the detector to writing processed data (e.g.
energy value, event time or pulse rise time) to file can be taken as running in real-
time. Digital DAQ systems based on digitizer hardware (as described in Sect. 7.3.3)
produce vast amounts of data (in particular the sampled waveform data) and real-
time operation is more of a challenge. Where it is neither possible nor necessary
to process the data in real-time, one can transfer the raw waveforms to the host
computer and the pulse processing algorithms can be run there. Offline processing
gives the option of running more sophisticated algorithms (perhaps taking much
longer to run but producing more precise results) in non-real-time and it is also
possible to “replay” the same data using different algorithms.

Historically (less than a decade ago), the normal operational mode for a digital
DAQ system would be to collect sampled waveform data using digitizer hardware
and passing this data directly to the host computer to perform the pulse processing,
which might be PHA, CI or PSD. It was explained in Sect. 7.4.3 how there
are challenges associated with the interface bandwidth required to transfer raw
waveform data to the host. As DAQ hardware waveform sampling rates and sample
resolution continue to increase (as digitizer hardware technology advances), greater
demands are placed on the host interface bandwidth. So the host interface is one
limitation in the ability to process data in real-time when running in raw waveform
(offline) mode. Another limitation is the speed at which the host computer can run
the required pulse-processing algorithms, meaning that the host computer must be
well specified and configured to maintain sensible processing times.

The way to avoid these limitations associated with the host interface bandwidth
and host computer processing power is to perform the pulse processing on the DAQ
hardware itself; this is described in Sect. 7.4.2. It is only in the last 5 years or
so that DAQ hardware pulse processing has become widely available in everyday
off-the-shelf digital DAQ systems. In particular, digitizer hardware technology
has evolved to include programmable hardware integrated circuits (typically field-
programmable gate arrays) that are specialized in digital pulse processing and
can run in real-time. With an FPGA-based digitizer, the pulse processing is off-
loaded from the host computer to the DAQ hardware with only basic control data
(very low bandwidth) flowing between the host computer and DAQ hardware.
There are however challenges in developing efficient pulse processing algorithms
that are capable of running in real-time. There are also challenges in creating
firmware (software programmed into read-only memory) code that can fit in the
limited space and use the limited resources available on a typical cost-effective
FPGA. But, as always, there are advantages and disadvantages of operating a digital
DAQ system in real-time versus offline mode. The advantages have already been
discussed in Sect. 7.4.2, but the main disadvantages are a loss of data fidelity and an
accompanying loss of flexibility in how data is processed, stored and (potentially)
post-processed.
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To explain the relative merits in terms of data storage and processing for real-time
versus offline operation, we have to look at how and where data is stored through
a DAQ processing chain. We start by looking at how data might be stored with
an analog DAQ system compared to a digital one. With an analog system the data
values transferred to the host (e.g. energy, event time or pulse rise time) are typically
built into a histogram and then that data value is thrown away. The histogram
file that is eventually written to file will be of a (preconfigured) fixed number of
histogram channels (or “bins”). With a 14-bit analog to digital converter this would
be 16,384 bins (214) and in an ASCII file format the histogram would just be a list
of 16,384 numbers representing the number of counts (radiation events) in each bin.
This histogram file would perhaps be just a few tens of kilobytes in size, which by
modern standards is a tiny file. Moving on to digital DAQ systems, the detector data
could be stored as raw waveform samples (which takes up a significant amount of
file space; see Sect. 7.4.2) or as list mode data (which takes up perhaps two or more
orders of magnitude less file space than raw waveforms); or the same data can be
reduced to a histogram file that is many more orders of magnitude smaller again. But
the reduction in file space in moving from waveforms to list-mode to histograms is
accompanied by a commensurate loss of information; if one is only interested in,
say, a time spectrum or an energy spectrum then the histogram format would be the
best solution for long-term storage of measurement data. But if there is a need to
post-process the data at a later date (for example to generate an energy spectrum
for just a particular time interval) then one would want to keep data in list mode
format but at the expense of using more file space. In the case of histogram mode or
list-mode, operation in real-time, with the pulse processing performed in hardware
would be the preferred solution because it is not a problem that the waveform data
gets thrown away.

However, if there is a need to post process the data to, say, apply an alternative
pulse shape discrimination algorithm then one must transfer the raw pulse wave-
forms to the host computer to store to file (which invariably means that real-time
operation is challenging or not possible at all).

7.4.5 Data Reduction

Section 7.4.2 highlighted the challenges that can be encountered storing and
transferring the large amounts of data often associated with digital DAQ systems,
particularly those systems with high sampling rate and high sample resolution.

It can be advantageous to the data throughput and data management of such
systems to reduce the amount of data to be processed, transferred or stored. Data
reduction can be achieved in many ways ranging from more efficient methods of
arranging a given set of data through to eliminating superfluous data altogether.
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There are several techniques that can be used to achieve data reduction in digital
DAQ systems, the most noteworthy are listed below but many other techniques
exist:

• Smart triggering
• Data cuts
• Data packing
• Data compression
• Partial waveform capture
• Waveform parameters

Smart triggering is a general term applied to triggering schemes that are more
sophisticated than the standard trigger mechanism where each pulse that meets
the trigger criteria (either leading edge or constant fraction discrimination; see
Sect. 7.3.4) is duly processed by the rest of the data acquisition chain. One example
of smart triggering is hardware coincidence logic where a pulse is only processed
if it occurs within a given time window of another pulse (either on the same DAQ
channel or a different DAQ channel). For analog DAQ systems, additional hardware
modules are required to implement this coincidence logic, which ensures that data is
only recorded for those pulses that meet the coincidence criteria and thereby reduces
the amount of data being passed to the host computer. In a digital DAQ system the
coincidence logic can be implemented in re-configurable logic (for example, a field-
programmable gate array) at an early stage of the digital DAQ chain; pulses that do
not meet the coincidence criteria are discarded as early as possible to reduce both the
load on the hardware pulse processing and the transfer of data to the host computer.
Hardware coincidence logic can be particularly effective in a detector system where
the radiation rate is very high but the wanted events are just a small fraction of those
radiation events that initially trigger the DAQ system.

Other examples of smart triggering are where a trigger is produced only if the
input signal remains above a fixed threshold for a certain period of time, or only
trigger if a certain amount of time has elapsed since the previous trigger. Another
example is that the DAQ system be configured to only trigger if it detects a sequence
of events that fit a certain pattern, which could be a pattern based on, say, the energy
of the event or the particle type (for example a neutron followed by a gamma ray
above a certain energy). These types of smart triggering schemes are generally
reserved for digital DAQ systems, which have great flexibility in implementing
the logic and memory allocations required. But these sophisticated schemes require
careful implementation in the DAQ hardware if they are to be effective in reducing
the data at the appropriate stages in the DAQ chain and thereby easing the processing
load on the DAQ system overall.

Data cuts generally operate much further along the DAQ chain than smart
triggering and the main aim with data cuts is to reduce the load on the host interface.
As described in Sect. 7.4.2, host interface bandwidth limitations are more of an issue
with digital DAQ rather than analog DAQ. Referring to Fig. 7.30, with data cuts,
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pulse-processed data (e.g. charge value, timestamp or PSD value) is only transferred
to the host if it meets certain pre-specified criteria. For example, the system can
be configured to only transfer events that are classified as neutrons based on the
PSD value. In a radiation environment that is heavily polluted with (potentially
unwanted) gamma rays, this can bring about a significant reduction in data transfers.
As another example, the system can be configured to only transfer events that are
above a certain charge threshold; this can be particularly beneficial in a pulse shape
discrimination system where a standard voltage threshold (as used for leading edge
and constant fraction triggering schemes) is not suitable for masking out unwanted
low energy events.

More effective than cuts to the pulse-processed data are cuts to the waveform data
associated with that pulse-processed data. That is, a waveform is not transferred to
the host unless the pulse-processed data resulting from that waveform meets certain
pre-specified criteria. Since waveform data can be many orders of magnitude greater
that pulse-processed data (as described in Sects. 7.4.2 and 7.4.4), the load on the host
interface can be reduced significantly.

Data packing is a technique that can be employed to make best use of the
space available for data storage. This space could be memory blocks on the DAQ
hardware, random access memory (RAM) on the host computer or file storage space.
Commercially available storage memory is almost exclusively configured as storage
elements that are multiples of a byte (8 bits); it was mentioned in Sect. 7.4.2 that
a 14-bit value from an analog-to-digital (ADC) conversion would most likely be
stored in 2 bytes, which means that 2 bits (12.5% of the available memory) are
effectively wasted for each 14-bit value that is stored. A way to avoid this wastage
is to pack data to fill all of the available bits; this is depicted in Fig. 7.32, where eight
14-bit samples (S0 through S7) are packed to fit the space that would normally hold
seven 14-bit samples.

Fig. 7.32 An example of data packing for 14-bit data values. Eight 14-bit samples (S0 through
S7) are packed into the space of seven (2-byte) words. The subscript notation indicates the range
of bits for a particular sample
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Data packing is most effective for data values that just exceed a byte boundary.
For example, in a DAQ system with a 10-bit ADC, 6-bits (37.5% of the available
memory) are wasted for every stored event, which is a significant amount of storage
space; but that wasted space can be clawed back utilizing data packing. Data packing
not only makes more efficient use of data storage space but also reduces the data
transfer bandwidth requirements by the same factor as the data space savings.
Data packing can yield big savings in data storage and data transfer bandwidth
requirements but the disadvantage is that the data value boundaries have to be
carefully managed and there can be circumstances where the management overhead
can out-weigh the savings.

Data compression is a general term used to describe techniques that can be
applied to data to reduce the amount of space it occupies in storage memory and
reduce data transfer bandwidth required. Examples of data compression that might
be suitable for DAQ systems include run-length encoding (RLE), Huffman coding
and zero suppression, which are all lossless compression techniques (meaning that
there is no loss of information in the compression process) [16]. Data compression
offers savings in data storage and data transfer bandwidth requirements but the
disadvantage is that compression and decompression algorithms take up processing
time themselves and there can be circumstances where the compression overhead
out-weighs the savings.

Partial waveform capture is a compromise to full waveform mode in digital DAQ
systems (described in Sects. 7.4.2 and 7.4.4). Instead of transferring all samples
of the complete pulse waveform to the host computer, only the relevant parts of
the waveform are transferred. For example, if the rising part of the detector pulse
is the only part of interest then the host interface bandwidth requirements can be
alleviated somewhat by not having to transfer all of the samples that make up the
complete pulse. As the rising part of the waveform is generally much shorter than
the falling part (the pulse decay), the data transfer bandwidth requirement can be
reduced by a substantial factor. In a more sophisticated DAQ implementation, it
is also possible to capture more than one section of the detector pulse waveform
(for example, to capture the baseline prior to the pulse rise, or the region around
the pulse peak, or maybe sections in the pulse tail for the identification of pulse
pile-up). Another partial waveform capture technique is to decimate (only retain
every nth sample, where n is the decimation factor) some parts of the waveform
(typically those parts that are slow moving and so do not require a high sampling
rate). In summary, with partial waveform capture it is possible to capture enough
of the pulse waveform to allow some offline post-processing (see Sect. 7.4.4) but
without suffering the problem of excessive data transfer to the host computer.

Lastly, the detector pulse can be represented by a number of values that describe
the pulse waveform. In comparison with partial waveform capture, a value is
calculated to represent a section of the pulse waveform rather than capturing all
of the samples that make up that section. A range of waveform samples is replaced
with a single value giving a reduction in data. As an example, consider the pulse
waveform shown in Fig. 7.33.



240 M. Ellis

Fig. 7.33 An example of pulse waveform representation as a series of values that capture features
such as pulse gradient, charge integration and peak amplitude

This example shows multiple values based on the pulse gradient, charge inte-
grated periods and also the peak amplitude (but there are many other features that
could be represented by a value). The idea here is that the calculations for these
values are performed in real-time on the DAQ hardware resulting in a reduced set of
data to transfer to the host (compared with transferring all of the samples of the pulse
waveform). Calculating values in this way is just an extension to the time stamp list
mode (TSLM) representation described in Sect. 7.3.8; the difference here is that
the list of values are more extensive and can be customized to suit the application.
With the use of multiple values to represent certain features of a pulse waveform,
it is possible to capture enough of the waveform features to allow some reasonably
detailed offline post-processing (see Sect. 7.4.4) whilst at the same time maintaining
a very low data transfer rate to the host computer.

Some of the data reduction techniques described in this section (namely, basic
smart triggering, data cuts, basic partial waveform capture, some compression
algorithms) are readily catered for on some commercial digital DAQ systems. But
other techniques require modification to the hardware pulse processor firmware
(typically code running on a field-programmable gate array) of commercial DAQ
systems or would have to be realized through a custom digital DAQ implementation.

7.5 AI Data Acquisition Challenges

This section covers some aspects of DAQ system design and configuration that are
of particular importance and relevance to AI.

7.5.1 Event Rate

The single most challenging issue with DAQ systems for AI is the event rate
both from the interrogating source and the radiation induced in the material under
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inspection. The radiation particle rates that might be encountered in an AI system
(such as the nuclear car wash [17, 18]) very much depends on the particular
configuration and position of the source and detectors. But it is not unusual to see
both neutron and photon rates of the order of 103–105 s−1cm−2 at several meters
stand-off, particularly in the immediate microseconds and milliseconds following
an interrogating pulse. Such high count rates induce unwanted effects in any DAQ
system, analog or digital.

The obvious effect of a high count rate is pulse pile-up, which is discussed in
Sect. 7.5.2. Another less obvious effect is in how the baseline estimation calculations
for the incoming detector pulse can be upset; this is covered in Sect. 7.5.2.1.

Another obvious adverse effect of a high event rate is in the high resulting data
rate that must be processed, transferred and stored throughout the DAQ chain (see
Sect. 7.4).

7.5.2 Pulse Pile-Up

The interfering effect between successive pulses from a detector is commonly
referred to as pulse pile-up. Since radiation events are random, pile-up can in theory
occur even at low count rates, but in practice pile-up only becomes significant at
higher counting rates.

7.5.2.1 Pile-Up in Analog DAQ Systems

In analog DAQ systems, pile-up phenomena are of two general types: The first type
is known as tail pile-up and is a result of (charge integrated and shaped) detector
pulses being superimposed on a voltage or current offset from a preceding pulse.
This superposition results in a change in the pulse height, which manifests as a
shift in its measured energy. Figure 7.34 illustrates the case of pulse pile-up due to

Fig. 7.34 Tail pile-up resulting from undershoot of a preceding pulse in an analog DAQ system
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undershoot of a preceding pulse. In the figure, the second pulse is superimposed on
the tail of the first pulse and so the peak amplitude (as measured relative to zero)
is higher than it should be, giving a false energy value. The pile-up effect can be
compounded for successive pulses.

One remedy for tail pile-up is pole-zero compensation. As described in
Sect. 7.2.3, the output signal from the charge sensitive preamplifier is shaped with a
multistage CR-RCn network into a near-Gaussian pulse waveform. The assumption
in the design of the shaping network is that the input signal is a step voltage, but in
reality the preamplifier has an appreciable decay (typically a 50 μs decay constant)
that has a measurable effect on the response of the shaping network [1]. The result
is that the tail of the shaped pulse will show an undershoot (zero crossover) before
returning to the baseline. The way to remedy this undershoot is to introduce a pole-
zero compensation resistor across the capacitor of the first stage (differentiator) of
the shaping network (see Fig. 7.4), which modifies the transfer function accordingly
and compensates for the undershoot. Overcompensation however, will result in
overshoot (the shaped pulse not returning to the baseline quickly enough; as
depicted in Fig. 7.34). Both overshoot and undershoot can lead to the undesirable
effect of tail pile-up.

The second type of pulse pile-up is known as peak pile-up and occurs when two
pulses are sufficiently close together to be counted as a single pulse. The apparent
pulse amplitude will be equivalent to the sum of the two individual amplitudes
giving an energy value that is the sum of the energy of the two individual events.
In an analog DAQ system there is little that can be done to detect and/or remedy
peak pile-up, but one can limit the effects of peak pile-up by suitable design and
configuration of the setup to keep pulse durations short and event rates low at the
DAQ input.

7.5.2.2 Pile-Up in Digital DAQ Systems

In a digital DAQ system, the current pulse (or charge integrated pulse) from
the detector is digitized and the pulse processing is carried out on that digitized
waveform. Following a trigger, an acquisition window is opened and the analog
waveform is sampled for a predetermined number of samples (known as the
record length). Pile-up is said to have occurred if another pulse arrives within the
acquisition of the preceding pulse. Some examples are illustrated in Fig. 7.35.

For both PHA and CI digital DAQ topologies, the presence of an unwanted pulse
within the acquisition window can result in an erroneous calculation of the charge
value or energy value. For the PSD digital DAQ topology, the erroneous calculation
of a charge value directly affects the calculated PSD value and results in particle
discrimination performance degradation.

The solution for pulse-pile up in digital DAQ systems is to employ algorithms
that operate on the contents of the acquisition window prior to the pulse data
being passed to the pulse processing stage. These algorithms typically fall into two
categories: Pile-up rejection and pile-up correction. A pile-up rejection algorithm
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Fig. 7.35 Pulse pile-up in the acquisition window of a digital DAQ system

will search for the presence of additional pulses within the acquisition window and
rejects the entire record (data packet) if it fails to meet the rejection criteria (the
rejection criteria is set according to the level of DAQ performance degradation due
to pile-up that can be tolerated for a particular measurement). A pile-up correction
algorithm is more sophisticated and will attempt to not only identify the presence of
additional pulses within the acquisition window but also attempt to either remove the
errant pulse(s) or separate the superimposed pulses into individual pulses that can
be passed to the pulse processor in turn. There are many well established techniques
and algorithms for combatting pulse pile-up, with new algorithms being developed
all the time [19–21].

7.5.3 Baseline Estimation

In any DAQ system, the measurements on the detector current pulse (or the charge-
integrated pulse) are made relative to a baseline (that is taken as the zero reference
for any amplitude measurements). In an analog DAQ system, this baseline is
generally fixed with perhaps some rudimentary baseline compensation control. In
a digital system, the baseline can be fixed, but more usually the DAQ attempts to
make baseline estimation measurements when there are no incoming pulses (i.e.
the baseline is continually estimated and adjusted between the pulses). In a digital
system the baseline will be estimated by taking the average value of a set number of
samples during a period where there are no pulses. The longer the time duration (or
the more samples used in the calculation) the more accurate the baseline estimation
will be.

At a low event rate there is plenty of opportunity for the DAQ system to make
estimations of the baseline and there is the luxury of being able to configure the
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baseline estimation period to be relatively long. But as the event rate increases,
the time period between pulses decreases and there is less time available to make
baseline estimation measurements. The net effect of an increasing event rate is that
the baseline will be estimated less often and the most recent baseline estimation may
not necessarily be appropriate for the pulse that is about to be processed; and so the
amplitude measurements made on that pulse are relative to a false baseline.

The false baseline problem can be minimized to some extent by reducing
the baseline estimation period (albeit at the expense of a less accurate baseline
estimation measurement, which may or may not be an issue). But as the event
rate increases even further, there will come a point where baseline estimation
measurements become too infrequent or cannot be made at all because the event
rate is too high. Some digital DAQ systems have various baseline estimation modes
and settings that can be optimized to suit the application and this can help to improve
high event rate performance and accuracy but there will come a point where normal
DAQ functionality breaks down.

7.5.4 Time Development of Active Signatures

AI involves stimulating some material of interest with a radiation source and then
making measurements on the induced radiation. The induced radiation will have
certain characteristics (commonly referred to as a signature) that help to identify
the type and composition of that material. These signatures are typically distinct
by radiation type (neutron, gamma ray etc.), energy and time development (for
example, the radiation decay profile of induced fission). So, in AI, it is desirable
to have a DAQ output that shows an energy spectrum as a function of time, which
in practice would be a two dimensional histogram of energy and time. In the analog
domain this amounts to combining the functionality of a MCA with that of a MCS
to produce a two-dimensional spectrum of energy versus time; see Sects. 7.2.7
and 7.2.8. With AI, the MCS dwell time is likely to be quite short (in the order
of microseconds or milliseconds). These short timescales mean that in practice,
this 2D histogram functionality is difficult to achieve using standard commercially
available analog MCA and MCS units and a custom DAQ solution will most likely
be needed. In the digital domain however, this 2D histogram functionality can be
achieved relatively easily by creating a sequence of energy histograms from the list
mode data (see Sect. 7.3.8) at set time intervals.

Figure 7.36 is an illustration of a 2D histogram of data acquired from a 3He
proportional counter. In this case, the histogram is showing the decay profile of
the energy spectrum of the radiation being measured. Calculations can be made on
the decay constant(s) to give information on the material under inspection in an AI
detection system. The example of Fig. 7.36 is composed of 100 histogram bins each
for energy and time but these bin sizes would be adjusted to fit the required energy
resolution and dwell time.
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Fig. 7.36 Two dimensional histogram showing the energy spectrum as a function of time

Depending on the particular AI system, a measurement of the type shown in
Fig. 7.36 would most likely be made following a pulse of interrogating radiation.
This might be a one-shot pulse from, say, a flash x-ray machine or a sequence of
pulses from a linear accelerator or neutron generator. In the latter cases the DAQ
measurements would be synchronized with the interrogating pulse stream.

7.5.5 Pulsed Interrogation

In an AI system (such as the Nuclear Carwash [17, 18]), the interrogation source is
typically a high intensity beam of radiation that is pulsed for a given time duration at
a given repetition rate. AI sources of this type include linear accelerators, continuous
wave x-ray generators and neutron DD or DT generators. For clarity, the pulse of
radiation from these accelerators and generators is hereafter referred to as a radiation
“burst” to be distinct from detector pulses in a DAQ chain.

The radiation bursts from these accelerators and generators will be short in
duration (typically tens or hundreds of microseconds) but very high intensity (for
example, 107–108 neutrons/s into 4π for a DT generator); the intensity is sufficiently
high to overwhelm the DAQ system. So it is usual to inhibit the DAQ system (and
often the detector systems too) during the interrogating radiation burst and just
enable the DAQ during the periods between the bursts. The inhibit control to the
DAQ is derived from a logic level synchronization (sync) signal provided as an
output on the accelerator or generator. In an analog DAQ system, the sync signal can
be used as a gate to inhibit or enable the acquisition of data. In a digital system, the
sync signal can also be recorded a separate channel and can be used (either in real-
time or offline) to identify the time regions of interest relative to the interrogating
pulse.
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Fig. 7.37 Synchronization of data acquisition to the pulsed interrogating source

An example of how the DAQ might be inhibited and enabled in a pulsed AI
system is shown in Fig. 7.37, which is for a particular AI technique known as
Differential Die-Away Analysis (DDAA) [22, 23].

In this example, the source emits high intensity radiation in 100 s bursts at a burst
repetition rate of 1 kHz (period of 1 ms). Referring to Fig. 7.37, the sync pulse from
the source (in this case a DT neutron generator) is at a logic level “high” when
the radiation is being emitted and logic level “low” when the radiation beam is off.
Figure 7.37 shows the die-away signal (the AI signature of interest) of the induced
radiation following every pulse of source radiation. In this example, the die-away
signal is represented as a time histogram of neutron events (in this case neutron
events detected by a hydro-carbon based liquid scintillator). Simple logic and a timer
can be used to create the DAQ enable signal so that the DAQ is only acquiring data
during the radiation periods of interest and, importantly, is not overloaded by the
intense source radiation.

It is also interesting to note that the pulsed nature of the interrogating source
(and the resulting induce radiation signatures) can help with data flow management
throughout the DAQ chain. Data buffers on the DAQ hardware can be used to
manage the flow of data to the host computer (see Figs. 7.29 and 7.30). With
knowledge of the interrogating pulse structure, it is possible to configure the size
of those data buffers to be deep enough to hold all of the data resulting from a
single interrogating pulse. There is then a short period of time (depending on the
burst repetition rate) before the next burst, which can be used to transfer the data to
the host computer, thereby avoiding excessive data bandwidth demands on the host
interface.
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Chapter 8
Data Interpretation and Algorithms

Miltiadis Alamaniotis

Abstract Detection of nuclear threats such as the presence and movement of mate-
rials that could be used to construct nuclear weapons is essential to nuclear security
and may be accomplished by advanced active interrogation sensing systems. A key
to performance of these sensing systems is the ability to analyze and interpret the
acquired data. This chapter discusses the analysis and interpretation algorithms
applied to data collected by sensing systems in the context of nuclear security.
The structure of the chapter is as follows: Sect. 8.1 briefly discusses data analysis
in nuclear security. Section 8.2 presents planar and tomographic imaging systems,
and the following Sect. 8.3 presents data reduction techniques with the main focus
on principal components. Section 8.4 introduces data unfolding methods, while
Sect. 8.5 introduces sensor networks and distributed detection algorithms. The main
conclusions are summarized at the end of the chapter.

8.1 Introduction

The viability of the transportation system, upon which globalization rests, strongly
depends upon national and international security. In this context, significant effort is
devoted to nuclear security and nonproliferation. The impact of nuclear security on
globalization has been evident for an extended period. In addition to the apocalyptic
specter of nuclear war, failure to control the use and storage of nuclear material may
destabilize the global system through nuclear terrorism. Lack of effective nuclear
security may unleash forces of disintegration on the modern global system in the
form of nuclear and radiological attacks on urban communities [1]. Therefore,
advancements of nuclear security technologies is of paramount importance.

Digital connectivity is often seen as the emblematic unifying force of the global
system [2]. Myriads of services enabled through connectivity continuously draw the
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world closer through a wide-ranging array of applications pertaining, but not limited
to, security, trade, education, transportation, entertainment, weather prediction,
logistics, manufacturing, and the rapid dissemination of knowledge from life-saving
medical and other scientific research [3]. At first glance, digital connectivity may
appear antithetical to nuclear security and nonproliferation (obviously, sensitive
data must not be shared over the commercial Internet and sensor networks [4]). In
actuality, nuclear security is not only about securing information but also infras-
tructure, and connectivity provides rich context for integrating nuclear research,
sensing and industrial capacities to protect, advance and enhance nuclear security
and nonproliferation goals on a global scale [5]. Fundamentally, digital connectivity
ensures that the higher the density of sensor population the better the detection
resolution since every participating individual and device may be turned into a
sensor—their collective behavior providing a statistical basis for robust and accurate
decision-making.

Hence, the increasing demands on nuclear security also increase the challenges
in data analysis, representation of obtained data, and drawing inferences from the
analysis [6]. From geographic information systems (GIS) to localized representation
of information and data, all can be fruitfully utilized to improve verification and
resolution, and enhance the chances of threat aversion. To that end, significant
research has already been conducted, and further will focus on innovative sensors
concepts, as well on data collection, representation and analysis methods pertained
to nuclear security [7].

The time-critical nature of nuclear security problems forms the fundamental
underlying constraint in the development of new data analysis methods. During
time-critical operations many tasks must be performed in close synchronization.
These include accessing appropriate information, interpreting the state of the
operation, and making decisions. Frequently, extensive knowledge resources must
be accessed, including consulting experts and searching knowledge bases in a
time dictated by the needs and particular dynamics of the processes involved.
For example, in data acquisition and prediction for remote sensing, a plethora of
sensing systems can provide voluminous data-sets potentially relevant to nuclear
security [8]. What the data means, however, needs to be decided in a timely manner,
and it has to be useful in predicting developments or patterns of interest to nuclear
security. On one hand, to miss uninteresting piece of data may be an acceptable
omission provided that a relevant pattern or trends are not missed (ignored or
misinterpreted) within a relevant decision time. On the other hand, in nuclear
forensics, in-situ characterization and attribution tasks must be achieved during
the timeframe of inspection, especially as additional measurements and/or audit
activities may be in order before the inspection team leaves the premises [9]. The
goal of data analysis and interpretation algorithms is to evolve integrated methods in
nuclear security and nonproliferation systems to facilitate decision making in these
crucial time-critical operations [10].

The second fundamental characteristic of nuclear security and nonproliferation
is the uncertainty of evidence available for identification (or characterization)
and decision-making (or attribution) [11]. This evidence may consist of data,
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information, and knowledge, and may exist at different levels of abstraction, both
at the level of individual instruments and sensors and at the level of a system as a
whole. There are many different sources of uncertainty. At the system level uncer-
tainty arises from the dynamics and complexity of a task itself, from incomplete
and/or conflicting information, and/or from multiple and possibly contradictory
task goals. At a lower physical level uncertainty arises from ambient radiation
background, environmental conditions, measurement errors, drifting instruments,
non-ideal detector characteristics, faulty sensors and/or improperly processed and
missing data [12].

Uncertainty and time-critical functions take on multiple and varying meanings
due to the inherent complexity of nuclear security systems. Data complexity
arises from the multiplicity of ways the sensors, components, systems, interact
within the various systems. Managing complexity is the special promise of data
interpretation and analysis algorithms [13]. Therefore, advanced data analytics tools
are needed, which can facilitate and validate the procurement of information from
different modalities and multiple interacting processes, i.e., heterogeneous sensor
networks [14].

Overall, data analysis and interpretation algorithms comprise an integral part of
sensing system development in nuclear security applications. Their performance
significantly affects the overall system performance pertaining to advanced predic-
tion, verification, and resolution in nuclear security.

8.2 Planar and Tomographic Imaging Systems

Imaging systems utilizing various physical processes offer many advantages in
applications involving non-destructive interrogation, security screening, detection
and verification of nuclear material processing. The general block diagram of an
imaging system is depicted in Fig. 8.1. Imaging systems utilize the penetration
property of physical particles or waves in materials [15]. They consist of a
transmitter that sends a beam toward the targeted object and an array of receivers that
measure the beam that passes through that object. The receivers turn the detected

Fig. 8.1 Principle of operation for a generic imaging system
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beams into electronic signals using specialized hardware; signals are subsequently
sent to a computer that uses tailored algorithms to display the interior of the targeted
object.

It should be noted that the imaging system in Fig. 8.1 is representative for an
active interrogation system. In passive imaging systems, there is no transmitter and
a spontaneous emission from the target is characterized. In general, imaging systems
may be considered as information systems that (1) form information by probing the
object, (2) record information with detectors, and (3) present information in the form
of images.The following subsections present imaging systems that have been used
and/or proposed in active and passive interrogation [16].

8.2.1 X-ray Radiography/Computed Tomography

The physical principle upon which X-ray imaging systems operate is the degree of
absorption of X-rays in the penetrated material. A beam of X rays is transmitted
through the target material, while an array of X-ray detectors behind the target mea-
sures the spatially-varying intensity of outcoming X-rays [17]. Such a radiographic
system is consistent with the general principle upon which imaging systems operate
(Fig. 8.1).

The X-ray beam is produced by a source, which is usually a linear accelerator,
and contains highly energetic photons over a continuous spectrum of energies (up to
∼10 MeV). The X rays penetrate the targeted material, and their attenuation depends
on the effective atomic number (Zeff ) of the penetrated material [18]. The higher the
Zeff , the higher the specific attenuation of the beam. In the simplest description, the
photon attenuation follows the Beer-Lambert law:

I = I0 exp(−μΔx), (8.1)

where I0 is the intensity of the incident beam, I is the transmitted intensity, μ is the
attenuation coefficient of the target, and Δx is the thickness of the material along the
beam path. Effective radiography requires that there is adequate penetration and the
X-ray detectors provide a signal of adequate contrast for items of interest. In other
words, adequate penetration, sensitivity, and resolution are fundamental for efficient
radiography systems. An example of an X-ray image of a scanned cargo container
simulated with Geant4 [19] is depicted in Fig. 8.2. The signal contrast reveals the
existence of five different objects in the container, with two of them (the ones on the
left) being less dense than the remaining objects [20].

X-ray radiography is a planar imaging technique since it provides a 2D represen-
tation of the radiographed object. A 3D representation of the object may be obtained
with an X-ray CT (computed tomography) technique. CT images provide a cross-
section of the object from various views and use these views to reconstruct a 3D
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Fig. 8.2 X-ray image of a
cargo container simulated in
the Geant4 framework

representation of an object [21]. CT utilizes the projections of an object obtained by
radiographic measurements at range of angles θ (in other words, multiple images
are taken from various views and angles) to reconstruct the object in 3D. Various
algorithms have been developed and applied to CT reconstruction and they are
largely considered as special cases of the Radon transform [22].

One of the widest used reconstruction algorithms is the filtered backprojection
algorithm, which is essentially a stabilized and discretized form of the inverse
Radon Transform [23]. Assuming a set of N samples, the discretized inverse Radon
Transform is

f (x, y) = 1

2π

N∑
n=0

Δθngn(xn cos θn + y sin θn) (8.2)

with

gθ (t) = pθ(t)k(t), (8.3)

where k(t) is the Radon kernel, pθ(t) is the Hilbert transform, and Δθn is the angu-
lar spacing between the projections. In this algorithm, the 1D projections are filtered
by the Radon kernel in order to obtain a 2D signal; therefore, a back projection
from 1D to 2D is achieved. Other reconstruction algorithms include the Fourier-
domain reconstruction, iterative reconstruction, and fan-beam reconstruction [22].
To illustrate the difference between planar imaging and CT scan, an example of
an X-ray image and the corresponding CT-based 3D reconstruction is provided in
Fig. 8.3.
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Fig. 8.3 Example of X-ray image of an object and its 3D reconstruction. Reproduced from
Ref. [24]

8.2.2 Gamma-Ray Radiography

The basic operational principle of γ -ray imaging systems is similar to X-ray
imaging. The difference lies in the probing source. Gamma-ray radiography may
utilize radioactive sources such as 60Co and 137Cs, along with arrays of γ -ray
detectors [25]. The obtained images can be of high quality and used to identify
high-density regions of the object, where the presence of nuclear material is more
likely [26]. Gamma-ray imaging is also considered as a non-intrusive inspection
method [27]. The main disadvantages of γ -ray radiography (as well of X-ray
radiography) include the limitations in material penetration and the existence of
scattered background that may impose difficulties in obtaining accurate images [28].

8.2.3 Neutron Radiography

The fundamental approach of neutron radiography is the same as in X-ray radio-
graphy, with neutrons being the probing source [29]. Neutron imaging systems
utilize a neutron source such as AmBe or 252Cf and obtain an image based on
neutron attenuation. Unlike X rays that get absorbed by high-Z materials, neutron
attenuation does not depend directly on the atomic number Z (albeit it is significant
for some low-Z materials). Some nuclides such as 10B strongly absorb neutron
of lower energies, while hydrogen efficiently scatters them at higher energies. In
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addition, various metals allow neutrons to pass through them without significant
interaction. Therefore, the difference in attenuation properties of neutrons and X
rays may allows objects that are not visible with X rays to be recognized in neutron
images, and vice versa [30].

In thermal neutron radiography, a neutron source must be first adopted for
neutron generation. The generated fast neutrons are slowed down in a moderator
such as water. Because of the fact that neutrons travel within the moderator in all
directions, a collimator is adopted. The collimator passes the neutrons in a specific
direction, which allows a high-quality image to be generated. Behind the probe
object, a conversion screen is placed that captures neutrons and produces visible
light, which is measured more easily [31]. At last, the measured optical image is
used to create an image using a film or a camera device.

8.2.4 Muon Tomography

Muon tomography (MT) is an innovative technique that has found various applica-
tions in detection and imaging. For instance, one interesting application of MT has
been the imaging and detection of hidden chambers in pyramids [32]. However, it
was not until recently that muon tomography was applied for imaging in nuclear
security, and more particularly in cargo scanning [33].

Muons are highly energetic particles generated in the upper layers of atmosphere,
and were first discovered in 1936. They are generated by the interaction of cosmic
rays with atmospheric atoms and they have 207 times greater mass than that of the
electron. Because of their mass, muons are not abruptly slowed down, and hence,
emit only a very small amount of bremsstrahlung. In addition, the muon average
kinetic energy on the surface of the Earth is approximately 4 GeV. Because of these
properties, muons have very high penetration capabilities compared to photons and
electrons; for instance, they can penetrate and reach great depths [34]. Furthermore,
the flux of muons reaching the Earth surface is high: about 104 m−2 muons per
minute.

Exploiting the flux of muons reaching the Earth’s surface eliminates the need for
utilization of active sources. In other words, information probing in MT is driven by
the natural source of muons, and hence, a dedicated transmitter depicted in Fig. 8.1
is eliminated. The high penetration ability of muons makes it almost impossible to
shield even large and dense objects from muon interrogation. This property makes
the muon tomography an attractive potential imaging technique for applications
such as scanning containers [35].

8.2.4.1 Muon Scattering

MT utilizes the Coulomb interaction of muons to provide the information on the
mean contents of the path traversed by muons. Thus, the signal of interest is the
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Fig. 8.4 Visualization of two different muons having different paths resulting in the same
deflection angle

Coulomb scattering; while a muon passes through a material, it interacts multiple
times through Coulomb scattering [36]. The muon traversing an object may be
scattered multiple times over its path, but the observed deflection angle may be
exactly the same with that of muon following a different path, as shown in Fig. 8.4.
Multiple interactions build up to provide a single observed angular deviation of the
muon once it emerges from the object. The deviation follows a Gaussian distribution
given by

f (θx) = 1√
2πσθ

exp
θ2
x

2σ 2
θ

, (8.4)

where the width of the distribution (σθ ) is

σθ = 13.5

pβ

√
T

X
, (8.5)

with X being the radiation length in the material, p the muon momentum, β the
particle speed divided by the speed of light, and T the material thickness [37].

Figure 8.4 clearly exhibits the possibility that the deflection angle of two different
muons may be exactly the same, despite the fact that the number of Coulomb
interactions and trajectories may be very different. Equations (8.4) and (8.5) imply
that the radiation length decreases with increasing Z (atomic number). Thus, the
mean scattering increases with increasing Z, allowing the distinction of low-Z from
high-Z material.
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This material distinction property of muons, together with their high penetration
ability, make the muon scattering a method that has high potential for applications
in nuclear security. In particular, measuring the scattering deflection angle of muons
allows reconstruction of 3D images of an object, and subsequent designation of
high-Z areas in it.

8.2.4.2 Point of Closest Approach (POCA) Reconstruction

Tomographic image reconstruction using muon scattering is conducted by adopting
statistical algorithms that take into consideration the muon deflection angle, while
identifying the difficulty in accurately knowing the trajectory of a muon. The
simplest and widely used algorithm in the field of muon imaging is the point-of-
closest approach algorithm (POCA) [38].

POCA is a pure geometric-based reconstruction algorithm that does not take
into consideration the underlying physics. The fundamental assumption behind the
POCA algorithm is that a muon interacts only at a single point within the traversed
mean. Therefore, it identifies the closest geometrical point between the input and
output muon extrapolated directions as the point of interaction, as sketched in
Fig. 8.5.

Muon tomography requires a system of sensors that is capable of detecting the
track of muons entering the object and the track of the same muon leaving the object.
The directions are used for linearly extrapolating the incoming and outgoing tracks
of the muon. In the vast majority of the cases, those two lines do not meet at the
same point because of multiple scattering and uncertainty in the measurement. In

Fig. 8.5 Illustration of the POCA algorithm in muon imaging for (a) non co-planar and
(b) co-planar input and output muon directions
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Fig. 8.6 Sketch of muon tomography using the POCA algorithm

that case, where tracks do not belong to the same geometric plane, for each line
the closest point of the two extrapolated track lines is computed using a geometric
formula [39]

TPOCA = 1

2
(Tin + Tout ), (8.6)

where Tin and Tout is the vector of incoming and outgoing muon track. The
geometric approach identifies the midpoint along the shortest distance between
the two extrapolated tracks as the point of interaction, as depicted in Fig. 8.5a.
In the case when two tracks are in the same plane (i.e., they are coplanar),
there is a single point where the two tracks meet that coincides with the POCA
interaction point, as presented in Fig. 8.5b. In addition, the deflection angle of the
muon is also computed; if it is significantly different from zero, it is recorded.
Zero or close to zero angles (parallel input and output tracks) are of no use
in reconstruction; parallel tracks geometrically cannot provide a POCA point.
Therefore, POCA reconstruction utilizes the POCA points that result from non-
zero deflection angles [40]. A diagram of POCA reconstruction is given in Fig. 8.6.
Overall, in muon tomography, high deflection angles indicate the presence of high-Z
material, while POCA points designate their area in the probed volume.

8.3 Principal Component Analysis and Related Methods

Raw sensor data are seldom utilized for making direct inferences. In most cases, an
additional layer of analysis is required before any inference is made. In this section,
a set of analytic tools is presented that find wide use in processing of data such as
energy spectra in nuclear security applications.
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8.3.1 Principal Component Analysis

Principal component analysis (PCA), is concerned with reducing data dimension-
ality, extracting features, visualizing data, and explaining the variance-covariance
structure of a set [41]. The objectives of PCA are to achieve: (1) data reduction and
(2) data interpretation. In several fields, PCA is also known as the Karhunen-Loeve
transform [42].

Assuming that the variability of a dataset comprised of N measurements is repro-
duced using a set of D variables, often much of the variability can be represented
by a smaller number M of variables called principal components. In other words,
with little loss of information we may project the initial N measurements defined on
D variables to a set of N measurements defined on M variables. PCA often reveals
relationships that were not observed, and thus, allows interpretations that would not
initially be made.

The definition of PCA starts by considering a dataset of observations xn, n =
1, . . . N with N denoting the population of observations. The observation xn is
variable of dimension D. The goal of PCA is to project the initial set of observations
to a lower space, i.e., M < D, while maximizing the amount of initial variability
explained by the projected data [41].

The value of M may be determined either by the modeler or by using various
existing techniques (for instance, scree plots). In order to derive the PCA framework,
the case of projecting to M = 1 is considered here. Then, the direction of the D

space may be defined as a D-dimensional vector u1. It is a convenient choice to
consider u1 as a unit vector, thus, giving uT

1 u1 = 1. Selection of a unit vector allows
projection of each datapoint on a scalar value, and more particularly on the value
uT

1 xn.
Therefore, the mean of the projected data is uT

1 xm, with xm being the sample
mean computed by

xm = 1

N

N∑
n=1

xn (8.7)

and the variance of the projected data by

uT
1 Su1 = 1

N

N∑
n=1

{uT
1 xn − uT

1 xm}2, (8.8)

with S being the data covariance matrix given by

S = 1

N

N∑
n=1

(xn − xm)(xn − xm)T . (8.9)
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Next, maximization of the variance shall occur. However, maximization should
be conducted with respect to constraint uT

1 u1 = 1 that prevents |u1| → ∞ to
become true. To apply this constraint, a Lagrange multiplier is introduced, i.e., l1,
and therefore the following is obtained [41]:

uT
1 Su1 + l1(1 − uT

1 u1). (8.10)

Differentiating Eq. (8.10) with respect to u1 and setting the derivative to zero results
in

Su1 + l1u1. (8.11)

which reveals the u1 is an eigenvector and l1 is the respective eigenvalue of S.
Furthermore, multiplying both sides of Eq. (8.11) with the uT

1 , the variance of
projected data results is obtained as:

uT
1 Su1 + l1, (8.12)

implying that the variance is maximized if the eigenvector u1 coincides with the
eigenvector of the largest eigenvalue. This eigenvector is known as the principal
component [41].

Once a principal component has been identified, additional ones may be defined
by choosing a direction that maximizes the projected data variance and is also
orthogonal to directions already considered. This procedure is iterated until M

principal components are found, resulting in an M-dimensional space defined by the
M eigenvectors of the respective largest M largest eigenvalues. A simple illustration
of how PCA interprets variance in data is depicted in Fig. 8.7, where two principal
components interpret the variance in a 2D space.

To sum up, PCA is a powerful method that projects down a dataset of D

dimensions by computing the eigenvectors of the data covariance matrix and
keeping those eigenvectors that correspond to M largest eigenvalues. Integration of

Fig. 8.7 Illustration of PCA
by interpreting the maximal
variance using two principal
components
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PCA with a fast and powerful method of computing eigenvectors may significantly
decrease the computational cost, especially in big data applications. Lastly, it should
be noted that within the context of machine learning, PCA may be represented with
the aid of a kernel function leading to a more generalized nonlinear form of PCA,
known as kernel PCA [43].

8.3.2 Data Smoothing

In the context of nuclear security, removing data fluctuation with the process of
data smoothing is a common first step in enhancing isotope detectability potential
in spectroscopy applications [44]. From a theoretical point of view, data smoothing
has no substantial foundation; it represents a technique that is empirically proven
to be beneficial. In practice, it is a data manipulation technique aiming at filtering
statistical fluctuation while retaining the features of the data.

From a mathematical point of view, data smoothing is a process that replaces the
value at hand with a new value taken as the arithmetic average of a window of values
centered at the value at hand. Averaging is iterated for every single value in the
dataset by shifting the center of window by one value. In general, the window length
is predetermined by the modeler and remains constant throughout the smoothing
process.

Analytically, the general formulation of data smoothing is given by

yj = 1

N

n∑
i=−n

wiyj+i , (8.13)

where yi is the smoothed value, N is the length of averaging window, n is an index
determining the number of points used in the smoothing according to 2n + 1 = M ,
and wi is the weight coefficients of smoothing. It should be noted that the weight
coefficients depend on the type of smoothing that has been selected for the problem
at hand. In general, coefficients are evaluated by a least squared polynomial fitting
process (see Sect. 8.3.3) with the modeler defining the degree of polynomial [12].

In practice, the most commonly used data smoothing process is the N -point
zeroth-order smoothing, where

w1 = w2 = . . . = wN = 1 (8.14)

with the smoothing equation in the form

yj = 1

N

n∑
i=−n

yj+i , (8.15)
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also known as moving average. In other words, the N -point zeroth-order smoothing
simply drops down to the sample mean value of the window centered at the
smoothed value. Smoothing may be iterated on the same data multiple times until
a desired level of smoothness is attained. Figure 8.8 illustrates the smoothing of a
γ -ray spectrum with the 3-, 5-, and 7-point zeroth-order smoothing process resulted
after multiple iterations of smoothing [44].

Fig. 8.8 Gamma-ray spectrum taken with a NaI(Tl) low-resolution detector and respective
smoothed spectra for iterative (# of iterations displayed in the inset), 3-, 5-, 7-, and 9-point zeroth-
order smoothing. Reproduced from Ref. [45]
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Overall, the difficulty in data smoothing is selecting a window of length M (and
implicitly of n in Eq. (8.13)). With regard to spectral smoothing as applied to nuclear
security, smoothing may have undesirable effects; it tends to flatten the isotopic
peaks and fill the valleys. For instance, in Fig. 8.8, smoothing has filled up the valley
between the two peaks with non-existing counts. Therefore, selection of M strongly
depends on the analyst’s experience and the effect of smoothing method on data.

8.3.3 Least Squares Curve Fitting

The usual experimental data come in the form of pairs (x, y), where x is the
variable controlled by the experimenter and y is the observed value. Repetition of
an experiment N times provides the experimenter with a set of pairs (xn, yn), n =
1, . . . N . The experimenter aims at finding the underlying pattern that associates x to
y values. However, in most cases the underlying physical processes are not known
or are too complex, imposing significant difficulties to find the exact pattern that
observations follow. Therefore, it is often desirable to find an analytic function that
represents the pairs (xn, yn), n = 1, . . . N to a satisfactory degree of accuracy [12].

A simple but widely used approach in representing observed data is based on
curve fitting. In particular, the observed data are fit by a polynomial function as
given below [46]:

y(x, w) = wDxD + . . . + w2x
2 + w0 =

D∑
d=0

wdxd, (8.16)

where D is the order of polynomial function, wd are the polynomial weights (with
w being the vector that contains all wd ), and xd denotes the dth power of x. It
is observed in Eq. (8.16) that the polynomial is a linear function of the weights w

while being a nonlinear function of the variable x. Furthermore, in Eq. (8.16), the
unknown parameters are only the weight coefficients, given that (x, y) pairs are
experimentally known [46].

Evaluation of coefficients is performed with respect to an error function. The
error function quantifies the degree of misfit between the polynomial function and
the observed data. In the context of least squares, the error function is given by

E(w) =
N∑

n=1

{y(xn, w) − yob
n }2, (8.17)

with yob
n being the observed (i.e., target) value, and N the population of obser-

vations. The goal of the least squares method is to find those wn that minimize
the error function in Eq. (8.17). For convenience, visualization of the geometrical
interpretation of least squares fitting is given in Fig. 8.9. The degree of polynomial
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Fig. 8.9 Geometrical
visualization of least squares
curve fitting. The curve
provides the minimum of
squared displacement
distances. Reproduced from
Ref. [46]

curve determines the form of fitting curve. In the case of d = 1, the polynomial
takes the form of a line, while in the case of d = 2 it takes the form of a quadratic
curve.

Determination of the degree of polynomial is a difficult task. A low degree
may give a high misfit, while a very high degree may give zero misfit. The
former case is not desirable because it represents poorly the observations, while
the latter is also not desirable because it gives poor generalization. In particular, the
function represents perfectly the current set of data but fails to accurately predict
new observations, a phenomenon known as overfitting. Therefore, the degree of
polynomial should be selected as a tradeoff between misfit and overfitting [46].

8.3.4 Maximum Likelihood

Least squares fitting has been proved an effective tool for fitting experimental data.
In principle, it is a special case of the maximum likelihood (ML) method [46].
Maximum likelihood is also applied to curve fitting problems, and is more flexible
compared to least squares. However, ML is slower than least squares and the
difference in their speed increases for larger datasets.

The fundamental framework of ML is rather simple. Assuming a set of N

experimental data with dependent variables xi, i = 1, . . . N and the respective
independent variables yi, i = 1, . . . , N , each pair (xi, yi) may be considered as
a single event, thus, providing a set of N events. Next, a function y(x, w) is utilized
for fitting the experimental data. Fitting is performed by evaluating the M weight
parameters w of the function y(x, w) [47]. Each event is modeled as a normalized
probability density function given by

Pi = P(xi;wi, . . . , wM) = P(xi; w) (8.18)
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and is evaluated at value xi . Next, the likelihood function is taken as the product
of independent probability density functions [48]. In particular, by denoting the
likelihood as L then the likelihood function is given by

L(wi, . . . , wM) =
M∏

m=1

P(xi; w) =
M∏

m=1

Pi. (8.19)

Maximization of the likelihood function in Eq. (8.19) with respect to weights
wi, n = 1, . . . N provides a set of parameter values, defined as the maximum-
likelihood values [46].

In nuclear security problems, in the majority of individual events follow either
a Gaussian (normal) or a Poisson density functions. In those cases, it is more
convenient to maximize the logarithm of the likelihood

log L = log{
M∏

m=1

Pi} (8.20)

than the likelihood function directly. For example, assuming the data follow a
Gaussian density distribution with two unknown parameters, namely, mean μ and
variance σ 2, then the log-likelihood function of (8.20) is given by [49]:

ln L = − 1

2σ 2

M∑
m=1

(xm − μ)2 − M

2
ln σ 2 − M

2
ln(2π). (8.21)

Maximization of Eq. (8.21) with respect to μ provides the ML solution of the mean:

μML = 1

M

M∑
m=1

xm, (8.22)

while maximization of Eq. (8.21) with respect to σ 2 provides the respective ML
solution of the variance:

σ 2
ML = 1

M

M∑
m=1

(xm − μML)2. (8.23)

It should be noted that in the case of Gaussian distribution given above, Eq. (8.22)
should be evaluated prior to Eq. (8.23).
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Fig. 8.10 Architecture of an artificial neuron

8.3.5 Artificial Neural Networks

One of the preeminent set of tools in machine learning library are the artificial
neural networks (ANN) that have found wide application in various domains [50].
Development of ANN has been inspired by the biological operation of the human
brain. The fundamental cellular unit of the human brain is the neuron consisted of
the soma, synapses, and dendrites, while it is connected to other neurons through
the axon.

Similar to biological neurons, the fundamental operational unit in ANN is the
artificial neuron [50]. The architecture of an artificial neuron is depicted in Fig. 8.10,
where we observe that it is comprised of three parts, namely, the weights, soma,
and axon. The input signal to the neuron denoted by x1, . . . , xN is multiplied by
the respective weights w1, . . . , wN providing a set of N factors. The computed
factors are forwarded to the soma of the neuron. As shown in Fig. 8.10, the soma is
comprised of two parts. In the first part, the incoming factors are added as

S =
N∑

n=1

wnxn, (8.24)

where S denotes the sum of the factors. In the second part, the computed sum is used
as an input to a predetermined function F(x), known as the activation function. The
activation function provides a value y that is the final output of the neuron [50].

The activation function may take the form of any valid mathematical func-
tion [46]. The most common form of activation function is the logistic function,
given by

F(S) = 1

1 + e−αS
, (8.25)
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Fig. 8.11 Architecture of an
artificial neural network with
three layers: input, hidden
and output

with α being a parameter that controls the abruptness of the logistic function.
Another popular activation function is the threshold function, whose analytical
form is

F(S) =
{

1, S > T

0, S ≤ T ,
(8.26)

where T is a threshold value determined by the system modeler.
Several neurons may be connected to each other and form a more complex

system. Therefore, the output of a neuron may consist of the output of the next
neuron. By connecting neurons in an architecture similar to the structure of the
human brain, we obtain an artificial neural network. From a computational point of
view, ANN are information processing elements that model complex systems [50].
The neurons of an ANN are grouped into layers, namely, the input, hidden and
output layer, as presented in Fig. 8.11. There is no restriction in the number of
neurons per layer, as well as in the number of hidden layers. Selection of number of
neurons and hidden layers depends on the specifics of the application. Every neuron
may be connected to any other neuron in the ANN; if neurons are connected only to
neurons of the next layer the ANN is called feedforward [50].

The weights of an ANN are evaluated through a process called training. In the
training, the neural network is exposed to output values for which the input is
known. Adjustment of weight values for every pair of input-output is performed by
training algorithms such as the backpropagation algorithm [50]. Training of ANN
is continued until an error function drops below a prespecified threshold.

ANN may be used in a variety of data processing problems including, but not
limited to, prediction, classification, compression, projection, pattern recognition,
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and data reduction. The strength of ANN is their universality; for any valid function,
there is a neural network that can do the same job [51].

8.4 Signature Unfolding Techniques

Radiation measurements consist of the aggregation of individual contributions
coming from various sources. With regard to energy spectra, a measurement is
comprised of the aggregation of signature spectra of the ambient sources. Identi-
fication of constituents of a spectrum is performed by unfolding the measurement
into individual signatures. This section will examine unfolding techniques that lead
to subsequent source identification.

8.4.1 Elements of Signature Unfolding

In the ideal case, an unfolding technique analyzes a measurement into a set of
signatures that, if aggregated, give the initial measurement. Unfolding assumes that
spectra are comprised of a set of bins, with every bin representing an energy interval
ΔEi = Ei+1 − Ei .

Assuming that a measured spectrum is represented as M(E), the general formu-
lation of spectrum unfolding known as Fredholm equation is the following [12]:

M(E) =
∫ ∞

0
R(E,E′)S(E)dE′, (8.27)

where R(E,E′) is a detector response function and S(E′) is the source signature
spectrum. Taking into consideration that a spectrum is comprised of N energy
channels (bins), Eq. (8.27) may be cast as follows:

M(E) =
N∑
i

∫ Ei+1

Ei

R(E,E′)S(E)dE′, (8.28)

where the initial integral over all energies has been rewritten as a sum of integrals
over N energy channels (bins). It should be noted that Eq. (8.28) is continuous, but
spectrometers do not measure a continuous function M(E) but rather a histogram
comprised of N energy bins. Hence, spectrometers measure a discrete function
comprised of the following quantities:

Mi =
∫ Ei+1

Ei

M(E)dE, (8.29)
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where i = 1, . . . , N . By applying Eq. (8.29) to Eq. (8.28), the measurement function
is discretized:

Mi =
N∑
i

∫ Ei+1

Ei

∫ Ei+1

Ei

R(E,E′)S(E)dE′dE, (8.30)

with i = 1, . . . , N representing the measured quantities per energy bin.
In Eq. (8.31), the source spectrum S(E) is the unknown parameter, while

the detector response function R(E,E′) is known either by measurement or by
simulation. Consolidating Eq. (8.31) for all energy channels provides a matrix
equation:

M = R · S, (8.31)

whose solution gives the source spectra. However, a matrix solution requires the
use of matrix inversion, i.e., R−1, that is not always feasible or may provide an
erroneous solution.

Possible contribution from multiple sources adds complexity to the source spec-
trum, and imposes difficulties in unfolding it. Additionally, inherent uncertainties
due to non-ideal detector characteristics, or systematic errors in measurements
enhance complexity of the measured spectrum. In a highly complex measured
spectrum, low contribution sources may be masked by high contribution sources,
hence leading unfolding algorithms to wrong inferences. There is a variety of
unfolding algorithms in the literature following different approaches in order to
determine S(E). In this section, we present full spectrum (template based) and peak
based unfolding [52].

8.4.2 Least Squares Full Spectrum Unfolding

A common approach in spectrum unfolding is to utilize the full spectrum curvature.
In particular, unfolding is performed using the whole set of energy bins, where each
bin contains contributions of one or more sources. Essential in this type of unfolding
is the existence of a library that contains the full spectrum of nuclide signatures (or,
in other words, a set of templates). Theoretically, the library should contain and
utilize the whole set of nuclides, but in practice, only a subset of them is used due
to computational resource constraints. In the remainder of this section, it is assumed
that a library contains a population of N signature spectra.

In the full spectrum unfolding, Eq. (8.31) is approached by a linear combination
of the signature spectra:

Ei = α1S1i + . . . + αNSNi =
N∑

n=1

αnSni, (8.32)



270 M. Alamaniotis

where Ei is the estimated source spectrum, SN are the signature spectra, and αi

are the linear coefficients that denote the relative abundances of the respective
signatures. Equation (8.32) that denotes contribution for a single energy bin can
be written in a matrix form to contain the whole spectrum:

E = α · S, (8.33)

where α is a 1 ×N vector containing the linear coefficients and S is a b ×N matrix,
with b being the number of energy bins. A more accurate representation is taken
by decomposing the matrix S into its columns, where each column stands for a
signature spectrum:

E = α1 · S1 + . . . + αN · SN =
N∑

n=1

αnSn. (8.34)

The goal of the above approach is to set the estimated spectrum E equal to the
measured spectrum M:

M = E =
N∑

n=1

αnSn (8.35)

and subsequently evaluate the coefficients αn. Coefficient evaluation is expected
to drive coefficients of respective signatures that are not present in the measured
spectrum to zero, and the rest coefficients to non-zero values. The latter values
denote the true relative abundance of the signatures in the spectrum.

Evaluation of coefficients is performed by formulating an optimization problem.
The objective function takes the form of the least squares, which minimizes the
mean squared differences between the measured and the estimated spectrum. The
analytic formula of the least squares Ls is given by:

Ls = 1

N
(M − E)2 = 1

N
(M −

N∑
n=1

αnSn)
2, (8.36)

which is minimized with respect to coefficients an. A solution to Eq. (8.36) is
obtained by setting

∂Ls

∂αn

= 0, n = 1, . . . , N (8.37)

that provides a set of N values. Signatures associated with non-zero values are
considered as the truly identified source signatures in the measured spectrum.



8 Data Interpretation and Algorithms 271

8.4.3 Chi-Square Full Spectrum Unfolding

Similar to the least squares technique, the chi-square unfolding is also driven
by minimizing the distance between the measured spectrum and a synthesized
spectrum [53]. A synthesized spectrum may be taken as the linear combination of
nuclide templates—computed or simulated by respective software codes. In this
technique, the metric of the distance between measured and synthesized spectrum
is quantified as the chi-squared error metric given by

χ2 =
N∑

n=1

χ2
n =

N∑
n=1

[M(n) − S(n)]2

S(n)
, (8.38)

where N is the number of energy bins, S(n) the synthesized spectrum, and M(n) is
the measured spectrum.

Minimization of the above error metric is performed by an optimization
algorithm—for instance genetic algorithms [54]—that is adopted to minimize
the value of χ2 with respect to synthesized spectrum parameters.

8.4.4 Peak Driven Spectrum Unfolding

In contrast to full spectrum unfolding, there are techniques that utilize only a part
of the spectrum. Such techniques are the peak driven ones, that seek and extract
specific features in the measured spectrum. In particular, they locate the peaks in
the spectrum and match them with known nuclide peaks [55].

Peak driven techniques share a common framework independent of the mecha-
nisms behind each individual technique. Figure 8.12 depicts the general framework
of peak driven unfolding, where we observe the individual steps. Initially, the
measured spectrum is forwarded to a spectral peak localization module. There,
the peak in the measured spectrum are localized and their features are extracted.
Next, the extracted peak features are compared to stored features in a library.
The library contains known spectral peak features of radionuclides. Matching the

Fig. 8.12 Block diagram of the general peak driven signature unfolding technique
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extracted features with stored features allows identification of source signatures in
the measured spectrum. The set of identified signatures is then forwarded as the final
output set of signatures of the unfolding technique.

There are several techniques that have been proposed that implement the above
framework. The majority of them adopt tools from statistical pattern recognition,
and machine learning. For instance, wavelets [56], fuzzy logic [57], and neural
networks [58] are tools that have been employed in peak driven unfolding.

8.5 Advanced Algorithms for Distributed Detection Systems

8.5.1 Elements of Sensor Networks

Although sensors and computer based instrumentation have existed for long time,
it was only until recently their integration to a single monitoring system made
possible. In particular, advances in sensing technology and pervasive networking
accommodated the development of sensor networks that can be applied to monitor-
ing spaces, things, and/or specific actions [59].

A sensor is an artificial element that monitors and measures the values of a
variable of interest. In the most usual case it is comprised of a single hardware
element, i.e., the sensing element, that acquires measurements over a specific
variable, e.g., temperature. Beyond the conventional sensors, there exists the class
of intelligent sensors that are equipped with a software module that implements data
processing and storage [60].

Sensor networks are comprised of several interconnected sensors known as the
network nodes [59]. If the nodes of a network are of the same type, then the
sensor network is characterized as homogeneous. In case, the network nodes are
of various types, then the network is characterized as heterogeneous. Notably, the
vast majority of sensor networks are comprised of wireless nodes that transmit their
data via wireless links employing powerful communication protocols, and therefore
are called wireless sensor networks (WSN). Development of WSN has significantly
facilitated the use of mobile sensors that allow nodes to change locations and
dynamically reconfigure the topology of the network [14].

Detection of radioactive material with multiple sensors is a topic of great interest
because of its potentiality to increase detection probability. Deployment of multiple
detectors and their interconnection forms a radiation sensor network. Acquisition
of measurements (information) coming from various sources and their subsequent
fusion enhances detection capabilities pertained to nuclear security. Detection
enhancement is enabled by algorithms that process data from various sources and
are known as distributed detection algorithms.
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8.5.2 Bayesian Methods in Distributed Detection

Detection and localization of a source with mobile detectors in urban environments
is an important challenge in nuclear security. Background radiation is the major
challenge to overcome in identifying threats. In the sensing parlance, this challenge
is quantified by the signal-to-noise ratio (SNR).

In Ref. [61] a Bayesian method for estimating the radioactive source parameters
using SNR characterization in a sensor network has been presented. The main
assumption of the method is that the rad detectors are placed on a straight line,
while the source moves parallel to the detectors.

In particular, the detectors are placed uniformly across the line with distance
between detectors set to d. The population of detectors is equal to Ψ and they
acquire measurements over time intervals of length τ , while the background rate
is constant and equal to β. The source moves with constant speed v at a distance
h > 0 from the detector lineup. The source has an activity α and dimensions T −1.

The detection method is based upon estimation of parameters α, v, and h and
utilization of the counts recorded by the sensors sn, n = 1, . . . , Ψ in a time interval
t , t = 1, . . . , Θ of length τ ; the counts measured by sensor s in interval t are denoted
as cst . The key is to express the probability of observing the counts cst in terms of
β, δ, and τ , while assuming that they follow Poisson distribution. Therefore, the
following probability expression is obtained:

P(c11, . . . , cΨ Θ |α, h, v;β, d, τ ) =
Ψ∏

s=1

Θ∏
t=1

exp{−μst }μ
cst
st

cst ! , (8.39)

with μst being the expected counts measured by sensor s at time interval t . Further,
the sensor measurement rate is approximated by χαr−2

s , where α is the activity, and
χ the cross-section coefficient of the source, while rs is the source-detector distance.
Thus, the number of non-background counts is given by [61]:

χα

hv

∫ xst+vτ

xst

1

r2
s (x)

dx, (8.40)

where xst is the coordination of the source at the beginning of the time interval t and
rs is the distance of the source from sensor s. Hence, the expected counts in sensor
s are taken by

μst = χα

hv
tan−1

(
xst + vτ

h

)
− tan−1

(xst

h

)
+ βτ (8.41)

with the tan−1 functions yielding values constrained to [−π/2, π/2].
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Assuming β, d, and τ are a priori known constants, along with a uniform prior
distribution, the Eq. (8.39) provides a posterior distribution of α, h, and v given
the data. This posterior distribution is characterized through its moments denoted as
〈αi〉, 〈hj 〉, and 〈vk〉 and are defined as [61]

〈αi, hj , vk〉 =
∫∫∫ αm,hm,vm

0 αihjvkP (c11, . . . , cΨ Θ |α, h, v;β, d, τ )dαdhdv∫∫∫ αm,hm,vm

0 P(c11, . . . , cΨ Θ |α, h, v;β, d, τ )dαdhdv
,

(8.42)
where αm, hm, vm stand for upper bounds.

The first moments 〈αm〉, 〈hm〉, 〈vm〉 computed by Eq. (8.42) consist of the
estimates of the source parameters. Additionally, the second moments may also be
obtained and subsequently utilized to obtain an ellipsoidal confidence domain [61].

Overall, computation of the source parameters utilizing information of multiple
detectors enable the detection and localization of a source. In addition, the presented
method also provides a confidence level over the computed parameters.

8.5.3 Hierarchical Source Model Detection

In Ref. [62], an algorithm that proposes a hierarchical source model detection.
The algorithm assumes a sensor network architecture that acquires measurements
continuously. By assuming that there are L sensors in the network, pi is the
probability of detection and qi is the probability of false alarm for the local sensor
i. Thus, a hypothesis test may be formulated as

H0 : φ = φ0 (8.43)

H1 : φ = φ1 > φ0, (8.44)

where φ1 = [p1 . . . .pL] and φ0 = [q1 . . . .]. By denoting the decision taken from a
single sensor over N time intervals as ui , the respective decision vector that takes
into consideration all the sensors is u = [ui . . . .uL].

Next, using the above equations, the generalized likelihood ratio (GLR) is
formed as

ΛG(u) = P(u|H1, φ
ML
1 )

P (u|H0)
, (8.45)

where P denotes the Bernoulli distribution probability and φML
1 is the maximum

likelihood estimation of φ1. The key idea is that the individual sensor decisions,
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i.e., ui , is a sufficient statistic for estimating pi and eliminating the spatiotemporal
dependence of the sensor [62]. Therefore, the GLR becomes:

ΛG(u) =
∏L

i=1
∏N

n=1 P(uin|H1, φ
ML
1 )

P (uin|H0)
(8.46)

and the maximum-likelihood of pi can be taken as the argmax P(ui |pi), where

P(ui |pi) =
N∏

n=1

p
uin

i (1 − pi)
1−uin . (8.47)

However, a low quality of data will subsequently provide low quality parameter
estimates, resulting in bringing detection probability at a lower level than the
false alarm probability. In that case, the overall performance of the GLR test is
significantly degraded [62].

To avoid any degradation, the restricted range ML estimation (RMLE) has
been developed while evaluating the GLR test statistic. The RMLE adopts prior
knowledge in order to constrain the range of the parameter to be estimated. In the
radioactive source detection, such constraint is imposed by setting the detection
probability higher than that of the false detection [62].

The RMLE as opposed to MLE prevents the global degradation of the sensor
network performance. In particular, sensors that consistently provide false alarms (
bad sensors) are censored by RMLE and ignored. Isolation of bad sensors prevents
degradation of the detection performance.

8.5.4 Other Distributed Detection Methods

The above presented distributed detection methods exhibit the dependence of
distributed detection via sensor networks on use and fusion of data using statistical
tools [63]. Except for the aforementioned algorithms, there is a variety of methods
that have been proposed and are of interest in nuclear security. In Ref. [64],
algorithms that use statistical thresholds and model γ -ray intensities in terms of
model states were proposed. In Ref. [65], a statistical method that models the
correlation between sensors that observe the same event was presented. In Ref. [66],
a statistical approach that takes into consideration the temporal periodicity of signal
observed by the sensors in the network was introduced and tested. Lastly, in
Ref. [67], a weighted graph based algorithm is introduced that maps with respect
to space the risk of a radioactive source detection by utilizing mobile detector
measurements.
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8.6 Conclusion

Utilization of imaging and data processing algorithms is essential toward developing
and deploying efficient systems in nuclear security. Automated algorithms promote
interpreting various physical processes, making predictions, and facilitating human
operator decisions.

In this chapter, an overview of the basic principles of algorithms and methods
pertaining to imaging, data processing, spectrum signature unfolding, and dis-
tributed detection in nuclear security is given. With the advent of the era of big data,
fueled by new technologies in sensing and data acquisition and storage technologies,
more sophisticated algorithms will be needed to satisfy the nuclear security needs.
However, the underlying principles behind any algorithm will remain unchanged.
This chapter aspired to present methods in data processing by emphasizing the
principles that drive the methods rather than focusing on the specifics of their
implementation.

References

1. C. Wirz, E. Egger, Int. Rev. Red Cross 87(859), 497 (2005)
2. M.D. Chinn, R.W. Fairlie, Oxf. Econ. Pap. 59(1), 16 (2007)
3. L. Devriendt, B. Derudder, F. Witlox, Telecommun. Policy 34(8), 417 (2010)
4. L. Atzori, A. Iera, G. Morabito, Comput. Netw. 54(15), 2787 (2010)
5. C.S. Cho, W.H. Chung, S.Y. Kuo, IEEE Trans. Syst. Man Cybern. Syst. 46(3), 356 (2016)
6. P.L. Lagari, V. Sobes, M. Alamaniotis, L.H. Tsoukalas, Int. J. Monit. Surveill. Technol. Res.

4(4), 54 (2016)
7. M. Alamaniotis, L.H. Tsoukalas, in 2015 IEEE 27th International Conference on Tools with

Artificial Intelligence (ICTAI) (IEEE, Piscataway, 2015), pp. 1114–1121
8. A. Burger, M. Groza, Y. Cui, U.N. Roy, D. Hillman, M. Guo, L. Li, G.W. Wright, R.B. James,

Phys. Status Solidi C 2(5), 1586 (2005)
9. M.J. Kristo, S.J. Tumey, Nucl. Instrum. Methods Phys. Res. Sect. B Beam Interact. Mater.

Atoms 294, 656 (2013)
10. M. Alamaniotis, S. Terrill, J. Perry, R. Gao, L. Tsoukalas, T. Jevremović, Nucl. Technol. Radiat.
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Chapter 9
Examples of Active Interrogation
Systems

Dennis Slaughter, Anna S. Erickson, and Igor Jovanovic

Abstract In this chapter we briefly describe some of the prototype active inter-
rogation systems that have reached a reasonable level of integration and testing
readiness, and we summarize their performance. The focus is on the Nuclear
Carwash system developed by Lawrence Livermore National Laboratory, but we
also include the Pulsed Neutron Fast Analysis system developed by Rapiscan
Systems, the advanced scanner developed by Passport Systems, and the prototype
laser-based scanner based on inverse Compton scattering.

9.1 Introduction and Range of Application

A primary national security goal is to detect and identify special nuclear material
(SNM) being smuggled into the US via cargo containers arriving at US seaports. As
discussed in Chap. 2, while the radiation signal from plutonium is strong and readily
detected in many cases, the radiation signal from highly enriched uranium (HEU) is
very weak and does not penetrate cargo easily. It is necessary to amplify that signal
substantially to make HEU detectable in normal commerce. In this discussion, the
goal is to detect and identify a SNM (Pu or 235U) with mass greater than 5 kg
embedded in a fully loaded cargo container.
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Detection of SNM signatures is strongly affected by shielding due to cargo.
Standard cargo containers have inner length of 5.87 and 12.03 m (frequently referred
to as 20-ft and 40-ft container, respectively) and rectangular cross sections of
2.35 m by 2.39 m. If the cargo is homogeneous and loaded to the container net
weight limit of m = 28.2 MT (characteristic of 20-ft containers), the mean cargo
density is 〈ρ〉 = 0.86 g/cm3. For an SNM object located at the most inaccessible
place in the container (on centerline), the corresponding areal density along the
L = 118 cm attenuation path to the wall, floor or ceiling is at least ρL ≥ 100 g/cm2.
This represents the worst case scenario and is the baseline assumption for the
discussion and analyses that follow in this chapter. But, for context, we should note
that the majority of containers (80%) are 12.03-m long, and their maximum load
implies density 〈ρ〉 = 0.39 g/cm3 with ρL = 48 g/cm2. The actual cargo loads in
commercial traffic [1] have mean density 〈ρ〉 = 0.1 − 0.3 g/cm3.

9.2 Nuclear Carwash

Recently, a new technology suggested by Prussin and Norman has been developed
to not only detect but identify HEU and distinguish it from other radioactive
materials [2] by utilization of the high-energy fission product γ -ray radiation.
Figure 9.1 shows strong yield of high-energy (3–5 MeV range) γ -ray radiation from
fission products and much lower yield of radiative capture products from (n,γ )
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Fig. 9.1 High-energy fission product γ rays compared to capture γ rays when 239Pu is irradiated
with neutrons. The fission product yield of γ -ray radiation above Eγ > 3 MeV is large compared
to other reactions. Reproduced from Ref. [2]
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and (n,n′γ ) reactions. Compared to neutron activation of materials, for example
steel, the production of fission products is orders of magnitude more intense. In
addition, low-resolution detectors may be employed with energy discriminators
set to Eγ > 3 MeV, making them effectively blind to the terrestrial background
radioactivity that does not extend higher than 2.6-MeV γ rays. Finally, high-energy
γ rays are highly penetrating in both wood and steel cargo, so that signal attenuation
is not prohibitive. Practical signal to background ratios are potentially very large in
this technique. Utilization of high-energy fission product γ rays in combination with
their characteristic decay times with half-lives of 5–100 s unique for fission products
is the basis of the new SNM detection concept [3], sometimes referred to as the
Nuclear Car Wash (NCW). The name was suggested by the architecture shown in
Fig. 9.2 that resembles an ordinary car wash where vehicles are towed through an
array of nozzles and brushes.

Cargo containers to be inspected are towed along a track that passes the
interrogation source shown in Fig. 9.1. The interrogation source emits a fan-shaped
beam, which is collimated in the vertical plane and is thin in the direction of cargo
motion. The design described here employs a neutron source to generate neutron-
induced fission, but a strong photon source with significant intensity above the (γ ,f)

Hidden WMD

Neutron
generator

Detector
arrays

(hidden)

Cargo

Neutron generator
fan-beam
(below ground)

Fig. 9.2 Schematic layout of the Nuclear Car Wash at a US seaport. The interrogation beam
is located below the cargo container floor and directed vertically. Two linear detector arrays
are arranged to transport the cargo over the interrogation beam and along the detector arrays.
Reproduced from Ref. [4]
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threshold at Eγ ∼ 5.5 MeV could also be used to induce photofission. In both cases,
the interrogation beam generates fission in SNM that might be present and produces
fission product radiation that is much more intense than the intrinsic radiation due
to HEU radioactive decay. There are roughly 12 fission product γ rays produced per
fission and about half of those are β-delayed with lifetimes ranging from t = 0.1 s
to many minutes. More importantly, the energy spectrum of fission product γ -ray
radiation extends to about Eγ ∼ 10 MeV with roughly 0.13 γ rays per fission in
235U (0.065 in Pu) emitted at energies above Eγ > 3 MeV [2, 5–8]. This yield
is far more than the 0.015 delayed neutrons per fission in 235U (0.0061 in Pu)
previously utilized in some SNM detection technologies. Thus the high-energy part
of the fission product γ -ray spectrum provides a very strong fission signal and this
is enhanced by low intensity of the terrestrial background at high energy.

The cargo container track down stream from the interrogation source is lined
with an array of high efficiency γ -ray spectrometers on one or both sides of the
track that detect only the high energy part of the fission spectrum, i.e. the part
of the spectrum whose energy exceeds the Eth ∼ 3 MeV threshold set on the
spectrometers. In addition, if the interrogation source is pulsed and the detectors
time-gated to the source, it is possible to gate-out the γ rays due to (n,γ ) elastic
and (nn′,γ ) inelastic scatter reactions in the local environment. A major reduction
in detector background count rate may be obtained without invoking high-energy
resolution in the detectors. An array of low-resolution liquid scintillators or plastic
scintillators provides adequate suppression of response to background radiation and
they have very high sensitivity for detection of the high-energy γ -ray radiation
characteristic of fission.

As the cargo container is towed past the interrogation source, the fission product
radiation peaks when the target to be detected is aligned with a particular detector
in the array and thus reveals the axial location of the target to be detected. As
the container moves downstream from the source, the product radiation half-lives
are determined as the peak count rate decreases from detector to detector. Fission
products decay with half-lives in the range from 0.1 s to a few minutes. Typically,
several half-lives are observed and their decay characteristics help to identify the
target as HEU, DU, or Pu as these species have significantly different fission product
yield distributions. Those distributions also differ when a neutron source or γ -ray
source is utilized, but that is not the topic of this discussion.

There are a variety of other detection concepts employing active interrogation
(AI). Of these, 23 are summarized in a PNNL report [9], and that report employs
Monte Carlo simulations to compare the predicted sensitivity of each concept.

9.2.1 Neutron Source Design

The NCW can accommodate a photon source or a neutron source. The latter may
produce neutron beams at En = 14 MeV, beams at En = 2.5 − 7 MeV, and low-
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Fig. 9.3 Neutron mean free path in water, polyethylene, iron, and lead. Note that the neutron mean
path is ∼ 3 × −9× shorter in hydrocarbons compared to metals. Reproduced from Ref. [11]

energy En = 60 keV beams by the 7Li(p,n) reaction with proton beams at Ep =
1.9 MeV [10]. Only the first two sources will be described here.

9.2.1.1 T(d,n) Neutron Source at En = 14 MeV

The neutron mean free path in several cargos is shown in Fig. 9.3. Examination
of Fig. 9.3 shows that a 14-MeV beam produced by an economical electrostatic
accelerator via the T(d,n) reaction penetrates well (two mean free paths) to about
λ ∼ 80 g/cm2 in metals such as iron or lead but only to about λ ∼ 15 g/cm2

in water or polyethylene. In addition, the source is isotropic and thus the flux
at the target is dramatically reduced by divergence of the beam. Nevertheless,
an En = 14 MeV source with high intensity output may be obtained readily
from commercial suppliers and it is reasonably compact. Testing described in later
sections was carried out with a Kaman Sciences neutron generator that produced
a neutron yield Yn ≤ 4 × 1010 n/s or a neutron flux φ ≥ 5 × 104 n/cm2/s at
R = 2.5 m and the in-beam dose in air is roughly D ∼ 2.1 mR/s at that distance.
Some applications may be satisfied by the beam available from a T(d,n) source; this
will be discussed in a later section.

9.2.1.2 D(d,n) Neutron Source at En = 7 MeV

A radiofrequency quadrupole (RFQ) accelerator can be used to accelerate a deuteron
beam to energies in the range Ed ∼ 4 MeV. A gas target of deuterium provides a
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Fig. 9.4 Neutron output
from RFQ generator at
several deuteron beam
energies. Note the narrow
beam angle providing sharp
kinematic collimation.
Reproduced from Ref. [11]

Fig. 9.5 Neutron flux for
14 MeV T(d,n) and 7 MeV
RFQ sources. Note the large
neutron flux at forward angles
for the D-D reaction at MeV
energies. Data shown for
D(d,n) is for beam current
Id = 100 μA. Reproduced
from Ref. [11]

highly efficient beam production mechanism without the beam losses characteristic
of a solid target, where most of the beam implants at low energy below neutron
production threshold. In the best case most of the deuterons in the beam can produce
a neutron. More importantly, the neutron beam is kinematically collimated, i.e. it is
produced mostly in the forward direction as shown in Fig. 9.4. Note that a large
fraction of the beam is directed within ±15◦ of the axis, so that the flux at forward
angles is much larger than that obtained for an isotropic source.

The effect of the neutron flux enhancement can be seen more clearly in Fig. 9.5.
The figure shows that a Ed = 4 MeV deuteron beam with nominal beam current
Id = 100 μA into stopping gas target can produce a neutron flux on axis nearly 20×
larger than a 4 × 1010 n/s T(d,n) source making the 7 MeV source equivalent to a
1012 n/s isotropic source. That is greatly in excess of commercially available T(d,n)
sources, which do not quite reach the 109 n/s level. The RFQ accelerated deuteron
beam with gas deuterium target is the neutron source of choice here, but a photon
source could be used as well. Figure 9.6 shows a photo of a typical RFQ system.

The unit shown in the figure is the DL4 deuteron RFQ manufactured by Accsys
Technology in Pleasanton, CA. It has a 425 MHz RFQ, producing a pulsed beam
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Fig. 9.6 RFQ neutron generator with En = 7 MeV output. The main accelerator tube on top is
roughly 1 m above the floor and the overall system is roughly 5 m long. Reproduced from Ref. [11]

with 1% duty factor with mean current Id = 100 μA beam of D+ ions at
Ed = 4.0 MeV. A gas target produces neutrons by the D(d,n) reaction with energy
En = 7.0 MeV. (There is also another model that produces mean beam currents in
the range Id = 0.4 − 1.0 mA.) Operated at Id = 100 μA beam into a deuterium
gas target, the in-beam neutron flux is φ ≤ 7 × 105 n/cm2/s at R = 2.5 m and
the maximum neutron dose is D ∼ 25 mR/s at that distance [12]. The neutron
flux and dose are nearly two decades greater than the maximum available from
commercial off-the-shelf T(d,n) generators and the beam is kinematically collimated
in the forward direction, so that less shielding is needed on the back side. The
neutron energy is low enough to avoid interference due to 16N without reducing
the penetration of the beam into cargo. (See Sect. 9.2.5 for a detailed discussion of
16N interference.)

9.2.1.3 Interrogation Source Pulse Structure

There are at least two modes of operation.

Detection Mode

In the first mode, called the detection mode, a suspicious region can be irradiated
by a single pulse and then the induced radioactivity detected in a single detector
to determine the presence of high-energy fission product γ -ray radiation. This can
be used with very short beam pulses followed by short counting time to determine
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whether fissionable material is present, but does not identify the material isotope as
half-lives are not determined. The irradiation pulse length is limited by maximum
dose to the cargo and by the maximum time that the threat object is positioned close
to the collimated interrogation beam.

Identification Mode

A second mode is available, called the identification mode. In this configuration a
chain of irradiation pulses illuminates the inspection zone and fission product γ -ray
radiation is generated by fissionable material that may be present. The high-energy
γ rays are detected in a linear array of detectors and the highest count rate will
occur in the detector nearest to the threat location. As the cargo is towed along
the track between the detector arrays, the peak count rate moves from one detector
to the next as the irradiated threat object passes by. However, the peak count rate
decays with time, so that analysis of the peak count vs. detector position can be
analyzed to determine the β-decay lifetime of the fission product γ rays. There
are several high-yield fission products and their relative yields are distinct from
one fissionable species to another, so that the detected fission product radiation
will exhibit a mix of half-lives that changes with time in a manner that depends
on the fission product yield distribution. Consequently, analysis of the peak count
rate decay from one detector to another as the cargo is towed past the detector array
can be used to estimate the relative amount of each fissionable isotope present. The
radiation times and counting times are increased to facilitate analysis of the various
fission product half-lives. The efficacy of this approach is amplified in the results
shown in Sect. 9.2.7.

Pulse and Counting Intervals

Given a time limit for detection of the maximum number of signal counts, the
sensitivity of the method is greatest when the beam pulse length is equal to the
counting interval. There is little benefit when either the pulse length or counting
interval is longer than the longest of the β-decay half lives of the fission products
generating the high-energy γ rays. For detection mode, both time intervals can be
arbitrarily short to reduce interrogation time and to reduce dose to the cargo. In
the second, identification mode, the available time is again divided into half for
irradiation and half for radiation counting, but the pulse length and counting time
are long enough to determine the several decay times for fission product decay. This
can be as long as 2 min for irradiation and 2 min for observation of the decay as the
object is towed along the detector array
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9.2.2 Detector Design

The detection of high-energy γ -ray radiation requires a detector that is highly
efficient at high energy and capable of counting at high rates. Both liquid and solid
scintillators meet this requirement. Large volume scintillators are also relatively
cheap, facilitating their deployment in a large array of units along a detection
array. In addition, large plastic and liquid scintillators detect the high-energy γ -
ray radiation through its Compton interaction. An energy threshold can be set,
where the energy deposition by Compton scattering in the detector must exceed
Edep > 2.5 MeV for the count to be recorded as part of the signal. While liquid
and plastic scintillators have generally poor resolution their spectral performance
is adequate to establish a useful threshold for detection and to suppress terrestrial
background.

Two versions of the detector array have been constructed and performance
evaluated.

9.2.2.1 Liquid Scintillators

Figure 9.7 shows elements of the liquid scintillator array that was constructed. The
detector cells were filled with liquid scintillator spanning dimensions D = 20 cm
diameter by L = 200 cm length. There was a single D = 20 cm photomultiplier at

Fig. 9.7 Photo of liquid scintillator array component. Two PMTs are coupled to the ends and their
outputs summed. Reproduced from Ref. [11]
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Fig. 9.8 Solid plastic
scintillators. In all cases the
thickness of scintillator
material was L = 25 cm. Side
dimensions were L = 61 cm
and L = 122 cm. PMTs were
installed as shown and PMT
outputs were summed.
Reproduced from Ref. [11]

Fig. 9.9 Pulse height spectra
for 88Y peak at 1.86 MeV in
three plastic scintillators and
one liquid scintillator. The
solid scintillators were used
in pairs and/or in arrays of
2×4 detectors, each
component 61 cm long by
61 cm wide by 25 cm thick.
PMT outputs were summed
except in the first (green)
case. Reproduced from
Ref. [11]
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each end of the detector. The liquid scintillator provided 25–35% energy resolution,
as shown in Fig. 9.9. However, there were chronic leaks of the scintillator requiring
large catch-basins to trap the leaked material.

9.2.2.2 Solid Plastic Scintillators

As an alternative to liquid scintillators that tended to leak, an array of solid plastic
scintillators was developed. Several geometries were chosen and they are shown in
Fig. 9.8.

Energy resolution with a 88Y source was determined from the pulse height
distributions shown in Fig. 9.9. In most cases the energy resolution for Compton
energy deposition was ∼33–50% (FWHM) and the detectors were thick enough
to provide multiple scattering and thus a suggestion of a full energy peak due to
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multiple Compton scattering. It is clear that the liquid scintillators with PMTs at
each end whose outputs were summed provided the best energy resolution. This is
important as it sets the variability of the energy threshold for γ -ray detection and,
thus, it determines the background count rate and detection sensitivity.

9.2.3 Threat Configurations of Interest

9.2.3.1 Fissionable Target Characteristics

The performance envelope of the NCW was determined by interrogating disks
of uranium or even stacks of assorted disks made of HEU. There were also two
cylindrical containers of natural uranium oxide beads. All of the targets were utilized
both alone and in combination to assess the performance of the NCW. A later section
summarizes performance results with two of the targets listed. A summary of target
pieces available is given in Table 9.1.

It is interesting to note that the fission rate in the target depends on surface area
but not on enrichment or even its mass. In 235U the fission mean free path (mean
path length to cause fission) is only λf ∼ 0.037 cm for thermal neutrons. Even if
the enrichment is reduced to 3%, the thermal neutron mean free path increases to
only λf = 1.2 cm. So that a uranium medium with dimensions of cm is essentially
black to thermal neutrons, and competing capture reactions in other materials have
cross sections small compared to 235U fission. Consequently, for uranium enriched
to more than 3% 235U, nearly all thermal neutrons entering the surface undergo
235U(n,f) and the enrichment or total mass does not matter. The effect of higher
enrichment serves only to focus the thermal fissions closer to the entry surface,
where there is less attenuation of the escaping fission signal and increasing mass
increases the fission rate only to the extent that the exposed surface area increases.

Table 9.1 Cylindrical uranium targets for performance testing [13]

Target Type Totala 235U (%) 235U Diameter Length Density Form

1 Natural 12,000 0.7 84 12 18 6 UO2

uranium beads

2 Natural 24,000 0.7 168 36 12 6 UO2

uranium beads

3 HEU 469.7 94.7 376.5 8.64 3.34 2.4 UO2

powder

4 HEU 280.4 93.2 221.1 8.64 1.96 2.4 UO2

powder
aTotal mass includes oxygen



290 D. Slaughter et al.

Fig. 9.10 Schematic layout
of wood cargo and plastic
detectors. The neutron
interrogation beam comes up
through the floor and into a
L = 1.8 m high stack of
plywood (ρ = 0.55 g/cm3).
Detectors were stacked in an
array to one side of the wood.
Some detectors had frontal
area 2×2 ft and others 2×4 ft.
Reproduced from Ref. [16]
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9.2.3.2 Cargo Characteristics

A recent report [1] indicates that the majority of cargo coming into US ports consists
of low density hydrocarbons and metal (mostly steel). Cargo containers have weight
limits that prohibit loading with mean density greater than ρ ≤ 0.9 g/cm3. For
testing purposes, two cargo configurations were employed, i.e. (1) the container
was filled the full width and height with dry plywood sheets with spacers so that
the density 〈ρ〉 ∼ 0.55 g/cm3, and (2) steel pipes where the mean density averaged
over the pipe walls and empty centers was 〈ρ〉 = 0.6 g/cm3. The U and HEU targets
were lowered into holes in the cargo material so that the target was immersed in
cargo on all sides. The container with the installed cargo simulants was moved past
the collimated neutron beam to simulate scanning of cargo at an inspection station.
The steel cargo is shown in Fig. 9.10.

The targets described above were embedded in the two homogeneous cargos
described above and were scanned past the interrogation source or, in some cases,
count rates were determined with the configuration fixed in space (Fig. 9.11).

9.2.4 Predicted Fission Rates

Monte Carlo modeling has been utilized to predict fission rates for the En =
14 MeV irradiation and they predict rates in wood cargo of 6.5 × 10−6 fis-
sions/source neutron [15] for a m = 750 g HEU oxide target buried so that
the intervening cargo thickness is ρL ∼ 70 g/cm2. When the cargo is steel at
ρ ∼ 0.6 g/cm3 the fission rate is ∼ 1.9 × 10−6 fissions/source neutron.
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Fig. 9.11 Steel pipes
generating mean density
〈ρ〉 = 0.6 g/cm3. Pipe wall
thickness was chosen to
obtained the design mean
density. Reproduced from
Ref. [14]

The situation for the D(d,n) source described earlier is quite different. The
kinematics of the reaction provides a strong collimation in the forward direction
so that this source produces flux on target comparable to an isotropic source
Yn ∼ 1012 n/s. Monte Carlo simulations have been utilized to estimate the fission
production with the D(d,n) source and these have been supported by measurements,
indicating that the signal to background ratio is ≥ 100× even at early times after
the end of irradiation [3] and is greater than > 2× even after penetrating L = 1.2 m
of solid wood cargo.

The simulations indicate that the penetration in cargo is lower at En = 7 MeV
compared to En = 14 MeV. For a 470 g cylinder of HEU (94% enriched) embedded
L = 122 cm deep in plywood (ρ = 0.6 g/cm3) and at R = 2.5 m from the source,
the fission rate per source neutron varies from 3.5 × 10−3 at En = 14 MeV to
1.1 × 10−3 at En = 7 MeV [13].

9.2.5 Interferences

When the T(d,n) reaction is utilized to generate a En = 14 MeV neutron
interrogation beam, there are subsidiary reactions in oxygen due to the 16O(n,p)16N
reaction whose reaction energy threshold is En = 10 MeV. The reaction product,



292 D. Slaughter et al.

1

10

100

1000

10000

100000

0 20 40 60 80 100

Time (sec)

C
o

u
n

ts

55 s decay

SNM target out

SNM  target in

7.1 s decay

Sum of two curves

Fig. 9.12 Decay of high-energy γ -ray flux above Eγ ≥ 3 MeV when cargo is irradiated at En =
14 MeV. Interference is due to the production of 16N is observed. Reproduced from Ref. [4]

16N, decays primarily by emitting a Eγ = 6.1 MeV γ ray whose decay half-life
is T1/2 = 7.1 s. This generates a flux of γ rays above the Eγ ≥ 3 MeV detection
threshold, as shown in Fig. 9.12 [4].

The data was obtained with a En = 14 MeV neutron source producing 4 ×
1010 n/s for 30 s (neutron dose at the entry wall was D ∼ 165 mR at R ∼ 100 cm)
and that source was located 200 cm from the buried target, which consisted of a
m = 380 g cylinder of 93% enriched HEU oxide buried 61 cm deep in a stack
of plywood sheets 1.8 m high. The injected beam passed from the floor through
40 g/cm2 of plywood to reach the HEU test object and the detected γ rays passed
through 40 g/cm2 of plywood to reach the detectors alongside the wood stack for a
total path length of ρL = 80 g/cm2. The count rate vs. time is shown and is the sum
of counts for four cells of liquid scintillation detectors, as described earlier. Data
in Fig. 9.12 includes a green curve, showing detector counts with an SNM target
buried in the cargo (target in) and a red curve showing detector counts without the
SNM present (target out). The latter curve has been fitted to a 7.1 s half-life, while
the former has been fitted to a 55 s half-life characteristic of one of the prominent
high-energy fission product decays. The count rate is dominated by the 16N decay
due to environmental oxygen (in the wood and cooling water) until nearly t > 55 s,
reducing the sensitivity for detection of SNM. The ratio of signal to background 16N
radiation is ∼ 10× at t = 70 s and increases to 100× at t = 100 s.

While interrogation with a 14 MeV beam is feasible, the sensitivity is reduced by
environmental oxygen. That interference is generated in the cargo and in the water
cooling system for the neutron source. This problem is overcome by employing a
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lower energy interrogation source. The D(d,n) source described in an earlier section
generates a well-collimated beam of En = 7 MeV neutrons which is well below the
reaction threshold for 16N production.

There is a second interference due to fluorine, i.e. major component of Teflon.
19F(n,α)16N has a reaction threshold at En > 1.6 MeV, but the cross section is
small for En ≤ 5 MeV. Nevertheless, cargo that contains Teflon or other fluoridated
products can produce a 16N signal that may trigger false alarms. Detection of the
decay curve can quickly identify this interference.

9.2.6 Test Results

9.2.6.1 Detection Probability for Small SNM Targets

The En = 7 MeV interrogation beam was installed in the floor below a stack of
plywood sheets or steel pipes 1.8 m tall and its beam collimated to a narrow angle
both by reaction kinematics and by a polyethylene/steel collimator. The arrangement
is shown in Fig. 9.13. In Fig. 9.13a the plywood has been moved to the side to reveal
the neutron source below the floor. The collimator aperture is the white polyethylene
square within the larger black square. Four plastic scintillators are configured behind
the neutron source. On the right are the liquid scintillators covered by a white curtain
to the right of the neutron source. Figure 9.13b shows the plywood moved over the
neutron source and it shows the four plastic scintillators to the right of the plywood
stack.

Fig. 9.13 (a) Experimental layout of the neutron source, collimation, cargo simulation, and
detectors. The source is in the floor under small white square within larger black square. The
plywood stack on left is cargo simulation, which is moved over the source for testing. The four
black squares are plastic scintillation detectors and the liquid scintillators are enclosed by the white
curtain on the right; (b) plywood stack and rear/external view of plastic scintillators and their PMT
connections. Reproduced from Ref. [15]
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During the tests described below the neutron interrogation beam was operated
at reduced beam current Id = 25 μA, the gas target produced in-beam neutron flux
φ ≤ 1.8 × 105 n/cm2/s at R = 2.5 m, and was accompanied by an in-beam neutron
dose rate D ≤ 6.3 mR/s with the beam on. Beam irradiations were t = 30 s for a
total dose to the cargo D = 188 mR and the detector counting interval was Tc =
30 s.

In the results below a SNM target was assembled from available discs of HEU
and embedded in one of several holes at various depths in the simulated cargo and
each data set consisted of an irradiation with the beam on followed by a counting
period, during which four plastic scintillators were summed to provide the total γ -
ray count rate vs. time following interrogation.

Typical results are shown in Fig. 9.14. During data measurements there were
variations from run to run in the beam current. The data shown in Fig. 9.14 and in
Table 9.1 have been scaled up or down to correspond to Id = 25 μA for purposes of
comparison. In all of the data detector background was determined by irradiating the
assembly described above without the insertion of an SNM target. Two count rates
were recorded, i.e. the background during the 100 s immediately prior to irradiation
(background #1) and the background immediately after irradiation (background #2).
As observed in Fig. 9.14, the two backgrounds are the same, indicating that there are
no neutron activation products generating γ -ray radiation above the detector energy
threshold. Table 9.2 summarizes the analysis of data displayed in Fig. 9.14.
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Fig. 9.14 Detector count rate following a t = 30 s irradiation of m = 376 g 235U (HEU) at mean
beam current Id = 25 μA. The SNM object was a cylinder buried in wood (ρ = 0.6 g/cm3) at
depths where the neutron path through the wood was L = 4 ft (purple, ρL = 73 g/cm2), L = 3 ft
(orange, 55 g/cm2), L = 2 ft (green, 37 g/cm2), and L = 1 ft (blue, 18 g/cm2). The pathway for
detected γ rays at the HEU object to the detector arrays was L = 61 cm and 91 cm (37 g/cm2 and
55 g/cm2) and those detector count rates were summed in the figure. Reproduced from Ref. [12]
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Table 9.2 Signals (Nsig) and backgrounds (Nbkd ) accumulated for t = 30 s irradiation at Id =
25 μA (dose D = 188 mR) followed by detector counting over the interval Tc = 1 − 30 s after the
end of irradiation for HEU embedded in cargo [16]

235U Beam Detection

Signal mass (g) attenuation Net signal confidence

window Cargo ρL (g/cm2) Nsig − Nbkg counts (Nsig − Nbkg)/σ

γ = 3 − 4 MeV Wood 221 18a 27679 350

221 35a 11156 141

376 53a 2356 32

376 71a 908 12

γ = 3 − 5 MeV Steel 376 27a 3219 23

376 46a 2157 16.5

376 73a 3053 25

376 91a 348 2.9

Delayed neutron Steel 376 27a 604 11

376 46a 376 7.2

376 73a 141 2.1

376 91a 800 15b

Sigma is twice the Poisson standard deviation of the background, σ = 2N
1/2
bkd

aThe areal densities quoted are for the neutron path length from neutron generator to SNM target
and do not include the additional ρL = 40 g/cm2 for the γ -ray path from SNM target to the
detectors
bBackground was not available for delayed neutron counts at ρL = 91 g/cm2 steel and the value
assumed was taken from the ρL = 73 g/cm2 run and could be in error

The cargo thickness along the signal path from SNM target to container wall is
∼ ρL = 40 g/cm2 and the thickness from neutron source to the SNM target ranges
from zero to L = 122 cm (ρL = 91 g/cm2). It is noteworthy that the data in wood
cargo with Id = 25 μA and t = 30 s irradiation produced a detected signal at least
twice the background level (at early times) even for the deepest burial, where the
neutrons penetrate up to ρL ≤ 71 g/cm2 of wood cargo and ρL ≤ 91 g/cm2 in
steel. The target mass was only m = 221 g or m = 376 g of 235U. Generally, the
detections over this range of attenuation were made with a confidence level > 2.0×
standard deviation of the background in both wood and steel cargo. In these data
the detection probability is very high and the detections are high confidence, i.e.
not false positives. Detection at twice the standard deviation of the background is
usually considered Pd ∼ 98% confidence, i.e. probability that these detections are
not false positives.

9.2.6.2 Extrapolation to Performance with Goal Quantities of SNM

Attenuation was not tested at ρL = 100 g/cm2 as no cargo was available at
the needed high density. Instead, the available results may be extrapolated to the
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detection of the goal quantity of SNM, i.e m = 5 kg is the goal. As stated earlier,
the fission rate in the target is expected to increase linearly with target surface area.
If the surface area increases with target mass, as A ∼ m2/3, a factor of 5.6× from
m = 376 g to m = 5 kg, the fission signal in the m = 5 kg target is also larger
by that amount. The data in Table 9.2 shows increasing signal levels by factors
roughly ∼ 2.5–5× in wood when ρL is decreased by ∼ 20 g/cm2. Similarly, fission
signals increase by factors of a few when ρL decreases by ∼ 20 g/cm2 in steel. It is
reasonable to expect that a target object with m = 5 kg and exposing a surface area
∼ 5.6× larger than the surface area of targets irradiated in these tests would generate
a confidently detectable signal in steel at the goal ρL ∼ 100 g/cm2. The overall
conclusion is that a full-size test target (m = 5 kg) would be confidently detectable
in steel cargo at thickness ρL ∼ 100 g/cm2 with radiation dose D ∼ 200 mR and
a Tc = 30 s counting interval following irradiation. A signal in wood cargo may be
detectable at ρL ≤ 90 g/cm2, but that has not been demonstrated here.

As a backup detection mode, delayed neutron emission was monitored by an
array of 14 moderated 3He tubes [16]. The tubes (D = 5.08 cm diameter and
L = 91 cm long) were embedded in L = 10 cm thick polyethylene moderator
and filled with p = 4 atm 3He. The background levels and background-subtracted
signal levels for the neutron monitors are given in Table 9.2. Just as with the γ -ray
signal, the delayed neutron signal registers confident detections at ρL = 90 g/cm2

for the small targets, though there is a possible error in the background level in
that measurement. As with γ -ray detection, the m = 5 kg target provides confident
delayed neutron detections for the baseline target.

9.2.6.3 Concept of Operations for Field Implementation

The data shown was based on Tc = 30 s counting time. A long counting time
will generally be required to identify fissionable isotopes through analysis of their
fission product decay times. However, in the case where it is only necessary to
detect the presence of fissionable material, the detection process can be shortened
using a higher intensity pulsed interrogation beam and a truncated detection period.
At higher beam current (Id = 1 mA), the dose D ∼ 250 mR can be delivered
in a pulse as short as t ≥ 1.0 s. This facilitates the same localization accuracy
determined by the width of a detector module (L = 120 cm) with faster scanning,
i.e. at V ∼ 1.2 m/s and scanning the entire 20 ft container in roughly t ∼ 5 s
and the 40 ft container in t ∼ 10 s. However, the signal level is dependent on the
counting time, which depends on the length of the detector array and the scanning
speed. For example, irradiating the inspection zone for only t ∼ 4 s provides a
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dose D ∼ 1000 mR and a 5.3× increase in count rate compared to the measured
data. A Tc = 4 s counting interval provides nearly the same counting statistics as
were obtained in the measured data. A pulsed format is then implemented, where the
beam is alternately on and off with 50% duty cycle and t = 8 s period. The container
is drawn through the scanning system at speed up to V ∼ 3.6 m/s (8 mph).

9.2.6.4 Isotopic Identification

The previous section described a simple system to detect SNM by observing
neutron-induced fission, where a very brief irradiation is followed by counting in
a linear array of detectors, where the peak count rate is compared among detectors
to determine the axial location of the SNM to be detected.

There are only a few fission products that produce high-energy γ -ray radiation at
high yield. Their fission product yields are distinct for each fissionable isotope, so
that the γ -ray spectrum evolves with time depending on which fissionable isotopes
are present. Simulations can be developed that provide a basis set of pulse height
spectra vs. time for each fissionable isotope of interest. This basis set can be used to
apportion the contributions of each isotope to a measured 2-D pulse height spectrum
vs. time. The fitting function then determines the relative contribution of each
fissionable isotope to the measured spectrum over the first 100 s or so following
the end of irradiation. Very rudimentary fitting functions have been developed and
their fit on 235U spectra validated [13]. An example is shown in Fig. 9.15.

Fig. 9.15 Time-dependent
pulse height data obtained
with HEU buried in wood
cargo. Two views are shown
with axes interchanged for
clarity. Reproduced from
Ref. [17]
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However, this work is in its earliest stages and its efficacy has yet to be
demonstrated. An experimental study is required to determine the minimum data
quality that leads to correct identification of the relative contributions of each isotope
in a given experimental measurement as well as the error rate when significant
activity is attributed to an isotope not present.

9.2.7 Efficacy and Limitations

Results shown in the previous sections establish that detection of m = 0.4 kg
quantities of HEU embedded behind ρL = 91 g/cm2 of shielding material can
be made with high confidence when an interrogation beam of En = 7 MeV is
permitted to subject the cargo to collateral dose D ∼ 200 mR. This supports the
projected ability to detect small amounts of SNM deeply buried in cargo loaded
to the weight limit of a standard cargo container, and to do this in short times
(seconds). Extrapolation to m = 5 kg suggests that detection meets the goal for
steel cargo at ρL ≤ 100 g/cm2, but results with wood cargo are harder to predict.
The architecture works best when there is space to employ a linear array of plastic
scintillation detectors extending L ∼ 15 m along a track leading from the irradiation
portal. There is a potential to infer the isotopic identification of SNM that may
be present, but this requires a scan of duration Tc = 30–60 s in order to analyze
the decay times of the fission products that are present and to assign their unique
mixture to a particular fissionable isotope. Primitive software has been developed for
this purpose. But, this application has not yet been demonstrated. It is important to
also note that this technology may produce false alarms in the presence of fluorine,
though the isotopic ID capability may be used to identify these false alarms.

9.3 Rapiscan’s Pulsed Fast Neutron Analysis

A cargo inspection system to detect explosives based on Pulsed Fast Neutron
Analysis (PFNA) technique was deployed by Rapiscan at the George Bush Intercon-
tinental Airport in Houston, Texas. A tandem Van de Graaff accelerator operating
at a frequency of 3.5 MHz outputs deuterons with a full width at half maximum of
1.5 ns in duration. The pulsed 8.5-MeV neutrons are produced as a result of these
deuterons interacting in a deuterium gas target. Oscillating collimator near the gas
target creates vertically-moving neutron beam spot 9-cm wide by variable (typical)
12-cm tall.

Neutrons interacting in cargo produce γ rays collected in NaI detector arrays.
The system utilizes a tandem Van de Graaff accelerator operating at a frequency
of 3.5 MHz that produces pulses of deuterons with a Full Width at Half Maximum
of 1.5 ns in duration. Neutrons of several nanosecond duration are created through



9 Examples of Active Interrogation Systems 299

the (d,D) reaction at an energy of around 8 MeV at a deuteron beam current of up
to 140 μA. A neutron collimator near the deuteron gas target produces a neutron
beam spot 9-cm wide by variable (typical) 12-cm tall at the center of the container.
This neutron beam oscillates vertically by moving the collimator. Translational
motion of the air cargo is provided by a constant-velocity conveyor system. The
inspection volume is surrounded by a large array of 14-cm cube NaI detectors
to collect the γ rays from the neutron inelastic scattering reactions occurring
within the volume. Using a time-of-flight technique to determine the position in
the container in which the neutron inelastic scattering reactions occur, the data
acquisition system and the image reconstruction engine produce a three-dimensional
image of the cargo contents. The images have a typical volume element granularity
of 6.3 cm wide, 6.3 cm tall, and 8 cm deep. This technology employs personnel
from a variety of engineering disciplines. Electrical engineers designed the particle
accelerator, mechanical engineers designed the cargo conveyance system, and
chemical engineers fabricated the explosive threat simulants.

9.4 EURopean Illicit TRAfficking Countermeasures Kit
(EURITRACK)

The EURopean Illicit TRAfficking Countermeasures Kit (EURITRACK) was a spe-
cial detection kit developed by an international collaboration to protect European’s
ports from entering illicit materials. The focus of the project was nonintrusive
identification of chemical composition of objects in cargo containers. The system
design was based on existing X-ray equipment producing radiographic images of the
contents, but also included innovative Tagged Neutron Inspection System (TNIS) to
provide chemical information about any objects flagged on the image.

TNIS is based on 14-MeV neutron interrogation, which produced characteristic
γ rays utilized in identification of material in question. These characteristic γ rays
are measured by several 5′′×5′′×10′′ NaI(Tl) detectors, which are time-tagged to the
DT neutron generator via alpha detection in YAP:Ce array. As shown in Fig. 9.16,
the reflection block houses the neutron source and two cylindrical 5′′×5′′ NaI(Tl)
units which act as associated particle detectors. The top set of detectors contains 16
shielded units allowing for transverse scan of the container, while the transmission
set is placed on the opposite side from the source and consists of four 5′′×5′′
NaI(Tl) detectors and one 5′′×5′′ liquid scintillator capable of PSD, which is used
for neutron detection.

The principle of operation of EURITRAC is based on differential response
of various materials to 14-MeV interrogating neutron beam. The γ -ray spectra
obtained with the 22 NaI(Tl) detectors is unfolded to analyze C/O and C/N (carbon-
to-oxygen and carbon-to-nitrogen, respectively) ratios. These ratios are further
compared to values characteristic of explosives or benign materials.
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Fig. 9.16 EURITRACK portal during a truck inspection in the seaport of Rijeka, Croatia. Source
and detectors are mounted on sliding rails and can be moved up and down to align the tagged
neutron beam with the target position. Reproduced from Ref. [18]

9.5 Photon Interrogation Prototype by Passport Systems

The Passport Systems’ philosophy in design of SMARTSCAN 3D AI system
for cargo scanning has been speed and complete 3-D mapping of contents. The
system includes EZ-3D technology based on nuclear resonance fluorescence (NRF)
imaging, which aims to provide the map of the entire interior of the container in
15 s. If any questionable object is detected as a result of the first scan, additional
investigations can be conducted through secondary inspections. Figure 9.17 shows
the layout of the overall system, with the radiography based on a 9-MeV electron
source. As the truck moves through the system, a X-ray scanning is conducted top-
down using high-resolution imaging detectors (shown on the bottom of the system).
EZ-3D detector arrays provide further information about atomic number of mass of
cargo materials based on photon interactions via NRF. Fissionable material detectors
look for high-energy neutrons resulting from photofission when the X ray interacts
with materials, providing ultimate confirmation of SNM presence. Finally, if a sec-
ondary scan is required based on the primary scan information, material/isotope ID
detector array inspects specific voxels and provides signatures without opening the
container.
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Fig. 9.17 Design of the core of the Smartscan 3D system by Passport Systems (https://www.
passportsystems.com/mod/file/view.php?file_guid=33608, 2017)

9.6 Inverse Compton Scattering Prototype Systems

There has been significant interest in developing a new class of AI systems in which
the probe beams are derived from interactions of intense, short laser pulses with
relativistic electrons [19]. In the interaction process, referred to inverse Compton
scattering (ICS), the low-energy photon from a laser (typically of order eV) is
Doppler upshifted to high energy. The resulting photons with energies on the order
of 1–10 MeV can then be used to perform AI measurements. There are several
special properties such sources which make them of interest for AI applications.
The first property is that the ICS-produced beams can emerge from the production
process as highly collimated (pencil beams). The second property, which has
generated significant attention in the community, is the projected ability of the ICS
process to produce small energy spreads (∼1% and even smaller) with continuous
tunability over a wide energy range, which can be realized by tuning the electron
energy or by adjusting the wavelength of the laser pulse. Finally, it has been
predicted that the brightness of such sources should increase rapidly with the energy
of X rays they produce [20].

The relatively small expected energy spread and continuous tunability of ICS
sources may be of particular interest to detection of specific nuclides, such as
235U or 239Pu by nuclear resonance fluorescence (NRF) [21]. While the broad
bremsstrahlung sources could also be used for NRF measurements, the narrow
spectrum of ICS sources could offer higher contrast through a less prominent notch
refilling effect [21] and lower dose, since a greater fraction of the incident photons
would be overlapped with the relatively narrow NRF resonance. It has also been

https://www.passportsystems.com/mod/file/view.php?file_guid=33608
https://www.passportsystems.com/mod/file/view.php?file_guid=33608
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Fig. 9.18 Conceptual
rendering of a MEGA-Ray
source [25]. US DOE public
domain

recognized that the shape of the energy spectrum from an ICS source may be
advantageous for AI via photofission, where the goal is for the majority of the
incident photon spectrum to overlap with the giant dipole resonance in the range
of ∼10–15 MeV [22].

The researchers at Lawrence Livermore National Laboratory has invested a major
effort to develop a concept for an AI system that could be used to detect 235U by
tuning an ICS source to its NRF resonance at 1.733 MeV [23]. The predecessor of
this work was the PLEIADES experiment at LLNL, which has reached the energy
of 78 keV, energy spread of 0.2%, and the total X-ray production rate of 1.3 ×
106/shot [24]. While suitable for atomic measurements such as X-ray backlighting
and time-resolved material studies, the energy of X rays produced by PLEIADES
was too low for AI, in which MeV-class beams are sought.

An effort to scale the energy of ICS sources to MeV range was initially termed
the Thomson-radiated extreme X ray (T-REX) project for production of monoen-
ergetic gamma-rays (MEGa-RAY, Fig. 9.18) [25, 26]. The technical approach in
PLEAIDES and in T-REX/MEGA-RAY projects was common: a conventional
linear accelerator is used to accelerate electrons, while a separate short-pulse laser
system, such as Ti:sapphire (in PLEAIDES) or Nd:YAG (in T-REX/MEGA-RAY)
produces the low-energy photons. The laser photons may be first frequency up-
shifted by second- or third-harmonic generation, after which they are collided with
the electron bunches. Synchronization between the electron bunches and laser pulses
was achieved by generating the electrons on a photocathode using laser pulses
derived from the laser that also drives the ICS interaction. The conceptual layout
of the T-REX experiment is shown in Fig. 9.19.

The T-REX source has reached the energy of 478 keV by colliding the second-
harmonic Nd:YAG laser pulses (532 nm) with relativistic electrons from an S-band
120-MeV linac at a repetition rate of 10 Hz, which has allowed the detection of
a prominent NRF line in 7Li (Fig. 9.20) [28]. It has been recognized that a major
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Fig. 9.19 Design of the T-REX source at LLNL [27]. US DOE public domain

Fig. 9.20 Detection of an
NRF line at 478 keV in 7Li.
Reproduced from Ref. [28]

technological bottleneck of those sources is the low utilization of laser photons;
because of the very small effective cross section for the ICS process, only one
in >1010 incident laser photons is scattered. The efficiency of these sources can
therefore be greatly improved by reusing (recirculating) laser photons using cavities,
either as resonant cavities [29] or through a scheme termed recirculation injection
by nonlinear gating (RING) [30].

One of the most challenging aspects of the approach taken by sources such
as T-REX/MEGA-RAY and Extreme Light Infrastructure-Nuclear Physics (ELI-
NP) under construction in Romania [31] is the complexity in interfacing the
two technologies (linear accelerator and a short-pulse laser). As a result of this
complexity, it has been difficult to develop a technical path for transitioning these
sources to practical applications, where they would ultimately need to be deployed
in the field and operated by non-experts. With the development of laser wakefield
accelerators, it has become possible to simplify the system design and reduce the
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system footprint by taking advantage of a short-pulse laser as both the ICS driver and
a driver for electron acceleration. An ICS source of this type has been constructed
at the University of Nebraska-Lincoln [32] and generated X-ray energies of up to
9 MeV [33]. This source has been used to perform X-ray transmission imaging [34].
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Chapter 10
Radiation Dose in Active Interrogation

Shaheen Dewji and Nolan Hertel

Abstract The fundamental concepts and quantities used to describe radiation dose
continue to be refined to represent the best scientific understanding to protect
humans and the environment. The safe implementation of active interrogation
systems requires trade-offs between optimizing the use of radiation-generating
technology to the benefit of mankind while minimizing the hazards and risks.
Predicting the effects of the source and target radiation as it interacts is critical
to optimizing the system’s ability to identify the unknown target material with high
confidence in an accurate, economical, and time-efficient manner, while ensuring
the safe operation of such systems in either open or closed environments. The
radiation protection risks posed by the deployment of such systems are varied and
potentially dangerous.

10.1 Introduction

The concept of active interrogation (AI) dates back to Wilhelm Röntgen, whose
work using penetrating x-ray radiation on his wife’s hand pioneered the concept of
employing radiation for inspection [1, 2]. As the beneficial applications of radiation
for diagnostic medical radiography were evolved the detrimental consequences of
radiation exposure were also observed. These physical consequences led to the
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concept of radiation dose which, in simple terms, is defined as the amount of energy
imparted per unit mass. This field of radiological physics evolved as the science
analyzing the interactions of ionizing radiation, with focus on the energy absorbed in
matter. Radiation dosimetry is the quantitative determination of this interaction [3].

Radiation dosimetry addresses how ionizing radiation interacts with matter and
the effects of energy deposited, notably within tissues and organs of the human
body. Ionizing radiation is characterized by the ability to excite and ionize atoms in
matter. The ionization energy of an electron required to cause a valence electron to
escape an atom ranges from 4 to 25 eV, thus requiring radiation that deposits energy
in excess of this range to be classified as ionizing radiation. Ionizing radiation can
cause damage or break up a molecule, such as deoxyribonucleic acid (DNA), which
would ordinarily not occur. If the region affected by ionizing radiation is small,
the risk of delayed effects such as cancer, remains low; however, if the damage
successively accumulates (chronic exposure), or if high-energy radiation interacts
with tissue in a short period of time (acute exposure), the consequences can be more
serious.

10.2 Radiation of Concern in Active Interrogation

A primary concern in the deployment of AI systems is accounting for the radiation
dose received by both the interrogated target (such as package, vehicle, cargo) and
the receptors in various roles in the vicinity of the system such as system operators,
members of the public, or stowaways. In the assessment of dose in AI systems,
both the primary interrogating radiation and the secondary induced radiation must
be considered. AI mechanisms can be summarized as follows and captured in Table
10.1 [4–7].

Fast Neutron Interrogation Mechanisms Fast neutron mechanisms include sys-
tems that employ either steady-state (spontaneous/continuous) or pulsed sources,
monoenergetic or broad spectral energies, and directional or isotropic distributions.
The induced (secondary) radiation from the target object inspected could be
signature gamma (γ )-rays from excited nuclear states caused by inelastic scatter;
prompt γ -rays from neutron thermalization and capture; γ -rays from decay of
neutron activation products; and prompt or delayed fission neutrons from fissionable
materials, which could include multiplication of neutrons and γ -rays due to multiple
fission interactions by the secondary fission neutrons.

Thermal Neutron Interrogation Mechanisms Thermal neutrons are produced by
thermalization of fast neutrons in the AI system, usually via a series of inelastic and
elastic scattering reactions. Secondary radiation observed includes prompt γ -rays
from neutron thermalization and capture, γ -rays from decay of thermal neutron
activation, and prompt or induced fission neutrons that yield potential fission chains
with significant multiplication of neutrons and γ -rays.



10 Radiation Dose in Active Interrogation 309

Table 10.1 Summary of sources used in active interrogation

Interrogation Source Direction Source Radiation
Source reaction energy frequency protection
252Cf Fission Broad spectrum Isotropic Continuous Broad

neutrons neutron

Mean: 2.1 MeV spectrum

Probable: 0.7 MeV isotropic

AmBe (α,n) Spectrum dependent Isotropic Continuous Broad neutron

PuBe on α-particle spectrum

AmLi energy isotropic
9Be, 2H Photonuclear Neutron spectrum Isotropic Continuous High-energy

(γ from 24Na, dependent on incident γ -rays
72Ga, 123Sb, γ -ray energy, resulting in
140La, 226Ra) 9Be: 1.67 MeV monoenergetic

2H: 2.23 MeV neutrons

D-D 2H(d,n)3He Monoenergetic Anisotropic Controlled/ High-energy

D-T 3H(d,n)4He 14.1 MeV pulse neutron flux

2.5 MeV

Brems- NRF Dependent on Anisotropic Controlled/ Electron

strahlung electron energy (bremsstrahlung pulse accelerator

(electron cone) beam; high-

accelerator) energy incident

γ -rays

High-Energy Photon Interrogation Mechanisms High-energy photon sources
(x-ray or radionuclide), as well as accelerator-produced monoenergetic γ -rays,
provide target signature information by nuclear resonance fluorescence (NRF),
nuclear resonance absorption, or photonuclear fission. Prompt or delayed neutrons
or γ -rays from induced fission are signatures of the interrogated target. Similar to
fast and thermal interrogation, induced fission neutrons yield potential fission chains
with significant multiplication of neutrons and γ -rays.

10.3 Regulations of Dose Exposure

The objectives of radiation protection have revolved around the principle of As
Low as Reasonably Achievable (ALARA). To this extent, the benefits of activities
that involve radiation must balance the risk, notably in limiting the incidence of
deterministic effects (such as radiation sickness and cataracts), as well as stochastic
effects (such as cancer and hereditary effects).

The growth of the widespread use of ionizing radiation has necessitated the
creation of organizations and standards for developing the scientific and technical
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basis of the safe application of ionizing radiation. The International Commission on
Radiation Units and Measurements (ICRU) was established in 1925 [8] to

. . . develop and promulgate internationally accepted recommendations on radiation-related
quantities and units, terminology, measurement procedures, and reference data for the safe
and efficient application of ionizing radiation to medical diagnosis and therapy, radiation
science and technology, and radiation protection of individuals and populations.

Shortly thereafter in 1928, the International Commission on Radiological Protection
(ICRP) was established, whose mission focused on providing recommendations and
guidance on all aspects of protection against ionizing radiation using the science
of radiological protection to the benefit of the public [9]. The National Council
on Radiation Protection and Measurements (NCRP) was chartered by the US
Congress in 1964 to collect, analyze, develop, and disseminate information and
recommendations about protection against radiation and about radiation measure-
ments, quantities and units, particularly those concerned with radiation protection in
the public interest [10]. These three organizations form the core trifecta for
radiation protection science and policy in the United States and internationally.
Based on research and recommendations of the ICRU, ICRP, and NCRP, the
following standards, federal codes of conduct/codes of federal regulations (CFR),
and recommendations (including their updates and revisions) are most relevant to
the regulation of dose in AI systems in the United States.

10.3.1 ICRU/ICRP/NCRP Recommendations

Recommendations relevant to radiation dose to human exposure from ionizing
radiation, inclusive of AI systems, are provided in a plurality of ICRU, ICRP, and
NCRP references:

• ICRU Report 57/ICRP Publication 74: Conversion Coefficients for Use in
Radiological Protection Against External Radiation [11]

• ICRU Report 85a: Fundamental Quantities and Units for Ionizing Radiation [12]
• ICRP Publication 103: Recommendations of the International Commission on

Radiological Protection [13]
• ICRP Publication 116: Conversion Coefficients for Radiological Protection

Quantities for External Radiation Exposures [14]
• NCRP Report 116: Limitation of Exposure to Ionizing Radiation [15]
• NCRP Commentary 16: Screening of Humans for Security Purposes using

Ionizing Radiation Scanning Systems [16]
• NCRP Commentary 17: Pulsed Fast Neutron Analysis System Used in Security

Surveillance [17]
• NCRP Statement 10: Recent Applications of the NCRP Public Dose Limit

Recommendation for Ionizing Radiation [18]
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10.3.1.1 NCRP Recommendations

The NCRP Commentary 17, “Pulsed Fast Neutron Analysis System Used in
Security Surveillance,” provides a detailed radiation protection assessment for
pulsed fast neutron analysis (PFNA) systems, which is further applicable to AI
systems. NCRP Commentary 17 addresses the following concerns [17]:

• description of relevant concepts of radiation protection that should be applied to
PFNA systems;

• application of ALARA to the PFNA system;
• recommendation of the appropriate dose limit for a person inadvertently irradi-

ated by the PFNA system, including recommendations of the proper methods to
determine the dose received;

• recommendation of the specific methods and instruments for the measurement
and determination of the radiation dose (effective dose) that an individual would
receive by inadvertent exposure to radiation from the PFNA system; and

• determination of whether the use of the PFNA system could result in levels
of activation products in pharmaceuticals and medical devices that could be of
concern to public health.

The most recent recommendations made by the NCRP at the time of authorship
of Commentary 17 were derived on the basis of from guidance in the NCRP
Report 116, “Limitation of exposure to ionizing radiation” [15], which recommends
that an inadvertently exposed person should receive no more than 100 mrem (1 mSv)
but that the dose can be raised to 500 mrem (5 mSv) to achieve national security
objectives. This guidance was reinforced in an update of NCRP’s recommendations
in Statement 10, “Recent Applications of the NCRP Public Dose Limit Recommen-
dation for Ionizing Radiation” [18].

For occupational exposures related to operators of PFNA systems (and applicable
to all occupational radiation workers), NCRP Commentary 17 cites recommenda-
tions of NCRP Report 116, which recommends that the cumulative lifetime effective
dose does not exceed the age of the individual in years times 1,000 mrem (10 mSv)
and the limit on annual effective dose as 5,000 mrem (50 mSv) [15]. This limit
excludes exposure from natural background radiation and exposure associated with
medical procedures. The NCRP, under Commentary 17 and Report 116, further
recommends an administrative control limit of 25 mrem (0.25 mSv) from a single
exposure event.

10.3.1.2 ICRP Recommendations

The ICRP recommendations are supported by a series of documents that reflect the
latest scientific information on the intake, distribution, retention, and elimination
of radioactive material, as well as doses to organs and tissues. At the time of
publication of NCRP Commentary 17, the latest guidance available from ICRP was
given in Publication 60, “1990 Recommendations of the International Commission
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Table 10.2 Recommended dose limits in planned exposure situations given in ICRP Publication
103a (Reproduced from [13])

Type of limit Occupational Public

Effective dose 20 mSv per year, averaged over 1 mSv in a yearc

defined periods of 5 yearsb

Annual equivalent in:

Lens of the eyed 150 mSv 15 mSv

Skine,f 500 mSv 50 mSv

Hands and feet 500 mSv –
aLimits on effective dose are for the sum of the relevant effective doses from external exposure
in the specified time period and the committed effective dose from intakes of radionuclides in the
same period
bWith the further provision that the effective dose should not exceed 50 mSv in any single year.
Additional restrictions apply to the occupational exposure of pregnant women
cIn special circumstances, a higher value of effective dose could be allowed in a single year,
provided that the average over 5 years does not exceed 1 mSv per year
dThis limit is currently being reviewed by an ICRP Task Group
eThe limitation on effective dose provides sufficient protection for the skin against stochastic
effects
fAveraged over 1 cm2 area of skin regardless of the area exposed

on Radiological Protection” [19]. ICRP Publication 60 has been superseded by
Publication 103, “Recommendations of the International Commission on Radio-
logical Protection” [13]. In Publication 103, ICRP derived the limit of an average of
2,000 mrem (20 mSv) per year averaged over 5 years (100 mSv in 5 years) for the
occupational dose limit, with the further provision that the dose should not exceed
5,000 mrem (50 mSv) in any single year. The recommendation of the annual public
dose limit was 100 mrem (1 mSv) per year (Table 10.2).

Dose concepts and the methodologies underpinning recommendations by ICRU
and ICRP are explored further in Sect. 10.4.

10.3.2 Code of Federal Regulations

Drawing upon the recommendations of ICRU, ICRP, and NCRP listed previously,
the following sections of the US Code of Federal Regulations were developed
largely in alignment regarding regulation of dose limits to occupational workers
and members of the public, which applies to the operation of AI systems:

• Code of Federal Regulations, Title 10, Part 20 (10 CFR 20): Standards for
Protection Against Radiation [20]

• Code of Federal Regulations, Title 10, Part 50 (10 CFR 50): Domestic Licensing
of Production and Utilization Facilities [21]

• Code of Federal Regulations, Title 21, Part 179 (21 CFR 179): Irradiation in the
Production, Processing and Handling of Food [22]
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• Code of Federal Regulations, Title 29, Part 1910 (29 CFR 1910): Occupational
Safety and Health [23]

Regulation 10 CFR 20 outlines the occupational dose limits, which could be
applicable to system operators with dosimeters defined as radiological workers
operating an AI system, in Subpart C—20.1201, “Occupational Dose Limits for
Adults” [20]:

1. The licensee shall control the occupational dose to individual adults, except
for planned special exposures under 20.1206, to the following dose limits.

a. An annual limit, which is the more limiting of—

i. The total effective dose equivalent being equal to 5 rem (0.05 Sv); or
ii. The sum of the deep-dose equivalent and the committed dose equivalent

to any individual organ or tissue other than the lens of the eye being
equal to 50 rem (0.5 Sv).

b. The annual limits to the lens of the eye, to the skin of the whole body, and
to the skin of the extremities, which are:

i. A lens dose equivalent of 15 rem (0.15 Sv), and
ii. A shallow-dose equivalent of 50 rem (0.5 Sv) to the skin of the whole

body or to the skin of any extremity.

2. Doses received in excess of the annual limits, including doses received during
accidents, emergencies, and planned special exposures, must be subtracted
from the limits for planned special exposures that the individual may receive
during the current year (see 20.1206(e)(1)) and during the individual’s
lifetime (see §20.1206(e)(2)).

10 CFR 20 outlines dose limits to members of the public in Subpart D—
20.1301,“Occupational Dose Limits for Adults” [20]:

1. Each licensee shall conduct operations so that—

a. The total effective dose equivalent, which is the sum of the effective
dose equivalent (for external exposures) and the committed effective dose
equivalent (for internal exposures), to individual members of the public
from the licensed operation does not exceed 0.1 rem (1 mSv) in a year,
exclusive of the dose contributions from background radiation, from any
administration the individual has received, from exposure to individuals
administered radioactive material and released under §35.75, from volun-
tary participation in medical research programs, and from the licensee’s
disposal of radioactive material into sanitary sewerage in accordance with
§20.2003, and
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b. The dose in any unrestricted area from external sources, exclusive of the
dose contributions from patients administered radioactive material and
released in accordance with §35.75, does not exceed 0.002 rem (0.02 mSv)
in any 1 h.

2. If the licensee permits members of the public to have access to controlled
areas, the limits for members of the public continue to apply to those
individuals.

3. Notwithstanding paragraph (a)(1) of this section, a licensee may permit
visitors to an individual who cannot be released, under §35.75, to receive
a radiation dose greater than 0.1 rem (1 mSv) if—

a. The radiation dose received does not exceed 0.5 rem (5 mSv); and
b. The authorized user, as defined in 10 CFR Part 35, has determined before

the visit that it is appropriate.

4. A licensee or license applicant may apply for prior NRC authorization to
operate up to an annual dose limit for an individual member of the public of
0.5 rem (5 mSv). The licensee or license applicant shall include the following
information in this application:

a. Demonstration of the need for and the expected duration of operations in
excess of the limit in paragraph (a) of this section;

b. The licensee’s program to assess and control dose within the 0.5 rem
(5 mSv) annual limit; and

c. The procedures to be followed to maintain the dose as low as is reasonably
achievable.

Current recommendations under 10 CFR 20 are primarily based on recom-
mendations of ICRP Publication 26 [26], which was superseded by ICRP Publi-
cation 60 [19] and the latest guidance given in ICRP Publication 103 [13, 24].
10 CFR 20 does not reflect the latest recommendations in ICRP Publication 103
(or its predecessor, ICRP Publication 60) for members of the public or occupational
workers but is the governing standard in the United States for annual dose limits to
occupational workers and members of the public.

10.3.3 Standards

Standards directly relevant to the operational and performance requirements for
AI systems align with established NCRP recommendations and the Code of
Federal Regulations titles listed previously, with further details on operational and
performance requirements of the AI systems:

• American National Standards Institute (ANSI) N42.23-1996 American National
Standard Measurement and Associated Instrument Quality Assurance for
Radioassay Laboratories [25]
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• ANSI NA42.41-2007 American National Standard Minimum Performance Cri-
teria for Active Interrogation Systems Used for Homeland Security [4]

• ANSI NA42.41-2007, “American National Standard Minimum Performance
Criteria for Active Interrogation Systems Used for Homeland Security” outlines
the operational and performance requirements for AI systems for homeland secu-
rity applications [4]. This standard focuses on systems employing penetrating
ionizing radiation to simulate secondary radiation or resonances that detect and
identify elemental or radionuclide compositions of hidden chemical, nuclear,
or conventional explosives. The standard further accounts for inspection zones
of various sizes and locations (indoor/outdoor), as well as sizes of containers
(packages, briefcases, suitcases, air/sea cargo containers, passenger vehicles,
trucks/semi-trailers, and rail cars). ANSI NA42.41-2007 provides the require-
ments for minimally acceptable performance criteria of candidate systems. The
standard cites that at the time of its production few commercially available
systems employing AI systems were available, none with broad scale deployment
either domestically or internationally, which, arguably, continues to be the case
to date.

• ANSI NA42.41-2007 cites that in contrast to x-ray and γ -ray passive/ trans-
mission systems, which are limited largely to densitometry measurements, AI
systems are limited by attenuation of interrogating radiation and of the induced,
or secondary, emissions. A further limiting factor with AI systems is that if
the constituents of the composition of the interrogated object are similar to
substances of interest (such as explosives), then this could lead to distorted
stoichiometry and hence false positive or negative results.

This standard identifies general characteristics of AI systems, including
inspection zone characteristics (dimensions, fixed or scanned), interrogating
radiation type and physical principles (fast neutron interrogation, thermal neutron
interrogation, high-energy photon interrogation), and physical configurations
(portable, mobile or fixed systems); performance requirements for explosives,
chemical warfare agents, and special nuclear materials and nuclear weapons
components; inspection times for cargo by container category; and specification
of masses by container category.

In §6.11 of ANSI NA42.41-2007, radiation dose guidance is provided for work-
ers without dosimetry, workers with dosimetry, stowaways, prescreened inspection
zones, and activation [4]:

• Workers without monitored dosimetry and passersby. Per 10 CFR 20 [20],
workers without dosimeters and passersby shall not exceed the total effective
dose equivalent limit to the general public of 100 mrem (1 mSv) per year.

• Workers with monitored dosimetry. 10 CFR 20 [20] for occupational workers
and 29 CFR Part 1910 [23].
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• Stowaways. Per NCRP Statement 10 [18] and 10 CFR 20 [20], inadvertent
exposure of stowaways shall not exceed the effective dose limit of 100 mrem
(1 mSv), or 500 mrem (5 mSv) in exceptional circumstances of national security.

• PreScreened Inspection Zones. Per 21 CFR Part 179 [22], if the container or
vehicle has undergone prescreening that could expose a stowaway to a maximum
of 100 mrem (1 mSv), and if the screening system was capable of detecting
human occupancy with at least 95% confidence, then the vehicle or container
may be exposed to up to 20 rem (0.2 Sv) by the AI system.

• Activation Limits. Per 21 CFR Part 179 [22] and 10 CFR Part 20 [20].

10.4 External Dose Assessment

AI systems result in the production of complex radiation fields comprising a
distribution of photons (γ -rays) and neutrons (thermal, fast). The incident type,
energy, and direction of the interrogating source and the secondary radiations
produced by the interrogated target must all be considered in the dose assessment of
radiation fields of AI systems.

10.4.1 Fundamental Dose Quantities

The absorbed dose, D, is the fundamental unit describing the deposition of ionizing
radiation in matter as the quotient of the mean energy imparted by the ionizing
radiation into a target volume divided by the mass of the matter in the target volume.
The unit of absorbed dose is joules per kilogram (J/kg), which is given the name
gray (Gy) [13]. In complex radiation fields interacting with specified organs or
tissues in the body (T ), the absorbed dose (DT) for said tissue must be modified
to reflect greater biological effects for the different types of radiation, notably that
of neutrons, as well as differentiating radiation risk among organs or tissues in the
body. The application of a radiation-weighting factor (wR), representing the relative
biological effectiveness of different radiation types (photons and neutrons in AI
systems), yields a quantity of equivalent dose (HT ) for the organ or tissue in units of
J/kg with the special name, sievert (Sv). The application of a tissue-weighting factor
(wT ) is the same for all radiations but different for each organ based on its associated
radiation risk. The sum of the products of HT and wT yield the quantity of effective
dose (E), which is used to quantify the radiation dose received by an exposed person
in units of J/kg with the special name, sievert (Sv) [13]. The computation of these
quantities using the methods prescribed by ICRP is given in Sect. 10.4.3.
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10.4.2 Relating Physical, Operation, and Protection Quantities
Using Dose Coefficients

It is the convention in radiation protection to employ dose coefficients to relate the
protection quantities to physical quantities. The ICRP defines protection (limiting)
quantities as dosimetric quantities specified in the human body [13]. Protection
quantities are not measurable but can be determined by calculation or a combination
of calculations and measurements [13, 14]. Operational quantities, developed by
the ICRU, are meant to demonstrate compliance with dose limits by providing
calibration quantities for instrumentation measuring or monitoring dose to estimate
the protection quantities [11].

The computation of fluence-to-dose coefficients enables relating a radiation field
(operational) quantity, such as the conversion of fluence (Φ) to dose. The ICRU
defines physical quantities such as fluence, kerma, and absorbed, which are used in
radiation dosimetry. The fluence (Φ) is the quotient of the number of particles (dN)
incident on a sphere of cross-sectional area (da) [12]. As fluence is a radiometric
quantity characterizing a radiation field, it does not describe the interaction of
radiation with matter. The kerma (K) for ionizing uncharged particles is the quotient
of (dEptr ) by dm, where dEptr is the mean sum of the initial kinetic energies of all
the charged particles liberated in a mass dm of a material by the uncharged particles
incident on dm [12]. The relationship between physical, operational, and protection
quantities is captured in Fig. 10.1.

In AI systems, the application of fluence-to-dose coefficients might not neces-
sarily be applicable in a specialized setup, such as inside a cargo container, which
warrants further study and computation since they were computed for fixed radiation

Fig. 10.1 Relationship between operational and protection quantities (Reproduced from [32])
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field geometries, as recommended by NRCP Commentary 17 [17]. However,
fluence-to-dose coefficients might be applicable in broader environmental exposures
and remain the core data relating radiation protection operational quantities with
protection quantities. The recommendations of the ICRP and ICRU, in addition to
joint efforts between the two organizations, have led to the computation of dose
coefficients aligned with the latest scientific recommendations. The quantities and
methodologies for producing fluence-to-dose coefficients, per the latest interna-
tional scientific recommendations [11–14], are described subsequently.

10.4.3 Protection Quantities

Protection quantities provide dose limits for both occupational workers and mem-
bers of the public and are derived using computational reference anthropomorphic
phantoms. Protection quantities are defined by ICRP in Publications 26, 60,
and 103 [13, 19, 26].

10.4.3.1 Equivalent and Effective Dose

Dose limits and administrative controls for delayed stochastic effects are expressed
in effective dose (E). The latest methodology recommended in ICRP Publication
103 for the computation of effective dose and its constituent quantities [13],
introduced in Sect. 10.4.1, is summarized in Fig. 10.2.

ICRP Publication 60 introduced the term effective dose, with its recommended
set of organs to be used in its computation. In addition, the radiation quality factor
was further redefined as the radiation-weighting factor, based on radiation type and
energy incident on the body.

As reinforced in ICRP Publication 103, the radiation-weighted absorbed dose in
the organ or tissue is referred to as the equivalent dose, HT , and is found from

HT =
∑
R

wRDT,r , (10.1)

where wR is defined as a function of the energy of the incident radiation, DT,R is
the absorbed dose averaged over the organ or tissue (T ) from radiation (R).

The computation of effective dose is the sum of the product of the tissue-
weighting factor (wT ) with the sex-averaged value of the equivalent dose (HT )

E =
∑
T

wT

(
HM

T + HF
T

2

)
, (10.2)
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Fig. 10.2 Methodology recommended by ICRP Publication 103 for the computation of equivalent
and effective dose (Reproduced from [13])

where HM
T and HF

T are equivalent doses to organ or tissue T in the male and female
phantoms, respectively.

10.4.3.2 Radiation-Weighting Factors

The recommendations made by ICRP for the radiation weighting factor associated
with the type of incident radiation changed with the latest available science. Rec-
ommendations from ICRP Publication 60 and ICRP Publication 103 are juxtaposed
in Table 10.3 and graphed in Fig. 10.3.

The continuous function representing the neutron wR was developed to serve as
an approximation as a function of neutron energy (E) in megaelectronvolts. ICRP
Publication 60 defines this function as [19]

wR = 5 + 17 exp
(
− ln2(2E)/6

)
. (10.3)

The continuous function representing the neutron wR was developed to serve as
an approximation as a function of neutron energy (E) in megaelectronvolts. ICRP
Publication 103 defines this function as [13]



320 S. Dewji and N. Hertel

Table 10.3 Comparison of radiation weighting factors from ICRP Publication 60 [19] and ICRP
Publication 103 [13]

Organ/tissue ICRP Publication 60 ICRP Publication 103

Photons 1 1

Electrons and muons 1 1

Protons and charged pions 5 2

Alpha particles, fission fragments, and heavy ions 20 20

Neutronsa < 10 keV 5

10 keV to 100 keV 10

>100 keV to 2 MeV 20 Continuous function

>2 MeV to 20 MeV 10

>20 MeV 5
aA continuous function serves as an approximation

Fig. 10.3 Radiation-weighting factors given in ICRP Publication 60 and ICRP Publication 103
(Reproduced from [13])

wR =

⎧⎪⎪⎨
⎪⎪⎩

2.5 + 18.2 exp
(− ln2(En)/6

)
En < 1 MeV

5 + 17 exp
(− ln2(2E)/6

)
1 MeV ≤ En ≤ 50 MeV

2.5 + 3.24 exp
(− ln2(0.04E)/6

)
En > 50 MeV

(10.4)
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Table 10.4 Comparison of tissue-weighting factors per ICRP recommendations

Tissue/organa ICRP Publication 26b ICRP Publication 60c ICRP Publication 103d

Gonads 0.25 0.20 0.08

Bone marrow (red) 0.12 0.12 0.12

Colon 0.12 0.12

Lungs 0.12 0.12 0.12

Stomach 0.12 0.12

Bladder 0.05 0.04

Breast 0.15 0.05 0.12

Liver 0.05 0.04

Esophagus 0.05 0.04

Thyroid 0.03 0.05 0.04

Skin 0.01 0.01

Bone surface 0.03 0.01 0.01

Remainder 0.3e 0.05f 0.12g

Brain 0.01

Salivary glands 0.01
aOrgans without tissue-weighting factors defined comprise the remainder
b[26]
c[19]
d[13]
eThe five most highly irradiated other organs and tissues
fAdrenals, brain, upper large intestine, small intestine, kidneys, muscle, pancreas, spleen, thymus,
and uterus (female)
gAdrenals, extrathoracic tissue, gall bladder, heart, kidneys, lymphatic nodes, muscle, oral mucosa,
pancreas, prostate (male), small intestine, spleen, thymus, uterus/cervix (female)

10.4.3.3 Tissue-Weighting Factor

The recommendations made by ICRP for radiation risk associated with the tissues
and organs of the human body have changed with the latest available science. The
recommendations for tissue-weighting factors (wT ), which are independent of inde-
cent radiation type, are provided per the recommendations of ICRP Publication 26,
ICRP Publication 60, and ICRP Publication 103 in Table 10.4.

10.4.4 Operational Quantities

While protection quantities define dose limits to occupational workers and members
of the public through computation of radiation and tissue-risk weighted absorbed
doses, these quantities can neither be measured nor applied to calibration or radia-
tion detection instrumentation. As a result, operational quantities were developed by
the ICRU to provide quantities reflective of the corresponding protection quantities
and dose limits. Operational quantities have been developed by ICRU in Reports 39,
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43, 47, 51, 60, and 85a [12, 27–31]. Just as protection quantities employ the
radiation-weighting factor, operational quantities employ a quality factor (Q) to
differentiate the biological effectiveness of radiation.

The operational quantities applied to area monitoring are the ambient dose
equivalent and directional dose equivalent; the operational quality for individual
monitoring is the personal dose equivalent. These quantities are used to correlate
the protection and operational quantities for recommendations of whole body dose,
dose to lens of the eye, and dose to skin. It is worthwhile to note that ICRP
Publication 26 employs the term “dose equivalent” to represent operational and
protection quantities, whereas ICRP Publication 60 and ICRP Publication 103
protection quantities employ “equivalent dose” for organs and tissues and dose
equivalent for operational quantities.

10.4.4.1 Area Monitoring

The ambient dose equivalent H ∗(d) at a point in a radiation field is the dose
equivalent that would be produced by the corresponding expanded and aligned field
in the ICRU sphere at a depth d on the radius opposing the direction of the aligned
field. As explained in ICRP Publication 74 [32], an expanded and aligned radiation
field is a hypothetical field where the fluence and its energy distribution are the same
as an expanded field but the fluence is unidirectional. The unit of ambient dose
equivalent is joule per kilogram (J/kg) and called Sievert, Sv. The recommended
value of d in the ICRU sphere is 10 mm for penetrating radiation, with notation
H ∗(10) [32].

The directional dose equivalent H ′(d,Ω) is used for assessing dose to the skin
and the extremities (hands, wrists, and feet), as well as the dose to the lens of
the eye. The directional dose equivalent at a point in a radiation field is the dose
equivalent that would be produced by the corresponding expanded field in the ICRU
sphere at a depth d on a radius in a specified direction Ω . As reinforced in ICRP
Publication 116, for all types of external radiation, the operational quantities for area
monitoring are defined on the basis of a dose-equivalent quantity that would exist in
the ICRU sphere (30 cm in diameter) as a theoretical construct of tissue-equivalent
material of ICRU 4-element tissue with a density of 1 g/cm3 and a mass composition
of 76.2% oxygen, 11.1% carbon, 10.1% hydrogen, and 2.6% nitrogen [14].

For assessing dose to skin and the extremities, a depth of d = 0.07 mm is
recommended with notation H ′(0.07,Ω). For monitoring dose to the lens of the
eye, depth d = 3 mm is recommended, with notation H ′(3,Ω) is recommended.

10.4.4.2 Personnel Monitoring

The operational quantity employed when calibrating the dosimeters of personnel is
the personal dose equivalent Hp(d) with units of J/kg (Sv). Just as applied with
area monitoring in ambient and directional dose equivalent, the same depths are
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Table 10.5 Scheme of operational quantities used for dose monitoring in external exposure
stations (reproduced from [14])

Task Area monitoring Personnel monitoring

Control of effective dose Ambient dose equivalent Personal dose equivalent

H ∗(10) Hp(10)

Control of dose to the lens of the eye Directional dose equivalent Personal dose equivalent

H ′(3,Ω) Hp(3)

Control of dose to skin, hands, and feet Directional dose equivalent Personal dose equivalent

H ′(0.07,Ω) Hp(0.07)

recommended for personal dose equivalent with 10 mm for penetrating radiation,
3 mm for lens of the eye, and 0.07 mm for skin [14].

In computing personal dose equivalent for dosimeter calibration, the ICRU
commonly uses a 30 cm × 30 cm × 15 cm thick slab phantom constructed of the
same aforementioned ICRU 4-element tissue substitute, representing the trunk of the
body, and denotes the corresponding quantity as Hp,slab(d). This material cannot
be fabricated, so actual calibrations frequently use polymethyl methacrylate with
thermoluminescent detectors.

For the different monitoring tasks of external exposures, area monitoring, and
individual monitoring, the scheme shown in Table 10.5 can be used to describe the
application of the different operational dose quantities.

10.4.5 Fluence-to-Dose Coefficients

The methodology used to calculate the ambient dose equivalent coefficients has
evolved over the past three decades [33]. Ambient dose coefficients are calculated by
modeling the energy deposition in a specified volume at various depths of the ICRU
sphere (Fig. 10.4). Critical to the calculation of ambient dose equivalent coefficients
is how charged particle buildup is handled and the depth at which charged particle
equilibrium occurs, which is dependent on the incident radiation type and energy.
To simplify the calculations, the kerma approximation is employed, which assumes
that at the point of interest in the ICRU sphere phantom, all secondary charged
particles are in equilibrium with the primary radiation; consequently, the absorbed
dose is equal to the kerma less any energy removed by uncharged radiation, such
as neutrons or bremsstrahlung. ICRP Publication 116 stipulates that ambient dose
equivalent H ∗(10) continues to provide a reasonable assessment of the effective
dose under charged-particle equilibrium for photons [14]. For electrons, H ∗(10)
gives a reasonable estimate of the effective dose up to 10 MeV. For neutrons, H ∗(10)
overestimates the effective dose or gives a reasonable approximation of this quantity
up to ∼40 MeV [14].
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Fig. 10.4 Schematic of ambient dose equivalent conversion coefficient model (reproduced
from [5])

Based on joint collaboration with ICRU, ICRP Publication 116 [14] provides
a set of photon fluence-to-ambient dose equivalent coefficients succeeding ICRP
Publication 74 [32].

The photon fluence-to-ambient dose equivalent coefficients adapted by the ICRP
were based on computations using the kerma approximation, which assumes that
all secondary electrons generated by photons are in equilibrium and that the kinetic
energy of these electrons is transferred to the medium and locally deposited [14].
The kerma approximation is satisfactory for photons up to 3 MeV at 10 cm, where
at increasing photon energies, the equilibrium increasingly deviates since charged
particle equilibrium is not obtained at this depth due to the longer range of the
secondary radiation [5, 14].

Particle fluence-to-ambient dose conversion coefficients relate the particle flu-
ence to the effective dose, calculated for whole-body exposure of the ICRP/ICRU
adult reference phantoms for the broad parallel beams in irradiation geometries
conducted in ICRP Publication 74 [32] updated in ICRP Publication 116 [14],
and being updated (in progress) in ICRU Report 47 [29], of which the details
of the computations are explained in extensive detail. Conversion coefficients for
ambient dose equivalent and air kerma in free air are summarized for photons
in Tables 10.6 and 10.7, respectively; conversion coefficients for ambient dose
equivalent for neutrons are summarized in Table 10.8. Fluence-to-organ absorbed
dose and fluence-to-effective doses (as pSv cm2) additionally from electrons,
positrons, protons, positive/negative muons, positive/negative pions, and helium
ions are given in Appendix A of ICRP Publication 116 [14].
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Table 10.6 Conversion
coefficients from photon
fluence (Φ) to ambient dose
equivalent (H ∗(10))
(Reproduced from [32])

Photon energy (MeV) H ∗(10)/Φ (pSv cm2)

0.010 0.061

0.015 0.83

0.020 1.05

0.030 0.81

0.040 0.64

0.050 0.55

0.060 0.51

0.080 0.53

0.100 0.61

0.150 0.89

0.200 1.20

0.300 1.80

0.400 2.38

0.500 2.93

0.600 3.44

0.800 4.38

1.000 5.20

1.500 6.90

2.000 8.60

3.000 11.10

4.000 13.40

5.000 15.50

6.000 17.60

8.000 21.60

10.000 25.60

As an update to ICRU Report 47, the conversion coefficients using the ambient
dose value h∗

Emax
from particle fluence-to-ambient are being considered. These data

relate the particle fluence to the maximum value of the effective dose, calculated for
whole-body exposure of the ICRP/ICRU adult reference phantoms [14] for broad
parallel beams incident in irradiation geometries.

10.5 Methods of Dose Reduction in Active Interrogation

As a core tenet of radiation protection, application of the principles of ALARA
is foundational to dose management and reduction in AI facilities. The ALARA
principle comprises three factors: time, distance, and shielding. By decreasing the
time of exposure, increasing the distance between the source and receptor, and
by applying appropriate shielding to minimize the radiation reaching the receptor,
whether an occupational worker or member of the public, all are equally applicable
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Table 10.7 Conversion
coefficients from photon air
kerma to ambient dose
(Reproduced from [32])

Photon energy (MeV) H ∗(10)/Ka (Sv/Gy)

0.010 0.008

0.015 0.26

0.020 0.61

0.030 1.10

0.040 1.47

0.050 1.67

0.060 1.74

0.080 1.72

0.100 1.65

0.150 1.49

0.200 1.40

0.300 1.31

0.400 1.26

0.500 1.23

0.600 1.21

0.800 1.19

1.000 1.17

1.500 1.15

2.000 1.14

3.000 1.13

4.000 1.12

5.000 1.11

6.000 1.11

8.000 1.11

10.000 1.10

in I systems. Consideration of primary and secondary radiations, (i.e., neutrons and
photons), requires special attention to shielding, as photons are best shielded by
high-Z materials, which can be ineffective against neutron penetration depending on
the material; neutrons are effectively moderated to low energies by low-Z materials,
which are ineffective for photon attenuation. For example, tungsten can be used for
high-energy neutrons since it has a high (n,n′) and (n,2n) cross section. However,
reduce to thermal energies, a moderator is required. Neutron shields are often
laminated materials to gain both of these effects.

ANSI N42.41-2007 addresses exposure duration by providing guidance on
allowed average inspection time for full inspection zones containing only normal
cargo packages [4], with average inspection times ranging from 90 to 900 s,
depending on the container category as defined by the standard ranging from small
articles to rail cars in size. Average allowed inspection times, for example, as for
clearing a single, externally specified subzone containing normal cargo packages,
ranging from 60 to 300 s.
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Table 10.8 Conversion
coefficients from neutron
fluence (Φ) to ambient dose
equivalent (H ∗(10))
(reproduced from [32])

Neutron energy (MeV) H ∗(10)/Φ (pSv cm2)

1.00 ×10−9 6.60

1.00 ×10−8 9.00

2.53 ×10−8 10.60

1.00 ×10−7 12.90

2.00 ×10−7 13.50

5.00 ×10−7 13.60

1.00 ×10−6 13.30

2.00 ×10−6 12.90

5.00 ×10−6 12.00

1.00 ×10−5 11.30

2.00 ×10−5 10.60

5.00 ×10−5 9.90

1.00 ×10−4 9.40

2.00 ×10−4 8.90

5.00 ×10−4 8.30

1.00 ×10−3 7.90

2.00 ×10−3 7.70

5.00 ×10−3 8.00

1.00 ×10−2 10.5

2.00 ×10−2 16.6

3.00 ×10−2 23.7

5.00 ×10−2 41.1

7.00 ×10−2 60.0

1.00 ×10−1 88.0

1.50 ×10−1 132

2.00 ×10−1 170

3.00 ×10−1 233

5.00 ×10−1 322

7.00 ×10−1 375

9.00 ×10−1 400

1.00 ×100 416

1.20 ×100 425

2.00 ×100 420

3.00 ×100 412

4.00 ×100 408

5.00 ×100 405

6.00 ×100 400

7.00 ×100 405

8.00 ×100 409

(continued)



328 S. Dewji and N. Hertel

Table 10.8 (continued) Neutron energy (MeV) H ∗(10)/Φ (pSv cm2)

9.00 ×100 420

1.00 ×101 440

1.20 ×101 480

1.40 ×101 520

1.50 ×101 540

1.60 ×101 555

1.80 ×101 570

2.00 ×101 600

3.00 ×101 515

5.00 ×101 400

7.50 ×101 330

1.00 ×102 285

1.25 ×102 260

1.50 ×102 245

1.75 ×102 250

2.01 ×102 260

In addition to these four key areas of ALARA, in Table 3.1 of the NCRP
Commentary 17 classifies four types of areas (ranging from 1 to 4) with associated
dose limits or administrative controls [17]. NCRP Commentary 17 recommends that
the shielding walls of the radiation-generating device area be designed to prevent
exposure to personnel from exceeding 0.25 mSv per year when the voltage is on
and dosage in the restricted access area from exceeding 0.25 mSv per year when
neutrons are being produced.

NCRP Commentary 17 identifies four aspects specific to PFNA systems where
ALARA could be applied. These include tritium production and release, inadver-
tently exposed persons, neutron activation of foodstuffs, and radiation levels outside
the facility [17]:

• Management of tritium production. In managing tritium, NCRP recommends
that the facility housing the PFNA system is sufficiently equipped to manage
tritium produced in a beam line, minimize the risk of rupture of the target
accumulating tritium, and manage tritium produced in the target via venting or
capture.

• Doses due to inadvertent exposures. Doses to inadvertently exposed persons
are directly related to the neutron fluence of the PFNA system. Reduction of
neutron fluence can be accomplished by increasing the sensitivity of γ -ray
detection or the acceptance of reduced resolution of measurements, which could
compromise the performance and confidence of the PFNA system to identify the
constituents of its interrogated target.

• Activation of food and medical devices. The production of trace amounts of
radioisotopes via neutron activation of foodstuffs should emulate doses due to
radiopharmaceuticals and medical devices/implants, contributing a maximum
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effective dose contribution of 1 × 10−6 mGy [15]. Tables 2.1 and 2.2 of
Commentary 17 provide an excellent reference in the extensive tabulation
of significant thermal and fast neutron activation products of elements with
atomic numbers (Z) between 1 and 60, in addition to high-Z materials that
occur in pharmaceuticals and medical devices including gold, platinum, irid-
ium, and bismuth. These data assume fast neutron activation with a narrow
energy spectrum peaking at 8.5 MeV and thermal neutron activation following
a Maxwellian energy distribution, both cases assuming total neutron fluence
of 6.4 × 105 neutrons-cm−2 in the tabulations [17]. Reactions identified as
yielding the highest absorbed doses from activation products with long half-
lives or high interaction cross-section probabilities include 24Mg(n,p)24Na (milk
of magnesia) in fast neutron activation, and 23Na(n,γ )24Na (saline) in thermal
neutron activation. Absorbed doses of concern from activation products of 64Zn
and 59Co are discussed in further detail in Commentary 17.
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Chapter 11
Active Interrogation Testing Standards

Richard Kouzes

Abstract Active interrogation systems for cargo inspection are designed to auto-
matically determine the presence of special nuclear material (SNM) in transport
by observing the radiation emitted by an object when exposed to an external
radiation source. Active interrogation systems are contrasted with passive detection
systems, such as radiation portal monitor systems, that detect the neutron and
gamma radiation spontaneously emitted by SNM. Operational limitations to not
interfere with commerce can restrict the use any interdiction system, including
passive detection, active-interrogation and imaging systems. Because of their cost
and complexity, active interrogation systems are intended for applications where
SNM may be in shielded configurations that may not normally be detectable by
passive systems. Active interrogation systems range from those that only indicate
the presence of high-Z materials, to fissionable material detection, to those that
detect specific SNM materials. The decision to deploy an AI system will depend
on its ability to meet standards and specifications, its effectiveness, and its ability to
fit into the operational environment. To ensure AI systems are designed and tested
to a consistent level, minimum performance standards have been developed for
evaluating these systems. Development of an active interrogation system that has
the sensitivity to SNM that is needed while also being deployable is a challenge. It
is the aim of standards to define a set of tests that can be performed on a system in
an economic manner while challenging the capability of the system.
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11.1 Introduction

Active interrogation refers to techniques that use an external source of radiation
to induce an interaction with or excitation of the material of interest and detect
any resulting outgoing radiation signature, noting that the type of ingoing and
outgoing radiation may be different. AI systems for cargo inspection are designed
to automatically determine the presence of SNM in transport (e.g., an intermodal
cargo container) by observing the radiation emitted by an object when exposed
to an external radiation source.1 The term SNM includes plutonium, especially
239Pu, or uranium enriched in the isotopes 233U or 235U. The term highly enriched
uranium (HEU) refers to uranium enriched to contain more than 20% 235U. Active
interrogation systems are contrasted with passive detection systems, such as radi-
ation portal monitor (RPM) systems, that detect the neutron and gamma radiation
spontaneously emitted by SNM. There are over 3000 such passive RPM systems
deployed worldwide for interdiction applications since they are inexpensive, robust
and effective for many interdiction scenarios. Passive detection systems are often
paired with imaging systems that can detect contraband and shielding material that
could be used to attempt to hide SNM. Operational limitations to not interfere with
commerce can restrict the use of any interdiction system, including passive detection
and imaging systems.

Because of their cost and complexity, AI systems are intended for applications
where SNM may be in shielded configurations that may not normally be detectable
by passive systems. Active interrogation systems range from those that only
indicate the presence of high-Z materials, to fissionable material detection, to those
that detect specific SNM materials [1]. These inspection systems use photon or
neutron interrogating beams, where outgoing photons and/or neutrons are detected.
Radiography systems that produce images of cargo may complement the capabilities
of AI and passive systems. Cosmic-ray muon based systems, where muon scattering
is detected, can be used for SNM detection, and may be considered active though
no external man-made interrogating beam is used.

A convenient method to categorize AI systems is to consider the interrogation
particle (photon, neutron or muon) and the detected particle (photon, neutron, or
muon). For example, a technology that exploits photofission may use a photon
source as the interrogation beam with the intent to induce fission in the object and to
examine either outgoing photon or neutron signatures to identify material as SNM.
Further categorization is possible by subdividing the observed particles as either
prompt or delayed (Chap. 2). These distinctions are important when considering
materials for use in testing and shielding material since SNM is often not available
and very difficult to manage for testing.

1While AI systems are also used for other contraband detection, the focus here is only on standards
for SNM detection.
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An AI system should also localize any detected suspect material. The localization
requirement is meant to aid follow-on interdiction efforts. This localization is thus
at a coarser resolution than is tested by image-quality metrics in other standards
(e.g., standards for imaging systems [2]). It is possible that an AI system is part
of a cascade or linear grouping of subsystems in which an early step is the rapid
determination of a suspect region of a container, with a follow-on step to determine
if SNM is present in the suspect region. All of these considerations are applied to the
development of standardized testing requirements for AI systems. The decision to
deploy an AI system will depend on its ability to meet standards and specifications,
its effectiveness, and its ability to fit into the operational environment. To ensure AI
systems are designed and tested to a consistent level, performance standards have
been developed for evaluating these systems. Standards typically provide a minimal
set of requirements for acceptance.

11.2 Specific AI Systems

Specific realizations of AI systems based on probing and detected radiation have
been demonstrated, though none are currently deployed. These AI systems are
generally differentiated from non-intrusive inspection systems (single or dual-
energy) that produce only radiography images. There are many categories of AI
systems based on the interrogating particle (photon, neutron, or muon), the detected
particle (photon, neutron, or muon), whether detection is of prompt or delayed
particles, and the nature of the physics process being observed [1]. However, only a
limited number of AI systems have been implemented. The AI systems, categorized
by physics process, considered for standard based testing are:

• High-Z detection involves systems that utilize photons of one or more endpoint
energies to interrogate cargo, generally associated with radiography. The material
can be differentiated based on its atomic number through absorption and/or
backscatter detection of photons. Such systems can localize the presence of high
atomic number (Z) materials.

• Photofission (PF) is the process of photon-induced fission of fissionable material,
followed by the detection of the resulting prompt or delayed fast-neutron or
delayed photon signature.

• Nuclear resonance fluorescence (NRF) is based on the resonant nuclear absorp-
tion and reemission of photons, where the resonant energy for the photons is
indicative of each specific nuclide. The NRF method can be applied to detection
of various types of contraband, including SNM.

• Differential die-away (DDA) uses a pulsed neutron interrogation source directed
into inspected cargo. The neutrons are thermalized and absorbed, decaying with
a time constant on the order of hundreds of microseconds. If fissile material is
present, the thermalized neutrons from the source cause fissions that produce a
new, delayed source of fast neutrons.
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• Muon scattering systems rely upon the high-energy cosmic ray muons that are
naturally present impinging on a transport. The muons undergo scattering within
any material, with much larger angle scattering occurring for high-Z materials,
such as SNM.

Active interrogation systems also vary depending on the type of object to be
scanned and the scanning geometry. Different test configurations and procedures
may be required for different geometries. Scanning geometries include:

• Portals, in which the object that is scanned while driven or pulled through a
stationary measurement device;

• Gantries, where the measuring device either moves past the object under
interrogation or is large enough to fully enclose the object and the object remains
stationary;

• Steerable Point-and-shoot beam directed at a region of the object under interro-
gation. This category might be usable for objects too large for a portal or gantry.

Developing standards for testing of AI systems is challenging because of this
variety of modalities and input and output particles is so varied. However, one
common theme among testing standards is that any AI system must meet the same
minimum detection criteria in order to be included for acceptance as a system for
consideration.

11.2.1 Targets

The targeted mass of SNM for detection is the most crucial specification of an
AI standard. The targeted mass needs to be small enough that any and all threat
quantities of serious impact can be detected. Physics can limit the ability to
detect very small, shielded masses, so the mass must be large enough to detect in
meaningful scenarios. Any mass of SNM can be shielded from passive or active
detection with a large enough shield. However, such a shield itself can be detected
with imaging technology, so there is some range of shielding size that may not
be obvious, but would be sufficient to shield some useful mass of SNM. The AI
systems that are considered in standards development need to be sensitive to the size,
material composition, and, to some extent, the shape of the test objects. Test objects
that have been developed for passive-inspection systems focus on radioactivity and
spectral features. It is this difference that drives the need for unique test objects for
AI systems. For AI systems used to exploit signatures of SNM, the cross section
of the test item that is presented to the beam, the elemental composition, and
sometimes the isotopic composition of the test item impact the magnitude of the
signature.

Table 11.1 lists some possible target quantities of SNM. Target masses of SNM
could be the DOE quantities [3] “sufficient for a nuclear explosive device”, the
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Table 11.1 Potential SNM targeted masses

Agency HEU mass 239Pu mass

DOE: sufficient for a nuclear explosive device [3] 25 kg HEU 4 kg 239Pu

IAEA: Significant quantity [4] 25 kg HEU with >20% 235U 8 kg 239Pu

IAEA: Category 1 [4] 5 kg HEU with >20% 235U 2 kg 239Pu

International Atomic Energy Agency (IAEA) “Significant Quantity,” or the IAEA
“Category 1” quantities [4]. The absolute minimum level of performance for all AI
systems should be better than the IAEA “Significant Quantities” of SNM [4]. Even
better would be the IAEA Category 1 values as the target for detection by an AI
system.

Plutonium and HEU are both fissile materials and, thus, most AI systems are
approximately equally sensitive to equal masses of these materials. Therefore, it
may be possible to pick the lesser of the masses of SNM as the targeted threat
quantity to be the goal for detection by AI systems.

Since handling of large masses of SNM can be problematic for testing, surrogates
are usually defined that replace the SNM for testing purposes in standards.
Surrogates may be fissile materials like low enriched uranium (LEU), defined as
uranium enriched to less than 20% 235U, fissionable materials like depleted uranium
(DU) with less than the 0.7% enrichment of natural uranium, or simply high atomic
number materials like Pb or W for systems that only detect the presence of high-Z
materials.

11.3 Testing of AI Systems

Testing involves target materials to verify the detection capability, false-alarm items
to assure that the system can discriminate target materials from other materials
that might appear in commerce, and shielding and/or cargo scenarios to evaluate
performance in likely scenarios to be encountered during deployment. Standards
specify the conditions under which measurements are to be made, and the specific
tests to be performed. Standards usually try to minimize the number and complexity
of tests in order to allow the tests to be performed in an economical manner
without going to extraordinary steps. Thus, surrogates are used instead of actual
materials; shielding scenarios are kept simple and limited to a few typical cases;
and the number of repeated measurements may be kept small, which limits the
statistical significance of measurements. The overall goal is to provide a minimal,
but meaningful, set of requirements that must be met by systems that aspire to
be used in homeland security applications. Shielding of the input and/or output
radiation, either by design or due to the presence of cargo, will affect AI system
performance. In some AI implementations, shielding and matrix material (cargo)
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are used to create a secondary source of interrogating radiation (e.g., thermalization
of fast neutrons by hydrogenous material to increase the cross section of an
interrogating neutron beam). Thus, some form of shielding and surrogate-cargo is
needed for testing AI systems. Testing has sometimes been done with a wide range
of “cargo” configurations intended to simulate real world situations, but this is not
usually done for standards since repeatability by independent testers is required of
a standard and economy of testing is a consideration. Testing to standards is often
performed at a facility, such as a national laboratory or commercial test organization,
which has experience performing such tests. Since AI systems are so large and few
will be built, standards testing may have to be performed on a site with limited
access to target materials. This again means that standards need to use surrogate
materials that do not require special handling, and a limited number of shielding or
cargo scenarios.

11.4 Existing Related Standards

There is a need to develop performance requirements and test standards for
AI systems that detect SNM in unshielded and shielded configurations within a
container or conveyance. Previous American National Standards Institute (ANSI)
standards [2, 5] and International Electrotechnical Commission (IEC) standards [6]
have considered testing requirements for radiography and AI systems.

11.4.1 ANSI N42.41

The American National Standard Minimum Performance Criteria for Active Inter-
rogation Systems Used for Homeland Security (ANSI N42.41) standard [5] was
approved in 2008 with the following scope:

“This standard specifies the operational and performance requirements for active interroga-
tion systems for use in homeland security applications. These systems employ penetrating
ionizing radiation (e.g., neutrons, high-energy x-rays, gamma-rays) to detect and identify
hidden chemical, nuclear, and explosive agents by detection of stimulated secondary
radiations or by nuclear resonance contrast, giving elemental and/or nuclidic identification
of the composition of the substances-of-interest. These inspection systems may be designed
for open inspection zones of various sizes or for various sizes of containers such as small
packages, briefcases, suitcases, air cargo containers, passenger vehicles, two-axle trucks,
intermodal cargo containers, semi-trailers/tractor rigs, or rail cars. The systems may be
designed for operation in indoor, outdoor, or mobile facilities.”

This ANSI N42.41 standard thus has a broad reach in terms of the size of
targets and transports considered (packages to containers), referred to as container
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category, and the range of materials to be identified (chemicals, explosives, and
nuclear material). It includes neutron (fast and thermal) and high-energy photon
interrogation in fixed, mobile and portable systems. Simulants (surrogates) for the
targeted materials are defined because of the difficulty of handling actual target
materials. For the SNM threat, LEU with 19.5% 235U (surrogate for HEU) and
tungsten carbide spherical shells (surrogate for Pu) are used as simulants. Inspection
times of 90–900 s are defined, depending on the container category, with the longest
times being for rail inspection. Four loading configurations are used for simulated
cargo at specified densities, including bare, newsprint, aluminum and steel. Testing
with a minimum of ten trials for each configuration is required.

The mass of the simulant for each container category is specified. For trucks
and intermodal cargo container (IMCC) configurations, the targeted masses are
200 kg for explosives, 200 kg for chemical agents, 25 kg for fissionable material,
and 16 kg for weapons shells. The target SNM value is currently considered to be
too massive for large conveyance screening with AI systems, as discussed in the
previous section.

In addition to these threat related specifications, like all ANSI standards, there are
many additional requirements for environmental and electromagnetic effects. There
are additional specifications for radiation exposure to workers and to stowaways. For
unmonitored workers, the general public and stowaways, the radiation dose limit is
no more than 100 mrem (1 mSv) per year.

11.4.2 ANSI N42.46

The American National Standard for Determination of the Imaging Performance of
X-Ray and Gamma-Ray Systems for Cargo and Vehicle Security Screening (ANSI
N42.46) standard [2] was approved in 2008 with the following scope:

“This standard is intended to be used to determine the imaging performance of x-ray and
gamma-ray systems utilized to inspect loaded or empty vehicles, including personal and
commercial vehicles of any type; marine and air cargo containers of any size; railroad cars;
and palletized or unpalletized cargo larger than 1 meter by 1 meter in cross-section.”

This standard is not specific to active interrogation, though similar single
or multiple energy photon sources are used. Both transmission and backscatter
detection are included. The system requirements are primarily for imaging but these
systems also may have complementary features such as material discrimination and
automatic active or passive threat alerts. Such features include identification of high-
Z elements, so the standard does overlap with the AI standards. The standard focuses
on image quality, resolution and object localization.
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11.4.3 IEC 62523

The IEC Radiation Protection Instrumentation—Cargo/Vehicle Radiographic
Inspection System (IEC 62523) standard [6] was approved in 2010 with the
following scope:

“This international standard applies to radiographic inspection systems with photon radi-
ation energy of at least 500 keV for inspection of cargo, vehicles and cargo containers.
Such inspection systems generally consist of radiation source(s), detectors, control system,
image processing system, radiation safety system and other auxiliary devices/facilities. The
object of this standard is to define the tests and the relevant testing methods for determining
the performance characteristics of the radiographic inspection systems. This standard is
not applicable to those cargo/vehicle inspection systems using neutron source radiography,
computed tomography or backscatter technology.”

This standard is not specific to active interrogation, though similar single or
multiple energy photon sources are used. Only transmission and detection is
included. The standard focuses on image quality, resolution and object localization.

11.5 Development of an AI Technical Capability Standard

A Technical Capability Standard (TCS) is a government unique standard that
establishes targeted performance requirements for radiation detection and non-
intrusive imaging systems. The purpose of a TCS is to establish, where practical,
requirements and applicable test methods that are based on threat-informed unclas-
sified source materials and test configurations that are not addressed in consensus
standards. Technical Capability Standards are developed by an inter-agency Tech-
nical Capability Standard Working Group, which includes representatives from the
Department of Homeland Security Domestic Nuclear Detection Office (DNDO),
National Institute of Standards and Technology (NIST), Customs and Border
Protection (CBP), the Nuclear Regulatory Commission (NRC), the Department
of Energy (DOE), the Federal Bureau of Investigation (FBI), Office of Assistant
Secretary of Defense for Homeland Defense and America’s Security Affairs,
Defense Threat Reduction Agency (DTRA), and several national laboratories (Los
Alamos National Laboratory, Oak Ridge National Laboratory, Savannah River
National Laboratory, Sandia National Laboratories, and Pacific Northwest National
Laboratory). The DNDO works within the consensus standards arena to ensure that
future ANSI N42 series consensus standards reflect the capabilities described by the
TCS benchmarks, where applicable.

The proposed Technical Capability Standard for Special Nuclear Materials
Detection and Localization by Active Interrogation [7] (still under development in
2018) has the following scope:

“This TCS establishes performance requirements for systems that detect special nuclear
materials (SNM) in unshielded (bare) and shielded configurations within a container or
conveyance using radiation from a source that is external to that container or conveyance,
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often referred to as active interrogation (AI). This TCS includes a test against a bare
configuration of SNM to verify system functionality. Systems considered in this TCS
include those that detect high atomic number (High-Z) materials, fissionable materials,
or specific special nuclear materials. These systems automatically evaluate signatures
generated by the interaction of the interrogating radiation with the material in the container
under interrogation to determine the presence of SNM. This TCS applies to systems that
can provide automated detection (i.e., not requiring human interpretation) and localization
of SNM. The required localization accuracy is intended to assist in physical inspection,
if deemed safe, in accordance with the end-users’ respective safety protocols, manuals,
guidelines, and/or directives. This TCS applies to systems that inspect large conveyances
such as cargo containers or truck-borne cargo using an external source of radiation.”

The specific instantiations of AI systems considered in the TCS are photofission,
nuclear resonance fluorescence, differential die-away, and High-Z detection. These
systems are to be tested independently of any other systems (e.g., passive detection
or radiography). A group of system-dependent surrogate test objects (cylinders
or spheres of DU or HEU) sufficient for use when testing using the TCS was
determined. Radiation transport modeling was used extensively to explore the
detection capabilities of each of these AI approaches and to determine the specific
surrogates for each detection modality.

These test objects are sufficient surrogates for SNM for the purposes of this
testing for AI systems considered in the TCS. However, in order to minimize
the number of different DU surrogate masses, the difference in the strength of
the signature between SNM and the surrogate material requires the use of lead
attenuators to achieve comparable signal strengths depending on the interrogation
modality and cargo configuration for some approaches. Each lead attenuator is
a uniform shell of lead surrounding the DU surrogate, which vary in thickness
depending on the AI modality. Testing is performed with the surrogates and
appropriate lead shielding for ten trials, and requires ten out of ten detections.
Cargo may also shield the interrogation and resultant signature radiation. While the
complexity of heterogeneous cargo may allow streaming paths for radiation, it is not
the intent of this TCS to test cargo complexity. Instead, only two uniform “cargo”
distributions, one of mild steel and one of high-density polyethylene (HDPE) as
a substitute for wood, are used, configured as shown schematically in Fig. 11.1.

Fig. 11.1 Configuration of
“cargo” for testing of
surrogates and false-alarm
items. The cube has an access
cover, allowing for placement
of the test object inside. The
dimensions shown are
nominal

20 cm

20
 cm

20
 c

m
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The density of HDPE and mild steel are approximately 0.96 and 7.86 g/cm3,
respectively. This “cargo” is configured as a cube that can be located within an
intermodal cargo container for testing. Testing is performed with the surrogates with
the appropriate lead shielding in each of the cargo configurations for ten trials.

In addition to the SNM surrogates, systems are also tested with “false-alarm”
objects that vary by AI modality. False-alarm items include W and Pb, which are
high-Z materials that can be confused with threat objects in AI systems that are not
specific to SNM. Materials such as heavy water and Be can cause large numbers of
neutrons that can be mistaken for fissile material in neutron detection modalities.
Some systems should not respond to these false-alarm objects, and the test is to
verify such non-response. Some systems will respond to these false-alarm objects
because they do not have the discrimination capability to separate threats from the
false-alarm objects. Tests with these false-alarm items evaluate system performance
with respect to these materials. The testing with false-alarm items follows the same
testing approach as the SNM surrogates.

11.6 Modeling of AI Modalities

In the development of a standard for AI systems, an analytical approach was used to
predict AI system response to targeted SNM, but further analysis was required for
PF and DDA approaches. In order to determine the response of the various DDA and
PF modalities to SNM, surrogates, cargo, and false-alarm items, extensive computer
simulation was performed using GEANT4 [8], MCNP6 [9] and MCNPX [10].

11.6.1 Differential Die-Away Models

For DDA, an intense pulsed neutron beam is used as the interrogation source, and
the resulting time-dependent neutron signal is observed. The approach to modeling
DDA was validated against measurements discussed in references [11] and [12]. In
the measurements, a sample of LEU enriched to 19.5% was placed in three locations
within a cube of copy paper. The neutron source was a deuterium-tritium neutron
generator capable of delivering 108 n/s with a 3-ms cycle starting with a 250-μs
pulse of neutrons. The epithermal neutron detector was positioned in-line with the
center of the beam and referenced as having a measured 23 μs thermal die-away
time. Figure 11.2 shows a comparison of measurements from reference [12] and
simulations for three different measured target positions, as well as a target-free
background measurement.

The experimental and modeled signal shows the characteristic long decay time
(relative to no target) of a DDA measurement. There is good agreement between the
simulations and data for all measurements, except for the background measurement,
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Fig. 11.2 Comparison of modeling results for benchmark measurement, as reported in [12]. The
solid lines are the measurements and dashed lines the simulations

where the model did not include all elements of the room scatter. This benchmark
model was used to validate the MCNP evaluation methods against the published
results, and to define DDA performance metrics to be used for comparison of
different surrogate targets.

There are many ways to record results from radiation transport modeling, called
tallies in MCNP. All tally values in MCNP are normalized per starting particle,
and in that sense can be considered as efficiencies. Three different types of tallies
were used in this work: particle current, volume-averaged particle flux, and total
capture efficiency. Of these tallies, the particle current is the least dependent upon
on the details of the detection system, easiest to interpret and most computationally
efficient. To use the particle currents in DDA analysis, one must demonstrate that
the particle currents behave in a similar manner as the observed detector response.
This validation was performed, and it was found that the neutron currents at the
detectors for neutrons with kinetic energies greater than 0.5 eV provide an accurate
analog to the rate of neutrons detected in a DDA measurement. As a result, these
currents were used to evaluate the DDA surrogates. It was also shown that using
a cylindrical neutron beam, rather than a more realistic isotropic neutron beam,
improves computational performance without impacting the reliability of the results.
For DDA, the surroundings can significantly impact the measurement, so a higher
fidelity geometry (compared to photofission modeling) is appropriate.

The geometry for the DDA surrogate evaluation used a validated model of a
6.1 m (20-ft) IMCC mounted on a standard steel chassis, as seen in Fig. 11.3. The
targets and shielding materials were centered 1 m above the floor of the IMCC and
were pulsed with a 15-cm diameter circular beam of 14-MeV neutrons. The beam
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Fig. 11.3 Projection of DDA Cargo Model used for surrogate evaluations. The in-beam detector
volume is the green box. The neutron source is shown as the magenta disk behind the IMCC.Two
off-beam detectors are on either side of the source disk. The cargo is the gray box floating in the
middle of the IMCC

was directed perpendicular to one side of the IMCC, and the currents were tallied
entering an In-Beam detector on the opposite side of the IMCC and two Off-Beam
detectors that straddle the beam port.

The results of the modeling effort indicate that the ideal mass of an LEU
surrogate for DDA varies only slightly for each of the three cargo scenarios (bare,
HDPE, and iron), which simplifies choosing an appropriate surrogate mass.

11.6.2 Photofission Models

For AI systems using photon beams, a bremsstrahlung beam such as the simulation
shown in Fig. 11.4 was used. Such a photon source, extending to about 9 MeV
maximum energy, is currently the only option for a high flux source. A high intensity
monoenergetic photon source would be desirable, but not currently technologically
feasible.

For PF, an interrogating photon beam of sufficient energy induces fission in
SNM, and the observed signal can be prompt (within 1 μs of the photon striking
that target material) neutrons (prompt gamma rays from photofission cannot be
distinguished from the source photons scattered in the target through non-fission
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Fig. 11.4 Simulated bremsstrahlung photon energy distribution. The red line shows the spectrum
as generated by the simulation and the black line is the smoothed spectrum

related processes), or delayed neutrons or gamma rays. The product particles can be
binned in both energy (E > 0.5 eV, E > 1 MeV, > 3 MeV) and the angle of their
momentum with respect to the initial photon beam. A description of the photofission
model used in MCNPX/MCNP6 is given in reference [13], along with associated
photonuclear data and libraries.

Modeling showed that, for a DU-only surrogate to reasonably reproduce the
SNM target rates in each of the test conditions (bare, HDPE cargo, Fe cargo), it
would take up to nine different DU surrogates. A large number of DU surrogates
would be difficult and expensive to manage operationally. Instead, modeling showed
that only two different mass surrogates were required if various amounts of lead
shielding was used around the DU to reduce the signal from the DU to the
appropriate SNM signal being evaluated for the AI system under test.

Modeling was performed for SNM (HEU and Pu) targets in the three test
conditions, and this was compared to model results for the DU surrogates in the
same three test conditions, with various amounts of lead attenuator around the
DU in order to match the SNM cases for each modality of the PF system. The
ideal situation would be to have a unique lead attenuator for each of the neutron
energy ranges and cargo loading scenarios. However, nine lead attenuators would be
burdensome from an operational perspective without providing a significant benefit.
Instead, modeling showed three different lead attenuators adequately span the range
of attenuations necessary.
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11.6.3 Conclusion

Development of an active interrogation system that has the sensitivity to SNM that
is needed while also being deployable is a challenge. It is the aim of standards to
define a set of tests that can be performed on a system in an economic manner while
challenging the capability of the system.

Previous ANSI and IEC standards provide basic requirements, but do not require
detection of the small target SNM masses that are meaningful when compared
to masses of SNM that can produce potential harm. To justify the expense and
operational impact that an AI system would have on a port-of-entry, the systems
would have to be effective at detecting the demanding threat for which they are
designed.

A Standard is being developed for AI systems in order to set specific require-
ments for detection of SNM across the differing capabilities of such systems. The
purpose of the standard is to detail specific radiation detection requirements for
a variety of AI systems using surrogate materials instead of SNM for testing.
Both bare and shielded configurations were considered. Extensive modeling of the
various AI modalities allowed for the definition of a limited number of surrogates
to be used for testing.

The need now is to test specific AI implementations against the standards, which
requires that one or more such systems be developed into a complete, robust system
designed to meet the requirements of the standards that have been created.
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Chapter 12
Conclusion

Igor Jovanovic

Abstract The problem of detection of special nuclear material, especially in
shielded configurations, is a remarkable technical challenge that has eluded the past
efforts that rely exclusively on passive detection. In this book we have addressed the
various aspects of active interrogation from the perspective of science, technology,
and system design and operation. Here we summarize the major conclusions and
insights that have been presented at length in the previous chapters.

In all detection scenarios it is important to understand the detailed characteristics
of the signatures of interest, including their magnitudes. The physical origin of
characteristic signatures by which materials of interest such as special nuclear
material (SNM) can be detected are the energetic processes occurring in the
atomic nucleus. In the processes such as radioactive decay and fission, γ rays and
neutrons can be emitted with unique energies and/or in a typical sequence that can
allow their discrimination from the background radiation that does not share those
characteristics. It is equally important to understand the properties of background,
including its variability and how the background may be affected by presence of
nearby objects with which radiation interacts, or which represent sources of natural
radiation.

The simplest method by which SNM and other radioactive materials may be
detected is by measuring its spontaneously emitted radiation and detecting the
characteristic signatures within the measured radiation data. In the context of this
book, only γ rays and neutrons constitute sufficiently penetrating signatures to
be viable candidates for detection in passive systems, such as radiation portal
monitors. The γ rays can be particularly useful if detected in spectroscopic systems
with good energy resolution, which allows them to be better distinguished from
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various backgrounds. The use of imaging in conjunction with spectroscopy can also
significantly improve the capabilities in passive detection by better distinguishing
the signal from background based on their spatial distributions. However, all of
these passive methods are still fundamentally limited by the relatively low rate
of spontaneous emission of radiation and the relative ease with which the emitted
radiation can be shielded.

The limitations of passive measurements can be overcome by the use of the AI
technique, which delivers several benefits, including increasing the intensity of the
characteristic radiation signatures and imposing the unique time structure which
further allows the characteristic signal to be distinguished. The two major methods
of AI that involve stimulating emission of characteristic signatures from an atomic
nucleus rely on nuclear fission or nuclear resonance fluorescence. Nuclear fission
is induced either using a neutron source or a photon source (photofission). In the
recent period there has been a vigorous effort to understand the characteristics of
the nuclear resonance fluorescence signature from SNM and to develop practical
methods for screening containers using this method. There is also a significant effort
to develop the modeling and simulation tools to meet the needs of design of AI
systems and understand their performance characteristics.

AI is distinct from passive measurements in one primary aspect—it makes use of
an external, typically much more intense source of radiation, to excite the desired
characteristic signatures and overcome backgrounds. Various radiation sources,
referred to as probes, were introduced in the context of AI and their principle of
operation, typical performance, features, and limitations were discussed. The most
general principle is that of a charged particle acceleration method and a converter
target, which allows the penetrating neutron or photon radiation to be produced.
While the probe technologies capitalize on the decades of technological progress
in fundamental research such as nuclear and particle physics, important research
and development is still ongoing to make them compact, reliable, less expensive,
easier to operate, and deliver a desired time structure to use in conjunction with AI.
Simultaneously, there is a concerted research in a non-traditional class of sources
based on ultrashort pulse lasers, which has a potential to deliver significant benefits
in some AI scenarios.

Radiation detectors constitute the second important component of an AI system.
Similar to probe technologies, radiation detectors have been used for many decades
in fundamental research and in applications such as medicine, power generation,
and industrial processes. As a result, most of the radiation detector technologies
are relatively mature and well understood from a physics point of view. However,
choosing the best detector technology and adapting it for use in AI still requires a
careful consideration of the measurement need, appropriate match to the probing
radiation, and prudent interface to data acquisition. Of particular interest is the
combination of detectors into larger systems, usually referred to as detector arrays
to realize large absolute detection efficiency or serve a task complementary and
important to AI, such as transmission radiography. There is a vigorous development
program in detector materials, some which will undoubtedly benefit the future AI
systems.
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The success of measurements made using one of the AI techniques can be
sensitive to the method by which the data is acquired and processed. The special
conditions experienced by DAQ systems used in AI include high data rates, typically
a large number of data channels, and the need to record time stamps, which allow
the time correlations in the data to be exploited. The development of digital DAQ
methods has allowed significant advances in digital data analysis, allowing better
particle identification through techniques such as pulse shape discrimination. The
main challenges in DAQ for AI still remain the typically high data rates leading to
pulse pile-up, challenges in baseline estimation, and data reduction to enable more
convenient and faster offline or online data analysis.

While no AI system has been deployed to date, there have been several credible
efforts to develop a fully functioning prototype AI system by both the national
laboratories and the industry. Perhaps the most well-known among them is the
Nuclear Carwash at Lawrence Livermore National Laboratory, which relies on
energetic neutrons to induce characteristic signatures of SNM. Companies such as
Rapiscan and Passport Systems have developed their implementations of neutron
and high-energy X-ray AI systems and have conducted substantial testing, with a
goal of commercializing the technology in the near future. More exotic systems
such as those that use laser-based sources as a probe have not yet reached the
level of technological maturity that would allow their testing at a system level, but
the pace of technological progress is high and they may be considered in the near
future.

One topic that has stimulated significant discussion between the technical and
regulatory community is the magnitude of radiation dose received by people and
objects when exposed to AI probes. This is a significant concern especially because
of the problem of stowaways, but also because of the necessary shielding and the
potential for exposure of system operators. In some cases a concern may also exist
about the activation of the cargo. The impetus is therefore to develop AI systems
which minimize the deposited dose per unit useful information provided.

Essential to the development of future AI systems that could undergo deployment
is establishing the AI testing standards. All AI systems designed for SNM detection
need to be able to detect a certain minimum amount of material, while being
sensitive to the object size, material composition, and shape. These requirements
different from typical requirements presented to passive detection systems, where
the emphasis is on the magnitude of spontaneous emission of radiation and the
presence of unique, identifiable features in the γ -ray spectra. Testing methods must
include both the target object under interest but also items that could trigger false
alarms, such that the realistic performance under deployment can be predicted.
As of 2017, a Technical Capability standard for AI is under development through
a working group that involves many US federal agencies and laboratories and
addresses both unshielded and shielded configurations.
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Despite the substantial engagement of the broad scientific community in the
recent period on the subject of AI, many aspects of the problem, especially that of
detection of shielded SNM, remain only partially addressed. It is our intent for the
content of this book to motivate a growing community of researchers to undertake
the effort to detect nuclear threats with a fresh perspective while developing or
adopting a growing repertoire of advanced technologies.



Glossary

Actinides Metallic chemical elements with atomic numbers from 89 to 103,
including thorium, uranium, neptunium, and plutonium.

Active interrogation Generation and measurement of characteristic nuclear signa-
tures using an external radiation source.

Acute exposure Radiation exposure over a short period of time.
ADONIS Algorithmic Development Framework for Nuclear Instrumentation and

Spectrometry.
Analog-to-digital converter (ADC) Part of DAQ that converts an analog signal,

such as a pulse produced by a radiation detector, into a digital signal.
Bayesian method Method of statistical inference in which Bayes’ theorem is used

to update the probability for a hypothesis as more evidence or information
becomes available.

Breit-Wigner distribution Continuous probability distribution used to model
nuclear resonances.

Bremsstrahlung Electromagnetic radiation produced by the deceleration of a
charged particle, also called braking radiation.

Bunching Modulating the particle beam in a way that results in production of a
train of short pulses.

Characteristic X ray Energetic photon emitted in a transition between two bound
states of an electron in atom, having a well-defined energy.

Charge integration window A time period over which the detector current pulse
is integrated.

Charge-to-Digital Converter (QDC) Part of DAQ designed to directly integrate
the pulse of current from the detector to give a charge value, which is itself
proportional to the energy deposited by the radiation particle.

Charge-sensitive preamplifier (CSP) Part of DAQ which integrates the charge
pulse and converts it to a voltage signal that can be accepted by the stage that
follows.
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Cherenkov radiation Radiation emitted in the wake of a charged particle propa-
gating in a medium at a velocity that exceeds the speed of light in that medium.

Coded aperture imaging Method of imaging that employs an aperture in front of
detectors that blocks the incident radiation with a known pattern.

Compton edge Sharp feature in the Compton spectrum that corresponds to maxi-
mum photon energy lost in Compton scattering.

Compton imaging The use of position and energy measurement of two interac-
tions of a single photon to restrict the reconstructed photon momentum to the
surface of a cone.

Compton scattering Scattering of an energetic photon on electron.
Cosmic rays Energetic radiation of solar or galactic origin that is incident onto

Earth’s atmosphere.
Cosmogenic radionuclides Radionuclides that are continuously produced by cos-

mic rays and are relatively short-lived.
Coulomb scattering Collision of two charged particles in which the Coulomb

force is the dominant interaction.
Chronic exposure Radiation exposure which occurs over a long period time.
Current mode Detector operation during which a continuous signal that is a time

average of the individual current bursts is produced.
Cyclotron Accelerator in which charged particles accelerate outwards from the

centre along a spiral path.
Data acquisition (DAQ) Electronic system required to interpret the electrical

signals produced by radiation detectors when a γ ray, neutron or other radiation
type interacts with it.

Data smoothing Process that replaces the value at hand with a new value taken as
the arithmetic average of a window of values centered at the value at hand.

Delayed signatures Properties of radiation emitted with some delay after the
occurrence of fission.

Dead time Minimum amount of time that must separate two events in order that
they are recorded as two separate pulses.

Detector A device or system used to sense ionizing radiation.
Detection efficiency System’s ability to measure and record pulses, generally

composed of intrinsic and geometric terms.
Die-away time Characteristic detector-dependent time constant associated with

neutron interaction in detector, typically on the order of 30–100 μs.
Differential die-away self-interrogation Technique developed to compute multi-

plication and plutonium content in spent fuel.
Direct laser acceleration Interaction of a charged particle with strong laser field

without the use of intervening plasma waves that results in particle acceleration.
Drift tube linac Standing-wave structure with increasing length of the drift tubes

along beam propagation direction.
Doppler broadening Spreading of spectral lines due to the Doppler effect.
Electron gun Device that produces a narrow, collimated electron beam that has a

precise kinetic energy.
Electron Light negatively charged particle that comprises the atomic shell.
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Emittance Mean spread of particle coordinates in position and momentum phase
space.

Energy resolution Capacity to consistently record the same pulse height in differ-
ent events in which the same energy is deposited in the detector.

Filtered backprojection Analytic reconstruction algorithm that applies a convolu-
tion filter to remove blurring.

Fission products The fragments of a nucleus after it undergoes fission.
FIGARO Fissile interrogation using γ rays from oxygen.
Fission Splitting of a heavy nucleus into two lighter fragments, accompanies by

emission of energetic neutrons and γ rays.
Fluorescence A form of luminescence resulting from excitation.
Flux Rate of passage of radiation quanta through unit surface area.
Gamma ray High-energy photon produced in nuclear de-excitation or annihilation

process.
Geant4 A platform for “the simulation of the passage of particles through matter,”

using Monte Carlo methods.
High-pass filter Sets a duration of the pulse by introducing a decay time constant.
Imaging system Information system that forms information by probing the object,

records information with detectors, and presents information in the form of
images.

Induction accelerator Type of accelerator which uses ferromagnetic cores to
provide stored energy to accelerate beams of electrons or ions.

Inverse Compton scattering Interaction of a low-energy photon with an energetic
electron, from which photon emerges with increased energy.

KLYNAC Compact linear accelerator that integrates the klystron RF source and a
coupled-cavity linear accelerator into a single resonant system.

Klystron Device in which electron beam interacts with RF fields as it passes
through resonant cavities in the structure separated by a cylindrical metal drift
tube.

Laser wakefield acceleration Process by which an intense laser pulse produces a
plasma wave, which can in turn accelerate injected or self-trapped electrons to
high energies.

Linear accelerator (linac) Particle accelerator that accelerates particles by provid-
ing an oscillating electric potential along a linear beamline.

Low enriched uranium (LEU) Uranium enriched to less than 20% 235U.
Magnetic quadrupole Arrangement of four magnets used for focusing a particle

beam.
Magnetron High-powered vacuum tube that uses crossed electron and magnetic

fields to produce the high-power RF radiation.
MCNP Monte Carlo N-Particle Transport Code—a software package for simulat-

ing nuclear processes.
Mean square voltage (MSV) mode Adaptation of current mode where the direct-

current (DC) component of the current mode signal is blocked and the signal of
interest becomes the fluctuation of the current mode signal about its mean value.
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Medical radionuclides Radionuclides commonly used in medical imaging or
treatment.

Minimum detectable activity (MDA) The smallest activity of radiation that can
be detected given some level of background while not exceeding the standard
false positive and negative probability.

Multichannel analyzer (MCA) Part of DAQ that can be used at the back end of
the data acquisition chain to visualize the energy (or any quantity that can be
represented as an analog voltage level) and frequency of radiation events.

Multichannel scaler (MCS) Part of DAQ that can be used at the back end of the
data acquisition chain to visualize the time profile of radiation events.

Multiplicity Number of emitted radiation quanta following a decay process.
Muon tomography Use of cosmic ray muons to generate 3-D images of volumes

using information contained in the Coulomb scattering of the muons.
Muon Light, highly energetic charged particle produced in large quantities in

cosmic ray interactions with the atmosphere.
Naturally occurring radioactive material (NORM) Radioactive material present

naturally in the environment.
Near-monoenergetic photon source (MPS) A laser-driven source which employs

a process such as inverse Compton scattering to produce photons with narrow
energy spread.

Neutron generator Typically a compact device that uses the D(d,n)3He or
T(d,n)4He reaction to produce 2.45 MeV or 14.1 MeV neutrons, respectively.

Neutron multiplicity Number of neutrons emitted in either spontaneous or
induced fission.

Neutron scatter camera Two-plane arrangement of fast neutron detectors that
enables the localization of incident neutron momentum to the surface of a cone.

Neutron Heavy neutral constituent of a nucleus.
Non-paralyzable detector System with fixed dead-time to avoid saturation of the

detector.
Nonproliferation Efforts to curtail proliferation activities through diplomatic,

legal, and administrative methods.
Nuclear counterproliferation Is the effort to combat nuclear proliferation by

focusing on intelligence and military methods.
Nuclear forensics Development of methods and practices that can be used to

determine the provenance (origin) of the nuclear material, whether after its use
(post-detonation) or in the cases when it is intercepted (pre-detonation).

Nuclear proliferation The spread of nuclear weapons, fissile material, and the
requisite technology and information that could be used to construct them, to
the states that are not among the five nuclear weapons states.

Nuclear resonance fluorescence Process in which a nucleus absorbs and emits
high-energy γ rays.

Nuclear safeguards Measures that can be used to verify that countries comply
with their international obligations not to use nuclear materials for nuclear
explosives.
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Nuclear treaty verification Development and deployment of measures to ensure
verifiable compliance with treaties and other international agreements, imple-
mentation of regimes to reduce nuclear weapons, and detection and dismantle-
ment of undeclared nuclear programs.

Nuclear weapons states The five countries that have acquired nuclear weapons
before January 1, 1967.

Nuisance alarms Erroneous alarm that consumes unnecessary resources.
Paralyzable detector System affected by dead-time to the point where it can reach

a saturation point and is unable record any events.
Passive measurement Measurement that does not involve the use of externally

generated radiation.
Penning source Particle source in which strong magnetic field parallel to the

electric field of the sheath guides electrons and ions on cyclotron spirals from
cathode to cathode.

Phase space Multi-dimensional space in which any state of a system can be
assigned a unique set of coordinates.

Photofission Fission induced by photons.
Photoneutrons Neutrons ejected from a nucleus by photons with energies exceed-

ing neutron binding energy in the nucleus.
Photopeak Feature in the detector pulse spectrum that corresponds to full energy

deposition in a detector.
Pinhole imaging The simplest imaging concept that uses a small hole in opaque

material to reconstruct the image of an object.
Primordial radionuclides Radionuclides that have been present on Earth since its

formation and have relatively long half lives.
Principal component analysis (PCA) Use of orthogonal transformation to con-

vert a set of observations of possibly correlated variables into a set of values of
linearly uncorrelated variables, referred to as principal components.

Prompt signatures Properties of radiation emitted simultaneously with the fission
process.

Proton Heavy positively charged constituent of a nucleus.
Pulse height distribution Variation of pulse magnitude at a constant applied

voltage due to charge collection, detector geometry and various interactions of
radiation in the counter.

Pulse mode Detector operation during which information on the amplitude and
timing of individual radiation events is preserved.

Pulse-shape discrimination (PSD) Technique based on variation in the amount of
light produced by delayed fluorescence can be utilized to distinguish different
types of particles.

Q-value Energetics of nuclear reaction characterized as difference between of the
masses of the initial reactants and the sum of the masses of the final products.

Radiative capture Neutron absorption in a nucleus followed by nuclear de-
excitation, in which an energetic γ ray is emitted.

Radioisotope Atom with an excess of energy, making it unstable.
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Radiofrequency quadrupole accelerator (RFQ) Compact accelerating structure
for proton and ion acceleration that captures, bunches, and simultaneously
focuses and accelerates low-energy beams.

Radiography Imaging technique that uses attenuating properties of penetrating
radiation to reveal the internal structure of an object.

RF cavity Metallic chamber that contains an electromagnetic field.
Rossi-Alpha distribution Probability distribution of the time intervals between

pulses generated in the neutron detection process.
Sampling Theorem States that the uniformly spaced discrete samples are a com-

plete representation of the signal if its bandwidth is less than half the sampling
rate.

Sensor network Arrangement of several interconnected sensors known as the
network nodes.

Shielding Intervening material that absorbs or scatters the radiation.
Ship effect Increase of the neutron background through cosmic ray interaction in

the vicinity of large objects such as ships.
Signal-to-noise ratio Measure used to compare the level of a desired signal to the

level of background noise.
Single channel analyzer (SCA) Part of DAQ that produces an output logic pulse

if the peak amplitude of the pulse from the shaping amplifier falls within a
preconfigured pulse-height window.

Special nuclear material (SNM) Plutonium, uranium enriched in the isotopes
233U or 235U, or any materials the U.S. Atomic Energy Commission determines
to be SNM.

Spectroscopy Measurement of radiation energy distribution.
Spectrum unfolding Reconstruction of incident radiation spectrum from the mea-

sured detector response and the known detector response function.
Superconducting accelerator Device that uses superconducting magnets to allow

significantly higher particle energies to be achieved at much reduced operational
costs.

Technologically enhanced naturally occurring radioactive material (TENORM)
Radioactive elements which have been further processed or concentrated.

Thermal neutrons Free neutrons with average energy of 0.0253 eV (correspond-
ing to room temperature velocity) and large absorption and fission cross section.

Trigger Signal that tells the data acquisition electronics to start acquiring data.
Van de Graaff generator Electrostatic generator which uses a moving belt to

accumulate electric charge on a hollow metal globe on the top of an insulated
column.

Weapons of mass destruction Weapons that operate on the basis of nuclear,
radiological, chemical, biological, or other principles that can lead to large loss
of life, damage to infrastructure, or biosphere.

X ray Energetic photon produced in transition of an atomic electron transition or
through electromagnetic interaction of energetic electrons.

X ray fluorescence Emission of characteristic secondary X rays from a material
excited by bombarding with primary photons, usually X-ray source.
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