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Preface

The EAI International Conference on Ad Hoc Networks (AdHocNets) is a major
annual international event in the ad hoc networking community. This year’s AdHoc-
Nets conference was held in Niagara Falls, Ontario, Canada, eight years after its
inauguration in the same city. The aim of the AdHocNets conferences is to provide a
forum to bring together researchers from academia and industry as well as government
to meet and exchange ideas and discuss recent research work on all aspects of ad hoc
networking.

Over the last two decades, many efforts have been devoted to producing enormous
contributions addressing the fundamental issues of ad hoc networking including
modeling, protocol and algorithm design, security architectures and mechanisms, etc.
Recent development in this area has focused more on addressing the challenges related
to real and commercial applications including the Internet of Things (IoT), smart grid,
and device-to-device (D2D) communications in 5G mobile systems. All these aim to
extend the huge potentials of ad hoc networking beyond experiments and laboratories.

This volume of LNICST includes all the technical papers presented at AdHocNets
2017, which includes regular papers as well as invited papers from renowned
researchers in this field. The invited papers provide visions, trends, challenges, and
opportunities in the area of ad hoc networking and its applications. It is our hope that
the proceedings will be a useful and timely reference for researchers in their effort to
understand the real-world challenges for ad hoc networking, and to develop innovative
solutions in addressing these challenges.

September 2017 Yifeng Zhou
Thomas Kunz
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Doppler Effect in the Underwater Acoustic
Ultra Low Frequency Band

Abdel-Mehsen Ahmad1, Michel Barbeau2, Joaquin Garcia-Alfaro3(B),
Jamil Kassem1, Evangelos Kranakis2, and Steven Porretta2

1 School of Engineering, Lebanese International University, Bekaa, Lebanon
2 School of Computer Science, Carleton University, Ottawa, ON K1S 5B6, Canada

3 Telecom SudParis, CNRS Samovar, UMR 5157, Evry, France
joaquin.garcia alfaro@telecom-sudparis.eu

Abstract. We address communications between Autonomous Underwa-
ter Vehicles (AUVs), Underwater Sensors (USs) and remote operators.
We assume the use of acoustic waves. Due to the Doppler effect, the com-
munication frequency depends on the relative motion between the partic-
ipants. We are interested in the Ultra Low Frequency (ULF) range, from
0.3 to 3 kHz. We relate the Doppler effect to the half-power bandwidth,
versus distance. Numeric simulations are conducted. We show that the
Doppler shift is significant with respect to the half-power bandwidth in
the ULF band, for long distance communications.

1 Introduction

Autonomous Underwater Vehicles (AUVs) and Underwater Sensors (USs) use
acoustic waves to communicate. We are interested in the Ultra Low Frequency
(ULF) range, 0.3 to 3 kHz (kHz), underwater communications. The ULF band,
as suggested by Stojanovic [1], is interesting because the attenuation is lower,
relative to higher frequencies. Hence, there is more potential for long range com-
munications. For instance, Freitag et al. [2] have been able to make contact at
a distance of 400 km at 900 Hz. On the other hand, the half-power bandwidth
is narrow in the ULF band. As a consequence, solely extremely low rate data
streams can be supported. Another communication impairment is the Doppler
effect. It is created by relative motions between acoustic sources and receivers.
Given the narrow half-power bandwidth and slow propagation speed of underwa-
ter acoustic waves, one may expect a significant Doppler effect in the ULF band.
The goal of this work is to characterize the importance of the Doppler effect
in various underwater communication scenarios in the ULF band. Some ques-
tions addressed are: What is the maximum Doppler shift that can be expected
on underwater links in the ULF band? What is the maximum frequency drift
that can happen during the reception of a data frame? Through a number of
scenarios, we show that the Doppler shift is significant in the ULF band for long
distances, relative to the narrow half-power bandwidth.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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4 A.-M. Ahmad et al.

Section 2 provides background on ULF underwater acoustic communications.
Section 3 discusses the Doppler effect. Section 4 presents our experimental sce-
narios and results. Section 5 concludes.

2 ULF Underwater Acoustic Communications

Attenuation is an important underwater acoustic communication impairment.
The main causes are conversion of acoustic energy into heat and geometrical
spreading. The magnitude of attenuation is represented in the Thorp’s model
[3–5]. For long distance underwater communications, the ULF band is preferable
because there is less attenuation at the lower end of the acoustic spectrum.

Figure 1(a) plots the attenuation as a function of distance for selected fre-
quencies in the ULF band. Realistically, for long range underwater acoustic com-
munications, solely the use of low frequencies can be envisioned. For instance,
Freitag et al. [2] have been able to achieve communication over a 400 km range
at 900 Hz.

Another important fact is the gradient of the attenuation versus frequency.
The transmission loss rapidly increases for higher frequencies. It limits the oper-
ating bandwidth. This constraint is captured by the concept of half-power band-
width. The half-power bandwidth is commonly used to define cutoff frequencies
and bandwidths of filters by using frequency response curves, using 3 dB points
in the frequency response of a band-pass filter [6].

Figure 1(b) shows the half-power bandwidth for selected ULF frequencies
versus distance. Firstly, the relationship between frequency, half-power band-
width and distance is not linear. Secondly, at very long ranges (e.g., 400 km),
the half-power bandwidth is very narrow, i.e., around 100 Hz.
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Fig. 1. (a) Attenuation and (b) half-power bandwidth for selected frequencies in the
underwater acoustic ULF band. We can observe the relation between the half-power
bandwidth and the frequency, with respect to the range. For a range less than 17 km, the
half-power bandwidth is better for low frequencies (300Hz) than for higher frequencies
with the same range.
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3 Doppler Effect

The Doppler effect shifts the frequency, from the receiver point of view, because
of a transmitter-receiver delay change during data transmission. This happens
because either the transmitter or the receiver are mobile. Their relative sepa-
ration distance is not constant. Let v (m/s) be the relative velocity between a
transmitter and a receiver. It is positive when they are getting closer, negative
when moving away. Let c be the signal propagation speed (m/s). At nominal
frequency f0 Hz, the variation of frequency due to the Doppler effect is [7]:

δf = f0
v

c
Hz (1)

Figure 2 depicts the maximum Doppler shift for selected frequencies in the
ULF range. We assume that the relative speed varies from zero to eight knots.
This range is consistent with the values reported by Robert et al. [8] about
speed range of AUVs. Figure 2(a) shows that the Doppler shift turns out to be
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Fig. 2. Maximum Doppler shift in the ULF range, assuming mobile transmitter and
receiver moving either on the same axis (a) or in transverse directions (b). The scenario
for the transverse movement between the transmitter and receiver is depicted in (c).
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linear with respect to the relative speed, if we assume that both transmitter
and receiver are moving along the same axis. Figure 2(b) makes the assumption
that the transmitter and receiver move in transverse directions (i.e., transmitter
and receiver move in opposite directions with respect to a reference axis) with
constant speeds and as in the scenario shown in Fig. 2(c). After nine seconds,
both of them arrive at the same point, where the Doppler shift becomes null.
Then, they move away from each other, causing an increase in the Doppler shift.

4 Experimental Scenarios and Results

Experiments are conducted using numeric simulations via BELLHOP [9,10]. We
assume situations in which one mobile transmitter (representing an AUV) is
continuously transmitting acoustic waves at a specific frequency. At an initial
distance, the waves are processed by an array of receivers (underwater sensors
equipped with acoustic hydrophones). The array of receivers also move with
respect to a mobility model (e.g., a sinusoidal movement). At each instance,
one or more receivers process a series of multipath components that are summed
up together at the receiver side. These multipath components consist of a straight
line-of-sight (LOS) ray and multiple reflected and refracted rays. The rays are
generated using BELLHOP. Each ray comes with different delay shifts, causing
different frequency shifts. Our goal is to study variations of Doppler shifts and
estimate the detection accuracy in a series of communication scenarios. The
source code of the simulations is available online at http://j.mp/UWtmpgit.
Next, we present our main scenarios.

4.1 Doppler Shift for a Transmitter-Receiver Pair

Figure 3(a) depicts our first scenario. It consists of two underwater devices: one
acting as a transmitter (T ) and the other acting as a receiver (R). R moves
according to a sinusoidal model along the z axis (such that z = A sin

(
t·π
60

)
).

The trajectory of T is based on the Caruso et al. model [11,12], which sim-
ulates a movement with one degree of freedom. The Doppler shift is derived
according to Eq. (1) (c is 1500 m/s). The distance between the two devices
is derived by substituting their three-dimensional coordinates in the equation√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2. Change of distances are used to compute
the relative velocity between T and R. The data is produced at one sample per
second.

Figure 4 plots the Doppler shifts for times t = 0 to t = 50 s. Figure 4(a), the
amplitude A of R is 10 m. The figure shows a slight frequency shift, that is one
Hz at its maximum. In Fig. 4(b), the amplitude A of R is 50 m. The Doppler
shift becomes noticeable, as it peaks at 35 Hz.

Scenario 1.1 – Mobile Transmitter, Stationary Receiver. In Fig. 5(a), the
transmitter is assumed to follow a sinusoidal motion with frequency fm = 0.1 Hz
and amplitude A of 10 m. The receiver is stationary. The transmitter is moving

http://j.mp/UWtmpgit
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Fig. 3. Experimental scenarios. (a) Communication between one transmitter and one
receiver. (b) Communication between one transmitter and one array of receivers. The
receivers moves according to a sinusoidal model along the z axis. The transmitter moves
according to the model in [11,12], which simulates a one-degree freedom of movement.
Straight lines represent either reflected or refracted rays. Dashed lines represent eigen-
rays, i.e., no reflections nor refractions. Some videocaptures of the assumed mobility
patterns are available at: http://j.mp/UWtransmitters and http://j.mp/UWreceivers.

Fig. 4. Doppler shift at different receiver positions for selected ULF frequencies. The
receiver moves according to a sinusoidal law.

along a line with an invariant angle β relative to the x-axis. This line makes a
variable angle α with a transmitter-receiver line. Since the transmitter is moving
along an angle β with respect to the x-axis, we can compute the horizontal
position x of the transmitter as follows:

x = cos β · A · cos
(

πt

fm

)
m (2)

and its depth d as:

d = sin β · A · cos
(

πt

fm

)
m (3)

http://j.mp/UWtransmitters
http://j.mp/UWreceivers
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The frequency at the receiver fr is computed using the following formula:

fr =
c

c − vs cos(α)
· fs Hz (4)

where fs is the frequency of the transmitter, c is the signal propagation speed
(assumed to be 1500 m/s), and vs is the velocity of the transmitter. The value
of vs is obtained by computing δd

δt , where δd is the change of distance during an
interval of time t.

Scenario 1.2 – Mobile Receiver, Stationary Transmitter. In Fig. 5(b),
the receiver is moving with velocity vr along a line with constant angle β, relative
to the x-axis. Variable α is the angle between this line and transmitter-receiver
line. The receiver is assumed to follow a sinusoidal motion with frequency 0.1
Hz and amplitude of 10 m. The transmitter is stationary. Same operations as in
Scenario 1.1 are computed, except for deriving the frequency at the receiver fr,
which is computed using the following equation:

fr =
(
1 +

vr · cos α

c

)
· fs (5)

Figures 6 and 7 show the simulation results. Figure 6 shows the variation of
both angle and velocity of movement. The moving receiver and moving trans-
mitter scenarios produced the same results. Figure 7 shows the variation of the
Doppler shift for four β angles: (0◦, 40◦, 80◦ and 90◦). In Fig. 7(f) velocity is
increased 40×.

Fig. 5. (a) Scenario 1.1, moving transmitter and stationary receiver. (b) Scenario 1.2,
moving receiver and stationary transmitter.
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Fig. 6. Mobility characteristics for the Doppler shift experiments assuming 1.5 kHz for
the frequency; and 0 to 90◦ as angle β.
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Fig. 7. Doppler shift experiments at 1.5 kHz and angles 0◦ to 90◦.
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4.2 Doppler Shifts and Attenuation Between One Transmitter
and Several Receivers

We study the Doppler shift assuming the existence of multiple receivers, as
depicted in Fig. 3(b). Different scenarios are discussed.

Assuming that the transmitter is positioned at 15 m deep, five receivers are
placed 30 m away from the transmitter, at depths zero, 10, 20, 30, and 40 m.
The array of receivers is stationary. The following cases are considered:

1. The transmitter is moving along a line parallel to the x-axis, where x =
10 cos(0.1πt) m. Depth is constant at 15 m.

2. The transmitter is moving along a line parallel to the vertical axis, where
depth d = 15 + 10 cos(0.1πt) m and x = 0 m.

Let v be the velocity of the transmitter. The following equation is used to com-
pute the Doppler shift:

δf =
c

c − v cos α
(6)

where α is the angle between the line along which the transmitter is moving and
transmitter to receiver line.

Figure 8 shows the results of the simulations and the velocity and mobility
patterns assumed during the experiments. When angle β is set to 90◦, receivers
are far from the transmitter, i.e., at distance greater than the amplitude of the
sinusoidal motion of the transmitter, each receiver is either above or below the
transmitter. If the transmitter is moving up, then it gets closer to the receiver
placed at the higher depth. It moves away from the receivers placed at the
bottom of the array. It is reflected in the Doppler shift. When the motion of the
transmitter is along the x-axis, all the receivers experience similar delays. At
depths 10 to 20 m, the Doppler shift is the same as at depths 0 and 30 m—since
the transmitter is moving in the middle at depth 15 m.

5 Conclusion

We have addressed acoustic communications between AUVs, USs and remote
operators. We studied scenarios comprising one transmitter and one or several
receivers. Due to the mobility of nodes, the Doppler effect changes the com-
munication frequency. We focused on the ULF band, i.e., the frequency range
0.3 to 3 kHz. Numeric simulations confirm the importance of the Doppler shift.
We have a maximum Doppler shift of 10 Hz in the scenarios we studied. It is
negligible for short and medium ranges. It is, however, significant with respect to
the half-power bandwidth for long distance communications (400 km). It corre-
sponds to 10% of the half-power bandwidth. Since attenuation also depends on
frequency [3–5], a positive Doppler shift increases the frequency and augments
the attenuation, and vice-versa. In our simulations, the Doppler effect on the
attenuation bandwidth is not significant. The source code of the simulations is
available online at http://j.mp/UWtmpgit.

http://j.mp/UWtmpgit
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Abstract. Underwater environments have never been much of a con-
straint to the rich animal life they support at all depths of our seas
and oceans. Indeed, nature has taken advantage of this environment to
develop a rich variety of efficient communication strategies through evo-
lutionary change and adaptation. The wealth of knowledge to be dis-
covered will continue to dazzle and fascinate the world. For underwater
sensor network communication, acoustic signalling is the preferred choice
for designers because sound propagation is the most efficient when com-
pared to other forms, like thermal, light, and electromagnetic. It is within
this acoustic environment that researchers have to innovate and develop
new ideas and methodologies so as to advance the state-of-the-art. In
this paper, several fundamental issues and connections are discussed that
arise in the study of underwater wireless sensor networks. A variety of
ideas and solutions for further research is proposed and fundamental
issues in topology control, directional underwater transducers, and mon-
itoring and surveillance are discussed.

Keywords: Directional hydrophone and vibrator
Monitoring and surveillance · Neighbour discovery
Underwater acoustic communications

1 Introduction

Sound is very important for communication in the animal world. It helps ani-
mals to become aware of events that occur all around, regardless of where atten-
tion is focused. With respect to their land counterparts, sea mammals are even
more dependent on sound for communication and sensing because of the spe-
cial circumstances involved in the nature of signals underwater affecting the
propagation of light, smell, and other senses. One must take into account that
light propagation suffers from scattering due to reflection and refraction. Smell
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is affected by molecular diffusion due to temperature, viscosity of the fluid, and
size of the particles. As a consequence, sight and smell could be ineffective and
rather much less suited for communication in the seas when compared to sound.
Sound has another advantage because water molecules lose less energy as they
vibrate. This paper explores how sound can be used to effectively communicate
and build underwater networks. In Sect. 2, we introduce the nature of sound
in the underwater environment. We explore the transmission of messages using
sound in Sect. 3. A model for directional underwater communications is presented
in Sect. 4. We conclude in Sect. 5.

2 Nature of Communication Underwater

You can calculate the speed v (m/s) of sound by taking the square root of the
ratio of the pressure p (Pa) of the medium, inside which it travels, divided by
the density ρ (kg/m3) of this medium, namely

v =
√

p

ρ
m/s. (1)

In the air, it is approximately only 343 m/s (at sea level). However, despite
the fact that the propagation of sound underwater is affected by temperature,
salinity, hydrostatic pressure and other factors, its speed in the ocean varies from
1,450 m/s to 1,540 m/s. It is more than four times higher than its speed in the
air. Also note how pressure affects the speed of sound. Approximately 1,6 m/s
per 100 m downwards is added to the velocity due to the increase in hydrostatic
pressure.

Mammalian evolution has created numerous adaptations so as to exploit
the propagation of sound underwater. Acoustic communication in the seas is
entirely different from the more familiar terrestrial. Moreover, in marine life,
mechanisms used to produce sound vary widely even from one family of sea
animals (such as whales, dolphins, and porpoises) to another. This is documented
extensively in the scientific marine biology literature. For example, it is well
known that the humpback whales are producing regular and predictable sounds
known as songs to communicate male fitness to females. The clicking sequences of
dolphins and sperm whales are thought to be individualized rhythmic sequences
communicating the identity of a single mammal to others in its group. They
allow groups to coordinate foraging activities. Furthermore, communication can
reach large distances with sperm whales being the undisputed vocal champions
that can give a powerfully deafening directional sonar of 240 dB.

One cannot but marvel at the astonishing variety of sound based communica-
tion mechanisms that have evolved throughout sea life to communicate, attract
mates, defend territory, sense surroundings and find food [6]. (See Ref. [18] where
you can play recordings of all kinds of underwater animals, from whales and
shrimps to oysters.) Although whales can communicate long distance with their
powerful sounds, at the opposite scale Patek [20,25] reports that the spiny lob-
ster emits Near Field Communication (NFC) signals (that propagate no more
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than a meter) every time it throws off its exoskeleton. The very unique sound
it generates (by using its body as a violin) protects the naked lobster against
its enemies while at the same time the short distance of propagation prevents it
from advertising its presence further away!

3 Transmission of Sound

What technical issues do we encounter in transmitting messages underwater?
How can we take them into account and at the same time improve our commu-
nication capabilities? We discuss how sonar measurements are made underwater
as well as the impact of waveguides (communication tunnels) for connectivity.

3.1 Sonar Measurements

Sonar (also called echolocation) refers to the principle of detecting and localizing
objects by sound. When referring to animals, it is also called biological sonar or
biosonar. SONAR is an acronym for SOund Navigation And Ranging [3]. It is
a technique that uses underwater sound propagation to navigate, communicate
with or detect objects (such as submarines and mines) on or under the surface
of the water by projecting sound and detecting the echoes from the objects.

The key to measuring the intensity and pressure of acoustic waves is based
on using the concept of decibel (dB). Since in underwater acoustics, the pri-
mary interest is often in ratios rather than in absolute quantities this gives
a convenient way for expressing changes (usually large) in pressure. Given two
powers P1 and P2 (Watts), with power ratio P1/P2, we use the decibel expression
10 log10 (P1/P2) dB. When an acoustic wave propagates in a medium, acoustic
energy is being transmitted. The amount of energy per second crossing a unit
area is called the intensity of the wave. The unit of intensity in underwater
acoustics is defined as the intensity of a plane wave having a pressure p of one
micropascal (μPa). The relationship between acoustic pressure p and intensity I

(Watts/m2) is I = p2/(ρv) Watts/m2
, where ρ (kg/m3) is the density of water

and v (m/s) is the speed of sound.
The intensity ratio I1/I2 is defined in decibels similarly to the power ratio,

i.e., the intensity ratio in dB is equal to 10 log10 (I1/I2) dB. The basic measure-
ment in acoustics is based on pressure and not on intensity. Most hydrophones
used in underwater measurements are sensitive to pressure, particle velocity,
or pressure gradient. It follows from from the above that the pressure ratio in
decibels is expressed as 20 log10(P1/P2).

3.2 Impact of Temperature and Pressure on Sound

Underwater, propagation of sound is three dimensional. It propagates in all direc-
tions from its source. During transmission sound dissipates. Understanding its
behaviour is complicated by such features as suspended particles, air bubbles,
plankton, and even the swim-bladders of swimming fish.
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Fig. 1. Left: Diagram of the speed of sound v(z) as a function of the depth z. Right:
Due to refraction, a sound waveguide is formed whose walls delimit the propagation of
sound when the emitting source is placed at depth zmin.

The speed of sound in the ocean varies, see Eq. (1). It depends on temper-
ature, salinity, pressure and other factors. Note that the pressure p(z) (μPa) is
monotone increasing as a function of the depth z(m). Also temperature affects
the speed v(z) of sound, as a function of the depth z. The interplay of these two
factors affect v(z) that has a representation resembling the plot depicted in the
left part of Fig. 1. Closer to the surface, the speed v(z) of sound is more affected
by temperature. It decreases as we move deeper. As we move even deeper, the
impact of pressure overtakes temperature. The speed of sound increases. Eventu-
ally, temperature and pressure balance out at a certain depth zmin. The resulting
speed of sound v(zmin) at zmin is the minimum possible. This depth zmin also
depends on the oceanic temperature. It can be up to 2 km in warmer waters
while it is closer to the surface in the Arctic.

3.3 Impact of Refraction and Waveguides

Sound propagating in the ocean can sometimes be detected thousands of kms
away from the source. Does the ocean contain a channel (or acoustic waveguide)
through which sound can propagate with little attenuation? Indeed, it is not
difficult to speculate that a natural channel is formed between the surface of
water and bottom of the ocean. But what mechanism do sound waves obey in
such long-distance propagation? The basic principle is that transmission of sound
along a waveguide is based on the reflection of waves along its boundaries which
prevents scattering. It would seem as if sound propagates along a narrow tube
reflecting along its boundaries. But how are such gigantic waveguides formed
underwater and where are its boundaries?

It turns out that refraction plays a crucial role in the formation of waveguides.
Assume a sound source placed at depth zmin, see right part of Fig. 1. Consider
the sound beams emanating from it. Because of refraction, the propagation of
the sound depends on the angle of the beam with respect to the horizontal. A
beam propagating along a horizontal line is straight. A beam leaving zmin at an
angle bends. However, since the speed of sound increases both up and down from
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the point zmin, sound beams bend towards the horizontal. As a consequence this
gives rise to a waveguide whose walls are formed by the layers of water at the
depths where the sound beams reflect. For additional details see [2] (Chap. 3:
The Oceanic Phone Booth) as well as Porretta’s recent thesis [21].

To understand better the formation of waveguides, let v(0) and v(f) be the
speeds of sound in the surface and bottom of the sea, respectively. It turns out
that two types of waveguides may be formed depending on the relative sizes of
the speeds v(0) and v(f).

Case v(f) > v(0): This usually occurs in deep water. On the one hand, when the
water surface is calm the sound is reflected from the surface but is refracted at
sea bed. In fact one can use Snell’s law to determine what portion of the sound
beam is captured by the channel [2]. On the other hand, when the water surface
is rough the sound scatters from it. The rays leaving the surface at large angles
reach the bottom and are absorbed there. However, because of refraction the
channel captures those rays that do not reach the rough surface [2].

Case v(f) < v(0): This usually occurs in shallow water. In this case the sound
refracted at the bottom does not reach the surface [2].

Schmidt and Schneider [10,23,24] documented the existence of a waveguide
in the Beaufort Sea, called the Beaufort Lens. Due to a flow of warm water enter-
ing through the Bering Strait, from the Pacific Ocean. A sound speed minimum
is created at low depth, around 80 m. Sound energy is trapped in the result-
ing waveguide. Long range (100 km) communication, without ice interaction, is
possible using the waveguide.

The principle can be studied through simulation. Figure 2(Left) shows a
Sound Speed Profile (SSP), artificially created to better illustrate the idea. It
plots the speed of sound (x-axis) as a function of depth (y-axis). There is a
sound speed minimum at 500 m deep. This minimum creates a waveguide in
which the acoustic energy propagates without interaction with sea surface or
sea bed. Figure 2(Right) shows the result of a BELLHOP [22] simulation of the

Fig. 2. Left: Sound speed profile with local minimum. Right: Transmission loss (dB)
versus distance and depth, at 50 Hz and from zero to 100 km.
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waveguide at the acoustic signal frequency 50 Hz. The source-receiver separation
distance is from zero to 100 km. The x-axis represents range (m). The y-axis
represents depth. A signal source is placed on the left, at range zero and depth
500 m. On a dB scale, color-coding represents signal attenuation as a function of
location. In underwater, attenuation is proportional to frequency. Hence, atten-
uation is weaker on the left, staring at 70 dB on short range. The simulations
demonstrate that signals propagating through a waveguide theoretically persist
across long distances.

4 Directional Underwater Transducers

Directional antennae are widely used in wireless communication. They are versa-
tile. They improve overall energy consumption [14]. This is rather easy to moti-
vate. The transmission cost is proportional to the area covered by the antenna.
Thus, the energy cost of an omnidirectional antenna with range r (m) is pro-
portional to the area of a disk of radius r, that is, πr2 m2. By comparison the
signal from a directional antenna of beam-width φ radians reaches much fur-
ther, with the same energy consumption, namely it has range r

√
2π/φ m that,

depending on the beam-width φ, can be significantly larger than r. They have
numerous applications. They may enhance network capacity [9,26], reach further
than omnidirectional antennae for detection and surveillance purposes, improve
topology control and stability [8], and offer the potential for mitigating various
security threats [11], just to mention a few applications.

A significant amount of research has been dedicated to the 2D model of
directional antennae. In this model, the antennae are located in a planar ter-
rain. To establish a network, antennae need to communicate with each other. To
this end, two basic antennae communication models are employed. Consider two
directional antennae: a sender and a receiver. In the symmetric model, communi-
cation is possible if the sender and receiver are within the range (determined by
respective lobes) of each other, see [1,17]. In the asymmetric model, the sender
can transmit directly a message to the receiver (provided the receiver is within
the range of the sender) but the receiver may not be able to send directly a
message to the sender, see [4,7,13,16]. In a way, the asymmetric model is less
rigid than the symmetric one, but the receiver must seek a (alternate) path in
the network if it also wants to talk to the sender.

4.1 3D Underwater Transducer Model

Underwater communications differ from classical wireless. Rather than electro-
magnetic waves, mechanical acoustic waves are used. The transducers, convert-
ing electrical energy to mechanical energy and vice versa, are vibrators and
hydrophones. Transmission is done with mechanical vibrators. Reception is done
with mechanical hydrophones. Hereafter, we discuss a 3D underwater transducer
model. We identify vibrators and hydrophones. We model a three dimensional
directional underwater transducer as a spherical sector of solid angle Ω (Fig. 3,
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Fig. 3. Spherical underwater transducer radiation patterns. Solid (represented by Ω)
and apex (represented by 2θ) angles in the 3D directional antenna model. The antenna
in the left picture has a single lobe while in the right picture it has a double lobe.

left) and apex 2θ (Fig. 3, right). The solid angle Ω of a solid spherical sector is
defined as the ratio of the area of the spherical surface and square of the radius of
the sphere of which it forms part. The apex angle of a spherical sector with solid
angle Ω is defined as the maximum planar angle between any two generatrices
of the spherical sector. It is usually represented by 2θ, see [12] for additional
details. The apex 2θ and solid angle Ω are related by the following important
identity due to Archimedes. Ω = 2π(1 − cos θ); this Formula gives a method to
compute a 3D angle with the help of a 2D angle.

4.2 Communication Model

How can we model communication using directional underwater transducers?
We distinguish two types of connectivity: symmetric and asymmetric. In sym-
metric communication, two underwater transducers communicate if they are
within range of each other, see Fig. 4(Left). This also means they can send
messages directly to each other. Contrast this with asymmetric communica-
tion (Fig. 4(Right)) in which a vibrator S can talk to a hydrophone R only
if there exists a sequence of (vibrator, hydrophone) pairs S → S′ such that
S := S1 → S2, S2 → S3, . . . , Sk−1 → Sk := R and moreover so that each
hydrophone in this sequence is within the range of a vibrator. Thus, to establish
bidirectional communication between S,R in the asymmetric communication
model not only a path must be found between source S and destination R; in
addition, a path must be found in the reverse direction from destination R to
source S. Despite this difficulty it is still possible to provide algorithms that can
establish bidirectional communication [4,7,13,16] with constant stretch factor.

4.3 Neighbour Discovery

How does a underwater node discover its neighbour(s)? The neighbour discovery
process usually entails the exchange and subsequent confirmation of identities
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A B

S R

Fig. 4. Left: Symmetric communication with two directional underwater transducers
centered at points A and B. Right: Asymmetric communication with directional under-
water transducers: A directed communication path from vibrator S to hydrophone R.

between two adjacent nodes so that they can identify each other. To achieve this,
omnidirectional underwater transducers must be, at a minimum, within range
of each other (so that they can receive each other’s messages). Thus, neighbour
discovery for directional underwater transducers in the symmetric model requires
not only that they must be facing each other but also be within range of each
other. In the asymmetric model a communication path must be found between
a sender and a receiver. Regardless of the communication model being used, the
underwater nodes must execute an algorithm to discover their neighbour(s). To
simplify matters, let us look first at 2D. Consider two directional nodes u and
v with beam-width φu and φv, respectively. To communicate their underwater
transducer must be facing each other. For each node u, let du be an integer delay
parameter and ku be defined so that φu = 2π

ku
and consider Algorithm 1.

Algorithm 1. Underwater Transducer Rotation Algorithm ARA(du, ku)
1: Start at a given orientation
2: while true do
3: for i → 0 to du − 1 do
4: Send messages to neighbour(s)
5: Listen for messages from neighbour(s)
6: Rotate transducer beam one sector counter-clockwise

It can be shown (see [5] for details) that for a set S of synchronous nodes
by appropriately choosing (either deterministically or at random) the delay du,
for u ∈ S, Algorithm 1 ensures that every pair of underwater transducers within
range will discover each other.

An approach to solving the neighbour discovery problem for underwater
nodes is to adapt the previous approach, except that underwater transducer
rotations must be done in 3D. The key idea is to use a partition of 3D space
in a geodesic grid Moreover, like in Algorithm 1, underwater transducers would
somehow have to rotate over a well-defined domain specified by a geodesic grid.
The rotation mechanism (speed and direction of rotation) may depend on some
knowledge of the environment and on the depth (see [15] for a related study).
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Fig. 5. An array of hydrophones and a passing underwater autonomous vehicle.

4.4 Monitoring and Surveillance

A potential application would be in establishing a wireless underwater networked
system of communicating nodes to form an effective monitoring and surveillance
network. Figure 5 depicts a linear array of underwater hydrophones and a passing
autonomous vehicle. Each hydrophone has the ability not only to detect a passing
autonomous vehicle, but also to discover its neighbours and transmit messages
to them (other nodes within its range). Further, and unlike the scheme proposed
by [19] which is static and not immune to transducer failures, the resulting array
is dynamic and fault tolerant thus also adapting to a changing communication
environment.

5 Conclusion

Research in UWANs requires a multidisciplinary approach involving scientists
and engineers of widely varying academic backgrounds, experience and expertise.
In this paper we looked at some characteristics of underwater communication
and how they can be used so as to develop methodologies for better and more
reliable connectivity. Further, we discussed the possibility of designing a wireless
networked system based on underwater hydrophones to support monitoring and
surveillance services. The ultimate goal would be to aid the design of surveillance
underwater wireless acoustic networks in (harsh) underwater environments.
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Abstract. This work presents a method by which utility theory can be applied
to the payload decision making processes of autonomous underwater vehicles
(AUV) for mission planning and replanning purposes. Such an application allows
AUVs to determine the ‘best’ payload to use for a specific mission without oper‐
ator intervention, thus improving AUV reliability while the vehicle is out of
communication range from the operator. Because ‘best’ is subjective, focusing
on relevant payload attributes and tailoring these functions to individual operator
preferences ensures a unique vehicle makes decisions that align with a unique
operator’s preferences. The creation of these functions is an iterative process that
involves interviewing an individual operator to determine the form and weight of
that operator’s preferences based upon theoretical payload attributes, followed
by the testing of the resulting equation using actual payload attributes. Contained
in this paper are example utility functions that take into consideration three attrib‐
utes each for describing the decision making preferences for three AUV operators
when determining the appropriate side scan sonar to use to perform a specific
seabed imagining mission. These three functions were tested and determined to
produce results that align with the individual operators’ preferences, thus vali‐
dating the appropriateness of these equations for these operators on this mission.

Keywords: Autonomous underwater vehicle · AUV
Unmanned underwater vehicle · UUV · Decision theory · Utility theory
Planning

1 Introduction

Militaries, commercial vendors, and research organizations are increasingly relying on
unmanned vehicles to perform missions that are dull, dirty, dangerous, or otherwise cost
prohibitive. These vehicles perform missions in the air, on land, on water, and undersea.
Whereas surface and air vehicles can readily communicate with external information
sources, such as human operators or satellites, undersea vehicles have limited commu‐
nication capabilities, due to the electromagnetic signal-attenuating properties of water
[1]. As a result, underwater vehicles not otherwise tethered to an operator must be
capable of autonomous decision making.
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To program an AUV with a mission, a human operator inputs parameters into the
vehicle’s controller, prior to launch. These parameters may include: type of mission,
actions to be performed, payloads to be used, and mission location, among others. The
vehicle uses this input to plan and continuously replan the mission as the missions
progresses. The vehicles are, however, unable to plan or replan in a manner that violates
these operator-provided inputs. In the event the specified payload fails during a mission,
therefore, the AUV is generally unable to replan a mission around an alternate payload.
When these payload failures occur, the AUV instead aborts that portion of the mission
and either moves to another, pre-defined mission or returns to the surface of the water
to await further instruction from a human operator.

Aborted missions create sunk cost or otherwise fail to capitalize on the benefits of
the original mission. To minimize the occurrence of these aborted missions, this paper
presents a method for allowing the vehicle, rather than the operator, to decide what
payload to use for a given mission using mission-specific utility functions tailored to the
unique operator, based upon previously-established decision making preferences of that
operator.

2 Related Work

Work in the area of mission planning and replanning around a degraded payload has
been conducted by researchers at Heriot-Watt University [1, 2]. One of the most
comprehensive of these published works is Pedro Patron’s 2010 doctoral thesis, from
which many other works followed [3]. Much of Patron’s work and the work of his
coauthors focuses on semantic-based goal-oriented mission replanning around a
degraded payload, specifically, a side looking sonar with one of two transducers failed
[1–4]. In various published works, Patron and his coauthors propose approaching
mission planning around a completely failed payload by searching for redundant compo‐
nents or platforms, however, no significant work has been published using this
approach [3].

3 Approach

The focus and approach of this paper is the use of known attributes of possible mission
payloads, operator-defined missions, and previously-defined operator preferences to
create a set of utility functions that can order, from most preferred to least preferred,
alternate payloads for a series of AUV missions. Because ‘best’ is subjective, these sets
of equations will be tailored to individual operators so that a given AUV makes the ‘best’
decision for its operator. To accomplish this, an operator is interviewed to determine the
form of his preferences for a specific attribute of a payload. He is then interviewed to
determine the weight of his preferences for various attributes relative to others.
Combined, these interviews allow for the creation of a utility function for a specific
mission. The validity of this function is tested by asking the operator to rank example
payloads, while also having the function calculate the ranks of these payloads. If the
operator and equation do not provide the same results, the process is repeated, until the
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results match. Once the equation and operator provide the same results, the equation is
sufficient at replicating operator decision making preferences for that mission.

4 Mission Definition

To provide the vehicle with the flexibility to plan a mission around a payload or replan a
mission around a failed payload, the AUV must be programmed with a mission goal or end
state, rather than a specific payload and associated payload action. By applying a goal-
specific utility function to that mission, the vehicle will then be able to determine which
payload will best allow it to meet that goal. How well a payload performs an action to
accomplish a mission goal depends on what that goal is. As such, each goal will have a
unique utility function taking into consideration a unique combination of attributes—or
technical specifications—that are relevant for that goal. The vehicle can be programmed
with a series of these utility functions. After an operator has defined the mission goal, the
vehicle can then select the proper function for the decision to be made, apply the function,
and calculate the highest-rated payload for mission performance. For multi-attribute utility
theory with mutual preferential independence, the general form of a utility function is:

(
x1,… , xn

)
=
∑n

i=1
ki ∗ ui

(
xi

)
(1)

where ki is a scaling constant and ui

(
xi

)
 is a function of each attribute i [5]. To determine the

form of each ui

(
xi

)
, utilities of 0 to 1 (i.e. least useful to most useful) are assigned for the

range of possible attribute values. The utility mid-value point (i.e. the amount of an attribute
where utility equals 0.5) is identified, based upon the preference of the operator for whom
the function is being developed. This process is repeated for mid-value points for the upper
and lower halves, quarters, eighths, and so on until a sufficient amount of precision is
captured such that a trendline can be fitted through these mid-value points, the equation of
which, ui

(
xi

)
, is the normalized utility function for that attribute. This process is repeated for

all attributes, providing the basis for a utility function.
Next, a value for each ki must be determined. To do this, a set of i equations is needed

to solve for all constants. For the first equation, the rules of additive value due to mutual
preferential independence provide that the sum of all values of k equals 1. Two attribute
profiles for hypothetical payloads are then compared. The value of one attribute in one
profile is manipulated until indifference (i.e. the point at which improving one profile
or another is equally valued) is identified. This process is repeated until the set of func‐
tions can be solved for all values of k [5].

Once all equations for ui

(
xi

)
 and all values for ki are known, the goal-specific mission

utility function is created. By entering attribute values for the payloads under consider‐
ation into this equation, the utilities for those payloads can then be calculated. The
payload with the highest utility is ‘best’ and the vehicle can plan or replan the mission
around this payload.
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5 Results

Although a complete set of equations for all possible missions spanning all applicable
attributes would be required to allow a vehicle to autonomously plan and replan all
possible missions around all available payloads for one operator, this paper establishes
one utility function for one mission goal based upon three attributes to demonstrate the
viability of applying utility theory to AUV decision making. The process is repeated for
a total of three operators to show that different operators have different preferences.

5.1 General Form of a Utility Function

To create an example utility function, a goal must be defined, such as: imaging a given
area of the flat ocean floor via survey to locate an object the size of a small automobile
using side scan sonar, while traveling at 4 knots and maintaining an elevation of 100 m.
Next, relevant attributes that influence the decision are considered, such as sonar
frequency, transmit bandwidth, and ping rate [6, 7]. Assuming a scenario in which all
sonars are otherwise equal, the general form of the overarching utility function will take
the form:

u =
[
kF ∗ uF(F)

]
+
[
kP ∗ uP(P)

]
+
[
kB ∗ uB(B)

]
(2)

5.2 Operator-Specific Utility Function

For this paper, three AUV operators were interviewed to determine their payload decision
making preferences. Operator 1 has project engineer experience with the U.S. Navy’s
Salvage and Diving Command. Operator 2 has technical engineering experience with the
U.S. Naval Sea Systems Command. Operator 3 has project management experience with a
commercial vehicle operation company. The operators were presented with the abovemen‐
tioned assumptions and attributes under consideration, with all other attributes behind held
constant. Given these assumptions and using the technical specifications of commercially
available sonars to approximately bound the equations, attribute-specific utility functions for
Operator 1 were plotted as shown in Figs. 1, 2, and 3:

Fig. 1. Operator 1 frequency utility as a function of frequency (kHz).
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Fig. 2. Operator 1 ping rate utility as a function of ping rate (ping/s).

Fig. 3. Operator 1 bandwidth utility as a function of bandwidth (B).

The equations for the trendlines fitted through these plots are:

uF = e
−(F − 400)2

24, 000 (3)

uP =

{
−0.0004B2

+ 0.04B + 0.05 for B ≤ 20
1 for B > 20 (4)

uB = 0.28 ln P + 0.004 (5)

For Operator 2, these functions are represented by Figs. 4, 5, and 6:
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Fig. 4. Operator 2 frequency utility as a function of frequency (kHz).

Fig. 5. Operator 2 ping rate utility as a function of ping rate (ping/s).

Fig. 6. Operator 2 bandwidth utility as a function of bandwidth (B).
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And:

uF = e
−(F − 250)2

18, 000 (6)

uP = 0.25 ln P − .04 (7)

uB = 0.02B (8)

For Operator 3, these plots and functions are depicted in Figs. 7, 8, and 9:

Fig. 7. Operator 3 frequency utility as a function of frequency (kHz).

Fig. 8. Operator 3 ping rate utility as a function of ping rate (ping/s).
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Fig. 9. Operator 3 bandwidth utility as a function of bandwidth (B).

And:

uF = e
−(F − 410)2

60, 000 (9)

uP =
{

−0.0004B2
+ 0.05B + 0.04 for B ≤ 20

1 for B > 20 (10)

uB = 0.31 ln P + 0.003 (11)

Once attribute-specific utility functions are established, additional interviews of the
operators 1, 2, and 3, reveal the weights for each attribute utility to be shown in Eqs. 12,
13, and 14, respectively:

uOperator 1 = 0.73uF + 0.13uP + 0.14uB (12)

uOperator 2 = 0.85uF + 0.07uP + 0.08uB (13)

uOperator 3 = 0.71uF + 0.15uP + 0.14uB (14)

Of note, operators 1 and 3 have similar project management backgrounds and
produced similar utility functions, both in weight and form. Operator 2, however, has a
stronger technical background and placed more emphasis than the other operators on
the technical impact of frequency on resolution.

To test the validity of these equations for these operators, the theoretical sonars
depicted in Table 1 were passed through Eqs. 12, 13, and 14.

Table 1. Theoretical sonars

Sonar Frequency (kHz) Ping rate (ping/s) Bandwidth (kHz)
1 300 5 50
2 410 10 50
3 500 20 10
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A ranking of most preferred to least preferred of these theoretical sonars was calcu‐
lated for each operator using the above equations. Concurrently, these theoretical sonars
were presented to the operators, who then ranked these sonars. The equation rankings
and operator rankings from most preferred to least preferred are listed in Tables 2, 3,
and 4, with calculated utility listed in parentheses next to each equation ranking:

Table 2. Operator 1 rankings of theoretical sonars.

First preference Second preference Third preference
Equation
ranking

Sonar 2 (0.75) Sonar 1 (0.94) Sonar 3 (0.65)

Operator
ranking

Sonar 2 Sonar 1 Sonar 3

Table 3. Operator 2 rankings of theoretical sonars.

First preference Second preference Third preference
Equation
ranking

Sonar 1 (0.85) Sonar 2 (0.33) Sonar 3 (0.09)

Operator
ranking

Sonar 1 Sonar 2 Sonar 3

Table 4. Operator 3 rankings of theoretical sonars.

First preference Second preference Third preference
Equation
ranking

Sonar 2 (0.87) Sonar 1 (0.96) Sonar 3 (0.81)

Operator
ranking

Sonar 2 Sonar 3 Sonar 1

The equations for Operators 1 and 2 produced test results that matched the operator
rankings on the first iteration. The equation for Operator 3, however, did not initially
provide results that matched operator ranking. After presenting Operator 3 with the
calculated utilities for the three sonars—specifically, how similarly-ranked sonars 2 and
3 were, Operator 3 conceded that he equally or nearly-equally preferred the equation
ranking and his original ranking and agreed to the equation rankings. Because these two
sets of rankings—from the equations and from the operators—eventually matched, these
equations are reasonable bases on which to build more complete utility functions of side
scan sonars for this mission.

6 Discussion, Conclusion, and Future Work

By applying utility theory to the decision making processes of AUVs in mission planning
and replanning around failed payloads, AUVs can more robustly make decisions without
real-time assistance from human operators. Instead, operator preference, as defined prior
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to mission performance, will influence these decisions. By taking into account multiple
applicable attributes and multiple applicable types of missions, the vehicles can be
programmed to handle a variety of alternate payload decisions, thus improving the like‐
lihood that the mission goal is met. As the examples presented in this paper demonstrate,
different operators will have different preferences. As such, the equations must be tail‐
ored to specific operators.

To transition this work from the theoretical to the practical, future efforts should include
reconfiguring the logic of a vehicle controller to accept mission goals, rather than specific
mission payloads and associated activities, as well as allowing the vehicle to calculate the
utility of each payload for meeting mission goals, as defined by the equations created by the
process outlined in this paper. Such modifications would allow the vehicle to initially plan
the mission around the ‘best’ payload available and replan the mission around the next
‘best’ payload, in the event the initially-selected payload fails.
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Abstract. In recent years, wireless technologies are increasingly
adopted in many application domains that were either unconnected
before or exclusively used cable networks. This paradigm shift towards –
often ad-hoc – wireless communication has led to significant benefits in
terms of flexibility and mobility. Alongside with these benefits, however,
arise new attack vectors, which cannot be mitigated by traditional secu-
rity measures. Hence, mechanisms that are orthogonal to cryptographic
security techniques are necessary in order to detect adversaries. In tradi-
tional networks, such mechanisms are subsumed under the term “intru-
sion detection system,” and many proposals have been implemented
for different application domains. More recently, the term “misbehavior
detection” has been coined to encompass detection mechanisms espe-
cially for attacks in wireless networks. In this paper, we use industrial
wireless networks as an exemplary application domain to discuss new
directions and future challenges in detecting insider attacks. To that
end, we review existing work on intrusion detection in mobile ad-hoc net-
works. We focus on physical-layer-based detection mechanisms as these
are a particularly interesting research direction that had not been rea-
sonable before widespread use of wireless technology.

Keywords: Physical-layer security · Wireless security
Industrial wireless networks · Intrusion detection

1 Introduction

Cyber-physical systems, such as, power plants, intelligent transportation sys-
tems, connected cars, or industrial automation systems, were traditionally
mostly autonomous. As their connectivity increases, a constant threat arises
by both insider and outsider adversaries with varying motivations. One source
of motivation is industrial espionage, where a competitor tries to obtain secret
intellectual property in order to void a technological advantage. Also, acts of
sabotage in the name of national security have been observed. Famously, the
Stuxnet virus [1] presumably targeted nuclear facilities in Iran. Attacks on cyber-
physical systems may lead to severe disadvantages for companies, and they may
even endanger lives.
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Importantly, most attacks on industrial communication are mounted from
within the network. As recent attack examples demonstrate, adversaries often
infiltrate their target systems and then act as insiders, using compromised sys-
tems within the network’s trusted perimeter. Therefore, additional layers of
defense are necessary when cryptographic protection, like encryption and sig-
natures, are compromised. Mechanisms are required that inspect messages and
message sequences in order to ensure their plausibility and consistency. These
mechanisms are usually subsumed under the term Intrusion Detection System
(IDS). In industrial networks, such systems are important to detect active insider
attacks. As existing general-purpose IDS cannot simply be converted for use in
industrial settings, researchers have made tailored proposals that include appli-
cation semantics (e.g., [2–4]). These proposals typically apply to wired industrial
communication architectures, such as the supervisory control and data acquisi-
tion (SCADA) system.

Whereas these example attacks and tailored IDS target traditional IT infras-
tructure that is mostly wired, recent advances in wireless technology have led
to a pervasive adoption of wireless systems – including their use for industrial
communication. Depending on the use case, the industrial communication net-
works’ structure differs widely between closed-loop systems and ad-hoc topolo-
gies. Common to all applications are tight resource constraints, for example, on
the latency or expected throughput.

Fundamentally, the shift towards wireless connectivity opens up new attack
vectors due to the wireless medium’s broadcast nature. Eavesdropping and
jamming of packets, for instance, are simplified significantly. Moreover, with
increased flexibility, industrial communication systems become more complex
and require more maintenance. This additional maintenance extends the risk of
inside adversaries, such as disguised IT-maintenance personnel. To counteract
these novel attack forms, the term “misbehavior detection” emerged, which can
be seen as a subform of IDS for wireless systems [5–7]. Example mechanisms for
misbehavior detection are two-step ACKs [8], monitoring watchdogs [9] and auto-
matic feature correlation [10]. These approaches, however, may not always be
suited for particular situations. For example, due to resource constraints, misbe-
havior detection in industrial wireless communication systems is challenging and
closely related to existing approaches for mobile ad-hoc networks (MANETs).
Instead, lightweight misbehavior detection based on physical-layer character-
istics can be used. These physical-layer characteristics depend on the sender’s
location and are, in contrast to the communication’s content, not spoofable by an
adversary. Misbehavior detection mechanisms can leverage these channel charac-
teristics for adversary detection – a practice located in the field of physical-layer
security. In particular, lightweight security based on physical-layer properties is
well-suited for this task.

Therefore, in this paper, we discuss the potential and challenges of misbehav-
ior detection mechanisms in industrial wireless communication. We elaborate on
these challenges (Sect. 2) before turning to existing approaches for attack detec-
tion algorithms in MANETs in Sect. 3. In particular, we state their assumptions
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and limitations and discuss whether ideas can be transferred industrial wire-
less use cases. We identify the challenge of trusted information dissemination in
multi-hop networks with potential adversaries, which we investigate in Sect. 4
alongside with suggestions for possible solutions. We summarize pointers for
future research and conclude the paper in Sect. 5.

2 Challenges of Industrial Misbehavior Detection

Due to new attack vectors, the development of misbehavior detection frame-
works for emerging industrial networks is important to add an additional layer
of security to these systems. Traditional wired industrial automation systems
and emerging – more general and flexible – wireless systems are fundamentally
different. Therefore, existing IDS techniques cannot easily be transferred to the
new use case, necessitating novel mechanisms.

Challenges arise due to the variety of different application scenarios and
industrial wireless networks’ contradictory requirements. On the one hand, use
cases in industrial wireless networks range from closed-loop systems with low
latency and low packet error rate, to multi-hop information propagation from
sensors to data sinks. These applications differ not only in their respective sce-
nario but also in requirements and communication characteristics. In closed-loop
systems, for example, communication is synchronized and optimized for maxi-
mum throughput and minimal packet error rate, while not providing flexibility in
terms of joining/parting nodes. Multi-hop information propagation, as the other
extreme, is flexible in the topology and can easily tolerate packet errors but can-
not achieve minimal delay. Hence, the challenge when developing misbehavior
detection techniques is to not only cope with these differences but rather lever-
age these characteristics. Domain-specific properties should be used to develop
tailored mechanisms for each use case in order to achieve maximal detection per-
formance and security. On the other hand, contradictory requirements regarding
the properties of industrial wireless networks lead to additional challenges in
the design of misbehavior detection systems. Closed-loop, low-latency wireless
networks, for example, aim at achieving wire-equivalent performance while pro-
viding more security than traditional wire-based systems. Hence, the security
mechanisms must be as lightweight as possible but still maintain a high security
standard – a tradeoff that has to be accounted for in the development of suit-
able misbehavior detection approaches. Thus, the challenge when designing these
approaches lies in this tradeoff and finding the equilibrium between performance
and security.

Therefore, lightweight misbehavior detection systems are necessary, which
inflict as little resource usage as possible while still maintaining a sufficient level
of security. Particularly promising approaches for this task are passive physical-
layer security mechanisms, which monitor the communication and only send mes-
sages in the presence of suspicious activities. The resource-friendly availability
of these channel measurements makes them well suited for resource-constrained
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networks, such as, industrial automation systems or MANETs. Passive physical-
layer security has been employed for misbehavior detection in MANETs, espe-
cially for Sybil attack detection [11–13] and classical intrusion detection [14,15].
Two questions arise: can these techniques be transferred from MANETs to indus-
trial communication systems? And, what are the potential limitations and future
research directions?

3 New Challenges – Old Solutions?

In the following, we discuss existing physical-layer approaches for MANETs and
their applicability to industrial wireless networks. Physical-layer security lever-
ages physical properties to enhance security, which involves diverse topics such
as distance bounding [16], key derivation [17], node authentication [18], and
intrusion detection [19]. We distinguish between active and passive mechanisms:
active physical-layer security algorithms require additional actions, such as, a
challenge-response communication in distance bounding. Passive mechanisms,
in contrast, simply monitor the desired physical properties of the communica-
tion channel between the monitoring node and the sender. The channel between
sender and receiver determines how wireless signals are altered by the environ-
ment through, for instance, reflections and diffractions. Due to these environ-
mental effects, each location is unique in terms of how the signal arrives at the
receiver [20]. Moreover, the pairwise channel between sender and receiver cannot
be estimated through eavesdropping at different locations and is, therefore, con-
sidered a shared secret [17]. The channel properties are estimated by the receiver
at the beginning of each transmission sequence; hence, these measurements are
readily available without inducing additional network load – a significant advan-
tage over traditional cryptographic methods.

The applicability of some existing works is hindered by strong assumptions
on the attacker or the network in general. Newsome et al. [12], for example, pro-
pose a radio resources testing scheme based on dividing the frequency band into
subchannels for each neighbor. Under the assumption that the attacker radio can
only listen and send on a single frequency, Sybil nodes will be detected. Besides
the limitation in network bandwidth, an attacker may use multiple antennas
to circumvent this mechanism. Similarly, in [21,22], a low-mobility network is
assumed, which is not generally the case for industrial communication systems.

In their seminal work, Demirbas et al. [23] propose a detection mechanism
based on Received Signal Strength Indicator (RSSI) measurements. Their work is
an implementation of [24], where a framework of four collaborating honest nodes
is used to locate a node. It is proven that no node can hide its position when
monitored by four honest nodes. The authors point out that exactly locating
a node is not necessary in order to detect Sybil attacks; instead, it suffices to
process the measured RSSI values directly. The approach is applicable in general
scenarios, though in both works, the problem of information dissemination and
selection of honest nodes is not tackled.

Sybil detection using RSSI measurements has subsequently been adopted in a
number of works [21,22,25,26]. These approaches, however, are based on strong
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assumptions regarding the mobility in the network or the attacker’s capabilities.
In [22], for example, it is assumed that the attacker cannot control transmission
power, whereas Wang et al. [25] assume no mobility in the network. Although
Wang et al.’s assumptions do not hold in industrial communication systems, the
proposed hierarchical approach to Sybil detection is insightful and can be eas-
ily transferred to other application domains. Information is shared by flooding,
which is robust but suffers from low performance.

An analytical justification of Sybil detection via channel measurements is
given by Xiao et al. [20], who theoretically analyze the Channel Impulse Response
(CIR). It is shown that the CIR quickly de-correlates with distance. Based on
this theoretical analysis, a hypothesis test – Sybil attacker present or not – is
proposed. The necessary parameters for this hypothesis test are derived from
the theoretical model. Chen et al. [27,28] extend this theoretical treatment to
Received Signal Strength. The conducted analysis provides valuable insights not
only for MANETs but also for other application domains. The attacker detection
in [18,20,29,30] is based on hypothesis testing of only the last measurement,
which may not be enough if large channel fluctuations occur. Subsequent works
are based on a k-means cluster analysis by maintaining a sliding window of past
measurements, which is more suitable for the industrial use case. Again, when
measurements from multiple nodes are combined, the focus lies on the detection
algorithm rather than information dissemination.

The field of secure localization is also closely related to the detection of Sybil
attacks, since an attacker cannot forge multiple fake identities if each network
node can be localized. Localization techniques that were not designed with an
adversarial setting in mind, however, suffer shortcomings and potential security
weaknesses in the presence of an attacker [31,32]. Hence, secure localization
approaches can either cope with attacker-injected outliers [33] or use unforgeable
physical properties to make attacks impossible [32]. Thwarting attacks by making
algorithms more robust is a promising idea but a difficult task and requires
careful consideration of the use case and attacker model at hand, thus providing
interesting research challenges. In general, since secure localization schemes are
oftentimes based on active measurements [32,34], they are not particularly well
suited for enhancing the security in industrial wireless networks.

Passive physical-layer techniques based on channel properties are not only
employed for Sybil detection, but also for misbehavior detection in general. In
fact, in an IDS, the detection of Sybil attacks and impersonation attacks is one
of many monitoring tasks. In these wireless intrusion detection systems, passive
physical-layer security techniques are used as one possible source of informa-
tion [14,15]. A key observation of wireless intrusion detection systems is that
a single metric is not enough for adequate attacker detection. When detecting
jammers, for example, Xu et al. have shown that with a single metric, such
as RSSI, not all potential jamming strategies can be detected [35,36]. Instead,
the authors propose a combination of different indicators, such as RSSI, packet
delivery ratio, and node location, to detect and mitigate jamming attacks. The
combination significantly improves the detection performance, an observation
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that applies to other use cases, as well [9,32,37]. Hence, relying on a single met-
ric for intrusion detection is not enough, instead one has to take into account all
available information.

4 New Solutions Are Necessary

As we have seen, a number of channel-based physical-layer security approaches
for MANETs exist. Most of these ideas require additional research to transform
existing knowledge into misbehavior detection techniques in industrial wireless
networks. A promising general idea is to leverage the wireless medium’s broad-
cast nature by aggregating data from multiple nodes for improved detection
accuracy. Common to all algorithms that rely on multiple cooperating nodes or
distributed measurements is the challenge of information dissemination. Espe-
cially in an adversarial setting, trusted communication among the monitoring
nodes is a vital aspect of these algorithms.

Depending on the attacker model, this problem may be easily solvable with
traditional cryptographic mechanisms. If we, however, assume an inside attacker
with access to key material, as motivated in Sect. 1, authenticity and integrity
cannot be guaranteed anymore. Attackers could easily jam the communication
of an honest node [38] and inject their own data instead. These challenges have
been investigated separately in great detail and suitable solutions have been
proposed for the individual aspects: cryptographic mechanisms at least ensure
authenticity as well as integrity, jamming can be detected in many cases [35], and
cloned/overtaken nodes can be detected [39,40]. However, individual solutions
assume different attacker models and thus can not necessarily be combined.

In the end, given an attacker with the ability to inject/jam packets, dis-
tributed information sharing is closely related to the notion of trust. Trust can
be node-centric or data-centric, i.e., to which degree the bearer of information
is trusted and how plausible the data is. Especially in multi-hop networks in the
presence of an attacker, the trust in a certain data item quickly decreases in the
number of hops between sender and receiver. In particular, the trust in received
information depends on both, the data itself, as well as the nodes traversed on
the routing path. When designing distributed algorithms, these complex trust
relationships should therefore explicitly be taken into account in order to make
the system more resilient against attacks.

While the notion of trust is intuitive to most, several questions arise in the
context of communication networks: How to quantify and compute trust? How
to include trust into, e.g., routing and attacker detection decisions? How to
deal with inconsistent “trust views” or opinions between the nodes? Most Sybil
attack detection algorithms are based on statistical methods, such as hypothesis
testing [18,20,29,30] or machine learning algorithms [27]. Hence, their output
is not binary but probabilistic. Although this output could serve as the basis
for trust derivation, it is not trivial to cope with statistical outliers nor to nor-
malize the resulting values. Optimally, the trust should depend on the situation
rather than the underlying algorithm; thus, some sort of output normalization
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is necessary. Additionally, the data should contribute to the trust computation
as well. Hence, every node must have some model, theoretical or empirical, for
each neighbor, specifying the expected range of data. Since the nodes are often
resource constrained, one has to face a tradeoff between accuracy and cost of
these models. Moreover, the transitive computation of trust over multiple hops
is a difficult challenge. If a node does not trust a direct neighbor, any infor-
mation transferred via that neighbor is questionable. One is tempted to simply
dismiss these transitive relationships and focus on the direct neighbors instead,
which would, however, give an attacker an easy leverage to disturb the network.
Last but not least, computing trust for more than just immediate neighbors is a
difficult task: one has to design suitable metrics and is still facing the problem
of obtaining reliable information on multi-hop neighbors.

Including computed trust values into routing and attacker detection deci-
sions poses another challenge. When incorporating data from multiple sources
in distributed algorithms, the trust in each particular source should influence
the decision. In attack detection, for example, one could weigh each received
(and missing) data item according to the computed trust associated with that
packet. However, again, an attacker could exploit that mechanism to alter the
decisions of the detection algorithm by decreasing the trust in honest nodes. A
possible remedy is the development of robust algorithms [33], which are able to
deal with or even detect intentional outliers. When every node maintains its own
trust view on the network, inconsistencies can arise, which could cause difficul-
ties when nodes are to agree on a consensus in a distributed fashion. Naturally,
the trust has to be taken into account in this process. In situations without
trust, this is normally achieved by Byzantine commitment protocols [41]. The
combination of trust values for each packet, together with traditional Byzantine
commitment protocols and the establishment of fundamental bounds on this
procedure, are also a challenging research question.

A potential method to formally capture trust relationships in general is sub-
jective logic [42]. Subjective logic is a powerful and flexible framework for reason-
ing under uncertainty, in which facts or measurements are extended to opinions
in order to incorporate said uncertainty. It provides notions for data-centric trust
and node-centric trust, as well as operators to combine opinions, which can be
used to model trust relationships. In particular, subjective logic provides several
operators in order to reduce trust chains to a single logical opinion. The choice
of operators depends on the setting at hand and requires careful consideration.

5 Concluding Outlook on Future Research

In this paper we discussed the challenges of misbehavior detection in indus-
trial wireless networks. These challenges arise in multiple aspects, from jamming
detection and prevention to malicious packet injection; hence, a holistic perspec-
tive is required to design suitable solutions. Although it is reasonable to focus on
a particular aspect in research, a heterogeneous landscape of different assump-
tions and models makes it difficult to combine individual ideas. We believe that
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a harmonization of models is necessary so that the design of a complex systems
from individual parts is facilitated.

As we have seen in Sect. 3, physical-layer information, which is readily avail-
able without any additional cost, has been successfully leveraged for attacker
detection. Due to firmware constraints in commercial off-the-shelf hardware,
often only coarse-grained information, such as RSSI, is reported to higher layers.
However, more fine-grained CIR information is available, which would signifi-
cantly increase the performance of detection algorithms [43]. Thus, in our view,
the development of suitable firmwares capable of providing more information is
an important step towards future solutions.

Last but not least, we discussed information dissemination in adversarial
multi-hop environments. We propose to include the notion of trust into algo-
rithms and protocols in order to dependably spread information. Possible direc-
tions for future research include (1) the computation of the trust itself, especially
over multiple hops, (2) the incorporation of trust into existing protocols, and (3)
trust-based distributed consensus.

Acknowledgments. The work was partly funded by the German Federal Ministry of
Education and Research under BMBF grant agreement no. 16KIS0222.

References

1. Langner, R.: Stuxnet: dissecting a cyberwarfare weapon. IEEE Secur. Priv. 9(3),
49–51 (2011)
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Abstract. This paper examines a new application of the well-known ARP
spoofing (or ARP cache poisoning) attack. Traditionally, ARP spoofing has been
applied in local area networks to allow an attacker to achieve a man-in-the-middle
position against target hosts, or to implement a denial of service by routing
messages to non-existent hardware addresses. In this paper, we introduce a variant
of ARP spoofing in which a routing loop is created in a target wireless ad hoc
network. The routing loop not only results in a denial of service against the
targeted hosts, but creates a resource consumption attack, where the targets waste
power and occupy the channel, precluding its use by legitimate traffic. We show
experimental results of an implementation and provide suggestions as to how to
prevent, detect, or mitigate the attack.

Keywords: Denial of service · ARP spoofing · Ad hoc networks 
Sensor networks · Routing loops · Resource consumption · DoS defences

1 Introduction

ARP cache poisoning, or ARP spoofing, is a well-known network attack technique
against local area networks (LANs) in which an attacker sends spoofed Address Reso‐
lution Protocol (ARP) messages to one or more target hosts. ARP spoofing can be
performed as the first step in a larger attack, where the end goal of the attacker could be
to achieve a man-in-the-middle position between two hosts or to cause a denial of service
(DoS) against one or more hosts. The Address Resolution Protocol is vulnerable to
spoofing because ARP messages include no authentication (see RFC 826, and updates
in RFC 5227, 5494 [1–3]) and thus any host connected to the target network can emit
an ARP request or response purporting to come from another host. This technique has
been recognized for nearly 20 years, and it remains an area of interest as evidenced by
continued activity in the security community, examining techniques to detect it and
mitigate it—see for instance [4–7].

While ARP spoofing is usually discussed in the context of wired LANs, it is arguably
more damaging—and easier to perform—in wireless ad hoc networks, where hosts are
expected to leave and join frequently, the physical communication medium is easily
accessible, and there is no central entity for security co-ordination; [14] enunciates the
devastating effects of ARP poisoning on ad hoc networks. The “gold standard” of
protection against ARP spoofing—namely, hard-coding the MAC and IP address pair
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associations in each host—is impractical for many ad hoc network use cases, since it is
often the case that the complete set of hosts that participate in an ad hoc network is not
known a priori. Other existing defences against ARP spoofing rely on making modifi‐
cations to existing protocols [15]; employing schemes or tools that perform passive
monitoring of traffic or internal system parameters [8, 9]; or modifying operating system
(OS) configurations. Although these defences are simple and practical, the reality is that
they are often not implemented, leaving networks vulnerable [10]. As ad hoc networks
become increasingly pervasive—in applications including sensor networks and for
devices residing on the “Internet of Things”—it is likely that many of these networks
will be developed and deployed without such defences in place since the driver for many
industries will be in developing devices of low cost, low complexity, and interopera‐
bility. In fact, although it has been pointed out that ARP is not truly suited to ad hoc
networks [11], the protocol will no doubt continue to be used in many implementations
despite competing suggestions and algorithms.

In this paper, a novel use of the ARP spoofing technique is presented that can create
a powerful DoS attack against a target ad hoc network. An attacker injects spoofed ARP
packets into the ad hoc network such that a “routing loop” is formed between two or
more hosts; as a result, an IP packet directed through any of the affected hosts oscillates
“forever” in a loop—or until the packet’s time to live (TTL) expires. In this fashion, the
attacker exerts relatively little effort (in terms of power resources) but creates a situation
where the target network exhausts its own resources and floods the shared wireless
channel. The attack is unique to ad hoc networks and does not port directly to the wired
case, since in an ad hoc network all hosts on a common subnet can act as routers as well
as endpoints, thus presenting the opportunity for creating routing loops among the hosts
themselves. This is different from the standard set of ARP spoofing attacks, which
generally force hosts to route through the attacker (creating a man-in-the-middle) or
direct hosts to route to non-existing addresses (see [14]). While directing a host to a non-
existing address results in a link failure (and a DoS against the host), the attack proposed
here causes hosts to continue transmitting duplicate copies of packets—effectively
depleting battery life and consuming channel resources, thus denying them to other non-
targeted hosts.

The remainder of the paper is organized as follows. In Sect. 2, a brief review of the
standard ARP spoofing attack is provided followed by a walk-through of a simple
example of the new ARP-route-looping attack. Section 3 discusses how the ARP-route-
looping attack could be applied to ad hoc networks in general, and identifies required
topology pre-conditions that target networks must satisfy in order to allow for a
successful effect. Section 4 provides the results of an experiment conducted on an ad
hoc network comprised of Android smartphones, showing the effect of ARP-route-
looping in a real-world scenario. Finally, Sect. 5 provides suggested defences and miti‐
gations against the attack, with concluding remarks in Sect. 6.
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2 The ARP-Route-Looping Attack

This section describes the ARP-route-looping attack by looking at a simple walk-
through example. First, a brief description of traditional ARP spoofing is provided.

2.1 Traditional ARP Spoofing

Consider a simple IP network of two hosts, Alice and Bob, where Alice and Bob
communicate over a wireless interface. When Alice sends a message to Bob, the message
consists of a packet containing Bob’s network IP address, denoted here as IPB. As the
packet travels down Alice’s protocol stack, Alice’s OS adds a hardware (or MAC)
address for Bob, denoted here as MACB. Alice’s OS obtains Bob’s MAC from the local
ARP cache, which contains a mapping of IPs to MACs for the hosts in the network. If
the ARP cache does not contain an entry for Bob, Alice must broadcast an ARP request
and wait for Bob’s ARP reply (which contains MACB). In a traditional ARP spoofing
attack, an attacker (Eve) sends spoofed ARP reply messages into the network to mislead
Alice and Bob about the mappings of IPs to MACs.

In this scenario, Eve sends ARP spoofing messages to Alice indicating that Bob has
hardware address MACE: Eve’s MAC address. We use the notation Tx(E, A, <IPB,
MACE>) to denote that Eve (host hE) sends a message to Alice (host hA), where the
message consists of an ARP spoof mapping IPB to MACE. Likewise, Eve sends Tx(E,
B, <IPA, MACE>), indicating to Bob that Alice has hardware address MACE. Thus,
Alice unwittingly sends traffic destined for Bob to MACE (and Bob sends traffic for Alice
to MACE). Even in a wireless setting where Alice and Bob can hear all the traffic in the
network, they will not process frames addressed to MACE (and will only process frames
addressed to their own MAC addresses). Thus, once the poisoning is complete, Eve acts
as a relay for all traffic between Alice and Bob and can modify, re-route, or drop packets
as desired.

2.2 A Simple Example of ARP-Route-Looping

The ARP-route-looping attack is easily explained using a simple example. Consider an
ad hoc network of four hosts (A, B, C and D), which we denote as hA, hB, hC, and hD. In
this example, the ad hoc network is a complete graph, meaning that every host is within
range of every other host. Thus in the absence any disruptions, all hosts can communicate
with one another directly (i.e., without requiring multi-hop routes). The simple network
is depicted in Fig. 1, where links are shown as light blue lines.
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Fig. 1. An example ARP-route-looping attack. (Color figure online)

Suppose an attacker, Eve, wants to disrupt communication between hA and hB using
ARP-route-looping. Initially, hosts hA, hC, and hD all have direct routes to hB, along with
ARP caches correctly mapping IPB to MACB. First, Eve sends Tx(E, A, <IPB, MACC>)
to hA, poisoning the ARP cache of hA such that the MAC of hC is associated with the IP
for hB. Thus, whenever hA wants to send any unicast messages to hB, hA will address the
messages with the IP address of hB, but the MAC address of hC. Next, Eve sends Tx(E,
C, <IPB, MACD>), poisoning the ARP cache of hC such that all traffic from hC intended
for hB will be sent to hD. Finally, Eve sends Tx(E, D, <IPB, MACC>), poisoning the ARP
cache of hD such that all traffic from hD intended for hB will be sent to hC.

Eve’s activities are now finished and the conditions for ARP-route-looping have
been set. Consider the following steps that inform the flow of a unicast packet that hA
sends to hB in this scenario:

1. hA constructs a packet and inserts the IP address for hB;
2. hA consults its routing table and determines that it has a direct route to hB;
3. hA adds the MAC address for hB to the packet; hA consults its ARP cache to determine

the MAC address for hB;
4. hA inserts the (poisoned) entry MACC and sends the packet;
5. hC receives the packet, examines the IP address and finds that the packet is destined

for hB; since the network is ad hoc, hC has an IP-forwarding capability and so
forwards the packet to hB (the intended destination according to the IP address);

6. hC has a direct link to hB according to its routing table, so it must update the MAC
address with the entry for hB before forwarding the packet; hC consults its ARP cache
for the MAC of hB and inserts the (poisoned) entry MACD, then forwards the packet;

7. hD receives the packet, examines the IP address and finds that the packet is destined
for hB and so forwards the packet to hB;

8. hD consults its ARP cache to determine the MAC address for hB and inserts (pois‐
oned) entry MACC.

At this point, the cycle repeats and returns to step 5, with hC once again receiving
the packet. The packet will continue to cycle between hC and hD until the TTL counter
for the packet reaches zero. This not only creates a DoS between hosts hA and hB, but
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also creates a situation where hC and hD occupy the channel (precluding legitimate usage)
and exhaust resources by transmitting duplicate packets in a loop.

When the TTL expires, hD sends an ICMP time exceeded message to hA (the source
of the initial packet), which indicates that the TTL field in the IP header has reached
zero. If desired, Eve can set conditions such that this ICMP message follows a routing
loop as well, making it loop between hosts hC and hB until its own TTL reaches zero.

3 Generalized ARP-Route-Looping in Ad Hoc Networks

The ARP-route-looping attack was introduced in Sect. 2 for a specific example network.
This section describes the technique in general terms and discusses how to determine
which hosts to poison and what content to place in the spoofing messages.

3.1 Notation and Assumptions

We begin by introducing additional notation to describe the general ARP-route-looping
attack. Consider a network of n hosts, where the network is represented as a graph. If
an edge exists between any two hosts, hi and hj, they are “neighbours”. The neighbour-
set of any host hi is denoted by N(i), and consists of the set of all neighbours of hi. Note
that sets are denoted with bold italicized typeface, and hosts in a set are denoted by their
indices for simplicity (e.g., we write {A} instead of {hA}). In the network from Fig. 1,
for instance, N(C) = {A, B, D}. We denote the relative complement of a set N(i) and a
set of hosts H by N(i)\H: this is the set of hosts in N(i) excluding the hosts in H. So, for
instance, in Fig. 1, N(C)\{A, B} = {D}.

We say there is a route or path between two hosts, hi and hj, if there exists a sequence
of edges in the graph connecting hi and hj through some set of vertices. Assuming the
network employs a shortest-path routing algorithm, we denote by r(i, j) the first host
(after hi) along the route from hi to hj. In cases where there is more than one possible
shortest path and r(i, j) could have multiple values, for simplicity we select the host with
the lowest index.

We remark that to achieve ARP-route-looping, the attacker must transmit a series of
ARP spoofing messages to various hosts in the network. In a geographically diffuse ad
hoc network it is possible that a single attacking node would be insufficient to reach all
target hosts. For the purposes of this paper, however, we assume all spoofing packets
arise from a single attacker, Eve, where it is understood that this may in fact consist of
multiple co-ordinated transmitting stations. Furthermore, we assume that Eve has
knowledge of the adjacency matrix of the graph representing the network—that is, Eve
can compute which hosts are neighbours and can compute the shortest path routes
between hosts in the network. Admittedly, in a dynamic network, this knowledge may
be challenging to achieve; one possible strategy is for Eve to observe routing control
messages and attempt to infer the adjacency matrix from these.

Finally, we note that any routing loop will terminate if the looping packet arrives at
either the originator of the packet (since a host will not forward a packet for which it is
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identified as the source IP address) or the intended destination for the packet. Thus, in
creating an ARP-route-loop both of these hosts must be avoided.

3.2 Two-Host Loops

Consider a network of n hosts, where Eve wants to implement ARP-route-looping
against messages sent from hA to hB. The simplest loop is one that involves only two
hosts (neither of which is hA or hB). An ARP-route-looping attack can be mounted in
this case if the following condition holds:

∃i ∈ N(A)∖{B} such that N(i)∖{A, B} ≠ ∅. (1)

Condition (1) says that for two-node looping to be possible there must exist a host,
hi, that is a neighbour of hA, but is not equal to the destination hB; furthermore, hi must
have at least one neighbour that is equal to neither hA nor hB. When this condition is
satisfied, we denote by hj a node in the (non-empty) set N(i)\{A, B}. To create an ARP-
route-loop, Eve can send out the following three ARP spoofing messages: Tx(E, A,
<IPr(A,B), MACi>), Tx(E, i, <IPr(i,B), MACj>), Tx(E, j, <IPr(j,B), MACi>). For hosts hA,
hi, and hj, these spoofing messages associate the IP for the next hop on the route to hB
with a poisoned MAC address. Eve’s work is done and a routing loop is created between
hosts hi and hj.

3.3 Loops with More Than Two Hosts

Although a loop with only two hosts is sufficient to perform ARP-route-looping, Eve
may be interested in creating a situation where a message from hA to hB is looped among
more than two hosts. This could have the effect of wasting the resources of more hosts
in the network, and in the case of a geographically diffuse network an attacker may wish
to occupy the channel over a larger geographic area by involving more hosts in the loop.

Ultimately, to achieve a multi-host loop attack involving k hosts (k > 2), Eve needs
to identify a path in the graph originating at host hA that contains a loop of k hosts, where
host hB is not part of the path. Finding loops, or cycles, in graphs is a well-studied
problem—see, for instance, [12] and references therein. Although some optimizations
to the problem exist in certain cases, for small graphs a brute force search is simple and
not onerous to implement. A recursive brute force algorithm that Eve can use to find an
appropriate cycle of length k is provided below in Algorithm 1, which is reminiscent of
a depth-first search algorithm (e.g., [13]) with minor alterations. Note that a priori, Eve
does not know whether the network contains a loop of length k and thus would run
Algorithm 1 for all values k of interest.
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Algorithm 1: LoopSearchk(i)

1: push(S, i) 
2: If S contains a loop of length k then
3:  EXIT sequence of hosts in S is desired answer
4: Else
5: Current = N(i) \ {A, B, S\kth-last)}
6: If (Current = ∅) or (LoopSearchk completed for all elements in Current) 
7: pop(S); return
8: Else
9: For each element j in Current
10: LoopSearch_k(j) 
11: End For
12: End If
13: End if
14: End 

Algorithm 1 includes the concept of a stack, which represents an ordered sequence
of hosts—we denote the stack as a vector, S (where we denote vectors using bold and
underlining). The operator push(S, i) means to add host hi as the last element of vector
S, and the operator pop(S) means to remove the last element of vector S. When the stack,
S, is used as part of a set, as in C = {A, B, S}, the meaning is that all hosts in the stack
are to be included in C. When we write “S\kth-last”, this refers to all hosts in S except
the kth-last element. To find a loop of length k for a message sent by hA to hB, we start
with an empty stack (i.e., S = [ ]) and run LoopSearchk(A). Upon completion, either
LoopSearchk(A) will terminate with an empty stack (and the network contains no loop
of length k) or LoopSearchk(A) will terminate with a non-empty stack, where S contains
the sequence of hosts containing a length-k loop for traffic originating at hA.

At a high level, Algorithm 1 works as follows. When LoopSearch is called for any
host hi, the host is pushed onto the stack. Then we check if the stack in its current form
contains a loop; if so, we are done. If not, we recursively run LoopSearch again for all
the neighbours of hi, unless those neighbours are A, B, or other values currently in S
except for the kth-last value in S (because we do not want to find any loops in the network
except loops of length k). Running LoopSearch in this fashion and excluding A, B, and
S is a generalization of condition (1) for the k-loop case. Running LoopSearch on hA
searches for a path containing a cycle, where the path originates at host hA. As an
example, running LoopSearch4(A) on the graph in Fig. 2 provides the output: S = [A, 4,
5, 6, 7, 9, 0, 6], identifying the 4-host loop among h6, h7, h9, and h0.

Once Eve has determined a sequence of hosts containing a loop of length k, ARP
spoof packets can be crafted and sent. Consider that Eve has run Algorithm 1, which
returned a vector of hosts, S, where S contains m elements. In this case, Eve can craft
(m – 1) ARP spoof messages as follows:

Tx(E, S
i
,< IP

r(S
i
, B), MAC

S(i+1) >), ∀ i ∈ [1, (m − 1)], (2)
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where Si corresponds to the ith host appearing in vector S. Thus, to the ith host in S, Eve
sends a spoofed message that maps the IP of the next host en route to hB as corresponding
to the MAC of the (i + 1)st host in S.

4 Experimental Results

To evaluate the effect of ARP-route-looping on an ad hoc network, we built a test
network using Android smartphones (specifically, we used Nexus 5 model smartphones
running the Cyanogenmod 13 Android-based operating system). The phones were
configured to support ad hoc networking and multi-hop IP forwarding. We constructed
the network shown in Fig. 3, where hosts hA and hB communicate via a multi-hop route
through h1 and h2. The hosts in the network ran the optimum link state routing (OLSR)
protocol to compute their neighbours and routes. To examine network traffic, we used
a laptop running Wireshark in monitor mode as a packet sniffer.

A B

3

21
IPA:       …10.100
MACA:  … bd:6a

IP1:       …10.10
MAC1:  … 9e:ce

IP2:       …10.11
MAC2:  … ea:27

IPB:       …10.101
MACB:  … df:ec

IP3:       …10.12
MAC3:  … a1:d1

Fig. 3. Experimental network consisting of Android ad hoc hosts; the last two octets of the IPs
and MACs are shown for each host.

In this scenario, we examined the ability of ARP-route-looping to disrupt commu‐
nications from hA to hB; to target multiple hosts, we applied Algorithm 1 to find a 3-host
loop, yielding S = [A, 1, 2, 3, 1] (in this case, of course, we could have found the loop
by inspection). To create ARP-route-looping in the network, we sent ARP spoofing
messages as follows, based on Eq. (2): Tx(E, A, <IP1, MAC1>), Tx(E, 1, <IP2, MAC2>),
Tx(E, 2, <IPB, MAC3>), Tx(E, 3 <IP2, MAC1>).

A
B

0

9

87

6

5
4

3

2

1

Fig. 2. Finding a loop of length k = 4 in a general graph with Algorithm 1.
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We expected the spoofing messages to create a routing loop such that all traffic sent
from hA to hB would cycle around in a loop of hosts h1, h2, and h3 until the TTL of the
packet expires. Figure 4 shows a screen capture of our Wireshark packet sniffer when a
single ICMP ping is sent from hA to hB in the presence of ARP-route-looping. In reading
the figure, note that IPA = 192.168.10.100 and IPB = 192.168.10.101; for reference,
MAC addresses of the hosts in the network are shown in Fig. 3. The single ping from
hA can be seen looping continuously among three hosts (note the MAC addresses in the
Wireshark capture). Eventually—after 64 packets have been forwarded around the loop
—the TTL of the packet expires and we see the ICMP TTL exceeded message returned
to hA. Not shown in Fig. 4 is the fact that we could have also simultaneously poisoned
hB, h1, h2, and h3 creating a situation where the ICMP TTL exceeded message itself is
looped 64 times among hB, h2, and h3.

Fig. 4. Wireshark display showing the effect of ARP-route-looping on a ping from hA to hB

While the looping of a single ping message is an interesting curiosity, the serious
potential detrimental effects of ARP-route-looping are shown in Fig. 5. In our test
network, we examined a scenario where host hA streams UDP traffic at a rate of 10 kB/s
to hB. Before ARP spoofing, the traffic is delivered and the load on the network (i.e., the
total number of UDP packets transmitted in the network) is seen to be approximately 15
packets per second—the blue curve in Fig. 5. After creating a 3-host ARP-route loop
(among h1, h2, and h3), the load on the network increases to an average of approximately
305 packets per second—the red curve in Fig. 5. Clearly, in this case ARP-route-looping
has created a situation where hosts h1, h2, and h3 expend considerably more energy and
occupy the channel for a considerably greater period of time than if the loop were not
present.
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Fig. 5. Packet rate observed for UDP traffic from hA to hB with and without ARP-route-looping.
(Color figure online)

In general, for an ARP-route-looping attack against host hA sending to hB, we expect
the packet rate (of affected traffic) to increase by a factor of μ, which we call the traffic
multiplication factor. For the UDP example considered here, μUDP is computed as
follows:

μUDP =
(
TTLinit + 1

)/
(dim(R(A, B)) − 1). (3)

Here, TTLinit is the initial time-to-live value for IP packets generated in the network,
R(A, B) is a vector containing the hosts along the shortest-path route from host hA to host
hB, and dim(R) is the number of elements in vector R. The numerator contains a “plus
one” to account for the additional packet required for the ICMP TTL exceeded message
returned to hA; in the case where ARP-route-looping is also implemented against the
return message ICMP TTL exceeded message, then (TTLinit + 1) is replaced by
(2·TTLinit).

In our test case, R(A, B) = [A, 1, 2, B] and TTLinit = 64. Thus we compute μUDP,expected
= (64 + 1)/(4 − 1) = 21.7. In our UDP example in Fig. 5, we measure the traffic multi‐
plication factor as μUDP,observed = 305 fps/15 fps = 20.3, which is quite close to our
expectation.

Finally, we note that Eq. (3) does not account for any return traffic or acknowledge‐
ments in computing the denominator. This is valid for the UDP traffic streams considered
in Fig. 5; for an ICMP ping, however, we would expect the denominator to be doubled
since each ping request results in a ping reply; thus

μping =
(
TTLinit + 1

)/
(2 ⋅ (dim(R(A, B)) − 1)). (4)

For TCP, the effect is more complex since it depends at what stage in the TCP session
the ARP-route-loop is established. If an ARP-route-loop is created before hA and hB
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begin a TCP session, then the session is precluded from starting since the initial SYN
from hA will loop in the network without ever reaching hB. If the session is already
established, then TCP traffic—along with myriad retries—will loop among h1, h2, and
h3 without ever being delivered to hB.

5 ARP-Route-Looping Defences

In this section, we briefly outline a few common defences against ARP spoofing, and
introduce new mitigations specific to ARP-route-looping.

5.1 Prevention

Since the ARP protocol includes no authentication, other means are needed to prevent
an ARP spoofing attack. Well-known methods are listed below.

• Hard-code fixed ARP tables: For all hosts in the network, permanently fix the IP and
MAC address mappings and do not use ARP messages. While effective, this may be
impractical depending upon the network deployment.

• Dynamic ARP inspection and DHCP snooping: This is a service available on certain
switches and validates ARP messages based on previous DHCP assignments. This
is not a realistic solution for an ad hoc network, whose hosts likely do not support
the service, nor does the network likely utilize a central switch that could drop ARP
messages, and it may not employ DHCP.

• Employ a non-standard protocol that includes authentication, e.g., S-ARP [15].
• Do not use ARP: This is a tautological statement, in that by avoiding ARP it is

possible to avoid inherent security problems with ARP. For ad hoc networks,
however, this is a legitimate and important option; it has been identified in [11] that
other techniques should be explored for address resolution.

5.2 Detection

Existing tools such as ARP Watch [8] and ARP Guard [9] allow network administrators
to gather a log of IP-MAC address pairs and perform a forensic analysis to determine if
ARP spoofing has taken place. These systems identify when IP-MAC pairs have changed
and can flag or alert an administrator when this occurs. For unattended ad hoc networks,
such systems would provide a means for after-action analysis, but may not be helpful
while the attack is occurring. For the specific case of an ARP-route-looping attack in an
ad hoc network, we propose the following detection schemes.

• Record/flag duplicate packets: If a host observes that it is forwarding a duplicate
packet (i.e., one it has already forwarded), where everything is unchanged with the
exception of having a smaller TTL value, this is a strong indication that the host is
part of a routing loop. If this behavior is observed over and over again during a short
time span, it is all but confirmed.
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• Detect duplicate MAC addresses in the ARP cache: If the ARP cache contains two
or more different IP addresses corresponding to the same MAC address, this is a red
flag in an ad hoc network and may be suggestive that an attacker is attempting to
misdirect traffic along unintended routes.

5.3 Mitigation

As noted above, in an ad hoc network without an administrator actively monitoring
network health, simply detecting an ARP spoofing attack is not enough—hosts must be
able to take action or have methods in place to mitigate the attack as well. For the specific
case of ARP-route-looping, we propose two possible mitigation strategies.

• Reduce the default TTLinit: By Eq. (3), if we reduce the initial TTL for packets
generated in the network, we in turn will reduce the traffic multiplication factor, μ,
thus dampening the severity of the attack. In an ad hoc network with n hosts, if all
traffic is expected to be limited to the local network then it is reasonable to set the
initial TTL value to n (or less), since packets should not hop through any host more
than once. Note that this solution is only practical, however, if it is not expected that
traffic will travel outside the ad hoc network.

• Drop duplicate packets: Further to the detection strategy proposed above, not only
could hosts detect duplicate packets (where only the TTL value changes), but hosts
could drop duplicates when they are seen. This still will not restore connectivity
between hA and hB, but it will reduce the severity of the resource depletion and channel
occupancy.

6 Conclusion

This paper introduced a new application of ARP spoofing that creates routing loops in
an ad hoc network, such that hosts in the network continuously forward packets around
the network without the packets ever reaching their intended destination. This so-called
ARP-route-looping results in hosts depleting their resources—i.e., a resource consump‐
tion attack—and increases channel occupancy in the network. In essence, the hosts are
misled into a situation where they deny access to the network and resources to one
another by amplifying existing network traffic. This is different from typical ARP
spoofing attacks, which are often intended to create a man-in-the-middle situation, a
situation where traffic is simply dropped, or an ARP flooding situation where the attacker
must expend considerable resources.

In this paper we discussed that in ad hoc networks, where every host acts as an
endpoint as well as a router, ARP spoofing remains a serious concern and in fact leaves
open another vulnerability: ARP-route-looping. While there are many well-known
defences against ARP spoofing attacks, unfortunately these are often not implemented.
In addition to these well-known preventative techniques, we proposed additional miti‐
gation strategies specific to ARP-route-looping. We hope that this new application will
further emphasize the importance of taking steps to avoid this common, yet avoidable,
vulnerability.
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Abstract. Cognitive Radio Networks (CRN) technology was proposed as a
solution to the challenges of overcrowding and underutilization of spectrum
bands. CRN is a subset of wireless networks and as such, is susceptible to tradi‐
tional wireless networks security attacks. In addition, it is also vulnerable to new
security attacks such as cooperative sensing related attacks. CRN has an ability
to dynamically adapt to the radio environment and thereafter make decisions to
access spectrum holes opportunistically.

In this paper, we evaluate spectrum sensing security attacks in CRN. Spec‐
trum sensing is fundamental phase of the cognitive cycle of the CRN however,
when compromised; it impacts negatively on the functionality of the cognitive
network. Spectrum Sensing Data Falsification (SSDF) attack is one of the security
challenges of the CRN and it occurs largely in CRN implementing cooperative
spectrum sensing (CSS). CSS is a sensing strategy which increases the detection
rate of primary users when secondary users share the sensing data. The SSDF
attack degrades the performance of the CRN resulting in the poor utilization of
the free spectrum. The study therefore evaluates the Cooperative Neighbouring
Cognitive Radio Nodes (COOPON) and the pinokio schemes in a simulated
environment. The results show that the COOPON scheme is effective in the miti‐
gation of the effects of malicious users.

Keywords: Cognitive Radio Networks
Cooperative neighbouring cognitive radio nodes
Spectrum Sensing Data Falsification · Pinokio

1 Introduction

The ever-increasing number of wireless devices which utilize free spectrum bands has
led to overcrowding of the spectrum while the licensed spectrum is underutilized [1].
The Cognitive Radio Networks (CRN) technology was proposed to address the chal‐
lenge of spectrum overcrowding and underutilization, where cognitive or secondary
users (SU) opportunistically utilize idle spectrum bands licensed to primary users (PU).
Spectrum sensing is the most fundamental and vulnerable phase of the cognitive cycle,
when cooperative sensing is implemented [2]. CRN is susceptible to both traditional and
new security attacks due to its ability to dynamically sense, share, and access the spec‐
trum. This paper focuses on cooperative spectrum sensing (CSS) related security attacks.
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In CSS, multiple SUs cooperate in spectrum sensing which makes the network vulner‐
able to spectrum sensing data falsification attack (SSDF). If spectrum sensing is compro‐
mised, it may lead to poor utilization of the spectrum and missed opportunities caused
by malicious nodes [3]. The sharing of incorrect spectrum data by malicious nodes is
called the SSDF attack which causes interference to both licensed and unlicensed users
in CRN [4]. The SSDF attack enables greedy nodes to monopolize the use of the spec‐
trum holes while starving the rest of the nodes. The study investigates spectrum sensing
security attacks, the countermeasures and presents the comparative results of security
schemes. The study then proposes a security framework for CRN.

2 Related Work

A number of schemes designed to address the effects of the SSDF have been proposed.
Most of the schemes implement the data fusion techniques. In [5], a Conditional
Frequency Check (CFC) technique based on a Markov Spectrum Model is proposed to
mitigate the effects of the Byzantine attacks – the SSDF attacks. With one trusted user,
the technique can achieve high detection accuracy of a malicious node without prior
knowledge. The assumption of the availability of one trusted node has been adopted in
literature. However, when such a trusted node is not available, an additional clustering
procedure is required, in attempt to detect the malicious node when the number of non-
malicious nodes are more than the malicious ones. The detention window should be
wide enough for the scheme to be effective.

In [6], schemes implementing a fusion center (FC) are evaluated. Unfortunately, the
schemes are not designed to counter the effects of the SSDF attack. The comparative
analysis indicates that the Gaussian assumption is suitable where the SSDF attack is
assumed as compared to the Gamma assumption. It was also assumed that the percentage
of malicious users (MU) was less than the number of non-malicious users. The algorithm
may not perform well as expected if more MUs are considered.

In [7], an extension of the generalized extreme studentised deviation (EGESD) test
was proposed to detect selfish nodes in the network. The EGESD was designed to address
the limitation of generalized extreme studentised deviation test and it subjects the
validity of updates to the Shapiro–Wilk test.

In [8], CRN was implemented in smart home energy management which is suscep‐
tible to SSDF. A multi-attribute trust based framework was proposed to facilitate
dependable spectrum sensing and to prioritize delay sensitive data transmissions. The
evaluation results of the scheme show that it is 91.42% reliability. However, it was
assumed that the attacker would always exhibit the always-on attack and different
scenarios were not considered.

In [9], a distributed cooperative spectrum sensing (DSCS) with a secure spectrum
allocation strategy which is based on the dynamic reputation model and the Vickrey-
Clarke-Groves (VCG) was proposed. The evaluation results show that the scheme is
effective in addressing the effects of the SSDF attacks. The efficiency of the scheme was
compared to the performance of the distributed random scheme in [10].
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In [11], a fusion technique is proposed in which spectrum sensing reports are eval‐
uated against a predefined threshold value to detect an attack. The spectrum is said to
be occupied by the PU if the reports evaluates to a value which is greater than or equal
to the threshold otherwise, it is unoccupied. The change in the value of the threshold has
an effect on the results furthermore; it is not optimized for multiple attackers.

In [12], the Weighted Sequential Ration Test (WSRT) is utilized and the scheme
consists of reputation maintenance and the hypothesis test. Nodes are assigned a repu‐
tation of 0 thereafter with each correct spectrum report the reputation value is incre‐
mented by one. The Sequential Probability Ratio Test (SPRT) [13] is then applied. The
WSRT differs from the ordinary SPRT because it utilizes a trust-based information
fusion scheme. However, there is need to evaluate the efficiency of the scheme.

In [14], a weight based fusion scheme was implemented to counter the effects of a
malicious node. It uses trust based and pre-sifting procedures. Permanent malicious
nodes are typically of two types, the “Always Yes” and the “Always No”. The “Always
Yes” malicious nodes report the presence of the PU which increases the rate of false
alarms. The “Always No” advertises the absence of the PU which increases the inter‐
ference rate. This approach primarily focuses on the pre-filtering of the data to detect
the MU and assign the trust value to nodes.

In [15], a detection mechanism that runs in the FC is proposed. The FC detects the
attacker by checking mismatches between local decisions and the aggregated decisions
and then isolates outliers. The scheme is very effective against Byzantine attacks and it
detects MUs within a short time-frame. Unfortunately, the scheme is FC based and
infrastructure based.

In [16], a Bayesian detection mechanism that requires the knowledge of prior proba‐
bilities of the local spectrum sensing results and the knowledge of prior conditional prob‐
abilities of the previous sensing results is proposed. There are a few combination cases that
exist between these two cases leading to mismatch in the assignments of the costs. The
overall cost is the sum of every cost weighted by the probabilities of the corresponding
cases. The scheme cannot detect an SSDF attacker without prior knowledge.

In [17], the Neyman-Pearson Test is proposed that does not require the prior prob‐
abilities of final sensing results or any cost associated with each decision case. It defines
either a maximum acceptable probability of false alarm or a maximum acceptable prob‐
ability of missed detection. However, it requires a prior conditional probability of the
local sensing.

In [18], a detection technique called pinokio is proposed. Pinokio utilizes a Misbe‐
haviour Detection System (MDS) which profiles the normal behaviour of network nodes
based on the training data. The MDS detects MUs by checking the bit rate behavior of
nodes. The bit rate has to change occasionally. Nodes not exhibiting the normal expected
behavior are classified as outliers. The challenge with the proposed scheme is the
assumption that mobile nodes move at a low speed. Higher mobility speeds may impact
negatively the performance of the scheme.

COOPON, a simple and efficient detection scheme designed to detect selfish nodes
in CRAHN known as SSDF attack is proposed in [19]. The scheme detects the availa‐
bility of selfish MUs through the help of neighboring nodes. The target SU and its
neighbors exchange observed radio environment data, which is evaluated by all SUs to
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detect selfish malicious nodes. Then, each SU compares the reported data and if there
is any difference, a given node is classified as the outlier.

3 Simulation Model

In the section, comparative performance results of the COOPON and Pinokio are
presented. The two schemes are designed to counter the effects of the SSDF attacks. The
schemes were simulated using the network simulator 2.31 (NS 2.31). Table 1 presents
the simulation parameters used in the simulation.

Table 1. Simulation parameters.

Parameter Values
Antenna type OmniAntenna
Propagation model TwoRayGround
Simulation area 500 m * 500 m
Mobility model Random Waypoint
Node speed 20 m/s
Routing protocol Ad hoc on-demand multipath distance vector routing
MAC protocol IEEE 802.11b with extension to support CR networks
Data channel 8
Common control channel 1
Channel data rate 11 M bits/s
Number of SUs 50, 100, 150
Percentage of selfish SU 2%, 10%, 50%, 75%

Table 1 shows the parameters that were used in the modeling of the simulation envi‐
ronment. The simulation time was set to 300 simulation seconds. The cognitive radio
network was assumed to be having a transmission radius of 500 m. We considered CRN
with eight data channels and one common control channel for the exchanging of control
packets between the SUs. The data channel rate was set to 11 Mb/s. It was also assumed
that SUs can have at least two neighbors and a maximum of five neighbors.

The detection efficiency of the scheme was measured based on the probability of
detection, which is the probability of a CR user positively detecting that a licensed user
is present.

4 Results

The detection rate was considered in the evaluation of the performance of the COOPON
and Pinokio schemes which were chosen based on the fact that they can be deployed in
a cognitive radio ad-hoc networks. The COOPON detects MUs through the implemen‐
tation of the MDS which profiles the normal behavior of nodes. The MDS detects
anomaly behavior by monitoring the bit rate behavior of nodes. There must be periodic
change in bit rate which is adjusted continuously by a node. For example, narrow
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channels use a low bit rate. Nodes which fail to exhibit the expected behavior are
classified as outliers. Figure 1 presents the detection rate of the COOPON scheme.
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Fig. 1. Detection rate vs. malicious users in COOPON scheme.

To investigate the impact of MUs on the performance of the CRN, the evaluation
was performed in network scenarios with 50, 100 and 150 SUs as shown in Fig. 1. It
can be seen that the number of users in the network has an impact on the COOPON’s
detection rate, as the number of nodes increases in the network the detection rate
decreases. Figure 2 presents the detection rate of the Pinokio scheme.
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Fig. 2. Detection rate vs. malicious users in Pinokio scheme.

The impact of node density on the performance of the Pinokio was investigated in
Fig. 2. The number of nodes was increased from 50 to 100, and then to 150. Figure 2
shows that the density of SUs in the network has a negative impact on the detection rate
of the Pinokio scheme. The detection rate decreases as the nodes are increased in the
network. In Fig. 3, the comparative results of the two schemes are presented.
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Fig. 3. Number of nodes vs. detection rate with 2% malicious nodes.

Figure 3 shows the comparison of the detection rates of the two schemes when 2%
of the total network nodes are malicious nodes. As shown in Fig. 3, the COOPON scheme
achieved a higher detection rate than the Pinokio scheme in the three scenarios. It is
therefore superior to the Pinoko scheme. Figure 4 considered a network with 10% of the
nodes being malicious nodes.
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Fig. 4. Number of nodes vs. detection rate with 10% malicious nodes.

Figure 4 show that when there are 10% of malicious nodes and 90% of non-malicious
nodes the COOPON scheme outperforms marginally the Pinokio scheme which suggest
that the COOPON scheme was degraded severely by the increase in the number of
malicious nodes. The results in Fig. 5 confirm this assertion.
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Fig. 5. Number of nodes vs. detection rate with 50% of malicious nodes.

Figure 5 shows the comparison of detection rates of the two schemes when the
network consists of 50% malicious nodes. The results show that the performance of the
COOPON scheme is marginally better than the performance of the Pinokio scheme as
observed in Fig. 4. The degradation in the performance of the COOPON scheme in the
presence of increasing number of malicious nodes is evident in Fig. 6.
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Fig. 6. Number of nodes vs. detection rate with 75% malicious nodes.

In Fig. 6, it can be noted that the performance of the two schemes are almost the
same. In this case, 75% of the total nodes were malicious nodes. This proves that the
COOPON scheme degrades gracefully with the increasing number of malicious nodes
in the network. This indicates that, when the network has a higher percentage of mali‐
cious nodes, the COOPON scheme may be outperformed by the Pinokio scheme.
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5 Future Work

There is a need to develop a new scheme optimized for the SSDF attacks in cognitive
networks. The scheme should be designed to detect many malicious nodes. The scheme
should be well designed to ensure that the increasing number of malicious nodes does
not degrade its detection rate. We propose a new scheme which employs the extreme
studentised deviation test to mitigate the SSDF attack in an ad hoc cognitive radio
network. The scheme is designed to counter the effects of a number of malicious nodes.
The scheme will be evaluated through numerical and analytical techniques.

6 Conclusion

The comparative evaluation results of the COOPON and Pinokio SSDF attacks mitiga‐
tion schemes for cognitive radio show that the SSDF countermeasures are also suscep‐
tible to the effects of SSDF. Their performance degrades gracefully as the number of
the malicious nodes increase in the network. There is need for robust and more resilient
SSDF security schemes for better and improved network performance. Alternatively,
the current best performing scheme can be modified to enhance the performance of the
CRN in the presence of malicious users.
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Abstract. In this paper, our interest is intrusion response in mobile ad hoc
networks (MANET). All intrusion response systems (IRS) presuppose an under‐
lying intrusion detection system (IDS). We propose improvements to an existing
dynamic and hierarchical IDS architecture for MANETs, proposed by Sterne et al.
Our improvements are designed to enhance its ability to form an underlying base
IDS for an imagined IRS. The enhancements are chosen to overcome the lack of
resiliency in the selected architecture, by adding backup cluster heads and a
backup root node. Additionally, we also propose revisions designed to avoid
giving the root node too much authority over intrusion response, by distributing
that power among cluster heads. The root node acts, rather, as an attack infor‐
mation database. The cluster heads, we propose, would make use of a MANET
specific intrusion response algorithm proposed and described by Kaur et al.

Keywords: Mobile ad hoc networks · Intrusion detection · Intrusion response
Clustering · OLSR

1 Introduction

A MANET is a wireless network which consists of some number of wireless mobile
hosts that form a temporary network, a network without the presence of any centralized
administration or infrastructure, such as access points, base stations, mobile switching
centers, etc. Since there is this lack of centralized infrastructure, mobile nodes are
required to cooperate with one another, in order to perform network related operations
such as routing and packet forwarding. In a MANET, nodes have freedom to enter into,
leave from, and move around within the network. Therefore, changes in network
topology can occur at any time. Due to such characteristics, MANETs are more difficult
to protect against intrusions [2, 3].

An IDS is used to detect, analyze and report intrusions, and has become an indis‐
pensable component of a defense-in-depth security approach for MANETs [4]. More
recently, there has been interest in intrusion response in MANETs. But due to their
peculiar characteristics, mentioned above, designing either an IDS or an IRS is consid‐
erably more complex for MANETs than for traditional networks. For MANETs, it is
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impossible to choose a specific set of nodes in the internetwork to perform the intrusion
detection or intrusion response functions, since the ability of effectively perform such
functions depends upon their placement in the internetwork, which, in a MANET, is
subject to change, and potentially frequent change.

Much has been written about methods of detecting intrusions in MANETS, and
differences between these methods depend to a great degree on the type of IDS archi‐
tecture, which can be usefully categorized into three types. The simplest type is the
Stand-alone IDS architecture, where each node of the network has a detection
engine/IDS agent installed on it. Nodes are responsible themselves for detecting intru‐
sions [5]. A more sophisticated architecture is the Distributed and Cooperative archi‐
tecture, proposed by Zhang and Lee [6], which is designed so that neighboring IDS
agents will cooperatively participate in MANET wide IDS. Both of these IDS architec‐
tures are suitable for a flat network infrastructure, but not for a multi-layered network
divided into groups of clusters and organized into hierarchies [5, 7]. For a multi-layered
infrastructure, a Hierarchical IDS architecture has been proposed, which is organized
into levels, with a so-called root node present at the top of the hierarchy. The network
is subdivided into groups called clusters. Each cluster has its ‘cluster head’ which acts
as a control point and has more responsibility than other nodes for providing commu‐
nication to other cluster heads and zones. In this architecture, local detection is carried
out by a cluster, whereas global detection is carried out by cluster heads and inter-zone
nodes [7].

It is often desirable to have mechanisms by which the network can respond against
detected intrusions. Badie et al. [8] noted that, unlike a traditional fixed topology, in a
MANET the node best suited to execute a response will often need to be determined at
run time. Moreover, an attack detecting node might or might not be in a suitable position
to execute the response instruction, in which case two problems arise: how is it deter‐
mined which node is most suitable for executing a response, and how is a response
instruction sent to that node? They argued that a Hierarchical IDS architecture would
form the most suitable base for a MANET specific IRS, because of the presence of the
root node at the top of the hierarchy. Being at the top of the hierarchy, and receiving
aggregated information from below, the root node has, in theory, the most comprehen‐
sive picture of the attack and therefore is in the best position to make decisions about
intrusion response. But to make informed choices about response, the root node needs
a current and updating conception of the topology of the network, in order to know the
current position of the attacker, the victim, and the identity of that node best placed to
execute the response. They hinted that the MANET specific optimized link state routing
protocol (OLSR) could be used to acquire the current network topology, and to quickly
detect changes to it [8].

Kaur et al. [2] expanded on this these ideas, and developed an algorithm that could
be implemented on the node responsible for determining intrusion response (the root
node of the Hierarchical IDS architecture, in their example). This algorithm would rely
upon the OLSR protocol for network topology related information. Their proposed
algorithm works in a query-response mode, where the IRS function of the IDS root node
queries the implemented algorithm to answer network topology related questions, which
then returns a response, relying on the OLSR for its database of topology related
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information. By querying the implemented algorithm, a node determines the positions
of the attacker and victim in the overall MANET, and most importantly, determines
other network topology related information that it needs to judge which node is best
suited to execute the response.

We selected an existing IDS architecture, proposed by Sterne et al. [1]. Because of
various features of their proposed IDS architecture, described in Sect. 2 of this paper, it
forms a very suitable starting point on which to build the IRS related solutions proposed
by Badie et al. and Kaur et al. However, we observed that Sterne et al.’s IDS architecture
has also some limitations, discussed later. Therefore, we enhanced it with two revisions.
First, we increase its resiliency, by introducing backup cluster heads and a backup root
node, and additionally, we demote somewhat the authority of the root node, by proposing
cluster heads as the executers of response instructions. Since the cluster heads will have
the responsibility to respond to attacks, we imagine they will run the algorithm proposed
by Kaur et al. [2] to facilitate the intrusion response functionality. The root node’s
primary responsibility will be to maintain a comprehensive IDS information database,
allowing cluster heads to consult that database while making decisions about intrusion
response.

Our concern in this paper is not to identify the structure and nature of the response
instruction that a cluster head would send, nor methods to determine which nodes should
respond, and how. Rather, our purpose is to describe an IDS architecture conducive to
such a MANET specific intrusion response system, and one that will make use of Kaur
et al.’s algorithm. The rest of this paper is organized as follows: Sect. 2 reviews types
of MANET IDS architectures, OLSR, the related research on IRS in MANETs, and a
brief explanation of the algorithm developed by Kaur et al. [2]. Section 3 is our justifi‐
cation for selecting a particular type of Hierarchical IDS architecture. The following
section describes imperfections in the selected IDS architecture, proposes enhancements
to that architecture to make it more resilient, and proposes revisions to address the danger
of a single node, the root node, having too much authority over intrusion response.
Finally, Sect. 5 concludes.

2 Review of Related Research

Mobile devices in MANETs, often simply referred to as nodes, are free to leave from,
enter into, and move around within the network. Due to such characteristics, intrusion
detection systems designed for traditional wired and even wireless networks cannot be
applied to MANETs directly. We dedicate the first part of this section to an overview
of various types of MANET specific IDS architectures. Existing IDS architectures for
MANETs fall under three basic categories, and we discuss them below, along with their
problems.

2.1 Types of MANET Specific IDS Architectures

Existing IDS architectures for MANETs fall under three basic categories; these are
discussed below along with their problems [9]:
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1. Stand-alone IDS Architecture
In the Stand-alone IDS architecture, an IDS agent is installed on each node and runs
independently to detect intrusions locally. This architecture is very limited, and
amounts primarily to a mere host intrusion detection system.
These types of IDS are inherently limited in their ability to detect attacks, because
decisions about intrusion or attack must be based only on information available to
individual nodes. That is to say, a stand-alone IDS architecture does not engage in
cooperative detection. Chadli et al. [9] presented a study and analysis of the different
proposed IDS architectures for MANETs, where they identified strengths and weak‐
nesses of the different proposed IDS architectures. They describe various different
stand-alone IDS architectures, including but not limited to: Battery-Based IDS,
Threshold-based IDS, and Two-stage IDS. But according to their analysis, these
architectures are prone to false-positives and negatives, and also introduce new
security weaknesses [9].

2. Cooperative and Distributed IDS Architecture
In this type, an IDS agent is again installed on each node of the MANET. However,
the IDS agent’s responsibilities involve not only collecting and analyzing evidence
obtained locally, but furthermore, nodes share data with neighboring agents in an
effort to detect attacks based on a wider range of information. Zhang et al. [6]
proposed this type of architecture by considering the salient features of the MANET.
IDS architectures should, they argued, be distributed and cooperative, because
MANETs are distributed and network nodes cooperate with each other.
But this architecture and various other Cooperative IDS architectures, such as the
Friend assisted IDS architecture, the Cooperative IDS architecture based on social
network analysis, etc., have limitations, studied and analyzed by Chadli et al. [9].
They argued that, for the entire set of architectures of this type that they studied, the
rate of false positives and the detection accuracy is negatively affected by the high
mobility of nodes. Moreover, the majority of them are vulnerable to various attacks,
such as man in the middle, session hijacking, blackmailing, etc. Another weakness
they found was that almost all cooperative IDS architectures impose extra processing
and communication overhead [9].

3. Hierarchical IDS Architecture
The Hierarchical IDS is an advanced version of the distributed and cooperative IDS
architecture. This IDS architecture is organized into levels. This architecture divides
the network into groups called clusters, where ‘clustering’ refers to the virtual parti‐
tioning of the network, and the arrangement of nodes into clusters, with each cluster
having a ‘cluster head’, and with the other nodes of a cluster referred to as cluster
members. There is a root node present at the top of the hierarchy that periodically
gathers the aggregated intrusion related information from the lower level cluster
heads. Cluster heads detect any malicious activity in their own cluster. Cluster heads
report intrusions to higher level cluster heads, and this process continues until the
information reaches the root node [1].
If the IDS root node or any cluster head that performs IDS functionality becomes
unavailable or is compromised, then the IDS may be compromised. For example, if
an attacker takes control of a root node, then the detection system will not be able
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to detect attacks. If any cluster head is down, then the root node will be unable to
receive attack information from that particular cluster, and in such cases, the root
node will be in a poorer position to detect or fully understand an intrusion, for its
conclusions may be based on less complete information. Thus, this type of IDS
architecture has one major drawback, i.e. a single point of failure, i.e. the root node,
and also various ‘single points of weakness’, namely the cluster heads. This situation
is even more serious if the IDS root node is also performing an IRS function. For if
the root node is compromised, then an attacker may initiate or execute a fake intru‐
sion response against the network. Therefore, it is important to have resiliency in
this type of IDS architecture, and to mitigate the consequences of IRS compromise.
Sterne et al. [1] proposed a specialized hierarchical IDS architecture for MANETs,
which they termed the cooperative intrusion detection architecture. It is designed to
facilitate accurate detection of MANET-specific attacks. The architecture is
described as a dynamic hierarchy that can be structured into more than two levels,
and organized into clusters. Each cluster has a cluster head that performs almost the
same functions as discussed earlier in the hierarchical IDS architecture. Additionally,
cluster heads also perform (1) data fusion/integration and data filtering, (2) compu‐
tations of intrusion, and (3) security management. Every member node of a cluster
monitors, logs, analyzes, responds, and alerts or reports to cluster heads [1]. The
authors also explain the process by which intrusion detection information is propa‐
gated up the hierarchy. To maintain the hierarchical structure of the IDS, a clustering
algorithm is run, and the process of clustering continues until all nodes in the network
are part of the hierarchy.
Though Sterne et al.’s proposed IDS architecture is suitable for detecting a wide
range of MANET-specific and conventional attacks, the question we are interested
in is whether it is suitable as an IDS foundation for a MANET IRS. Our answer to
this question is provided later in this paper, but before that, it is important to under‐
stand how intrusion response works in MANETs, and we dedicate the next subsec‐
tion to this topic.

2.2 Intrusion Response System in MANETs

There are an indefinite number of different possible response actions, such as node
isolation, session disruption, tarpitting, packet filtering, disabling portions of the
network, blocking ports, etc. Regardless of the specific response, it is important to note
that, because MANETs have no fixed network topology, the node (e.g. the root node of
the Hierarchical IDS architecture) that detects the intrusion might not be in the best, or
even in an appropriate position to execute the response. Therefore, it becomes necessary
for the root node to send a response instruction to a more suitable node, and for that
more suitable node to instead execute the response. In MANETs, according to Badie
et al., “An effective IRS often depends on an accurate conception of network topology,
and it requires some method for the IRS to discover which particular node is in the best
position to execute the response” [8]. For MANETs, there are complexities involved in
making that determination, because a MANET does not have a fixed network topology.
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What is clearly required is a current conception of the network topology at the time the
response instruction is to be sent.

Badie et al. further explained that an efficient manner in which to determine the
current network topology is to rely on the topology database used in link state routing
protocols, and they remarked in passing that the MANET specific optimized link state
routing protocol (OLSR) is a link state protocol, and therefore appears to be a good
choice. They imagined that “The root of the hierarchy, in the Hierarchical IDS archi‐
tecture, receives aggregated information from the cluster heads. Then, the root node,
having a complete picture of attack and the topology of the network, can choose the
most appropriate node to execute the response” [8].

Kaur et al. expanded on this, and proposed an algorithm that relies on the OLSR
database to compute answers to relevant network topology related questions.

The proposed algorithm operates in a query-response mode, and would be employed
by the root node of the IDS/IRS. The root node sends a query as input to the implemented
algorithm, and it outputs the response, formatted as an unordered list of nodes satisfying
the query. In the hierarchical IDS architecture, the root is placed at the top of the hier‐
archy and receives consolidated intrusion detection information. After examining the
received information and detecting the attack, the root node may decide to perform
intrusion response functions based on that consolidated information. At that time, the
IDS root node becomes an IRS root node. When the IRS root node decides to send one
or more response instructions, it must have current information about the topology of
the network. To determine the relative position, in the network, of the attacker, the
victim, and of the most suitable node(s) to respond, the IRS root node asks certain kind
of questions of the implemented algorithm. According to Kaur et al., these are the three
general questions that IRS root node may ask:

– Which nodes are currently in the network?
– Which nodes are n hops away from X?
– Which nodes are in-line between X and Y?

(where ‘n’ ranges over positive integers, and ‘X’ and ‘Y’ range over nodes in the
MANET).

After receiving the input from the IRS root node, the implemented algorithm returns
output which helps the IRS root node to determine the most suitable node to respond to
the attack or intrusion. To generate results and give output, the algorithm relies on the
OLSR protocol. The next subsection briefly explains how the OLSR protocol operates
in MANET.

2.3 Optimized Link State Routing (OLSR) Protocol

OLSR, defined in RFC 3626 [10], is a proactive routing protocol developed specifically
for MANETs, and optimized for networks with rapidly changing topologies. OLSR uses
two types of messages, ‘HELLO’ and ‘TC’ (Topology Control), to maintain current
topological information about the network at every node. HELLO messages are used to
discover the immediate neighbors (one-hop neighbors), and then two hop neighbors are
discovered from the answers given by one-hop neighbors. The information about a one
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hop neighbor’s link status, and information about its two hop neighbors, is contained in
a neighbor table that is maintained by each node. Topology control messages are broad‐
cast by MPRs (Multipoint Relays) to advertise links or topological information
throughout the network. Based on this topological information, every node calculates
its topology table. This topology table contains information about the topology of the
network obtained from the TC message, and information about the MPRs of the other
nodes. In this way, OLSR maintains the topology database for the network at each node
by periodically exchanging HELLO and TC messages with neighboring nodes.
Topology and neighbor tables are maintained by OLSR at every node, and it is this which
makes them able to calculate the best route to a destination node.

Kaur et al.’s [2] algorithm uses the OLSR protocol to determine facts about the
topology of the network, such as the total number of nodes and positions of specific
nodes in the network, e.g., the attacker and victim.

3 Selecting a Suitable IDS Architecture

One of the main concerns in choosing an IDS that will smoothly interoperate with an
IRS is whether the IDS facilitates an IRS’s need to determine which action to perform,
and against which node and from which node that response action will be performed.
The details surrounding this question are not in the scope of this paper, for to determine
which particular response related actions need to be taken depends upon details such as
the type of the attack detected by an underlying IDS, and the placement of the attacking
and attacked nodes at the time of the attack.

However, these concerns do indicate, in a general way, a need to have mechanisms
in place for effective decision making about the response instruction to be given, and
about which node should execute that response.

We believe that the answer to this general question is that such decision making
should be done by making use of the most attack- and network activity- related infor‐
mation available to the IDS, e.g., by selecting a node that has more consolidated/aggre‐
gated intrusion detection information as compared to the other nodes of the network,
and for the following reasons. First, the more information that is known about the attack,
the better the intrusion response will be. That is to say, the less complete the information
about the attack, the greater the possibility of incorrect decisions, not only decreasing
the effectiveness of the IRS, but significantly, increasing the likelihood of harmful
responses, e.g. responses against innocent nodes or the network as a whole. This is
especially true of attacks designed to cause the IRS to respond against innocent nodes,
or that affect the functioning of routing protocols. Second, the rate of false positives
would be significantly lower, that is, the IDS would be less likely to raise alarms in
response to normal network behavior. This again is extremely important for any IDS
underlying an IRS, since false positives are not just time wasting, as in the case of an
IDS, but can in an IRS be very harmful, since, as noted, they may generate responses
against innocent nodes.

Of course, these concerns are valid for IRSs generally speaking, but they are espe‐
cially important in the case of a MANET specific IRS, because in MANETs it is
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particularly difficult to avoid misleading attack or network related information, due to
the fact that a MANET does not have a fixed network topology. This can be made more
clear with the following example. Consider the topology depicted in the Fig. 1, and
consider also the following, very simple attack scenario.

Fig. 1. MANET topology

Suppose node A attacks node V, but in doing so spoofs its IP address to make it
appear that the attack has originated from node B. Suppose further that the victim node,
V, detects this attack, but (incorrectly, and understandably) judges that it is coming from
node B. With a stand-alone or distributed cooperative IDS architecture, this error in
detection is a serious risk, and if such an architecture formed the base of an IRS, it is
quite easy to imagine that a response instruction is sent to the neighboring nodes of B,
e.g. nodes A, C and G. And that response instruction, depending on its details, could in
effect perform a denial of service or other attack on the innocent node.

A. For example, such would be the effect if the response instruction was either to
perform packet filtering for all the packets sourced from node B, or, e.g., to stop
forwarding any traffic coming from and going to node B. Thus, node A would have
exploited the IRS system itself, and node A might even continue the attack, as no
intrusion or attack response was initiated against it. In this case, the IRS is not only
ineffective but harmful.

Let us now discuss the same scenario by imagining the hierarchical IDS architecture
underlying an IRS. In this case, there will be a root node at the top of the IDS hierarchy,
and the network will be organized into levels in some way. Suppose, in Fig. 1 above,
that node X is the root node and that the other nodes are organized into hierarchies. With
this type of IDS architecture, the dissemination of intrusion or attack information is done
in such a way that nodes at the lower level of the hierarchy send intrusion or attack
information to the nodes stationed at their immediate upper level of the hierarchy, and
this dissemination of information continues until the information, or an aggregate of it,
reaches the root node (node X in our example).

In our example, referring to Fig. 1, it is the root node X that is receiving consolidated/
aggregated intrusion and attack information. It is very easy to imagine an IDS so config‐
ured that information about spoofed IP packets is contained in the aggregate, detected,
e.g., because of mismatches or suspicious pairings between MAC and IP addresses were
noticed by adjacent nodes (e.g. nodes adjacent to the node A!). The root node would,
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therefore, be in a much better position to judge that the attack, apparently sourced from
B, is in fact sourced from node A. The root node would, of course, therefore be in a
much better position to cause an intrusion response instruction that actually targets the
guilty node, e.g. by determining all possible routes from node A, and sending a response
instruction to all neighboring nodes of A, to stop forwarding A’s traffic. In this case, the
IRS is clearly more effective, and less dangerous, when compared with the previous
case. In conclusion, the hierarchical IDS architecture is, other things being equal, a
superior form of MANET specific IDS architecture on which to base an IRS. There are,
however, many different sub-types of Hierarchical IDS architecture described in the
literature. The best sub-type for our purposes is, as discussed earlier, that proposed by
Sterne et al. They proposed a dynamic hierarchy architecture that acts as a foundation
for all intrusion activities in mobile ad hoc networks.

We selected Sterne et al.’s IDS architecture for various reasons: It is a general IDS
architecture, and thus not restricted to MANET-specific attacks. It uses a dynamic hier‐
archy designed to accommodate nodes and links which might appear and disappear
rapidly, even under normal network activity. It explicitly identifies particular nodes as
having consolidated/aggregated intrusion detection related information, and intrusion
detection and correlation occurs at the lowest level in the hierarchy at which the aggre‐
gated data is sufficient to enable an accurate detection or correlation decision. Finally,
the responsibilities of nodes and cluster heads are clearly defined, and the operation of
the architecture is also depicted with scenarios that carefully illustrate its intended oper‐
ation and features.

4 Enhancing the Proposed Enhanced Dynamic Intrusion
Detection Hierarchy Architecture

Though Sterne et al.’s architecture has commendable features, there are serious prob‐
lems of resilience. There is a single point of failure at the root node. The root node, so
important because it stores the greatest amount of consolidated/aggregated intrusion
detection information, can itself be under attack, or can otherwise fail. There is a similar
problem with the cluster heads. The cluster head of each cluster is responsible for moni‐
toring traffic and detecting intrusions local to its cluster. If a cluster head is compromised
or otherwise fails, and if there is no node at a higher level that is in a position to perform
IDS functionality in that specific circumstance, we again have a single point of failure,
this time at the level of the cluster as opposed to the hierarchy as a whole. Thirdly, if
there is a denial of service attack or network congestion, then the root node may be
unable to receive intrusion detection data from nodes at lower levels of the hierarchy.
For example, suppose a cluster head is under a denial of service attack and cannot
forward intrusion detection information, or at least is delayed in forwarding such infor‐
mation to the cluster head one level above in the hierarchy. Then the root node will be
unable to get information from one cluster, i.e., from one portion of the network. The
root node will therefore be working with incomplete information. Finally, the architec‐
ture depends upon the reliability of upper level cluster heads to forward upward their
aggregated information toward the root node, and if any fail to do so, this too constitutes
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a group of single points of failure in the system, a group that grows commensurate with
the size of the network.

To enhance resiliency in the dynamic intrusion detection hierarchy architecture,
we propose two root nodes, and two cluster heads in each cluster, as suggested by
Ishaq [11]. One of each will act as a primary, and the other as a backup. Consider the
illustration shown in Fig. 2. The network is divided into five clusters. Out of five,
three clusters (C1.A, C2.B, and C1.C) are at the first level of the hierarchy, and the
remaining two clusters, namely C2.A and C3.A respectively, are the second and third
level representatives of the hierarchical architecture. The first, second and third level
cluster heads are annotated by ‘1’, ‘2’, and ‘3’ respectively. The root node is at the top
of the hierarchy. Each cluster has a primary (denoted by 1, 2 and 3) and a backup
(green) cluster head. The arrows originating from the member nodes and backup
cluster heads, and pointing to the first level cluster heads, represent the propagation
of intrusion detection information. Further, the arrows pointing from the first level
cluster heads, to the second level, depict the propagation of aggregated intrusion-
related information. This process of consolidating intrusion detection data from the
lower- to upper-level hierarchies continues until it reaches the root node, as suggested
by Sterne et al. [1].

Fig. 2. Enhanced dynamic intrusion detection hierarchy architecture for MANETs (Color figure
online)
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To organize the architecture hierarchically, we prefer to use a clustering scheme that
applies the Weight-Based Hierarchical clustering algorithm. Details of this clustering
algorithm can be found in [12] but the general approach is that all nodes use some set
of factors (such as mobility, transmission, battery power, bandwidth, etc.) to compute
weight. Then, the selection of the root and the cluster heads is made fairly from the
calculated weight. Two cluster heads would then be elected from each cluster. The
criterion to choose the backup cluster head is large transmission range (LTR). A primary
cluster head would select as its backup the node within its cluster that is in its best
transmission range. Then, if a primary cluster head fails in a detectable way, the backup
cluster head will take over its responsibilities, and thus the cluster head would not
constitute a single point of failure.

Recall that the root node is at the top of the IDS hierarchy and receives aggregated/
consolidated intrusion detection information from the entire network, and therefore in
theory has the most complete information. It may seem natural, for this reason, to assign
to it the function of determining and communicating response instructions. But assigning
both IDS and IRS functionalities to a single entity is a major risk, as that node might
misuse its power. For this reason; we propose that the root node does not perform IRS
functions, but rather, that authority over IRS functions is distributed to the cluster heads
collectively. This not to say that there would be a change in the mechanism of dissem‐
inating intrusion detection information from the lower level hierarchies to the root node.
The root node will continue to receive consolidated/aggregated information but will not
detect or respond to attacks. Rather, the root node will act as an attack information
database, consulted by cluster heads in the process of detecting intrusions.

5 Conclusion

In MANETs as elsewhere, an IRS presupposes an underlying IDS. In MANETs, intru‐
sion detection is complicated by the fact that the network topology is dynamic, and for
this and other reasons, various MANET specific IDS architectures have been proposed
in the literature. Intrusion response is further complicated by the fact that the best node
to execute a response must often be determined at run time, again because MANET
topologies are dynamic. We chose Sterne et al.’s DSt05 IDS architecture to form a base
IDS architecture for the purpose of intrusion response in MANETs. However, their
proposed IDS architecture lacks resiliency, and therefore this paper proposes an
enhanced dynamic intrusion detection hierarchy architecture that we argue forms a better
basis for an IRS. The proposed enhancements include removal of single points of failure,
and distribution of power over intrusion response instruction execution.
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Abstract. This work investigates the problem of content source mobil-
ity in Vehicular Named Data Networking (VNDN). We evaluate through
experiments the effects of source mobility on VNDN application perfor-
mance, we analyze the main approaches already proposed in the liter-
ature to address its negative impacts and propose a new solution. Our
proposed solution combines the concepts of Floating Content (FC) and
Home Repository (HR). FC is an infrastructure-less mechanism that
relies on in-network caching and content replication to support con-
tent sharing within a specific geographic region. An HR is a fixed node
that can provide requested content objects on behalf of mobile content
sources. Our main goal is to propose an efficient solution for source mobil-
ity in VNDN, able to provide high application performance and eliminate
the weaknesses of existing approaches such as single points of failure and
high overhead in the wireless communication medium.

Keywords: Source mobility · Vehicular Ad-hoc Networks
Named-Data Networking · Vehicular Named-Data Networking

1 Introduction

Named-Data Networking (NDN) [1] is currently seen as a viable alternative to
overcome some of the main challenges associated with the traditional TCP/IP
protocol suite. The TCP/IP model was conceived with the focus on static net-
work topologies, formed by a small number of powerful and reliable computers,
where resource sharing was the fundamental mission of the network. Nowadays,
as opposite to resource sharing, content distribution has become the core use of
computer networks [2]. The global Internet content traffic is expected to reach
1.4 zettabytes per year during 2017 [3]. Besides, network nodes have evolved
from fixed to mobile and more recently to highly mobile, such as in the cases of
Vehicular Ad-Hoc Networks (VANETs).

The performance of the IP point-to-point and host-based model is signif-
icantly affected by inherent VANET characteristics such as highly dynamic
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topologies, and short and intermittent connectivity among vehicles [4]. Further-
more, the Internet Protocol (IP) assigns network addresses (i.e. IDs) to hosts
based on their topological network location. Consequently, as mobile hosts move
to new physical locations, their IDs also change.

The current paradigm shift in computer networks and the high mobility
of nodes bring a set of new and challenging tasks to overcome for the future
Internet. At the data link layer, new wireless communication technologies such
as the IEEE802.11p [5] have been developed, enabling vehicular communications.
At the network and transport layers, new solutions are still being proposed as
alternatives to problems that are not easy to solve under the assumptions of
TCP/IP.

Considering the above stated, to efficiently support content distribution in
the network layer, new network architectures have emerged. Named-Data Net-
working (NDN) [1], which evolved from Content-Centric Networking (CCN), is
one of the most prominent among the recently proposed network architectures.

The NDN architecture presents the Interest/Data messages exchange model.
Interest messages are used by content requesters to request content, and Data
messages are used by content sources to deliver requested content objects.
Besides, NDN maintains three types of data structures: (i) Content Store (CS),
for caching incoming content; (ii) Pending Interest Table (PIT), to keep track of
forwarded Interest messages; and (iii) Forwarding Information Base (FIB), to
store outgoing interfaces to forward Interest messages.

NDN eliminates the use of node addresses and retrieves content through
content names directly. NDN also does not require some of the specific TCP/IP
requirements, such as maintaining neighbor lists, domain name services, network
addresses, connection-oriented sessions, etc., which generate significant overhead
in dynamic wireless scenarios, negatively impacting application performance.

In NDN, content objects are replicated and cached within the network, and
content requesters can obtain the requested content from the closest available
content source. The closest available content source can be either the original
content producer or a node caching a valid copy of the requested content. There-
fore, NDN reduces content delivery delay. In this way, also the number of content
sources increase within the network, contributing to increasing content delivery
probability and making the content available to requesters even after the original
producer has disconnected from the network.

Despite its significant advantages, deploying NDN over VANETs (i.e. Vehic-
ular Named-Data Networking (VNDN)) presents own challenges that shall be
addressed to support content distribution efficiently. Among these challenges
we can mention mobility factors such as source and receiver mobility, and low
vehicle densities as well as wireless communication problems such as broadcast
storms and message redundancy.

The remainder of this paper describes in Sect. 2 existing solutions for mobility
support in VNDN. Section 3 describes the source mobility problem, which is in
the main scope of this work, and analyzes the advantages and drawbacks of
already proposed solutions. In Sect. 5 we sketch a possible solution to address
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the drawbacks of existing solutions and efficiently mitigate the effects of source
mobility in VNDN. Section 6 concludes this work.

2 Mobility Support in Vehicular Named-Data Networking

Due to Receiver mobility often partitions in communication links between Data
message forwarders (i.e. reverse path partitionings (RPPs)) occur, preventing
content objects from being delivered to content requesters. This problem can
be addressed applying the Auxiliary Forwarding Set (AFS) mechanism [6]. AFS
takes various mobility factors as inputs, including average and limit road speeds,
maximum expected content delivery delay, the maximum transmission range
of vehicles and distances between consecutive Interest message forwarders, to
determine RPP occurrence probability. When the probability of RPP is high
AFS chooses a set of eligible vehicles to forward Data messages in addition to the
original forwarders. AFS increases content delivery probability and significantly
improves VNDN application performance.

The problems caused by low vehicle densities can be mitigated as shown in [7]
by applying the concepts of NDN agent delegation and NDN store-carry-forward
(NDN-SCF). The agent delegation approach takes advantage of existing Road Side
Units (i.e. RSU agents) and allows content requesters to delegate content requests
to close RSU agents. In this way, when the density of intermediate vehicles to
forward Interest/Data messages between content requesters and content sources
is not enough, which increases the number of unsatisfied content requests, RSU
agents take the role of forwarding received messages. When infrastructure support
is not available, VNDN-SCF can be applied. In VNDN-SCF whenever intermedi-
ate vehicles are not able to deliver messages to subsequent vehicles, messages are
buffered and periodically re-forwarded until successful delivery is achieved.

The broadcast storm problem generates congestions in the wireless commu-
nication channel. The message redundancy problem cause erroneous stop of mes-
sage propagation. Both problems lead to large decrease in content request satis-
faction ratios and can be addressed in different ways. For instance, [6] presents a
multi-hop, receiver/based, beacon-less, and distance-based VNDN routing pro-
tocol that mitigates both problems simultaneously.

Source mobility is another challenging problem that highly impacts VNDN
application performance. Nevertheless, efficient solutions for the source mobility
problem are still needed.

3 Source Mobility in Vehicular Named-Data Networking

In this section we describe the source mobility problem, we evaluate its effects
on VNDN through simulations, we analyze the effectiveness of different solutions
that have been proposed in the literature, and finally describe a new solution
that intends to solve the weaknesses of existing approaches.
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3.1 Source Mobility Overview

To understand the problem of source mobility in VNDN, let us consider the
following example. A vehicle A advertises a content object C1 as available in
its current location. Vehicles B, C, and D receive the content advertisement and
save this information. After a time interval T1, vehicle B decides to request
the content object C1. To do so, vehicle B sends an Interest message towards
the location, where vehicle A advertised C1. However, when the Interest message
arrives at the destination, vehicle A might already have moved to a new location.
Therefore, vehicle A is not able to receive the Interest message, and the content
request is not satisfied.

The VNDN decentralized in-network caching property provides an alternative
for the source mobility problem in cases of popular content objects. In such a case
the content requestmight be satisfied by other neighbor vehicles that have a copy of
the requested content object in their Content Stores (CSs). However, in the case of
less popular content, which might be requested by a single vehicle, the probability
of finding the requested content in the CSs of neighbor vehicles is low.

In the following Sub-section we analyze the effects of Source Mobility in
VNDN application performance.

3.2 Impact of Source Mobility on the Performance of Vehicular
Named-Data Networking

To evaluate the effects of the source mobility problem in VNDN applications we
performed a set of simulations. For this, we evaluated the VNDN approach pro-
posed in [6] in the Omnet++ simulator [8]. We used SUMO [9] and VEINS [10]
for road traffic and inter-vehicular communications respectively. We applied the
Erlagen SUMO traces [10] and simulate a flow of four hundred VNDN enabled
vehicles driving along a 10 km portion of the E45 Route in the city of Erlangen,
Germany. The E45 Route is a two-way highway with four lanes.

We evaluated three different cases according to the maximum vehicle speeds.
In the first case, vehicles drive with speeds between 0 and 20 km/h. In the sec-
ond and third cases, we increase the maximum vehicle speeds to 50 km/h and
100 km/h respectively. In each case, we also vary the density of vehicles. We ana-
lyze the results regarding Interest Satisfaction Ratio (i.e. percentage of content
objects received with respect to content objects requested) and Content Delivery
Delay. The results are shown in Figs. 1 and 2.

In Fig. 1, we can observe that for the case of low mobility (20 km/h), high
Interest Satisfaction Ratio (ISR) is achieved and that ISR decreases as the mobil-
ity increases. To understand why this happens, let us consider the case of two
different vehicles VA and VB, advertising two different content objects, CA and
CB, from the same place, at the center of a region R. For simplicity, let us assume
that the region R has a circular shape and a radius r = 200 m. Both vehicles are
following the same trajectory. However, VA is driving at 20 km/h (i.e. 5.6 m/s)
whereas VB is driving at 100 km/h (27.8 m/s). Due to higher speed, VB only
stays within the region R around 7.2 s after advertising the content object while
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Fig. 1. Interest satisfaction ratio Fig. 2. Content delivery delay

VA stays within the region R around 35.7 s. Considering this, it is obvious that
Interest messages sent by other vehicles towards the region R reach with higher
probability VA than VB. Therefore, the Interest Satisfaction Ratio for content
objects requested from VA is higher compared to VB. Furthermore, the effects
of source mobility are exacerbated by the decrease in the density of vehicles.

In Fig. 2, we can observe that the Content Delivery Delay also increases as
the mobility increases. We can also observe in Fig. 2 that in the case of vehi-
cles driving with maximum speeds of 100 km/h and 50 km/h, Content Deliv-
ery Delay drops to zero when average inter-vehicle distances reach 150 m and
200 m, respectively. This happens due to complete disruptions on the communi-
cation links between vehicles that prevent content objects from being delivered
to requester vehicles, as shown in Fig. 1.

Considering the above stated, solutions to efficiently address the source
mobility problem in VNDN are required.

4 Existing Solutions for Source Mobility in Vehicular
Named-Data Networking

In this Section we survey various approaches that have been proposed in the
literature as solutions for the source mobility problem. For each solution we
analyze its feasibility for VNDN scenarios.

In [11], the authors propose a proxy-based mobility support approach
for mobile NDNs (PMNDN). They divide the entire network into multiple
autonomous systems (ASs) and for each AS they deploy two new static functional
entities. These new functional entities are called NDN access router (NAR) and
proxy, respectively. NARs are used for tracking the mobility status of content
sources and initiating mobility related signaling to the proxies. Proxies are used
for maintaining reachability information about content sources. The authors also
add two new types of data structures in NARs and proxies: the Source Location
Table (SLT) and the Interest Packet Store (IPS). SLTs keep track of the content
sources that are currently or previously resided in the management domain of
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the NAR (or the Proxy), while IPSs cache Interest messages that the NAR (or
the Proxy) receives during the disconnection period of content sources.

The core idea is that content sources only exchange signaling information with
the proxies. Therefore, it avoids the overhead for tracking positions of content
sources by other nodes. This intends to save the resources of the wireless com-
munication medium as well as saving the amount of energy consumed by content
sources. When a content source is not reachable due to mobility, the proxy caches
Interest messages forwarded towards the old location of the content source, and
when it reaches another AS and connects to a new proxy, the Interest messages
are forwarded by the previous proxy to the new proxy and delivered to the content
source. The content source then responds with the corresponding Data messages.
Therefore, the information stored in the proxies, allows NDN nodes to recover com-
munication links that are disrupted due to content source mobility.

The solution proposed in [11] targets NDN scenarios with low mobility. In
VNDN scenarios with high mobility, both content sources and content requesters
join and leave ASs frequently. In dense scenarios particularly, where large num-
ber of content sources might coexist in the same AS, this approach might gen-
erate significant overhead due to signaling between content sources and proxies
simultaneously with content requests and delivery. Furthermore, [11] requires
significant modifications to the plain NDN structure to include the proxy and
the NAR entities as well as the new data structures. This raises compatibility
concerns regarding the deployment in real world scenarios.

The work in [12] proposes the idea of Indirection Points (IP) to handle source
mobility in NDN. An IP is a static node that is connected to a particular Internet
Service Provider (ISP). This approach uses two different types of content names.
A persistent name identifies a specific content object permanently, whereas a
temporary name changes as the attachment points of the content source to the
network also changes. Temporary names include a prefix under which the content
source can temporarily receive Interest messages. Each IP maintains a new table,
called Binding Table, that relates temporal content names with persistent con-
tent names. When an IP receives an Interest message with a specific persistent
name, it first tries to satisfy it from its cache. If the content is not available in its
cache, the IP performs longest-prefix matching on its Binding Table for the per-
sistent name of the requested content object. If it finds a match, it encapsulates
the Interest message with the current temporary name of the content source
and forwards it. When a mobile content source receives the Interest message,
it decapsulates the original Interest message and sends back the corresponding
Data message. After receiving the Data message, the IP decapsulates the Data
Message and sends it to the initial content requester. When a mobile content
source connects to the NDN network the first time, it sends a binding request
to the IP specifying the content objects that it can serve, as well as the pre-
fix under which it currently can receive Interest messages. As mobile content
sources move and change their attachment points, they request IPs to delete
obsolete bindings. On their sides, IPs periodically check the reachability of tem-
porary names. If a prefix is unreachable, it is removed from the Binding Table.
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This approach generates less overhead compared to [11]. Apart from the content
requests and content delivery, only one extra message is exchanged within each
content source and the IP. However, content requests received by an IP for con-
tent objects served by a vehicle that has already disconnected from that IP are
not satisfied. Furthermore, all content requests and delivery in a given region
are performed through the IP, which might generate congestions in IPs in dense
scenarios. This is critical as IPs represent single points of failure in this app-
roach. Besides, only vehicle-to-infrastructure communication is used, ignoring
the potentials of vehicle-to-vehicle communications.

In [13], the authors extend the idea proposed in [12]. This approach relies
on a mobility agent called Home Repository (HR), which is similar to the IP
presented in [12]. The HR is a static node that can receive Interest messages
on behalf of the mobile nodes. When a mobile content source moves into a new
domain, the corresponding HP assigns it a prefix related to its current location,
which it can use to receive Interest messages. When a content requester sends an
Interest message, the Interest message is routed towards the corresponding HR.
In response, the HR sends a new Interest message that is identical to the received
one, except that it specifies the prefix of the corresponding content source. The
content source then responds with a Data message, which includes the requested
content object as well as its location prefix. The Data message propagates back
to the content requester via the HR. When the content requester receives the
Data message, it extracts the location prefix of the content source. With this
information, next content objects can be retrieved directly from the content
source without using the HR.

This work in [13] solves some of the problems of [12]. Only the first segment
of a content object is retrieved directly from the HR since after knowing the
prefix of the content source, content requesters send subsequent Interest messages
directly to the content source. With this, the single point of failure problem and
congestion on the HR are avoided. However, the problem of retrieving content
objects produced by vehicles that have already disconnected from the HR still
occurs. In scenarios with high mobility, where content sources might disconnect
from an HR and connect to another one frequently, this can lead to considerable
degradation of application performance.

The work in [14] proposes a greedy routing protocol (MobiCCN), which works
in parallel with the CCN routing protocol. The goal is to support source mobil-
ity in CCN. To distinguish between the two routing protocols (i.e. MobiCCN
and CCN), two different prefixes are used. Whenever a node receives a message
with the prefix greedy the MobiCCN protocol is used whereas when the message
prefix is ccnx, the CCN routing protocol is used. MobiCCN differentiates routers
from other nodes. Each router is assigned a virtual coordinate (VC), which is
embedded into message content names, while the other nodes are identified by
an ID. Each router maintains a table of neighbor VCs. To forward a message, a
router first extracts the destination VC from the message, then it calculates the
distance between the destination and each of its neighbors. The message is for-
warded to the neighbor that is closer to the destination. The router then updates
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its FIB, so next messages to the same node are forwarded without having to cal-
culate the distance again. In this approach, each node also has a dedicated router
that is the one closest to it and acts as its host router in the network. The host
router serves as a rendez-vous point and forwards traffic to the node. Whenever
a content source moves to a new attachment point, it sends an update message
to its host router. Each router that receives the update message updates the
corresponding entries for that content source in its FIB. Then Interest messages
towards the content source can be forwarded to the new domain. This work in
[14] differentiates consumer nodes from routers. However, in VANETs any vehi-
cle might perform either as a router when forwarding messages, or as a content
requester/source. Furthermore, all communications in a given region are per-
formed through the VC. The V2V communication approach is not considered.
For instance, a vehicle requesting a content object that could be satisfied by
another vehicle in its one-hop neighborhood has to request the content object
from the VC instead of retrieving the content object from its neighbor. This
increases the delay and also creates single points of failure in VCs.

In [15], the authors present the idea of Data Spots (DS). In a DS, every
requested content object is associated with a geographical region and can be
generated on demand by any vehicle currently in the region. For instance, in
road traffic applications, a vehicle might send an Interest message requesting
information about the road conditions at a given point ahead on its trajec-
tory. The Interest message might be geographically routed towards the specified
location and delivered to the vehicles currently at that location. These vehi-
cles might then collect the requested information and send it back towards the
content requester.

This approach targets the specific case where the requested content objects
are produced when requested. However, for the cases where vehicles are request-
ing a content object that was previously advertised by a specific content source
this approach is not useful. Furthermore, it assumes that there will always be
vehicles in the region where content objects are requested to collect requested
content objects. With the dynamics of vehicle movement in VANETs, especially
when vehicle density is low, the case of no vehicle available in the region where
the content object is requested when the Interest message arrives there, might
often occur, leading to unsatisfied content requests.

5 Efficiently Addressing Source Mobility in Vehicular
Named-Data Networking

In this Section, we describe a possible approach to addressing the problem of
source mobility in VNDN. Our main goal is to simultaneously provide high appli-
cation performance and avoid the weaknesses of the solutions presented in the
previous Section. Particularly we aim to provide a general purpose mechanism
for efficient content delivery in VNDN and at the same time avoid single points of
failure and signaling overhead in the wireless communication medium. We pro-
pose a hybrid mechanism that combines the concepts of Floating Content [16]
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Fig. 3. Floating content Fig. 4. Content replication 2

and the Home Repository [13] as discussed in the previous Section to provide
seamless communication for VNDN content requests and delivery.

Floating Content (FC) [16] is a communication scheme for distributed content
sharing within a certain geographic region (i.e. the Anchor Zone (AZ)), without
the need for infrastructure support. In VNDN, FC might use decentralized in-
network caching and content replication to make content available to vehicles
within the AZ.

Whenever a vehicle possessing a content object leaves the AZ, it might repli-
cate the content object to other vehicles currently within the AZ to maintain the
content stored in the region where it was generated. In this way, after the vehicle
that produced the content object disconnects from the network, the content can
still be requested from the same region and provided by the other vehicles that
received the content through replications from other vehicles that previously left
the AZ.

As illustrated in Fig. 3, vehicle V2 requests a content object C1. The Interest
message is received by vehicle V1 that possesses the content and sends the
corresponding Data message. Later on, as shown in Fig. 4, when vehicle V1
leaves the AZ, it replicates the content object to vehicles V3 and V4 that are
within the AZ. When the same content object is requested by vehicle V5, as
shown in Fig. 5, the content is provided by vehicle V4, which is the content
source closer to vehicle V5.

In FC, a single vehicle caching a content object within the AZ might be
enough to satisfy all content requests for that specific content object, from differ-
ent vehicles. Therefore, to prevent extra overhead in the wireless communication
channel, the number of vehicles that is required to replicate a specific content
object can be tuned according to the density of vehicles within the AZ and the
time interval between consecutive received content replicas.

In scenarios with extremely low vehicle densities, the case where no vehicle
is available within the AZ at a given time, to receive content replicas from
another vehicle leaving the AZ might happen. In such a case, the HR idea can
be combined with FC to increase content availability probability within the AZ.

When applying HR (i.e. a fixed storage point), a vehicle leaving a sparse AZ
might ask an existing HR in the AZ to also store the content object replicated.
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Fig. 5. Content delivery

In this way, the content object can be retrieved from the HR by other con-
tent requester vehicles. When applying this idea, content availability probability
within AZ is not affected by the density of vehicles. The main reason for only
storing content objects in HRs when the density of vehicles is low is to efficiently
manage the storage capacity of HRs and avoid scalability issues.

6 Conclusions

In this work, we investigated the problem of content source mobility in Vehic-
ular Named Data Networking (VNDN). We evaluated through experiments the
effects of source mobility on VNDN application performance and proposed a
new solution to increase content delivery probability based on the concepts of
Floating Content and Home Repository. Our solution intends to eliminate the
weaknesses presented by existing solutions and provide high VNDN application
performance.
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Abstract. Adaptive routing reacts to a varying connected vehicle den-
sity by switching between different routing techniques (e.g. from Instant
routing under high densities to delay-tolerant routing under low densi-
ties). These adaptations take place over large scales of time and space
which makes their simulation challenging computationally. Flow-level
simulators can address such challenges by using the right level of abstrac-
tion. In this paper, we present a flexible and extendable flow-level sim-
ulation environment for adaptive routing protocols in Vehicular Ad-hoc
NETworks (VANETs). We discuss in details the different networking and
mobility modules involved using rigorous mathematical modeling. We
use MATLAB as the language of choice which allows researchers to uti-
lize our environment while harnessing MATLAB’s statistics and machine
learning libraries. Such sophisticated libraries are a critical toolbox for
adaptive routing protocol researchers. To the best of our knowledge, no
such simulator has been publicly accessible so far.

Keywords: Flow-level · Simulation · Adaptation · Routing · VANET

1 Introduction

1.1 Adaptive Routing

Throughout different spaces and times of deployment, VANETs can be at one
of three network states with a varying connected vehicles density as shown in
Fig. 1. In State-1, vehicles can only communicate through the infrastructure. In
State-2, vehicles can communicate through the infrastructure and other scat-
tered vehicles. In State-3, vehicles can use both V2I and V2V communication
efficiently given the small voids between vehicles. Depending on the state, differ-
ent routing techniques would be suitable ranging from Multi-tier routing using
V2I communication to Delay-tolerant routing, Instant routing and others using
V2V communication. Adaptive routing enables switching between these different
routing techniques in response to variations in the connected vehicles density.

Commonly used adaptive routing techniques include: Multi-tier routing,
Instant routing, Delay-tolerant routing, Cluster-based routing, Cross-layer Opti-
mized routing, Terminated routing, Expedited routing, Splitted routing and
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Y. Zhou and T. Kunz (Eds.): AdHocNets 2017, LNICST 223, pp. 94–105, 2018.
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Fig. 1. VANET states

Redundant routing. Multi-tier routing takes place between different network
tiers with different radio access technologies. Delay-tolerant routing over-
comes big voids by storing, carrying and forwarding packets. Instant routing
routes data instantly via optimal paths given a high connected-vehicle density.
Cluster-based routing groups vehicle members around vehicle cluster heads.
Cross-layer optimized routing takes into consideration information coming
from other network layers. Terminated routing terminates packet forwarding
after their Time-To-Live (TTL) period expires or after a certain number of hops
is passed. Expedited routing forwards popular content packets before they are
requested. Splitted routing splits packets between different paths and Redun-
dant routing sends redundant packet copies using the same path or different
paths.

Different adaptive routing protocols implement different sets of routing tech-
niques and different adaptation mechanisms. A famous example is the Spray and
Wait routing protocol proposed in [1]. This protocol adapts between Instant,
Redundant and Delay-tolerant routing techniques. This is done by sending
L message copies to L neighbors in the Spraying phase while simply transmitting
messages directly to the destination in the Waiting phase if the destination has
not yet been reached. Another well-known example is the Mobility-centric Data
Dissemination algorithm for Vehicular networks (MDDV) proposed in [2]. This
protocol adapts between Instant, Delay-tolerant and Terminated routing tech-
niques by allowing vehicles to decide: what to send, when to send and whether
to store or drop messages.

1.2 Flow-Level Simulation

As we can see, adaptive routing protocols allow for successful VANET deploy-
ment throughout different network states by switching between different routing
techniques. However, this wide operational span in terms of both space and
time makes their simulation challenging computationally. Flow-level simulators
can address such challenges by using the right level of abstraction. Contrary to
packet-level simulators, flow-level simulators deal with the data traffic as a flow
inside the network. This approach makes them an efficient tool that gives a quick
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estimation of the network status while acknowledging the fact that it is imprac-
tical to simulate all details. Figure 2 depicts the flow-level simulation model for
buffers where the current status depends on both the incoming and outgoing
rates. We shall discuss this more rigorously using mathematical modeling next
in the paper.

Fig. 2. Flow-level buffer model

1.3 Paper Organization

In Sect. 2, we go through some related work in order to highlight the contri-
butions made afterwards in Sect. 3. Our simulation environment is explained
in details in Sect. 4 including the simulation scenario and modules. Finally, we
present in Sect. 5 some sample results in order to validate this environment.

2 Related Work

Few flow-level simulators have been proposed for high speed networks. In [3],
Venkataramanan et al. propose a flow-model simulator for the internet while
Yan and Gong in [4] propose a time-driven flow-level simulator for high speed
networks in which traffic is treated as fluids inside the network. To the best
of our knowledge, no flow-level simulator has ever been proposed for VANETs
in general and for adaptive routing protocols in specific. Boban and Vinhoza
in [5] focus on modeling vehicle signal obstacles while Kaisser et al. in [6] pro-
pose an enhancement for the well-known packet-level simulator “OPNET” that
allows integration with the mobility simulator “SUMO”. Liu et al. in [7] propose
“VGSim”; an integrated mobility and networking simulation environment for
VANETs also based on packet-level simulation. They claim that their simula-
tor is the first of its kind in terms of integrating both networking and mobility
aspects of VANET simulation. In both [8,9], enhancements are proposed for
packet-level VANET simulators; in [8], an extension for SUMO’s TafficModeller
program has been presented which allows for easy traffic simulation on the net-
work simulator “Veins” using “OpenStreetMaps”. In [9], Naoumov and Gross
propose an enhancement for the packet-level simulator “NS2” based on exploit-
ing signal propagation properties. Conventional simulation platforms such as NS,
OMNET++ or OPNET provide packet-level simulations which, despite the high
accuracy, may struggle with a large number of nodes. Moreover, these platforms
do not provide an integrated mobility and networking platform for VANET sim-
ulation. They are also not as rich as MATLAB in terms of providing efficient
statistics and machine learning toolboxes which we claim to have a high potential
for adaptive routing protocol research.
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3 Contributions

Given the above discussion and as it is shown in the next sections, we believe
that our contributions can be summarized as follows:

– Presenting an efficient and scalable flow-level simulation environment for
adaptive routing protocols in VANETs. This environment is flexible and
extendable in terms of adopting new scenarios and modules. It allows for fair
and valid comparisons between different VANET adaptive routing protocols,

– Providing a rigorous mathematical modeling for the simulation modules,
– Covering both mobility and networking aspects of simulation which makes

our simulation environment self-reliant, and
– Using MATLAB as the language of choice which allows researchers to use our

environment while utilizing MATLAB’s sophisticated statistics and machine
learning libraries. We believe that such libraries are of high importance for
adaptive routing protocol research.

4 Simulation Environment

Although other scenarios and simulator modules can easily be implemented, we
restrict ourselves in this paper, due to space constraints, to the highway simulation
scenario shown in Fig. 3 and the overall simulator structure shown in Fig. 4.

4.1 Scenario

Our simulation runs for a duration ST in steps of �t. A total of NV vehicles in
the set V are distributed uniformly between NL highway lanes. Each lane starts
at Xmin, ends at Xmax and has a width of LW . Each vehicle Vi ∈ V travels
continuously while generating a constant bit rate CBR traffic with a broad-
casting range of VBR. The Road Side Units (RSUs) are IRD apart and located
midway. The cellular access point is also located midway at (APX , APY ). Given
advances in today’s location services, we assume that each vehicle knows about
the positions of: the access point, the RSUs and all neighboring vehicles.

Fig. 3. Simulation scenario
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Fig. 4. Simulator structure

4.2 Simulator Structure

Initialization Module. Initial parameter assumptions are made here including
those related to the overall simulation scenario and other simulator modules as
summarized in Table 1.

Mobility Module. This modules generates vehicle mobility traces given the
initial assumptions of the corresponding parameters mentioned in Table 1. Ini-
tially, {VX1 , ..., VXNV

} are set uniformly randomly between Xmin and Xmax

and {VY1 , ..., VYNV
} fall in the middle of a lane chosen at random. Speeds

{VS1 , ..., VSNV
} are set uniformly randomly between VSmin and VSmax and

accelerations {VA1 , ..., VANV
} are set uniformly randomly between 0 and

MaxV A. Driver behavior parameters {VB1 , ..., VBNV
} are set uniformly ran-

domly between 0 and 1/2. After each �t, VSi
for all vehicles is updated as

follows:

– VSi
(t + �t) = min(VSi

(t) + VAi
, VSmax) if:

• Vi is at least Dismax length units behind the same-lane front vehicle, or
• Vi is at least Dismax length units behind a neighboring-lane front vehicle.

In which case, Vi changes to this lane before accelerating.
– VSi

(t + �t) = max(VSi
(t) − VAi

, VSmin) if:
• Vi is at most Dismin length units behind the same-lane front vehicle

and less than Dismax length units behind both neighboring-lane front
vehicles.

– Otherwise:

VSi
(t + �t) =

⎧
⎪⎨

⎪⎩

VSi
(t), w/prob : 1 − 2 × VBi

min(VSi
(t) + VAi

, VSmax), w/prob : VBi

max(VSi
(t) − VAi

, VSmin), w/prob : VBi
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Table 1. Simulation parameters

ST LW

�t VBR

NL IRD

Xmin APX

Xmax APY

V Smin Dismin

V Smax Dismax

MaxV A

CDcorr VDcorr

SFCM SFV M

SFCSD SFV SD

APFreq V 2VFreq

APBW V 2VBW

PRBBW VP

VA(θ)

APP VAG

APA(θ) VAH

APAG
VCLoss

VCL

NF TND

After updating VSi
, VXi

is updated as follows:
VXi

(t + �t) = VXi
(t) + �t × VSi

(t + �t)
where: VXi

(t + �t) ← VXi
(t + �t) − Xmax if VXi

(t + �t) > Xmax

Connectivity Detection Module. Given the generated mobility traces, this
module produces traces of all vehicle reachable neighbors including other vehicles
and RSUs. These reachable neighbors set traces are needed by the Routing Mod-
ule and the Bandwidth Allocation Module. Given Vi ∈ V located at (VXi

, VYi
),

this module constructs Vi neighbors set VNi
by first excluding Vi and any neigh-

boring Vj located at (VXj
, VYj

) if Vj is located more than VBR length units away
from Vi as follows:

VNi
= V ∪ R − {Vi} − {Vj ∈ V|((VXi

− VXj
)2 + (VYi

− VYj
)2)

1
2 > VBR}



100 K. E. Suleiman and O. Basir

where R is the set of all RSUs. After these exclusions, this module excludes
neighboring Vj from VNi

if there is another Vk obstructing the line of sight
communication between Vj and Vi as follows:

VNi
← VNi

− {Vk ∈ V|
(((VXi

− VXk
)2 + (VYi

− VYk
)2)

1
2 < ((VXi

− VXj
)2 + (VYi

− VYj
)2)

1
2 )

∧ (|(VXi
− VXk

)|/|(VYi
− VYk

)| = |(VXi
− VXj

)|/|(VYi
− VYj

)|)
∧ sgn(VXi

− VXk
) = sgn(VXi

− VXj
) ∧ sgn(VYi

− VYk
) = sgn(VYi

− VYj
)}

The same type of exclusions applies between Vi and any Rw ∈ R.

Shadow Fading Maps Module. Using the same method adopted by [10],
this module computes the correlated shadow fading map values SFC given the
initial parameter assumptions mentioned in Table 1. It starts by computing the
uncorrelated values SFU for both cellular and vehicular networks as follows:

10 × log10(SFU ) = SFM + SFSD × randn

where SFM and SFSD are the corresponding shadow fading mean and standard
deviation in dBs, respectively and “randn” represents a normally-distributed
random number. The map sizes are given by: [Xmax−Xmin

CDcorr
] × [ APY

CDcorr
] for the

cellular network and [Xmax−Xmin

VDcorr
] × [ APY

VDcorr
] for the vehicular network.

Given the distances Xpos and Y pos and the four SFU values shown in Fig. 5,
this module computes SFC at (X,Y ) as follows:

SFC(X,Y ) = (1 − Xpos

Dcorr
)

1
2 (SFU,0(

Y pos

Dcorr
)

1
2 + SFU,3(1 − Y pos

Dcorr
)

1
2 )

+ (
Xpos

Dcorr
)

1
2 (SFU,1(

Y pos

Dcorr
)

1
2 + SFU,2(1 − Y pos

Dcorr
)

1
2 )

this applies for both cellular and vehicular networks where Dcorr represents the
corresponding decorrelation distance (i.e. CDcorr or VDcorr).

Traffic Generation Module. Given the vehicle buffers VBuffi,i
(t = 0) =

0∀Vi ∈ V, this module generates the incoming flow rate represented by CBR
for each vehicle Vi as follows, where VBuffi,i

is the Vi data stored at Vi buffer:
VBuffi,i

(t + �t) = VBuffi,i
(t) + CBR × �t.

Routing Module. Given VBuffi,i
and VNi

of each vehicle, this module for-
wards data according to the implemented routing protocol.

Bandwidth Allocation Module. Given the routing decisions made, this mod-
ule divides bandwidth between the contending vehicles. This is shown throughout
the next Data Rate Computation Module.
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Fig. 5. Shadow fading map computation (reproduced from [4])

Data Rate Computation Module. Given the bandwidth allocations, all vehi-
cles and access point locations, SFC values of both cellular and vehicular net-
works and the initial assumptions of the corresponding parameters mentioned
in Table 1, this module computes data rates and then updates vehicle buffers
accordingly. For the cellular network, we adopt the OFDM access scheme, the
LTE path loss model proposed by [11] and Shannon’s capacity formula. For the
vehicular network, we adopt the same assumptions except for using the path loss
model proposed by [12] instead. Starting with the cellular network, this module
allocates the bandwidth VBWi

to each Vi and computes the thermal noise VNi

as follows:

VBWi
= �APBW /(NV × PRBBW )	 × PRBBW

10 × log10(VNi
) = TND + 10 × log10(VBWi

) + NF

The distance Disi,AP between Vi and the access point is computed followed by
computing the signal path loss VPLi

as follows:

Disi,AP = ((VXi
− APX)2 + (VYi

− APY )2)
1
2

VPLi
= 128.1 + 37.6 × log10(Disi,AP ) − 37.6 × log10(1000) + SFC(APX , APY )

The signal strength VSi
is computed afterwards in order to compute the cellular

network data rate VCDRi
representing the outgoing flow rate and then update

vehicle buffer statuses as follows:

10 × log10(VSi
) = V P + VAG + VA(θ) + APAG − VCL × VCLoss + APA(θ) − VPLi

VCDRi
= VBWi

× log2(1 + VSi
/V Ni

)
VBuffi,i

(t + �t) = max(VBuffi,i
(t) − VCDRi

, 0)

For the vehicular network, the thermal noise for each Vi and the dis-
tance Disi,j between Vi and Vj are computed as follows:

10 × log10(VNi
) = TND + 10 × log10(V 2VBW /|VPPi

|) + NF

Disi,j = ((V Xi
− VXj

)2 + (V Yi
− VYj

)2)
1
2
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where VPPi
is the set of vehicle data paths passing through Vi. Before computing

the signal path loss VPLi,j
between Vi and Vj , the breaking point distance BPD

is computed using the parameters V 2VFreq, VAH and Vλ as follows:

Vλ = (3 × 108)/V 2VFreq

BPD = (4 × V 2
AH − V 2

λ /4)/Vλ

VPLi,j
=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

58.7 + 1.66 × 10 × log10(Disi,j) + SFC(VXj
, VYj

),
if Disi,j < BPD

58.7 + 1.66 × 10 × log10(BPD/10) + SFC(VXj
, VYj

)
+2.88 × 10 × log10(Disi,j/BPD),
if Disi,j ≥ BPD

Using VPLi,j
and knowing VPPi

, the signal strength VSi,j
at Vj received from Vi

is computed using the formula:

10 × log10(VSi,j
) =

VP − 10 × log10(|VPPi
|) − VPLi,j

+ 2 × (VAG + VA(θ) − VCL × VCLoss)

The outgoing flow rate represented by the vehicular network data rate VV DRi

is computed afterwards and before updating Vi data at both Vi and Vj buffer
statuses as follows:

VV DRi
= V 2VBW /|VPPi

| × log2(1 + VSi,j
/VNi

)
VBuffj,i

(t + �t) = VBuffj,i
(t) + min(VV DRi

, VBuffi,i
(t))

VBuffi,i
(t + �t) = max(VBuffi,i

(t) − VV DRi
, 0)

With an intermediate vehicle Vk in the data path, we have:

VV DRi
= min(VV DRi

(EVi,Vk
) + VV DRi

(EVk,Vj
))

VBuffj,i
(t + �t) = VBuffj,i

(t) + min(VV DRi
, VBuffk,i

(t))
VBuffk,i

(t + �t) = max(VBuffk,i
(t) − VV DRi

, 0)

where EVi,Vk
is the data path edge between Vi and Vk.

Results Extraction Module. This module extracts final results in the form
of traces and plots. These traces and plots can be accustomed to collect specific
information throughout simulation.

5 Sample Results

As a proof-of-concept and in order to validate our flow-level simulation envi-
ronment, we simulate a representative adaptive routing protocol and compare
its performance to that of its individual routing techniques, namely: Multi-tier,
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Algorithm 1. Representative adaptive routing protocol

1. while Vi is ON do
2. Route VBuffi,i using Multi-tier routing ;
3. if (VBuffi,i > VCDRi) then
4. if (VPathi �= Ø) then
5. Route (VBuffi,i − VCDRi) using Instant routing ;
6. else
7. if Time ≤ Monitoring Period then
8. Compute P (VPathi �= Ø);
9. Route (VBuffi,i − VCDRi) using Delay-tolerant routing ;

10. else
11. if P (VPathi �= Ø) < α then
12. Route (VBuffi,i − VCDRi) using Delay-tolerant routing ;
13. end if
14. end if
15. end if
16. end if
17. Route (VBuffi,j > 0 ∀Vj) using Delay-tolerant routing ;
18. end while

Instant and Delay-tolerant routing. Algorithm 1 shows the pseudocode of this
protocol while leaving the technical details of its individual routing techniques
for future work due to space constraints.

Using our adaptive routing protocol, each vehicle forwards its data using
Multi-tier routing. If there is still data remaining (VBuffi.i

> VCDRi
), then

the protocol routes this data using Instant routing if there is an instant path
(VPathi

�= Ø) or using Delay-tolerant routing if there isn’t and the probability of
finding one is less than a threshold (α = 1

3 ) once the “Monitoring Period” has
passed. The “Monitoring Period” is the period during which P (VPathi

�= Ø)
is monitored/computed while relying on Delay-tolerant routing if: (VBuffi.i

>
VCDRi

)∧ (VPathi
= Ø). This condition is implemented in order to avoid a more

congested delay-tolerant path while waiting for a less congested instant path
estimated to come shortly with (P (VPathi

�= Ø) ≥ α). In all cases, any
(VBuffi,j > 0) is always routed using Delay-tolerant routing. Results in Fig. 6a
to c validate our simulation environment by meeting our intuitions as follows:

– Multi-tier routing provides a declining data rate due to the increasing con-
gestion occurring at the access point,

– Instant routing provides a growing data rate due to the higher probability of
finding instant paths as the number of vehicles increases. The slight contention
level increase is due to the growing path competition,

– Delay-tolerant routing starts with a fast growing data rate that quickly strug-
gles under the pressure of more vehicles. This is due to the fact that the delay-
tolerance exhibited allows for communications under low vehicle density while
incurring the cost of a quickly rising contention level that jeopardizes even-
tually the data rate,
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Fig. 6. Adaptive routing performance against its individual routing techniques

– Our adaptive routing protocol utilizes initially Multi-tier routing. Then, it
finds delay-tolerant paths by switching to Delay-tolerant routing. However,
it switches afterwards to Instant routing as the contention level rises after
exceeding 12 vehicles. After 12 vehicles, the probability of finding an instant
path surpasses the threshold (α = 1

3 ) which we set as acceptable given the
benefit of avoiding high contention levels under Delay-tolerant routing.

6 Conclusions and Future Work

Adaptive routing protocols allow for successful VANET deployment by switch-
ing between different routing techniques. However, their operational span makes
their simulation computationally demanding. Flow-level simulators offer the
right level of abstraction in order to overcome such computational challenges.

In this paper, we have presented a flow-level simulation environment for
adaptive routing in VANETs with its different modules explained using rigorous
mathematical modeling. These modules include both VANET networking and
mobility aspects which makes our environment self-reliant. MATLAB has been
chosen in order to allow researchers in the field to utilize our environment while
harnessing the rich MATLAB statistics and machine learning libraries needed
for adaptive routing research. In order to validate our environment, we have
evaluated the performance of a representative adaptive routing protocol against
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its individual routing techniques. Results confirm our intuitions and show the
adaptations made. In the future, we plan to extend our environment in order
to simulate and develop adaptive routing techniques which utilize MATLAB’s
statistics and machine learning libraries. Finally, plans are underway to make
our environment publicly accessible online.
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Abstract. Vehicular Ad-Hoc NETworks (VANETs) are unique form of
Mobile Ad-Hoc NETworks (MANETs), where the nodes act as vehicles
moving with relatively high mobility, and moving in a predefined routes.
The mobility in VANETs causes high topology changes and in turn leads
to excessive control overhead and frequent link communication failures.
Traditionally, clustering techniques have been used as the main solution
to reduce the control overhead messages in VANET, in which the net-
work is divided into multiple clusters and selecting one of the Cluster
Members (CMs) as a Cluster Head (CH). Still, a problem occurs when
the control overhead messages increase due to periodically forwarding of
CM HELLO (CMHELLO) messages between the CMs and the CH, and
when the CH periodically broadcasts an CH advertisement (CHADS)
messages to declare itself to the CMs. In this paper, we propose a Con-
trol Overhead Reduction Algorithm (CORA) which aims to reduce the
control overhead messages in a clustered topology. Therefore, we develop
a new mechanism for calculating the optimal period for updating or for-
warding the CMHELLO messages between the CMs and the CH. Finally,
we evaluate the performance of our proposed work by comparing with
other recent researches that published in this field. Based on the simula-
tion results, the CORA algorithm significantly reduces the CMHELLO
messages, where it generates the minimum percentage of CMHELLO
messages compared with other techniques proposed on this field.

Keywords: CH · CM · CMHELLO · CHADS · VANET
MANET · CORA

1 Introduction

Vehicular Ad Hoc NETwork (VANET) is a derived form of self-organized Mobile
Ad Hoc NETwork (MANET). In VANET, vehicles are equipped with an On-
Board Units (OBUs) that can communicate with each other (V2V communica-
tions), or/and with stationary road infrastructure units (V2I) that are installed
along the roads. VANETs have several characteristics that makes it different
from MANETs; such as high node mobility, predictable and restricted mobility
patterns, rapid network topology change, and long battery life.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Y. Zhou and T. Kunz (Eds.): AdHocNets 2017, LNICST 223, pp. 106–115, 2018.
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The Cluster-Based Routing (CBR) protocol combines the features of both
proactive [1] and reactive [2] routing protocol. The nodes in the clustered net-
work are grouped together in a particular area called clusters. CBR protocols
are widely used to improve the scalability of VANET environment and to reduce
the control overhead message. Although the clustering techniques are minimizing
the routing control overhead, clustering management and frequent CH elections
increase the clustered control overhead. The clustered control overhead mes-
sages are produced by forwarding or broadcasting of control messages between
the CMs and the CH, and these massages are classified into CMHELLO messages
and CHADS messages, respectively. When the generated control overhead mes-
sages are increasing in a cluster topology, then the available bandwidth resources
are decreasing. The main objectives of this paper is minimizing the number of
generated clustered control overhead messages in a cluster-based VANET topol-
ogy. Therefore, we propose a Control Overhead Reduction Algorithm (CORA)
that optimizes the updating or forwarding period of CMHELLO messages in a
clustered-based topology.

This paper is outlined as follows; in Sect. 2, we present a literature review that
related to control overhead reduction techniques in clustered topology. Section 3
presents the CORA algorithm in a clustered highway scenario. Section 4 shows
the simulation, results and analysis. Finally, Sect. 5 concludes this article, respec-
tively.

2 State of Arts

Control overhead reduction techniques are an important and interesting subject
in many of recent researches. The main objective of minimizing the control over-
head messages is improving the network efficiency by producing more bandwidth
resources for data transmission.

VANETs are an autonomous systems formed by connected vehicles without
the need for any infrastructure. Routing in VANET is a significant challenge due
to the nature of fast topology changes. The high mobility in VANET forces the
vehicles to periodically exchanging of control overhead message. Therefore, the
excessive amount of control overhead messages yield to consume high amount of
available bandwidth resources.

The main solution to reduce the control overhead messages is to use the
clustering technique, the concept of clustering means to transform the big net-
work into small grouped networks called clusters. In each cluster, one of cluster
members (CMs) should be elected to be responsible for all local cluster commu-
nication, and its called Cluster Head (CH). This process will significantly reduce
the control overhead because restricts the communication between each CM and
CH instead of exchanging the control overhead messages between all the CMs in
the cluster. Many researches proposed several algorithms of selecting the CH in
each cluster based on specific parameters, such as: vehicle ID, vehicle location,
vehicle speed, vehicle direction, and vehicle LT. The process of electing CH is
out of scope in this paper. In general, dividing the network into multiple clusters
reduces the communication overhead and improves the network efficiency.
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In the cluster, CMs and CH should periodically exchange the control over-
head messages. The CMHELLO message is one of important control overhead
messages that used to define the vehicle identity and location in VANET net-
work. The number of control overhead messages in the cluster is in proportion
to the number of CMs. Many techniques are proposed in the literature to reduce
the number of CMHELLO messages as follows:

Tao et al. [3] proposed a Cluster-Based Directional Routing Protocol
(CBDRP) for highway scenario. The CMs exchange the control overhead packets
that contain the location of the cluster, location of vehicle, and the velocity of
the vehicle. A CH distributed algorithm is used to select one CH among CMs, the
selected CH has full information about its CMs. CBDRP concentrates to reduce
the routing overhead packet from source to destination, without considering the
control overhead packets that produced by the CMs in each cluster.

Pedro et al. [4] proposed a Beacon-less Routing Algorithm for Vehicular Envi-
ronment (BRAVE), the proposed protocol objects to reduce the control overhead
messages in a broadcast approaches. In BRAVE, the next forwarder vehicle is
reactively selected among those neighbors that have successfully received the
messages. The drawback of BRAVE protocol that each vehicle participates in
the routing protocol still required to exchange a beacon message among them.
In the simulation setting, BRAVE sets the exchanging time of the beacon mes-
sage to 2 s to keep monitoring the vehicles location. In general, reactive routing
protocol reduce the control overhead messages compared with proactive routing
protocol, however it still suffering of high control overhead compared with CBR
protocols.

Dan et al. [5] proposed a MOving-ZOne-based (MoZo) architecture, MoZo
consist of multiple moving zones that group vehicles based on the movement
similarity. The selected CH is responsible for managing information about CMs
as well as the forwarding packets. The control overhead updating period for the
CMs in MoZo architecture is varied between the changing of moving function of
5 m/s or 4 s. In [6], a periodically live message is broadcasted by every node for
announcement of it’s existence in the cluster. Also, this paper does not consider
the live message size and the period of updating these messages in its evaluation.

In the literature, the authors do not provide any guidelines to exploit the
cluster resources. Though the main properties of any clustering algorithm are
high CMHELLO message and CHADS messages. In addition, most of the liter-
ature ignoring the control overhead message size. To the best of our knowledge
there are no researches that investigated to reduce the control overhead message
by optimizing the control overhead exchanging period time for the CMs and CH.
Therefore, in this paper we propose a Control Overhead Reduction Algorithm
(CORA) that optimizes the updating period of CMHELLO messages in each
cluster.

3 Control Overhead Reduction Algorithm

In VANET, the CBR protocols do not require that every vehicle knows the entire
topology information. Only the selected CH vehicles require to know the topology
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information and other CMs only require to periodically exchange their informa-
tion with the CH via CMHELLO messages. CMHELLO message is one kind of
the control overhead messages that we discuss in this paper. The CMHELLO
messages inform the CH about CM identity and it could combine other param-
eters; such as current location, direction, velocity, and life time. The increasing
size of CMHELLO messages consider an important issue that degrade the perfor-
mance of any mobile and limited resources networks. Furthermore, the frequently
exchanging of CMHELLO message negatively impact the network performance.
Therefore, in this section we propose a new algorithm that reduces the number
of control overhead messages, which called CORA algorithm. CORA is based
on the assumption that each vehicle in the VANET environment can know its
current location and cluster ID by using a digital map and Global Positioning
System (GPS). Also we used Cluster-Based Life-Time Routing (CBLTR) proto-
col [7], which outperforms many other cluster protocols in terms of increasing the
average throughput and stability in clustered network. The CBLTR [7] protocol
selects the CH based on maximum LT among the CMs and the CH maintains
it’s status as CH until arrives to a predefined threshold point. Therefore, the
CBLTR protocol significantly reduced the CH election processes.

In general, each vehicle must be defined as CM or CH at any time. Algorithm 1
explains the CORA algorithm as follows; initially, each vehicle enters any cluster
coordination zone sets its status as CM by default (lines 2 and 3). Then, it waits
for τ second (line 4), if it does not receive any message, it changes its status to CH
and starts periodically (every τ second) forwarding CHADS message (lines 10 and
11), this message consists of CH identification information and the remaining LT
that the CH predict to spend in the cluster zone. Otherwise, it stays as CM and
replies with only one CMHELLO message which consists of the CM identification
and the remaining LT that the CM predict to spend in the cluster zone (lines 5–8).
The remaining LT is varied among vehicle due to the velocity variation. The objec-
tive of periodically exchanging CHADS message is to inform newly-arrived CMs
that an active CH exist. When the CH receives all replies from the CMs within its

Algorithm 1. CORA PROTOCOL
1: for t = 1 to end of simulation time do
2: if any vehicle enters the cluster Zone then
3: vehiclestaus = CM
4: wait τ sec
5: if CM receives CH ads message then
6: reply to CH by CMHELLO message
7: Containes < CMID, CMLT >
8: else
9: vehicle staus = CH
10: every τ sec send CH ads message
11: end if
12: end if
13: end for
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associated LT, the CH is capable to calculate the candidate CH (CCH) before leav-
ing the cluster.Therefore, theCMsdonot require toperiodically update their infor-
mation with the CH while the CHLT is not expired. In other word, the CMHELLO
messages that produced by the CMs are proportional to the number of CH changes
instead of specific period of time. Thus, that yields to significantly minimize the
control overhead messages in each cluster.

To calculate the number of CHADS message within the simulation time, first
we divide the elected CH remaining LT time by the period of exchanging time
τ (τ is a constant value), as in Eq. 1:

AdsCHijk =
CHLTijk

τ
(1)

where:
AdsCHijk: Total number of CHADS messages produced from CH with ID i

in cluster j in segment ID k.
CHLTijk: The remaining LT for CH with ID i in cluster j in segment ID k.
τ : The periodic exchanging time for CHADS message. Next, we calculate

the overall CHADS messages for all elected CHs in the same cluster within the
simulation time, as in Eq. 2:

TotalAdsclusjk =
x∑

i=1

AdsCHijk, 0 < TotalAdsclusjk < simulationtime (2)

where:
TotalAdsclusjk: The number of CHADS message produced from CHs in

cluster ID j in segment ID k.
To calculate the total CHADS messages that generated in a segment with

multi-cluster, we do the summation for the number of CHADS messages for each
cluster, as follow:

TotalCHAdsk =
y∑

j=1

TotalAdsclusjk =
y∑

j=1

x∑

i=1

CHLTijk

τ
(3)

where:
TotalCHAdsk: The number of CHADS message produced by CHs in segment

ID k.
y: Total number of clusters within the segment.
Since τ is constant value, then the number of CHADS messages that produced

by the CH are proportional to the CHLT value in each cluster.
In Fig. 1, the CH forwards CHADS messages every τ seconds to all of its CMs

until its LT expires. Each selected CH should periodically forward an CHADS
messages to announce itself in the cluster zone. The vehicles A, B, C, and D are
CMs that receive CHADS from the CH while its LT time does not expire.
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On the other hand, when any vehicle enters the cluster zone, its default status
is CM. It should exchange the CMHELLO message with the CH. So, in this
paper the main contribution is to minimize the number of CMHELLO messages
by taking into consideration CHLT. When any vehicle enters the cluster zone,
it sends a CMHELLO message to the CH (if it receives the CHADS after τ
second). In this case we have two scenarios; if the CMLT is greater than CHLT,
then the number of CMHELLO message equals to the number of CH changes
within the CMLT plus two (the mandatory two CMHELLO messages when the
CM enters the cluster and before leaves the cluster), otherwise; the CM generates
the CMHELLO message only two times; that is when it enters the cluster and
before leaves the cluster. Figure 2 explains a scenario of CM CMHELLO message;
first, when vehicles enter the cluster zone (as vehicle B), then it should send
CMHELLO message, and when the vehicle leaves the cluster zone, then it sends
another CMHELLO message (as vehicle C), whereas the vehicles (vehicle A and
D) that already in the cluster zone and within the CHLT do not require to
send any CMHELLO message. Figure 3 explains another scenario when the CH
(Old CH) arrives to the threshold point (the point that the current CH should
select another CH), the old CH sends an CHADS message informing the CMs
for the new CH, in the meantime; all the CMs (vehicle A and D) should send
the CMHELLO message to the new CH.

The following Equation describes mathematically the two scenarios in Figs. 2
and 3:

NumCMijk =

{
numCHijk + 2, if CMLTijk > CHLTjk

2, if CMLTijk ≤ CHLTjk

(4)

where:
NumCMijk: The number of CMHELLO message produced by CM with ID

i in cluster ID j in segment ID k.
numCHijk: The number of CH changes within CMLTijk.
CMLTijk: The remaining LT for CM i in cluster ID j in segment k.
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We can mathematically formulate the total of CMHELLO messages for a
specific cluster by following expression:

TotalHELLOk =
y∑

j=1

NumCMijk (5)

where:
TotalHELLOk: The total number of CMHELLO messages produced from

CMs in cluster k.
y: Total number of CM in the cluster ID k.
Also, we can mathematically formulate the total of CMHELLO messages for

specific pre-divided cluster segment as the following Equation:

TotalCMHELLOm =
p∑

j=1

TotalHELLOj (6)

where:
TotalCMHELLOm: The total number of CMHELLO message produced

from CMs in segment ID m.
p: Total number of clusters in the segment ID m.
Finally, the total control overhead messages within the simulation time equal

the summation of CMHELLO messages that produced from the CMs and the
periodically CHADS messages that produced by the CHs. As the following
Equation:

TotalAdsmessagek = TotalCMHELLOk + TotalCHAdsk (7)

4 Simulation, Results, and Analysis

By using the SUMO version 0.28.0 traffic generator and Matlab version R2016b,
we implement and evaluate our proposed protocol. In Table 1, we present the
simulation parameter we used to evaluate the performance of our proposed work.

We first implemented a bidirectional highway scenario with length 10000 m,
then we divided the highway to fixed sizes of clusters of length 250 m each. The
vehicles enters the highway scenario in fixed rate which equals 1 vehicle/sec,
when any vehicle arrives any end of the highway, it makes a U turn and drives
back in the opposite direction. The SUMO traffic generator keeps safety distance
between the vehicles, and the distance distribution between the vehicle follow
an exponential distribution. All the vehicles remain in the highway until the end
of the simulation. The simulation starts to gather the results after all vehicle
entering the Highway scenario.

Based on Eq. 6, we calculate the number of CMHELLO messages in each clus-
ter, we assumed here that the vehicles use the same architecture of CMHELLO
message in terms of size. In Fig. 4, we compare our results with three other
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Table 1. Simulation parameters

Parameter Value

Simulation time 500 s

Topology type Highway

Number of cluster 40

Number of vehicles in
each direction

200

Vehicles arrival rate 1 vehicle/sec

Communication range 250

Vehicle range speed (10–60) kmph

CH protocol used CBLTR

Table 2. The mean and percentage
of HELLO messages generated by
the CMs

Protocol Mean Percentage

Name of HELLO

messages

CORA 215.25 2.5%

MoZo 1215.8 13.9%

BRAVE 2431.6 27.8%

CBDRP 4863.3 55.8%

protocols that mentioned in the literature; CBDRP, BRAVE, and MoZo pro-
tocols. In CBDRP protocol, the CMs in each cluster are updated vary quickly,
and this yields to produce high CMHELLO messages. In BRAVE protocol, the
CMHELLO interval is 2 s. In MoZo protocol, the authors assume that the vehi-
cles need to send CMHELLO updates messages when they deviate from their
defined original moving function more than 5 m/s or the time from the last
update which equals to 4 s. CORA outperforms all previous protocols in terms
of the number of CMHELLO messages that generated in each cluster within
a period of time. The CORA protocol minimizes the number of CMHELLO
messages due to avoid periodically exchanging of CMHELLO message, CORA
propagate the CMHELLO messages in three scenarios; which are: when the CM
enters the cluster zine, second; when the CM leave the cluster zone, and when
new CH announces about itself. In general, CORA calculate the optimal number
of CMHELLO messages in each cluster.

In Table 2, we present a numerical results to validate the performance of
the CORA protocol. Column 2 calculates the average number of CMHELLO
messages that generated within the simulation time by CORA, MoZo, BRAVE,
and CBDRP protocols. Column 3 calculates the percentage number of HELLO
messages that generated by the CMs, the percentage is calculated by dividing
the average number of CMHELLO messages that generated by any algorithm to
the overall CMHELLO messages that generated by all algorithms. The CORA
algorithm significantly reduces the CMHELLO messages, where it generates the
minimum percentage of CMHELLO messages, which is equal to 2.5%, and the
main reason of that returns to forward the CMHELLO messages only in three
scenarios that we explained in the previous section. In contrast, MoZo, BRAVE,
and CBDRP algorithms, show high number of CMHELLO messages, and the
reason of that because all of these protocols forward periodically the CMHELLO
messages.

We evaluate the performance of CORA algorithm in terms of the total num-
ber of control overhead messages. Based in Eq. 7, the total of number of control
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Fig. 5. CORA vs traditional CBR protocol

messages are the summation of all messages that forwarded by the CMs and
broadcasted by the CHs in a specific period of time. In Fig. 5, we present the
total number of control overhead for the CORA algorithm and another tradi-
tional CBR protocol (such as CBDRP). As shown in Fig. 5a, in traditional CBR
protocol all the vehicles in the clusters should forwards or broadcasts the con-
trol overhead messages periodically and depending mainly on time. Therefore,
an excessive amount of generated control overhead messages are produced in
a traditional CBR protocols. In contrast, Fig. 5b shows that CORA algorithm
achieves a significant reducing of CMHELLO messages, and the reason of that
because the CM only forward CMHELLO messages only in three cases; when
the CMs enters or leaves the cluster zone or CH election process notification
received. In other words, the CMs mainly depend on the location to forwards
the CMHELLO message rather than the times.

5 Conclusion

In this paper, we propose a Control Overhead Reduction Algorithm (CORA),
which aims to reduce the number of CMHELLO messages that generated by
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the CMs in the clusters, a new mechanism for calculating the optimal period
for updating or exchanging CMHELLO messages is proposed. CORA propagate
the CMHELLO messages in three scenarios: when the CM enters the cluster
zone, second; when the CM leave the cluster zone, and when new CH elected.
Based in the simulation results, CORA significantly minimized the number of
CMHELLO message in each cluster and in any segment in general.
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Abstract. Dynamic networks such as airborne networks are character-
ized by fast changing topologies. Such networks require efficient strategies
for estimating performance measures towards mission-specific objectives.
Performance measures defined over a network will help choose optimal
routes for information sharing between a pair of nodes.

This article presents a model and approach to estimate the perfor-
mance of a dynamic network. First, it introduces goodness measures at
three levels of hierarchy - link, path, and network, in terms of primitive
metrics such as reliability, throughput, and latency. Second, it presents a
strategy to estimate these goodness measures. The strategy is illustrated
by applying it to find an optimal path between a pair of nodes in a net-
work. Results presented on five benchmark networks illustrate the value
of the proposed model.

Keywords: Aerial network · Adhoc network · Reliability
Throughput · Latency · Goodness measures · Configuration graph

1 Introduction

Often times, there is a need to find a reliable route between a pair of nodes in a
network. At other times, it may be necessary to find a suitable node in a network
to host a service, such as a controller in a software-defined network (SDN). Many
solutions exist for finding optimal routes in wired networks as well as for wireless
networks. However, finding optimal routes in extreme dynamic networks such
as airborne networks is challenging and requires new strategies and solutions.
Furthermore, in many practical scenarios, there may be multiple criteria for
choosing an optimal route between a pair of nodes such as based on the shortest
distance, reliability or security. At other times, it may be a combination of several
metrics which define a suitable route for sharing information between a pair of
nodes. Thus, there is a need for developing a framework and strategy for finding
the best routes given performance metrics of interest in mission-critical dynamic
networks.

This paper presents the results of our investigation into a hierarchical frame-
work for evaluating goodness measures at various levels in a dynamic network.
We define a goodness metric as a function of several primitive parameters in a
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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hierarchical manner. This hierarchical model allows one to answer questions such
as the following: which network topology makes the network the most efficient
in terms of a set of given measures? Which routes are critical? Which routes
are more reliable? Which mobility patterns make the network maintain connec-
tivity and performance? Which topology maximizes the longest surviving path
between two nodes? In which topology one link failure has minimal effect on
the network performance? Which nodes have maximum impact on the network
performance? How can the criticality of routes and their impact be minimized?
The model is independent of any specific metrics and it is suitable for many
types of networks. However, in this paper, we consider an aerial network as a
specific scenario where the model could be applied to illustrate its application.

The rest of this paper is organized as follows. Section 2 provides a brief survey
of related literature. Section 3 presents a general description of an aerial network.
Section 4 defines metrics to measure the performance of an aerial network in
terms of reliability, throughput, and latency. Section 5 defines goodness measures
at three levels of hierarchy - link, path, and network. An algorithm based on
goodness measures for generating optimal paths from source node to all other
nodes in the network is presented. The implementation of the proposed strategies
on benchmark graphs is discussed in Sect. 5.2. Section 6 concludes the paper with
a summary.

2 Literature Survey

There is significant literature in the area of modeling and analysis of net-
works including wireless networks, wireless sensor networks, ad hoc networks,
and vehicular networks among others. However, in the domain of extremely
dynamic networks such as airborne networks, performance modeling is mostly
done through simulations and to a certain extent through experimental analysis.
Our work shares some commonalities with disruption-tolerant networks, wireless
sensor networks and airborne networks. Concepts gathered from the literature
in these three domains are briefly discussed below.

Evaluation of network resilience, survivability, and disruption tolerance in
networks is analyzed in [1,2]. The authors describe a comprehensive methodology
to evaluate network resilience using a combination of topology generation, math-
ematical analysis, simulations and experimental evaluation techniques with the
goal of improving the resilience and survivability of a network. In [3], multilevel
resilience of networks is investigated in terms of redundancy for fault-tolerance,
diversity for survivability and connectivity for disruption tolerance.

A shortest path tree-based algorithm for relay placement in a wireless sensor
network and its performance analysis is presented in [4]. The authors investigate
the problem of designing a multihop wireless network for interconnecting sensors
to a base station by deploying a minimum number of relay nodes at a subset of
given potential locations while meeting the hop-count constraints.

A position-aware, secure and efficient routing strategy for airborne mesh net-
works is investigated in [5]. Cognitive radio technology is investigated as a means
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for communication and networking among unmanned aerial vehicles is investi-
gated in [6]. The authors discuss the challenges associated with the integration
of unmanned aerial vehicles and cognitive radio technology. An analysis of topol-
ogy algorithms for commercial airborne networks is presented in [7]. The authors
present an airborne network architecture based on free-space optical communica-
tions links that form a high-bandwidth mesh network. Evaluation of a multihop
airborne IP network with heterogeneous radio technologies is presented in [8].
The authors discuss performance of link, radio-to-router interface, and multihop
network they simulated using open source platforms.

There is also significant amount of research present in the literature on the
trade-offs among the primitive measures such as throughput, reliability, and
latency that are discussed in our work. A model to balance the relationship
between throughput and latency for a multihop communication link is pre-
sented in [9]. Throughput, delay and reliability trade-offs are investigated in [10].
Their results suggest that single hop transmissions are optimal for maximizing
the lower bound on the transmission capacity in the sparse network regime. A
quality-of-service profile based on throughput, delay and reliability trade-offs in
body area sensor networks is presented in [11]. This analysis is intended for time
critical bio-medical applications. Throughput, delay and reliability trade-offs in
multihop networks with random access are investigated in [12]. The authors char-
acterized the trade-offs between the achievable throughput, end-to-end delay and
reliability in wireless networks with random access.

The research discussed in our paper provides a generic framework for per-
formance modeling and analysis of extremely dynamic networks. We present a
novel algorithm to discover an optimal route between any two nodes in a network
given a performance criteria represented by an arbitrary function. The algorithm
is demonstrated to converge rapidly. This algorithm could be used to generate
network routing tables in a centralized controller such as it would be in Software
Defined Networking (SDN) paradigm.

3 Aerial Network

An aerial network is formed by aircraft deployed for a specific mission. The
network may include manned and unmanned aircraft systems (UASs), ground
vehicles, control stations and services, as illustrated in Fig. 1. In an aerial network
nodes may travel at high speeds with range extending to hundreds of miles and
with network topology constantly changing.

Successful deployment of aerial networks requires comprehensive modeling
and simulation beforehand. Modeling and simulation of airborne networks, in
turn, requires models of airborne vehicles, antenna propagation patterns, mobil-
ity models, terrain models, and weather patterns. Deployment of successful aerial
networks also requires the implementation of information assurance strategies
and their integration with network management and planning tools. An aerial
network with its dynamic topology can best be represented as a random graph.
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Fig. 1. An illustration of airborne network consisting of terrestrial, satellite, and RF
links to connect to control stations on the ground and to other airplanes.

4 Aerial Network as a Random Graph

This section outlines the mathematical preliminaries of random graphs. We con-
sider networks with two terminals: a source (s) node and a destination (t) node
and follow the notation used in [13]. Let G= (V , E, P ) represent a probabilistic
graph with a set of nodes vi ∈ V , a set of edges eij ∈ E, and a link failure
probability matrix pij ∈ P . Let Gst(V,Est,Pst) represent an overlay graph con-
taining a path from s to t with its associated set of edges and probabilities (Est,
Pst). An overlay graph is created during the route discovery process (RDP); a
process followed by a source node to find its destination node. Although either
nodes or links may fail in a network, the scope of this analysis is limited to net-
works with link failures only, i.e., nodes are assumed to be failure-free. An edge
eij represents a link connecting two adjacent nodes vi and vj . A path between
two nodes vi and vj which is not adjacent to each other in G is defined as a
sequence of distinct links connecting the two nodes. Information flows from one
node to another as long as there is a path connecting the two nodes. A ‘(s − t)’
cut divides the set of vertices V in the graph Gst(V,Est,Pst) into two disjoint
subsets S and T such that s ∈ S and t ∈ T . Cst(i) represents a cut-set indexed
by i in the overlay graph connecting the two nodes s and t (Table 1).

4.1 Reliability Analysis

This section outlines the concept of reliability in the context of an aerial network.
It provides an approach to estimate the reliability of a link between a pair of
nodes, a path between any source and destination nodes and the reliability of
the entire network.

A link failure in a dynamic network could be due to link attributes such as
mobility and orientation of a node. For example, a link failure may be temporary
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Table 1. Terminology and notation used to represent a graph [13].

G(V, E, P) A network with the set of nodes V, set of
links E and link failure probability matrix P

s A source node in the network G

t A destination node in the network G

S The set of all source nodes

T The set of all destination nodes

NS A set of network states

NSi Network state i

Gst(V,Est,Pst) An overlay network that contains a path
from s to t with its associated (V,Est,Pst)

n Number of nodes, |V |
m Number of edges, |Est|
nc Number of cut-sets in a graph

Fp Probability that a network is disconnected

s − t A cut in Gst(V,Est,Pst) where s ∈ S and t ∈ T

Cst(i) ith cut-set of Gst(V,Est,Pst)

cij Capacity of the link eij

c(S, T ) Capacity of an s − t cut in a static network

cp(S, T ) Capacity of an s − t cut in a probabilistic network

Rst(Gst) Reliability of route between s and t

R Reliability of an entire network

�st Data flow between s and t

zst Probability that a data flow occurs between s and t

l(i, j) Link latency between two nodes i and j

L(s, t) Path latency between the source node s
and its destination node t

Fp Probability that the network gets disconnected

as the link may become active again when the node comes back within the range
of another node which is connected to the network. On the other hand, if a node
fails, it will be removed from the aerial network. The topology of the network
might change when a node is disconnected from one node and is connected back
again possibly to a different node. Hence, it is reasonable to assign a probability
of failure to every link in the network.

An overlay network is created while a node s is discovering a path to its
destination t. Although the graphs, in general, may be directed, we consider un-
directed graphs for simplicity of analysis. The model can easily be extended to
directed graphs as well. While the probability of failures may be different from
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Fig. 2. An illustration of an overlay network [14]

one link to another, for simplification, it is assumed that the failure probabilities
are the same for all the links, i.e., pij = p and that they are independent of
one another. For illustration purpose, let us consider a benchmark graph from
among those given in [14] shown in Fig. 2. It represents a typical overlay network
created during a route discovery process (RDP).

Reliability is a performance measure for the overlay network created during
RDP between two nodes. Network reliability can be computed as a function link
failure probabilities and cut-sets in the corresponding graph. The problem of
enumerating all cut-sets in a graph is an NP-hard problem, for which a solution
is proposed in [14]. The graph shown in Fig. 2 has the following cut-sets:

Cst(2) = {{es2, e13}, {e5t, e4t}} (1)
Cst(3) = {{es2, e23, e34}, {e25, e24, e34}, {e25, e54, e4t}}
Cst(4) = {{e5t, e54, e24, e34}, {es3, e23, e24, e25}}
Cst(5) = {{es2, e23, e24, e45, e4t}, {es3, e23, e24, e54, e5t}}

Each Cst(i) above lists all the cut-sets in the graph that contain exactly i
physical links. Assume that there are m physical links in a network between
s and t, i.e., (|Est| = m). Let p represent the probability of link failure. The
failure probability of a network state NSi with exactly i physical link failures, is
pi(1 − p)m−i. Let Ni be the number of disconnected states in NSi with |NSi| =
Ni. Then, the probability that the network gets disconnected (Fp) is the sum of
the probabilities over all disconnected states, i.e.,

Fp =
m∑

i=0

Nip
i(1 − p)m−i (2)

Reliability of a two-terminal network is defined as the probability of having
atleast one path between the two nodes [15]. When viewed as the complement
of the network failure probability, it can be expressed as follows:

Rst(Gst) = 1 −
m∑

i=0

Nip
i(1 − p)m−i. (3)
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Network failure states (NS) can be completely characterized by cut-sets.
With the use of cut-sets, reliability Rst(Gst) of the network Gst(V,Est, Pst) [13]
can be expressed in the following closed form:

Rst(Gst) = 1 −
∑

nc

m∑

i=0

|Cst(i)|pi(1 − p)m−i (4)

where m = |Est| is the cardinality of the edge set Est, nc is the number of cut-
sets, and |Cst(i)| is the cardinality of cut-set with exactly i edges. The reliability
of the entire overlay network can be defined as [13]

R =

∑
s∈V

∑
t∈V,t�=s zstRst(Gst)
n(n − 1)

(5)

where n = |V |, and zst is the probability that a data flow occurs between the
two nodes s and t.

4.2 Throughput Analysis

Throughput of a network can be estimated using cut-sets of a graph that rep-
resents the network. The concept of max-flow min-cut strategy to estimate the
throughput of a network was first introduced in [16]. This section extends this
concept to probabilistic networks.

Definition 1. Cut-set: An s − t cut-set is a partition of V such that s ∈ S,
t ∈ T , and S and T are disjoint subsets of V .

Definition 2. Capacity of a Cut-set: The capacity of a s − t cut-set is defined
as follows:

c(S, T ) =
∑

(u,v)∈(S×T ),(i,j)∈E

cijdij (6)

where cij is the capacity of the link eij and dij = 1 if i ∈ S and j ∈ T , 0
otherwise. Minimum s − t cut is obtained by minimizing c(S, T ).

Definition 3. Max-flow min-cut: The max-flow min-cut theorem suggests that
the maximum amount of data passing from the source (s) to the destination (t)
in a network is equal to the amount of flow corresponding to the minimum s− t
cut [16].

Throughput for a probabilistic network needs to take the reliability of the
links into account. In its simplistic form, throughput of an unreliable link can
be obtained by multiplying the amount of flow on the link with its reliability.
Thus, the capacity of an s− t cut in a probabilistic network can be expressed as
follows:

cp(S, T ) =
∑

(u,v)∈(S×T ),(i,j)∈E

cij(1 − pij)dij (7)

where pij represents the failure probability of the link eij . The minimum s − t
cut for a probabilistic network will be different from a static network. Hence, the
throughput of a probabilistic network could be different from the throughput of
a static network.
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4.3 Latency Analysis

Link latency (li,j) is a parameter that characterizes an aerial communication
link (i, j) between two nodes i and j. If a path consisting of n number of nodes
exists between a source s node and its destination (t) node, then, the path
latency, L(s, t), is the sum of the latencies corresponding to the sequence of
links {(s, 2), (s, 3), . . . , (i, i + 1), . . . , (n − 1, t)} that constitute the path (s − t).

L(s, t) = ls,2 +
n−2∑

i=2

li,i+1 + ln−1,t (8)

Path latency can be viewed as the end-to-end delay between the source and
destination nodes assuming that there is no queuing delay. Latency is a deter-
ministic parameter for a given path unlike throughput which is a function of the
reliability of the communication links between the source and destination nodes.

4.4 Security Analysis

Security of a link (Si,j) is a probabilistic parameter that characterizes an aerial
communication link (i, j) between two nodes i and j. If a path consisting of n
number of nodes exists between a source (s) node and its destination (t) node,
then, the security of the path (s − t) can be represented by S(s, t). Detailed
security analysis is beyond the scope of this paper.

5 Goodness Measures

This “goodness” determination is based on three levels of analysis. At the first
level, goodness of a link can be estimated in terms of basic measures such as relia-
bility, throughout, and latency of communication. At the second level, goodness
of a path can be measured between a pair of nodes that need to share data
and network control information. At the third level, goodness is measured for
the entire network. Below, we develop a general hierarchical framework that
includes these three levels of analysis.

5.1 First Level Analysis: Link Metrics

A link represents one hop communication channel between a pair of nodes. Met-
rics defined over a link represent the basic measures that characterize the quality
of communication over the link. One can define a goodness measure for a com-
munication link as a mapping (g) from the set of basic measures (M) defined
on the link to a goodness function. This function assigns weights (W ) to basic
measures and combines the weighted measures in some form to estimate the
goodness of a communication link.

g : M �→ f(M,W ) (9)
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Link metrics may be deterministic (MD) or probabilistic (MP ). There may
be more than one link between a pair of communicating nodes. In this case, the
mapping needs to take into account the metrics corresponding to all available
links.

Goodness of a link (g(i−j)) can be formulated as a function of basic measures
such as reliability (Rij(Gij)), throughput, latency (li,j), and security (Si,j) of
that specific communication link. Out of these measures, throughput and latency
are deterministic measures and form a subset MD. Reliability and security are
probabilistic measures and form a subset MP .

In general, the subset MP represents a collection of probabilistic measures
{mp1,mp2, . . . ,mpn} and the subset MD represents a collection of deterministic
measures {md1,md2, . . . ,mdn} as described below.

M = MD ∪ MP , where MD ∩ MP = ∅ (10)
MD = {md1,md2, . . . ,mdn}
MP = {mp1,mp2, . . . ,mpn}

Thus, the goodness of a communication link can be estimated as a weighted
function of MD and MP .

g(link) = f(MD,MP ,W ) (11)

5.2 Second Level Analysis: Path Metrics

The link analysis discussed above can be extended to path level. At this level,
each link is seen as a potential connection that facilitates information flow
between a pair of nodes that it connects. Goodness of a path is an estimation
of the connectivity between a pair of nodes that may be one or more hops away
from each other. As a path represents a sequence of links, the mapping needs to
take into account the metrics corresponding to the sequence of links that form
the path. If a path consisting of n number of links exists between a source (s)
node and its destination (t) node then the goodness of that path, represented
by g(path), is described as follows:

g(path) = f(g(link(1)), g(link(2)), . . . , g(link(n))) (12)

where (link(1), link(2), . . ., link(n)) constitutes the path. For illustration pur-
poses, let us consider the benchmark graph shown in Fig. 2 as an example. The
goodness function given in Eq. 12 may be used to compare goodness values of
two different paths between a pair of nodes. For example, there are two paths
from node s to node 2: s − 2 and s − 3 − 2 in the graph shown in Fig. 3. While
s− 2 is a direct path from node s to node 2 with just one link, s− 3− 2 includes
two links. Even though s−2 is the one hop link, it may be possible that g(s−2)
may be worse than g(s − 3 − 2).
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Fig. 3. Two possible configuration graphs q1 and q2 showing the best possible paths
from the s to the rest of the nodes in the network

5.3 Third Level Analysis: Network Metrics

The network considered here is an overlay network, a partial network found by
node s while it is trying to find possible routes to a destination node t. The
third level analysis requires us to create a network configuration graph (q1), a
multi-layer graph starting from the source node to the destination node. In the
configuration graph nth layer represents the set of all nodes that can be reached
from the source node in n hops. This process of generating configuration q1 is
described in Algorithm 1 below.

Algorithm 1. Algorithm for Generating the Configuration Graph
1: Initialization
2: Let S = {s, 2, 3, . . . , t} be the set of all nodes in the network and Let S’={};
3: Move the source node (s) from S to S’;
4: while there are nodes in the set S do
5: for each node i in set S do
6: identify the set of neighbors Ni of i
7: for each node j in Ni do
8: if the optimal path from s to j includes i, and i /∈ S’ then
9: update the path from node s to j;

10: end if
11: end for
12: Move the node i to S’;
13: end for
14: end while

Algorithm 1 outlines a systematic way to find optimal paths from a source
(s) node to a destination (t) node. Starting from s, the algorithm enumerates
the neighbors of s and finds the best routes to reach these neighbors in the
first iteration. This process continues iteratively until all nodes are included in
the configuration graph. In each iteration, the routes are refined taking into
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account the new neighbors added in each iteration. Figure 3 shows two possible
configuration graphs that were generated using Algorithm1. Configuration q1 is
generated when g(s−2) < g(s−3−2) and g(2−4) < g(2−3−4). Configuration
q2 is generated when g(s − 3) > g(s − 2 − 3) and g(2 − 4) > g(2 − 3 − 4).

6 Summary

This paper presented a hierarchical framework for computing goodness measures
for links and paths in dynamic networks. A strategy for finding an optimal
path between a pair of nodes is presented as an application for this hierarchical
framework.
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Abstract. In this paper, a routing and interface assignment algorithm
is proposed for MCMI wireless ad hoc networks. The algorithm consists
of two steps: route selection and interface assignment. The process of
route selection is to find the path with the minimum lower bound while
the interface assignment is to assign the interfaces on the nodes along
the path based on the application of the Viterbi algorithm. The proposed
algorithm is computationally efficient due to the decoupling of the route
selection and interface assignment processes. Computer simulation and
examples are used to demonstrate the effectiveness and performance of
the proposed technique. Comparisons are made to other existing routing
techniques in the area of dynamical spectrum access.
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Multi-Channel Multi-Interface (MCMI) · Viterbi algorithm

1 Introduction

A MANET (Mobile Ad hoc Network) is a type of ad hoc networks that can be
deployed quickly without any prior planning or construction of expensive net-
work infrastructure [1]. In the last two decades, MANET has attracted lots of
interest from academics as well as industries. In a traditional MANET, all nodes
use a single common channel for communications, which eliminates the need for
coordination between adjacent nodes. In addition, the use of single channel links
can greatly reduce the cost of a wireless network since each node only needs
one wireless interface. However, the throughput capacity of a single channel net-
work is significantly limited due to simultaneous transmission on a same channel
[2,3]. A popular approach for improving the network capacity performance is to
use orthogonal transmissions among adjacent hops to minimize collision and
channel interference. More recently, a trend is to use multiple channels and mul-
tiple interfaces (also referred to as radios) on each node as a means for multiple
simultaneous orthogonal transmissions (see [4] and references thereafter). The
use of multiple interfaces has been accelerated by the recent rapid advancement
in communications technologies and hardware systems that are becoming more
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powerful, more compact and less expensive, and more energy efficient. It becomes
feasible to fit multiple interfaces on a node to support the use of multiple chan-
nels for MANET applications. The widely used technology IEEE 802.11a [5] is
already known to support multiple channels by switching from one channel to
another. The development of spectrum agile software-defined radio (SDR) [6,7]
is another major driving force behind the adoption of MCMI networks. SDRs can
be programmed to tune to a wide spectrum range and operate on any frequency
bands in the range.

Recently, many routing and medium access control (MAC) protocols have
been developed for MCMI networks [4,8–17]. In [19], by assuming that the num-
ber of available interfaces on each node is less than the number of the available
channels, the authors proposed an interface assignment strategy, in which one
interface is fixed for coordination while the others can be switched. Routing
heuristics were then discussed. Wu et al. [20] proposed a MAC protocol that
requires two interfaces on each node: one interface is assigned to a common
channel for control messages, and the second one is switched between the other
channels for data communications. In [21], a similar 2-interface solution was dis-
cussed, in which a channel (or interface) is selected for data communications
based on the load of the channel. In [22], a multi-channel MAC protocol is pro-
posed for IEEE 802.11, which requires only one interface on each host and solves
the multi-channel hidden terminal problem using temporal synchronization. The
development of routing techniques for MCMI networks has some new challenges
due to channel diversity and the use of multiple interfaces on each node. Tradi-
tional ad hoc routing algorithms cannot handle multi-channels efficiently since
they are designed for single channel networks. In general, the steps of route
selection and channel assignment can be executed either simultaneously or in a
decoupled way [15–17]. In [16], a layered graph was proposed to model the dis-
covered spectrum opportunities (SOPs), which is then used to develop efficient
and routing and interface assignment algorithms to form near-optimal topologies
for dynamical spectrum access (DSA) networks. The construction of the layered
graph is to fully utilize the forwarding capability at each node to choose different
channels on different hops of a path, and to ensure that adjacent hop interfer-
ence is minimized. A main shortcoming of the layered graph routing algorithm is
the heavy computational complexity involved in the construction of the layered
graph and the search for the shortest path due to the increase in the number
of compound subnodes in the graph. In [17], a colored multigraph based model
was proposed for utilizing spectrum holes for cognitive radio networks. In the
colored multigraph model, colored edges are used to represent potential neighbor
nodes that share some common channels between them. The goal is to maximize
the network capacity and minimize adjacent hop interference among neighbor-
ing nodes. The algorithm takes into account the effects of both adjacent hop
interference and the number of interfaces available on a current node. This app-
roach is computationally efficient with computational complexity on the order
of O(N2), where N denotes the number of nodes in a network. However, the
algorithm only provides locally optimized adjacent hop interference due to the
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fact that routing selection and channel assignment is executed simultaneously
at a local level.

In this paper, we focus on the problem of routing and interface assignment
for MCMI networks. More specifically, we try to find the optimum path between
a source and a destination nodes given the numbers of available interfaces on
each node and the sets of available channels between each pair of nodes in the
network. It is assumed that the interfaces on each node can be tuned to dif-
ferent channels but one at a time. We assume that the number of interfaces
on each node is less than the number of available channels, and the numbers
of interfaces and available channels may differ for each individual node. In this
work, we use a common channel approach for resource management including
neighbour discovery and exchange of control messages [18,20]. On each node, a
dedicated interface is assigned to the common channel. The proposed routing
and interface assignment algorithm first finds the shortest path that minimizes
the lower bound cost metrics among all feasible routes between the a source
and a destination node. Unlike the routing algorithm in [17], channels are not
assigned on each hop of the path. In the second step, interface assignment based
on the Viterbi algorithm is applied to assign the interfaces on each node along
the shortest path to achieve a minimized adjacent hop interference. The Viterbi
algorithm is a dynamic programming algorithm for computing the most probable
sequence of states in a hidden Markov model given a sequence of observations.
In order to apply the Viterbi algorithm, we use a trellis to model the nodes and
all available channel along the shortest path. In the trellis, each state represents
a channel between a pair of consecutive node on the route. The contribution of
the paper is three-fold. First, an effective cost metric is developed, which takes
into account the effects of adjacent hop interference and the availability of inter-
faces on the nodes. Secondly, the idea of decoupling the processes of finding the
shortest path and optimal channel assignment is new. The decoupling as well as
the use of lower bound metric helps to achieve the globally optimality in routing
selection and interface assignment. Thirdly, the Viterbi algorithm is successfully
applied in the context of interface assignment for achieving the global optimal
adjacent hop interference.

The paper is organized as follows. In Sect. 2, the problem of routing and inter-
face assignment is formulated. Assumptions about MCMI networks are also made
in this section. Section 3 is devoted to the development of the proposed routing
and interface assignment techniques. In this section, a cost metric is defined,
and the algorithm for routing and interface assignment is discussed in detail.
Finally, in Sect. 4, computer simulations and examples are used to demonstrate
the effectiveness of performance of the proposed routing algorithm. Comparisons
are made with other existing routing algorithms for MCMI networks.

2 System Model and Assumptions

Assume that a network consists of N nodes, and that each node has I con-
figurable half-duplex interfaces that can be tuned to one channel at a time.
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A half-duplex radio cannot transmit and receive simultaneously, i.e., it can only
transmit or receive at a time. It is also assumed that, for each node, there are a
maximum M channels available for data communications.

Routing in an MCMI ad hoc network can be formulated as the following
problem: given a source node s and a destination node t, find the optimum path
and assign a channel to an interface on each node along the path so that the
resulting path for data transport between the source and destination nodes is
optimum. The optimality of the route is measured in terms of a cost metric
that accounts for both the number of hops the route traverses and the effects of
adjacent hop interference involved.

For the proposed routing technique, it is required that all nodes in the net-
work have the global view of the network. First, each node must detect the
neighbor nodes with which it has a direct link, and obtain information about
the available number of interfaces and channels on each neighbor node. This
process is also referred to as the neighbor discovery. In a single-channel network,
since all nodes operate on a same channel, neighbor discovery can be achieved
by, for example, all nodes periodically exchanging beacons [27]. In an MCMI
network, since all nodes do not stay not on a same channel, they may not always
hear each other on all channels. Many neighbor discovery approaches have been
developed in the literature for both signal-channel and multiple-channel ad hoc
networks in the literature (cf. [26] and thereafter). In this work, we use the com-
mon channel approach. A common control channel is assumed for all nodes for
neighbor discovery and resource management purpose [18,20]. On each node,
a dedicated interface is assigned to the control channel for exchange of control
messages. The process of neighbor discovery is implemented on the channel sim-
ilar to the one in OLSR (Optimized Link State Routing) protocol [27]. Each
node periodically transmit beacons that contain the list of neighbors, and the
numbers of channels and interfaces available to them. The beacons are received
by all one-hop neighbors, which enable each node to discover its one-hop neigh-
bors as well as two-hop neighbors. Based on the information from the received
beacons, each node regularly floods the topology control information about its
up to two-hop neighbors to the entire network. Each node maintains the topol-
ogy information of the network obtained from the dissemination of the topology
control information.

3 Optimum Routing for MCMI Networks

The proposed MCMI routing algorithm consists of two decoupled steps: finding
the shortest path and optimally assigning a channel to an interface on each node
along the path. The shortest path is defined as the one that has the minimized
lower bound cost among among all available paths. In this step, no interface
assignment is implemented. The interface assignment algorithm uses the Viterbi
algorithm to achieve global rather than local optimality in assigning interfaces
on each node along the shortest path.
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3.1 Shortest Path with Minimized Lower Bound Cost

The routing is formulated as the problem of finding the shortest path between
the source node and the destination node, where the path is the sum of cost
metrics defined for all connections along the path between the source node and
the destination node. In general, the proposed approach for finding the shortest
path uses similar procedures as Dijkstra’s algorithm [23]. However, Dijkstra’s
algorithm is not directly applicable, since it is suitable to networks, where any
two nodes are connected with one edge or channel of fixed cost. In an MCMI
network, any two nodes may be connected by multiple channels, and the cost of
selecting one channel may be different from the selection of another channel due
to channel interference. We assign each node a distance value that represents
its distance from the source node. Since in an MCMI network, multiple edges
(channels) exist between each pair of nodes, we define additional metrics to
represent the cost that a node choose one of the available channels for routing
data. The cost metric should be able to take into account both the weight of an
edge and channel diversity along a path. Figure 1 shows the connection between
a current and a neighbor node, where Ep denotes the edges that connect to the
current node vc, and Ec denotes the edges between the current and next neighbor
node. We assume that each edge is characterized by a cost of one (hop). It should
be noted that the problem of how to define the cost of an edge is not the focus
of this study, and the cost assumption is only for the purpose of demonstration.
In practice, the edge cost can be extended to include other factors depending on
the applications. For example, the cost can be generalized to use the link state
of the edge, i.e., a real number that represents the effective capacity and quality
of the edge (link).

Definition 1. Let vc be the current node, and Epi be a channel that connects
to vc. Let Eck be a channel that connects with a neighbor node. The cost of
selecting Eck, denoted by c, can be computed according to the following rules:

Fig. 1. Connection cost between current and neighbor node.
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1 if no interface is available on vc, c = ∞.
2 when vc has one interface, if Epi and Eck represent a same channel, then

c = 1 + β, where β denotes a penalty term;
3 when vc has more than one interface, if Epi and Eck are different channels,

c = 1; otherwise, c = 1 + β.

The above definition provides the cost metric for connecting to a neighbor node
on a given channel. In the following, we define the lower bound cost metric for
connecting a pair of nodes for the case of multiple channels between the two
nodes. Note that in this metric, no specific channel is specified that connects the
pair.

Definition 2. Let vc be the current node. Denote Ep as the channels that con-
nect to vc, and Ec the available channels between vc and another neighbor. The
cost of selecting the path that connects vc and vn is computed according to the
following rules.

1 If no interface is available on vc, c = ∞.
2 When vc has only one interface, if Ep and Ec share at least one common chan-

nel, then, c = 1 + β; The same rule applies when one or multiple consecutive
nodes preceding the current node on a path have only one interface.

3 When vc has more than one interface, if Ep and Ec each has at least one
non-common channel, then, c = 1; otherwise, c = 1 + β.

This cost metric defines the minimum cost that vc connects to vn given the edges
in Ec. In other words, the cost is a lower bound on the cost of selecting any edge
from Ec under any given edge in Ep.

The route selection algorithm is used to find the shortest route between the
source and the destination node with the minimized lower bound cost metric.
All the nodes of the network are classified into two exclusive sets: visited and
unvisited. At the beginning, all nodes are marked unvisited. The algorithm iter-
ates over all unvisited nodes until all nodes are marked visited. At each step, a
current node will be found and the distances of all its unvisited neighbor nodes
will be evaluated and updated. The distance of an unvisited neighbor node is
updated as the distance of the current node plus the cost of edges connecting to
the neighbor node.

3.2 Interface Assignment

Although the effects of channel availability on each hop is taken into account,
channels are not explicitly assigned to interfaces on the nodes. Since there may
be more than one channel available between a pair of adjacent nodes on the path,
and more than one interface on each node, the interfaces on each node along the
path need to be assigned with an available channel in order to minimize the
adjacent channel interference [16,17]. In this paper, we use a trellis to describe
the interface assignment problem. Let P denote the shortest path from the route
selection algorithm, which is assumed to consists of l + 1 nodes. Let ei denote
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Fig. 2. Cost functions for different scenarios.

channels that are available between the ith and the (i+1)th adjacent node on P.
The trellis shown in Fig. 2 depicts all connections between the source and the
destination when multiple channels exist between pairs of adjacent nodes along
the shortest path. The problem is to find the path that has the minimized cost.
The Viterbi algorithm [24,25] is perhaps the most popular technique for solving
such a problem. The Viterbi algorithm is a dynamic programming algorithm for
computing the most probable sequence of states in a hidden Markov model given
a sequence of observations. The trellis in Fig. 2 has M states or channels denoted
by {e1, e2, . . . , eM}. The path P consists of l hops, which are indexed by i with
1 ≤ i ≤ l. The transition cost ε(i)(j, k) is computed according to Definition 1.

The Viterbi algorithm is a recursive approach that runs from i = 1 to i = l.
For each intermediate state in the trellis, the best partial path is computed as
the one that has the minimum cost among all paths that end at the state. The
algorithm will produce a set of optimum paths that reach the available states
on the last hop in the trellis, and the sequence that has the minimum associated
partial cost will be selected as the optimum channel assignment. From the state
on the last hop on the shortest path, we then can use the back pointers to prop-
agate backwards to recover the optimum path. The application of the Viterbi
algorithm has the useful property of using the context of entire information of
channels and interfaces on each node along the shortest path for judgement, and
is able to provide the global optimum channel assignment solution. The Viterbi
type algorithm is also computationally efficient due to the recursive nature of
the algorithm.

4 Performance Analysis

In this section, we use two examples to show the performance and effectiveness
of the proposed routing and interface assignment algorithm for MCMI ad hoc
wireless networks. In the first example, a network is simulated, in which the
nodes are randomly distributed in a square area of 10 m by 10 m. The simulated
network consisted of 30 nodes. The number of interfaces on each node is randomly
selected between 1 and 4. The number of available channels between a pair of
connected nodes is assumed to be uniformly distributed between 1 and 6.
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Fig. 3. The optimal route and interface assignment selected by the proposed routing
algorithm.
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Fig. 4. The optimal route and interface assignment selected by the colored multigraph
model based approach.

The penalty due to adjacent hop interference was selected as β = 0.5, which
is equivalent to half of the cost for one hop. Figures 3 and 4 show the routing
paths between the pair of source and destination nodes decided by the proposed
approach and the colored multigraph model (CMM) based algorithm, respec-
tively. In the figures, it can be seen that, the route selected by the proposed
algorithm has 4 hops while the route computed by the CMM based algorithm
has to traverse 7 hops for the source and destination nodes. In terms of adja-
cent hop interference, the route by the proposed algorithm contains two pairs of
adjacent hops that have interfering channels while the route by the CMM based
algorithm contains 3 pairs. For this example, the proposed routing algorithm
outperforms the CMM based algorithm both in the number of hops that the
route traverses and the adjacent hop interference. In the simulation studies, it
was observed that the proposed routing algorithm had performed better in most
case and was never worse than the CMM based algorithm.
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Another example is used to demonstrate the flexibility of the proposed rout-
ing and interface assignment algorithm in dealing with weighting of adjacent
hop interference by selecting different values for the penalty terms. As discussed
before, the selection of the penalty value affects both the route selection and and
the channel assignment. Increasing penalty value may force the routing algorithm
to select a route that consists of more hops and less adjacent hop interference.
In some applications, the prevention of adjacent channel interference is critical
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to the operation of a network because channel interference may form a bottle-
neck for packet throughput on the selected route. Another advantage of reducing
adjacent hop interference is that it can improve spectrum utilization of a net-
work. The simulated network topology is shown in Fig. 5. The network consists
of 9 nodes, where node 3 has one interface and the others are assumed to have
2 interfaces on them. Without loss of generality, all connected node pairs have
channels 1, 2 and 3 available. First, we set the penalty value to 0.5 and 1, respec-
tively, and apply the proposed routing algorithm. The routing results are shown
in Fig. 6. The selected optimal route traverses 3 hops and contains one occur-
rence of adjacent hop interference at node 2, where the in and out routes are all
on channel 2. The selected route has a minimized cost of 3.5. To demonstrate
the effects of penalty value on the route selection algorithm, we increased the
penalty value to 2.5. In this case, one occurrence of adjacent hop interference
is equivalent to 2.5 hops in cost metric, and is considered a significant penalty
for selecting a route with adjacent hop interference for data traffic. The selected
route and the interface assignment selected by the proposed algorithm is shown
in Fig. 7. The route has successfully avoided the route with adjacent hop inter-
ference. However, the tradeoff is an increase in the number of hops that the route
traverses. The selected route has a minimized cost of 5.

5 Conclusions

In this paper, an optimized routing and interface assignment algorithm was pre-
sented for MCMI wireless ad hoc networks. The technique decouples the routing
and interface assignment into two steps, i.e., route selection and interface assign-
ment. A cost metric was proposed that accounts for both the number of hops
of a route to be traversed and the effects of adjacent hop interference. Unlike
traditional path searching algorithms, a lower bound cost metric rather than the
cost metric itself is used as the path searching criteria. The Viterbi algorithm
is used to assign interfaces on the nodes along the shortest path to achieve the
globally minimized adjacent hop interference. Computer simulation were used to
demonstrate the effectiveness and performance of the proposed technique. The
proposed routing algorithm is computationally efficient, and has the advantage
of flexibility in dealing with weighting of adjacent hop interference by selecting
different values for the penalty terms. Future studies will include other factors
that will affect the routing performance such as switching latency and end-to-end
delay.
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Abstract. Multi-Beam Antennas (MBAs) have two main characteris-
tics: the Multi-Packet Transmission (MPT) capability and the Multi-
Packet Reception (MPR) capability whereby a node can transmit/receive
multiple packets at the same time. In this paper, we provide an analysis
of how this MPT/MPR capability can be used to reduce the end-to-end
delay in ad hoc networks. We formulate the delay reduction issue as an
optimization problem. Simulations show that in order to exploit the full
potential of MBAs for delay reduction, the scheduling of links has to
promote the formation of star nodes and keep the formation of bridges
to a minimum; which leads to the selection of routes that very often are
not the shortest. We also show that using only the shortest routes has a
negative impact on the delay.

Keywords: Multi-beam antenna · Ad hoc network · Optimization
Routing · Delay minimization

1 Introduction

A Multi-Beam Antenna (MBA) is defined by its Multi-Packet Transmission
(MPT) and Multi-Packet Reception (MPR) capabilities that allow multiple
packets to be transmitted/received at the same time. However, MBA-equipped
nodes need to follow a rule called Concurrent Packet Receiving (CPR) and Con-
current Packet Transmission (CPT) due to their half-duplex operation [1]. In
other words, an MBA-equipped node cannot transmit signals in some beams
and receive signals in other beams at the same time. At a given time, an MBA-
equipped node has all its beams operate in either transmission or reception mode
(see Fig. 1).

MBAs can be implemented either in the form of Multiple Fixed-Beam direc-
tional Antennas (MFBAs) or in the form of Multi-Channel Smart Antennas
(MCSAs). To form multiple fixed beams, MFBAs and multiple radios (MRs)
with a directional antenna equipped in each radio (transceiver) can be exploited
[2,3]. As a result, high network throughput can be achieved. In a stationary envi-
ronment, the antenna patterns can be optimized to further improve network per-
formance. However, the performance of MFBAs/MRs degrades in a time-varying
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Fig. 1. Multi-beam antenna modes [1]

multipath propagation environment, which is typically experienced in indoor and
low-altitude outdoor wireless networks [4]. The alternative approach to imple-
ment MBAs is to use MCSAs [5–7]. By using smart antenna techniques, multiple
beams can be adaptively and dynamically formed by a node so as to provide
robust communication links with multiple users. At the expense of higher com-
plexity, an MCSA-based approach shows the same advantages as the MFBA/MR
implementation, but its performance does not degrade in time-varying multipath
environments [6,7].

In the literature, the work around MBAs has focused on designing MAC
and/or routing protocols that exploit spatial reuse in order to increase network
performances such as throughput and packet delivery ratio. Not much has been
done to use the full MPT/MPR potential for end-to-end delay reduction. More-
over, a great deal of existing work on MBAs is done for infrastructure-based
networks with an applicability to ad hoc networks that is yet to be clarified.
Furthermore, some link scheduling proposals for network performance improve-
ment do not consider MBAs at all.

In this paper, we make the case that the full potential of the MPT/MPR
capability of MBAs can be unlocked to drastically reduce the end-to-end delay
in ad hoc networks. We define a formal optimization model for delay reduction,
and we observe that the optimal end-to-end delay is attained when links are
scheduled in such way that opportunities for MPT/MPR are maximized. This
results in a selection of routes that, up to half of the times, are not the shortest.
We actually show that using only the shortest routes, a widespread criterion
in traditional routing protocols for ad hoc networks, results in higher delays.
To the best of our knowledge, no such analysis of the potential of MBAs to
reduce/minimize the delay has been conducted thus far for ad hoc networks.

The remainder of this paper is organized as follows. In Sect. 2, a literature
review on link scheduling and the utilization of MBAs for the improvement of
network performances is presented. Section 3 lays out our optimization model.
Simulation results are discussed in Sect. 4, and concluding remarks are provided
in Sect. 5.
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2 Literature Review on MBAs and Link Scheduling

In [8], Cheng et al. show that the shortest path does not always lead to the
minimum delay. End-to-end delay being a result of both the number of hops on
the path and the interference level along the path, the shortest path leads to
the minimum delay only if the shortest path is the least interfered path. The
authors propose a linear programming-based link scheduling scheme that com-
putes timeslot assignments in order to minimize the end-to-end delay without
causing conflicting transmissions. The use of MBAs is not considered.

In [9], Wang et al. propose a CSMA/CA-based uplink MAC protocol for
wireless LANs with MBA access-points. Spatial reuse is utilized by allowing
as many parallel uplink data transmissions as possible in order to improve the
throughput. Since all the nodes including the access point run a CSMA/CA-
based MAC protocol, the authors claim that the proposed protocol is not limited
to the single-hop case, but can be easily extended to multi-hop ad hoc networks.
In [10], the same authors go further to present an analytical model to evaluate the
performance of multi-beam wireless LANs. The beam-synchronization problem,
the beam-overlapping problem, and the mobility issue are also addressed.

Jain et al. [11] present a detailed study of MBAs MAC issues. They propose
a cross-layer Hybrid MAC (HMAC) protocol that can leverage the benefits of
MBAs in multi-hop networks. Using extensive topological and traffic patterns,
the authors demonstrate that employing MBAs and HMAC can result in sig-
nificant performance improvements in terms of both aggregate throughput and
average end-to-end packet delay. In most of the sample topologies, HMAC deliv-
ers near-optimal performance. From a study of random topological scenarios, the
authors also conclude that both single and multi-beam antennas deliver compa-
rable performance in ad hoc scenarios. But these claims are not based on any
formal optimization model of their metrics.

In [12], Tang et al. propose a MAC protocol for WLANs with MBA-equipped
access points, omnidirectional-antenna mobile nodes and a single frequency chan-
nel. The protocol addresses a series of challenging problems such as the beam-
load unbalance problem, the unnecessary defer problem, the receiver blocking
problem, the antenna-imperfection problem, and mobility. By addressing these
issues, as many parallel transmissions between terminals and the AP as possi-
ble are successfully facilitated and the performance (throughput) of the network
is improved. There is no indication of how this protocol would fare in ad hoc
networks.

Wang and Garcia-Luna-Aceves [13] present an approach that takes advantage
of the MPR capability of MBAs to reduce the negative effects of multiple access
interference and therefore increase the capacity of an ad hoc network. The MPT
capability is not considered, nor is the end-to-end delay performance metric.
They formulate an optimization problem under a deterministic model and seek to
maximize the aggregate network throughput. They then propose a polynomial-
time heuristic algorithm aimed at approximating the optimal solution to the
joint routing and channel access problem under MPR. This is a methodology
that is similar to our work presented in this paper.
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3 Scheduling Problem Formulation and Optimization
Model

We assume the following conditions:

– there is a perfect time synchronization for all the nodes in the network,
– the nodes run a perfect TDMA-based MAC protocol for MBA antennas,
– time is divided in timeslots,
– multiple nodes can transmit in the same timeslot if their transmissions do

not interfere with one another,
– nodes operate in half-duplex: a given node cannot transmit and receive at the

same time.

For a given static network with multiple flows, and provided that the anten-
nas are MPT/MPR capable, we would like to know the route selection (link
scheduling) that gives us the lowest end-to-end delay (average) possible. This is
an optimization problem. We represent the network with a directed connectivity
graph G(V,E), where V represents the set of nodes (or vertices) in the network,
and E is the set of directed links (or edges). If node i is within the reception range
of node j, then Links (i, j) and (j, i) are members of E. We assume that a node
can receive up to M simultaneous packets (MPR capability), or perform up to
M simultaneous transmissions (MPT capability) at a time, provided that each
reception/transmission occurs at a different antenna beam/sector. Therefore, M
is also the number of beams for each antenna.

The inputs of our problem are:

– the connectivity graph G(V,E),
– the MPR/MPT capability, M ,
– the number of traffic flows |F | that is the cardinality of the set F containing

the numbers that represent the flows.
F = {1, 2, ..., |F |},

– the source and destination of each flow. sf and df are respectively the source
and destination of Flow f , with f ∈ F ,

The outputs are:

– the selected route for each flow, presented as a sequence of links,
– the delay (in timeslots) of each route. The average delay per route is then the

sum of all delays divided by the number of flows.

In order to solve this optimization problem, we define a decision variable αfk
ij

that tells us whether or not Link (i, j) of Flow f is scheduled at Timeslot k.
αfk
ij ∈ [0, 1]. T is the set of timeslots. T = {1, 2, ..., |E| × |F |}, where |E| is the

cardinality of E. The T set is constructed assuming that each flow uses all the
available links (edges) and each link from each flow in the network gets its own
timeslot and there are no concurrent transmissions (worst case scenario). The
problem can be formulated as follows:
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minimize ∑

f∈F

∑

k∈T

∑

i∈V

∑

df

αfk
idf

× k (1)

subject to the following 6 constraints:

1. Flow Circulation Constraints
∑

j:(sf ,j)∈E

∑

k∈T

αfk
sf j

= 1 ∀f ∈ F (2)

∑

i:(i,df )∈E

∑

k∈T

αfk
idf

= 1 ∀f ∈ F (3)

αfk
ij −

k−1∑

t=1

∑

l:(l,i)∈E

αft
li ≤ 0∀f ∈ F,∀k ∈ T,∀i ∈ V − {sf},∀j ∈ V |(i, j) ∈ E

(4)
2. Flow Consistency Constraints

∑

l:(i,l)∈E

αfk
il ≤ 1 ∀f ∈ F,∀k ∈ T,∀i ∈ V (5)

∑

l:(l,j)∈E

αfk
lj ≤ 1 ∀f ∈ F,∀k ∈ T,∀j ∈ V (6)

∑

k∈T

αfk
ij ≤ 1 ∀f ∈ F,∀(i, j) ∈ E (7)

3. Link Occupancy Constraint
∑

f∈F

αfk
ij ≤ 1 ∀k ∈ T,∀(i, j) ∈ E (8)

4. Half-duplex Constraint
∑

f∈F

(αfk
ij + αfk

jl ) ≤ 1 ∀k ∈ T,∀i, j, l ∈ V (9)

5. MPT Capability Constraint
∑

l:(i,l)∈E

∑

f∈F

αfk
il ≤ M ∀k ∈ T,∀i ∈ V (10)

6. MPR Capability Constraint
∑

l:(l,j)∈E

∑

f∈F

αfk
lj ≤ M ∀k ∈ T,∀j ∈ V (11)
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Concerning the objective function at Eq. 1, the goal is to minimize the average
number of timeslots per flow required to complete all the flows. This is equivalent
to finding routes where the last link (link to the destination node) occurs the
earliest possible, such that the average end-to-end delay is minimal. To that
effect, k in the function represents the cost for each timeslot. The constraints
are explained as follows:

1. Flow Circulation Constraints
– Constraint 2: a flow always starts, meaning the source node should be

scheduled exactly once.
– Constraint 3: the destination of a flow must always be reached, by exactly

one link.
– Constraint 4: Link (i, j) can be scheduled for Flow f only if i has previously

received a packet before; meaning there exist a completed (l, i) link from
the same flow. Except if i is the source of the flow.

2. Flow Consistency Constraints
– Constraint 5: the same flow cannot have multiple next hops at any given

intermediate node belonging to the route.
– Constraint 6: the same flow cannot be received from multiple previous hops

at any given intermediate node belonging to the route.
– Constraint 7: a link can be scheduled only once at most, for any given flow.

3. Link Occupancy Constraint
– Constraint 8: only one flow is permitted on a link at a time.

4. Half-duplex Constraint
– Constraint 9: transmission and reception cannot occur at same time at any

given node.
5. MPT Capability Constraint

– Constraint 10: up to M outgoing links can be scheduled at a node at any
timeslot.

6. MPR Capability Constraint
– Constraint 11: up to M incoming links can be scheduled at a node at any

timeslot.

4 Simulation and Analysis

We solved the foregoing optimization model using the Optimization Program-
ming Language (OPL) with IBM-ILOG-CPLEX Optimization Studio 12.7.1 [14],
with all the parameters set to their default values. We considered two topologies,
Topology 1 and Topology 2.
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4.1 Topology 1

Topology 1 (Fig. 2) is a static grid topology of 16 nodes. The grid is of size
3D × 3D, and the transmission range of the nodes is R, with R = D

√
2. We set

M such that any node can simultaneously communicate with all its neighbors.
Given our topology, the maximum number of neighbors that a node can have is
8; Let us consider eight traffic flows, Flow 1 through Flow 8, as follows: 1 −→ 15,
3 −→ 13, 5 −→ 12, 9 −→ 8, 15 −→ 2, 13 −→ 4, 12 −→ 1, and 8 −→ 5.

Table 1 presents the optimal link scheduling of the network as found by the
solver. We can obtain from the table that the optimal average end-to-end delay
is 3.25 slots per flow. 6 flows are completed in 3 slots and 2 flows are completed
in 4 slots, thus the average of 3.25 slots. All the 8 routes chosen are also the

Fig. 2. Topology 1

Table 1. Topology 1, optimal link scheduling with 8 flows

Traffic flow Slot 1 Slot 2 Slot 3 Slot 4

1−→ 15 (1,6) (6,11) (11,15)

3−→ 13 (3,6) (6,9) (9,13)

5−→ 12 (5,6) (6,7) (7,12)

9−→ 8 (9,6) (6,3) (3,8)

15−→ 2 (15,12) (12,7) (7,2)

13−→ 4 (13,10) (10,7) (7,4)

12−→ 1 (12,11) (11,6) (6,1)

8−→ 5 (8,3) (3,6) (6,5)
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shortest (3 hops). Note that, given the regularity of our grid topology, each flow
has many possibilities for its shortest route.

The optimal (delay-wise optimality) routes selected form a lot of star nodes
in the network. We define star nodes as nodes that use their MPR capability at
one timeslot before using their MPT capability at the following timeslot. With a
star node, packets from distinct traffic flows travel two hops in two consecutive
timeslots, which is obviously a desirable effect for the minimization of the delay.
From Table 1, we can see that one star node, namely Node 6, is formed between
Slot 1 and Slot 2. In effect, Flows 1 through 4 all send a packet to Node 6 at
Slot 1 from different previous nodes (Nodes 1, 3, 5, and 9 respectively) and all 4
packets leave Node 6 for different next hops (Nodes 11, 9, 7 and 3 respectively).
Similarly, three star nodes (Nodes 11, 7, and 3) are formed between Slot 2 and
Slot 3. Finally, between Slot 3 and Slot 4, one star node (Node 6) is formed.

We note that we do not have any bridges formed in the network with the
optimal scheduling. We define a bridge as a beam (equivalent to a link in our
configuration) that routes two or more different flows that have arrived at a
given node at the same timeslot. For example, as already mentioned, Node 6
receives four different flows from four different links (beams, as we assume that
each neighbor lies in its own beam, no two neighbors share a beam) during Slot
1. It then forwards the four different packets using four different links (beams).
For a bridge to be formed, we would have had less than four outgoing links at
Node 6 at Slot 2, with the missing link being already scheduled for a different
flow. It would have therefore waited for a subsequent slot. For example, at Slot
2 we have the following outgoing links from Node 6: (6, 11), (6, 9), (6, 7), and
(6, 3). Had we had a bridge on the beam that covers Link (6, 7) for instance, the
four outgoing links from Node 6 would had been: (6, 11), (6, 9), (6, 7), and (6, 7),
with Link (6, 7) appearing twice for the forwarding of two different flows (Flow
3 and Flow 4) at the same timeslot. In this case, only three outgoing links would
had been scheduled at Slot 2: (6, 11), (6, 9), and (6, 7). The packet from Flow 4
that is supposed to go through Link (6, 7) would have had to be scheduled at a
later slot, since two packets cannot be transmitted at the same time on the same
beam (corresponding to the same link in our configuration). Note that we do not
have to have a duplicate link in order to have a bridge. Two links can be different
(obviously still sharing the same origin, such as (6, 7) and an hypothetic (6,X)),
but as long as they are serviced by the same beam and compete for scheduling
at the same time, a bridge is formed. As we can see from the table, no bridge is
formed on any of the nodes that receive multiple flows at once at given timeslots
(Node 6 at Slot 1, Nodes 11, 7, 3 at Slot 2, and Node 6 again at Slot 3).

When MBAs are not used (M = 1), the performance (Table 2) degrades as
follows. Only two flows (Flow 4 and Flow 7) are completed in 3 slots, five flows
are completed in 4 slots, and one flow needs 6 slots to complete. This gives an
average of 4 slots per flow, hence a degradation of 0.75 slot compared to when
MBAs are used. We also notice that three of the eight flows do not use their
shortest path (3 hops), and use a longer (4 hops) path instead. This tells us
that in some cases, using longer paths can improve the overall delay. Note that
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Table 2. Topology 1, optimal link scheduling with 8 flows, no MBA

Traffic flow Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

1−→ 15 (1,5) (5,10) (10,15)

3−→ 13 (3,6) (6,9) (9,13)

5−→ 12 (5,10) (10,15) (15,16) (16,12)

9−→ 8 (9,14) (14,11) (11,8)

15−→ 2 (15,16) (16,12) (12,7) (7,2)

13−→ 4 (13,14) (14,11) (11,7) (7,4)

12−→ 1 (12,7) (7,2) (2,1)

8−→ 5 (8,3) (3,6) (6,5)

in any scenario, the scheduling of a given link is prohibited at a given timeslot
for two reasons: the non-availability of the MPT/MPR capability and/or the
half-duplex constraint.

4.2 Topology 2

Topology 2 (Fig. 3) is obtained by constraining/altering Topology 1 significantly.
Nodes 5, 8, 9, and 12 are suppressed, resulting in a 12-node topology. In this

Fig. 3. Topology 2
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network we have 6 traffic flows, Flow 1 through Flow 6, as follows: 1 −→ 15,
3 −→ 13, 2 −→ 14, 16 −→ 1, 13 −→ 4, and 14 −→ 3.

The optimal link scheduling for Topology 2 is presented in Table 3 and Fig. 3.
It can be observed that the optimal average end-to-end delay is 4.5 slots per flow.

From Table 3, we can see that five star nodes are formed as well as one bridge.
Node 6 is a star node for Flows 1 and 2 between Slots 1 and 2. However, Node
6 also forms a bridge for Flows 2 and 3 at Slot 2. In effect, packets from Flows
2 and 3 both arrive at Node 6 at Slot 1, and both packets (from two different
flows) are scheduled to leave Node 6 using the same link (6, 10), thus the same
antenna beam: this is a bridge. Consequently, one of the flows has to wait until
a subsequent slot. As we can see, Link (6, 10) of Flow 3 is rescheduled for Slot
4. It cannot be rescheduled for Slot 2 because it is already scheduled for Flow 2
at that slot, and it cannot be rescheduled at Slot 3 either because of the half-
duplex constraint (Node 6 that is supposed to be the transmitter is already at
the receiving end of Link (10, 6) of Flow 4). Table 3 gives us the optimal solution,
which means that this bridge could not be avoided. Had this bridge been avoided
at all cost, it would have resulted in a higher delay.

Only half the routes chosen are also the shortest (Flows 2, 3, and 4). For
Flow 1, a 5-hop route is chosen, marking a 2-hop increase from the shortest
route. Similarly, for Flow 5, the 5-hop route chosen is 1 hop longer than the
shortest route between Node 13 and Node 4 (which is 4 hops with this new
topology, unlike Topology 1). For Flow 6, the chosen route is 1 hop longer than

Table 3. Topology 2, optimal link scheduling with 6 flows

Traffic flow Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

1−→ 15 (1,6) (6,3) (3,8) (8,12) (12,15)

3−→ 13 (3,6) (6,10) (10,13)

2−→ 14 (2,6) (6,10) (10,14)

16−→ 1 (16,15) (15,10) (10,6) (6,1)

13−→ 4 (13,10) (10,15) (15,12) (12,8) (8,4)

14−→ 3 (14,15) (15,12) (12,8) (8,3)

Table 4. Topology 2, optimal link scheduling with 6 flows, no MBA

Traffic flow Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7

1−→ 15 (1,6) (6,10) (10,15)

3−→ 13 (3,6) (6,10) (10,13)

2−→ 14 (2,6) (6,10) (10,14)

16−→ 1 (16,12) (12,8) (8,3) (3,2) (2,1)

13−→ 4 (13,14) (14,15) (15,16) (16,12) (12,8) (8,4)

14−→ 3 (14,15) (15,16) (16,12) (12,8) (8,3)
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Table 5. Topology 2, link scheduling with 6 flows, shortest path

Flow Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6 Slot 7 Slot 8 Slot 9 Slot 10

1→15 (1,6) (6,10) (10,15)

3→13 (3,6) (6,10) (10,13)

2→14 (2,6) (6,10) (10,14)

16→1 (16,15) (15,10) (10,6) (6,1)

13→4 (13,10) (10,6) (6,3) (3,4)

14→3 (14,10) (10,6) (6,3)

the shortest route. We therefore observe that, even with MPT/MPR enabled,
longer routes than the shortest are often preferred in order to attain the minimal
end-to-end delay.

The number of transmissions performed is equal to the number of links sched-
uled. With the optimal link scheduling, we have a total of 24 transmissions.

When MBAs are not used (M = 1), the performance (Table 4) degrades as
follows. Two flows are completed in 7 slots, one flow is completed in 6 slots,
two flows are completed in 5 slots, and one flow needs 3 slots to complete. This
gives an average of 5.5 slots per flow. This is a degradation of 1 slot per route
compared to when MBA are used. Here too, only half the routes chosen are
also the shortest (Flows 1, 2, and 3). We see that with this topology also, using
longer paths does improve the overall delay. With no MPT/MPR capability, the
number of transmissions for the optimal scheduling is 25, a mere 4% increase
from the case with MPT/MPR.

With Topology 2, unlike with Topology 1, there is only one possible shortest
path for each flow; therefore we can also quantify the cost (in terms of delay) of
using the shortest path here. The scheduling in Table 5 shows that if flows are
restricted to their shortest route we have a considerable degradation in delay,
even if MBAs are used. In effect, we can deduct from the table an average
delay of 7 slots per flow, which is a degradation of 2.5 slots from the optimal
solution described above (4.5 slots). Therefore, the latter is a 36% decrease in
delay compared to the former. Moreover, using only shortest routes with MBAs
also shows a 1.5 slot degradation from the optimal solution without MBAs. We
therefore observe that limiting routes to the shortest paths, even while using
MBAs, is detrimental to the delay to the point that having a “smarter” choice
of paths (some paths being longer than the shortest) without MBAs is better.
The number of transmissions here is equal to 20, a 16% decrease from the optimal
scheduling presented earlier.

5 Conclusions

In this paper, we have shown that MBAs need to be used for delay reduction in
ad hoc networks. Moreover, with static deterministic topologies with multi-flow
scenarios, we have shown that in order to exploit the full potential of MBAs for



154 J.-D. Medjo Me Biomo et al.

that end-to-end delay reduction, the selection of routes needs to include other
criteria such as the promotion of star nodes and the minimization of the number
of bridges. We have shown that the mere use of shortest routes, as it is the case
in most existing routing protocols for ad hoc networks, results in relatively high
delays because such paths usually result in the formation of bridges in multi-
flow scenarios; and bridges incur waiting and rescheduling delays that add to the
end-to-end delay. We formulated determining the best route selection (best link
scheduling) as an optimization problem that we solved using linear programming.
Our scenarios showed that the optimal link scheduling forms a lot of star nodes
and eliminates bridges as much as possible for a considerable 36% reduction in
end-to-end delay. Our optimization model finds the lower bound of the end-to-
end delay. However, this huge reduction in delay comes at the expense of a 16%
increase in overhead measured by the total number of transmissions.

As future work, we will include beamforming into the model. Furthermore,
we will design a protocol that establishes routes in light of what we have learnt
here, and is able to deliver near-optimal results for end-to-end delay.
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Abstract. This paper presents a Trajectory and Buffer Aware message
Forwarding (TaBAF) scheme in message ferry networks with multiple
mobility-controlled UAVs. UAVs are basically message ferries with an
on-the-fly mobility decision maker to deliver messages between isolated
nodes. Besides, UAVs forward messages opportunistically when they visit
each other on-the-air. UAVs have only local observation in our network
model and do a signaling with each other when they fly into the radio
transmission range of each other. The signaling information are the next
node that a UAV will visit and its buffer state. TaBAF applies this
information in its message forwarding decision and forwards a message
to a neighbor UAV if it can deliver the message earlier. The results show
that the TaBAF in message ferry networks outperforms pure message
ferry approaches and existing message forwarding schemes in terms of
end to end message latency. We showed that the TaBAF decreases the
average traveling delay of messages in UAVs and this is the reason for
its performance improvement. Moreover, TaBAF decreases average flied
distance of each UAV in the network by efficient message forwarding.

Keywords: Trajectory aware · Message forwarding · UAV
Message ferry

1 Introduction

In disaster scenarios or sparse sensor networks, message delivery is a challenging
task due to disconnections in the network and isolation of wireless nodes. Delay
Tolerant Network (DTN) routing approaches can be applied for message delivery
in such scenarios. However, if nodes are stationary, messages cannot be delivered
to their destinations. Unmanned Aerial Vehicles (UAVs) can be employed in such
networks as message ferry nodes to make data communication possible. A UAV,
as a message ferry, is responsible to travel among disconnected nodes and deliver
their messages.

One of the main properties of a UAV that distinguishes it from other types
of wireless nodes is its mobility that be controlled. The flight path of a UAV
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can be planned in advanced (offline path planning) or the UAV can decide it on-
the-fly and autonomously. Controlling the mobility of a UAV in a message ferry
network improves dramatically the performance of message delivery [1]. More-
over, by employing multiple cooperating UAVs, the latency of message delivery
is decreased more [2]. Some challenges are emerged in multi UAV networks such
as the coordination of UAVs and collision avoidance between them [4], but UAVs
can build an ad hoc network on-the-air and cooperate in message delivery with
multi hop communication. In this case, a UAV is not only a message ferry but
also it acts as a router to forward messages.

In this paper a Trajectory and Buffer Aware message Forwarding (TaBAF)
scheme for multiple cooperating UAVs in message ferry networks is proposed
where UAVs act basically as message ferries but they forward messages oppor-
tunistically to each other to accelerate message delivery in the network. UAVs
decide about their mobility on-the-fly based on their local observations from the
state of network [2] and are coordinated applying stigmergy [3]. To cooperate
in message delivery, UAVs do a signaling on-the-air when they fly close to each
other. The signaling information are the next node that a UAV is flying towards
it and the state of its message buffer. The received signaling information from
neighbor UAVs are applied in a UAV for its message forwarding decision. TaBAF
in a UAV forwards a message to a neighbor if the neighbor UAV can deliver the
message earlier.

The results show that TaBAF in message ferry networks with multiple UAVs
outperforms pure message ferry approaches which UAVs do not forward messages
and existing message forwarding schemes. Trajectory and buffer aware message
forwarding between UAVs decreases end to end message delivery latency in a
network by decreasing message traveling delay in buffer of UAVs. Moreover,
TaBAF decreases the average flied distance for each UAV in the network by
efficient message forwarding between UAVs. Average flied distance is the cost
for each UAV. To the best of our knowledge, this is the first work that applies
trajectory and buffer aware message forwarding in multi UAV based message
ferry networks.

The remainder of this paper is organized as follows: we discuss existing work
in Sect. 2. In Sect. 3, the network model is described. The on-the-fly next node
decision maker in UAVs is presented in Sect. 4. Section 5 introduces signaling
between UAVs and nodes. In Sect. 6, we present our trajectory and buffer aware
message forwarding scheme. Simulation study and performance evaluations are
in Sect. 7. Finally, we conclude the paper in Sect. 8.

2 Related Work

The message ferrying approach was proposed in [5] to deliver messages in discon-
nected networks. They controlled the mobility a ferry node by an offline path
planning. The path planning was same as the solution of Traveling Salesman
Problem (TSP) which the main objective is to visit all nodes in the shortest
path. [7] is another single ferry approach where a ferry node has a full observa-
tion over the network. In [1], authors proposed an on-the-fly decision maker in
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a ferry with local observations. They showed that an on-the-fly decision mak-
ing outperforms offline path planning approaches in networks with asymmetric
traffic load.

The latency of message delivery increases in large and highly loaded networks
with a single ferry. To overcome the limitation of single ferry networks, several
architectures for multi ferry networks was proposed in [8]. Ferries mobility deci-
sion, coordination and cooperation of ferries were out of the scope of this work. In
[9], authors proposed a multi ferry approach with local observations in ferries.
The mobility decision in ferries was based on the mobility of nodes. An on-
the-fly decision making for multi ferry networks was proposed in [2] that ferries
decide the next node to visit on-the-fly after visiting a node and exchanging data
and control messages. Ferries have only local observations in their assumptions.
Therefore, the coordination of ferries was done applying a stigmergic communi-
cation among ferries by leaving traces in nodes. Exiting multi ferry works are
pure message ferry networks where the possibility of message forwarding among
ferries is neglected.

As mentioned in Introduction, UAVs are mobility controlled wireless nodes
which can be considered as a realization of message ferries. In multi ferry net-
works, message forwarding among UAVs is possible and UAVs are not only
message ferries but also routers that can forward messages.

A hybrid DTN/geographical routing approach for multi UAV networks has
been proposed in [10] that the message forwarding decision is made based on
an estimation about the future location of UAVs. They apply the speed and
mobility direction of UAVs in their estimations. Moreover, they assume a long
range communication in UAVs that provides a full observation of the network
in each UAV. Their message forwarding scheme cannot be applied in networks
with local observations in UAVs. The authors in [11] also proposed a geographical
routing protocol that estimates a UAV link life time using the mobility direction
and speed of a UAV. The mobility of UAVs are not controlled in this work and
UAVs are used as opportunistic relays.

Existing work are either pure message ferry networks without any message
forwarding between ferries or consider a full observation in UAVs. A message
forwarding scheme for multiple cooperating UAVs with an on-the-fly mobility
decision making which each UAV has only a local observation in message ferry
networks is required.

3 Network Model

3.1 Assumptions

In our network model, wireless nodes (N) are of two types; regular nodes
(R ⊂ N) and UAVs that can act as data ferries or routers (F ⊂ N). From
now on, we call regular nodes only ‘nodes’. Nodes are stationary and isolated.
Therefore, no direct communication between any pair of nodes is possible. The
location of nodes is given to UAVs. Nodes are producer (generator) and consumer
(receiver) of messages. They generate messages with a variable rate. UAVs are
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wireless nodes that act basically as message ferries with controlled mobility.
They can forward messages between each other, either. UAVs only carry mes-
sages or forward them and do not generate any message. UAVs always travel
with a constant velocity. Moreover, we assume an unlimited buffer size in UAVs
and nodes.

To model opportunistic visits of UAVs on-the-air for message forwarding,
we assume a constant radio transmission range for UAVs such that they can
communicate if they come into the range of each other. Moreover, the required
time for a UAV to travel among nodes is much longer than the required message
transmission time (Ttx) between wireless nodes. Thus, we neglect Ttx.

Ttravel(i, j ∈ R) � Ttx (1)

In our network model, there is no direct communication among all UAVs while
their radio transmission range is limited. UAVs can only communicate when
they are in the radio transmission range of each other. Therefore, A UAV has no
global knowledge about the network and can only observe the network locally
when it visits a node or another UAV. During a UAV visit to a node or another
UAV, several steps occurs sequentially that will be described in the next section.

3.2 Steps of a UAV Visit

In our multi UAV based message ferry network, UAVs travel between nodes and
when they visit a node or another UAV several steps are triggered and run as
follows:

1. Exchange control information (signaling)
2. Exchange data messages

(a) If the UAV visits a node, it collects all messages from the node’s buffer
and delivers all messages for which the current node is the destination

(b) If the UAV visits another UAV, it decides to forward all or part of its
buffered messages based on the received signaling information

3. Decide the next node to visit using the on-the-fly decision maker in the UAV
4. Travel to the next (decided) node

In the next sections, we describe steps in more details.

4 On-the-Fly Next Node Decision Maker in UAVs

To control the mobility of UAVs, an on-the-fly decision maker similar to [2] is
applied. The main goal of the decision maker is to make on-the-fly decisions in a
UAV about the next node to visit. The decision maker works only based on the
local observations of a UAV and the history of nodes that a UAV keeps in its
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memory. Each UAV applies a Score function for its mobility decision. A score
is calculated in a UAV for each node r and a node with the maximum Score(r)
value is selected as the next node to visit. The Score for each node r is calculated
as follows:

Score(r) =
mb(r) + hist(r)

d(c, r)
(2)

where mb(r) is a function that returns a normalized value based on the number
of waiting messages in the UAV buffer for the destination r. The second function
is based on the history of nodes in the UAV. Each UAV keeps the history of its
last visit time to all nodes and applies it in its decision maker. hist(r) returns
a normalized value for the node r based on the last visit time of a UAV to
the node r. The function hist(r) returns a bigger value for a node r which has
been visited a long time ago than a node which has been visited recently. This
function avoids any visit starvation in nodes and frequent visits of the node in a
short time window. d(c, r) in Score function is the distance between the current
node c that the UAV is visiting and a candidate next node r.

5 Exchange of Control Information

In the proposed multi UAV based message ferry network in this paper, a UAV
signals some control information with nodes or other UAVs in the network when
it visits them. Signaling information are different in a visit of a UAV to a node
or to another UAV. The signaling information are applied later in the mobility
decision maker of the UAV and its message forwarding decision.

5.1 Signaling Between UAV and Node for Stigmergic Coordination
of UAVs

As mentioned in Sect. 4, to avoid frequent visits of UAVs to a node and visit
starvation in nodes, each UAV keeps a history of its last visit time to all nodes.
Same as UAVs, each node keeps a history table that contains the last visit
time of all other nodes. As the nodes are stationary in our network, the history
information is about the visits of UAVs to nodes. During a UAV visit to a node,
the UAV and the node exchange their last visit time history table and update
their tables with more up-to-date information.

As UAVs have not a long range communication in our network, they cannot
signal this information directly to each other. Therefore, UAVs are coordinated
using a stigmergic communication in a form of an indirect signaling. Indirect
signaling among UAVs is formed when each UAV does a signaling with nodes.
In other words, a UAV leaves traces in nodes (environment) and take existing
traces from them. A node acts as a relay for UAVs to exchange their control
information.
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5.2 Signaling Between UAVs

Another type of signaling occurs in a UAV visit to another UAV on-the-air when
two UAVs fly into the radio transmission range of each other. There are two
types of information in this signaling that are applied in the message forwarding
decision of UAVs and are as follows:

1. The mobility decision of UAV: It is the output of the on-the-fly next node
decision maker in the UAV.

2. State of message buffer in UAV: It is the number of buffered messages for
each destination in a UAV and reflects future nodes that the UAV will visit.

6 Trajectory and Buffer Aware Message Forwarding

In our network, multiple UAVs are employed as message ferries to deliver mes-
sages between disconnected nodes. Besides, there is a possibility for message
forwarding between UAVs if they visit each other on-the-air. Therefore, UAVs
are not only message ferries but also flying wireless routers. Different metrics
can be applied in message forwarding decision between two visiting UAVs. In
this paper, we propose a trajectory and buffer aware message forwarding scheme
that UAVs exploit the signaling information that they exchange with each other
(see Sect. 5.2). The message forwarding decision is done in each UAV during an
on-the-air visit to a neighbor UAV in two steps as follows:

1. In the first step, each UAV uses the trajectory information of neighbor UAVs
that it has received during signaling. The trajectory information is the next
node that the on-the-fly decision maker in Sect. 4 has decided for a UAV.
The UAV forwards all message for which the neighbor UAV is flying directly
towards the destination of messages. In case which both UAVs fly to the same
destination, the UAV forwards messages if the neighbor UAV is closer to the
destination. After forwarding messages to a neighbor UAV, if the UAV has
not any message to deliver to its next visiting node, it runs the on-the-fly
next node decision maker and may change its trajectory.

2. In the second step, the UAV applies both trajectory and buffer information
of the neighbor UAV to forward more messages. In the first step, the UAV
forwards all messages which the neighbor UAV will fly directly to their desti-
nation. In this step, the UAV may forward more messages even if the neighbor
UAV will not fly directly to the destination of messages but the trajectory
and buffer state of the neighbor UAV meet two conditions as follows:
(a) The first condition is based on the traveling direction of UAVs. The first

condition is met, if a UAV is going to fly away from the destination of a
message while the neighbor UAV will fly to a node that is closer to the
destination of message.

(b) A UAV forwards a message to a neighbor UAV if the first condition is
met and only if the neighbor UAV has messages in its buffer to the same
destination of the message. If the both conditions are met for more than
one neighbor UAV, the message is forwarded to the neighbor with highest
number of buffered messages with the same destination address.
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As all UAVs apply the on-the-fly decision maker in Sect. 5 for the next node
to visit and the decision maker applies mb(r) and distance(c, r) functions in
its decision function, the neighbor UAV will visit the destination of a message
earlier than the UAV that has buffered the message if both conditions (a and
b) are met.

7 Simulation Study

In this section, we evaluate and study the performance of proposed message
forwarding scheme in multi UAV based message ferry networks. To do this, we
developed a Python based simulator.

We simulate message ferry networks with 10 nodes where nodes are placed
randomly with a uniform distribution. The position of a node is limited to a
1000× 1000 m2 area. Message generation in nodes has a variable rate. It starts
at t = 0 and runs for 1000 s. Then, the simulation is continued till delivery of
all messages. The traffic load in the network is asymmetric. Message generation
rate in nodes can be classified into four classes which are very high rate (20%
nodes), high rate (20% of nodes), normal rate (50% of nodes) and no message
generation (10% of nodes) with mean inter-message arrival time of 1 s, 3 s, 5 s,
∞, respectively. Moreover, UAVs start their travel from different nodes with a
constant velocity of 5 m/s and their radio transmission range is assumed 10 m.
We run the simulation 10 times for each algorithm. In each run the topology of
the network, i.e. the placement of nodes is different. We compare the proposed
trajectory and buffer aware message forwarding scheme with a pure message fer-
rying approach and three other message forwarding schemes in multi UAV based
message ferry networks. Different message delivery approaches in our compar-
isons are as follows:

1. Pure Message Ferry (Pure MF) [2,3]: It is a pure message ferry approach for
multi UAV networks where UAVs are only ferries and there is no message
forwarding between them.

2. Greedy forwarding (GF) [6]: It is a multi UAV based message ferry network
where the message forwarding between UAVs is enabled. A UAV forwards a
message to its neighbor UAV if the neighbor is closer to the destination of
message.

3. Mobility Direction based Forwarding (MDF) [10,11]: In MDF message for-
warding between UAVs in a message ferry network is done based on the
mobility direction of UAVs.

4. Trajectory Aware Forwarding (TAF): It is a message forwarding scheme that
is proposed in this paper for multi UAV based message ferry networks and
will be used in our comparisons. The message forwarding decision in TAF is
done only based on the trajectory information of a neighbor UAV that has
been received during signaling. Trajectory information is the next node that
the UAV will visit. TAF has only the step 1 in message forwarding which was
mentioned in Sect. 6.
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5. Trajectory and Buffer Aware Forwarding (TaBAF): TaBAF is our proposed
message forwarding scheme in this paper which considers trajectory and buffer
information of UAVs to forward messages.

The mobility decision in UAVs for all 5 approaches are made based on the
on-the-fly next node decision maker in Sect. 4. In Pure MF, there is no singling
between UAVs. In GF and MDF, UAVs exchange only their position information
and mobility direction. Signaling between UAVs in TAF and TaBAF is same as
Sect. 5.2.

Figure 1 shows the end to end latency of messages in five different approaches.
The end to end latency of a message refers to the time difference between a
message generation in its source and the delivery of message at its destination.
The results show that enabling message forwarding between UAVs decreases end
to end delay of message delivery in a message ferry network. TaBAF outperforms
all approaches. TAF has the closest results to TaBAF, but TaBAF decreases
maximum message delay and dispersion of delays. TaBAF forwards a message if
the neighbor UAV will deliver the message earlier even if it will not fly directly
to the destination of the message. TAF forwards messages only if the neighbor
UAV will fly directly to the destination of messages and looses the opportunity
of earlier delivery of some messages by neighbor UAVs. MDF and GF are better
than Pure MF but median for delays, maximum delay and dispersion of delays
are worst than TaBAF and TAF. In GF, a message is forwarded to a neighbor
UAV which is closer to the destination of the message but it is flying away from
the destination. MDF considers only the mobility direction and a message may
be forwarded between several UAVs without considering the final destination of
UAVs. MDF applies the short term mobility information of UAVs in its decision
which causes inefficient decisions.

The end to end message latency consists of two components. Message waiting
delay is the waiting time of a message in a node buffer till its collection by a
UAV- delaywait and message traveling delay is the time that a message travels in
a UAV after its collection from the source node till delivery to the destination-
delaytravel.

Delaye2e = delaywait + delaytravel (3)

In Figs. 2 and 3, we show the impact of different approaches on the average
message traveling and waiting delay employing 1 to 7 UAVs. It can be seen
that different message delivery schemes have not any impact on the average
message waiting delay. Message waiting delay decreases by increasing number
of UAVs in all approaches. On the other hand, message forwarding impacts
mostly on the average message traveling delay. Message traveling delay decreases
slightly by increasing number of UAVs in Pure MF. Increasing number of UAVs
impacts message traveling delay dramatically if message forwarding between
UAVs is enabled like MDF, GF, TAF and TaBAF. TaBAF has the least message
traveling delay because a UAV forwards messages to a neighbor if the neighbor
can deliver them earlier even if the neighbor will not fly directly to the destination
of messages. This strategy decreases the average message traveling delay in the



164 M. Harounabadi and A. Mitschele-Thiel

Pure MF GF MDF TAF TaBAF
0

100

200

300

400

500

600

700

800

900

E
nd

to
en

d
de

la
y
(s
)

Fig. 1. Average end to end delay of
messages.

Fig. 2. Average traveling delay of
messages in the buffer of a UAV.

Fig. 3. Average waiting delay of
messages in the buffer of a node.

Fig. 4. Average flied distance of a UAV
to finish its mission.

network. As mentioned before, TAF takes into account only the next node of a
neighbor UAV and does not forward messages if the neighbor UAV will not fly
to the destination of messages directly. For this reason, some messages may not
be forwarded and have to travel longer in the UAV. MDF and GF show similar
average message traveling delay. MDF and GF do not choose the best neighbor
UAV which can deliver a message earlier and this causes longer message traveling
delays comparing with TAF and TaBAF.

Figure 4 illustrates the average flied distance of each UAV in the network
to deliver all generated message (message generation runs for 1000 s). The flied
distance of a UAV is the cost that each UAV pays to deliver messages. By
applying message forwarding between UAVs in a message ferry network, the cost
decreases. However, the cost in TAF and TaBAF is less than GF and MDF due
to the efficient message forwarding decisions which avoid message forwarding
to a neighbor UAV if a UAV itself can deliver messages earlier. However, the
flied distance of a UAV is less in all approaches which apply message forwarding
between UAVs than a pure message ferrying.

8 Conclusion

In this paper, we proposed a trajectory and buffer aware message forwarding
scheme for multi UAV based messages ferry networks where UAVs cooperate in
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message delivery by forwarding messages between each other. We introduced an
exchange of trajectory and buffer state information between UAVs in form of a
signaling when they visit each other on-the-air. Our proposed message forward-
ing scheme in a UAV exploits signaling information and forwards a message
to a neighbor UAV if it can deliver the message earlier. By efficient message
forwarding, we decreased end to end message delay in message ferry networks
and average flied distance of each UAV which is the cost for a UAV to deliver
messages. Moreover, a UAV may replicate messages in nodes or other UAVs to
accelerate message delivery. This is our future work.
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Abstract. The enormous increase in powerful mobile devices has created hype
for mobile data traffic. The demand for high definition images and good quality
video streaming for the mobile users has constantly being escalated over the recent
decade. In particular, the newly emerging mobile Augmented Reality and Virtual
Reality (AR/VR) applications are anticipated to be among the most demanding
applications over wireless networks so far. The architecture of the cellular
networks has been centralized over the years, which makes the wireless link
capacity, bandwidth and backhaul network difficult to cope with the explosive
growth in the mobile user traffic. Along with the rise in overall network traffic,
mobile users tend to seek similar types of data at different time instants creating
a bottleneck in the backhaul link. To overcome such challenges in a network,
emerging techniques of caching the popular content and performing computation
at the edge are gaining importance. The emergence of such techniques for near
future 5G networks would pose less pressure on the backhaul links as well as the
cloud servers, thereby, reducing the end-to-end latency of AR/VR applications.
This paper surveys the recent edge computing techniques along with the powerful
caching strategies at the edge and provides a roadmap for 5G and beyond wireless
networks in the context of emerging applications.

Keywords: In-network caching · Mobile edge computing
Mobile augmented reality and virtual reality · Wireless networks · 5G

1 Introduction

The exponential growth in the number of handheld devices such as mobile phones, and
tablets has dramatically increased the mobile data traffic. The demand for rich multi‐
media applications is also rising enormously. This traffic is presumed to steadily increase
over the coming years as well. The major source of traffic in the network is due to the
demand of video streaming services. Asynchronous content reuse property is exhibited
by these live streaming requests of popular content by mobile users that accounts for
most of the data traffic. In addition mobile Augmented Reality and Virtual Reality (AR/
VR) are expected to be among the first wave of killer applications in 5G. According to
ABI Research, the total AR market is expected to reach $114 billion by 2021 while the
total VR market is anticipated to reach $65 billion within the same timeframe [1].
AR/VR applications are highly delay sensitive and their performance can degrade
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significantly with non-uniform delay and throughput [19]. The future 5G networks are
expected to be more fast, flexible, reliable and resilient with round trip time of requests
corresponding to 1 ms taking into account the growing mobile traffic. Successful
working of technologies like device-to-device communications, millimeter wave and
small cell densification can help to achieve the desired parameters for the 5G networks.

Small cell base stations are to be deployed within micro cells, pico cells and femto
cells in order to achieve expected to increase capacity and coverage. The deployment
of small cell base stations allows resource reuse to a larger extent. Even though placing
the small cell base stations in a cell site of various sizes is the most important enabler
for higher data rates, the limitation is the backhaul link capacity that provides connection
to the core network. These links are most likely wireless due to rapid deployment, self-
configuration and cost efficiency [2]. The backhaul links are limited in capacity due to
bandwidth constraints and energy consumption while transmitting the packets over long
distances.

In order to deal with such issues and better utilization of the limited available
resources, the concept of caching has been exploited. Caching of popular contents at the
network edge can significantly improve performance as shown in [3, 4]. Delay is reduced
along with overcoming backhaul link congestion [2, 4, 5]. By efficiently exploiting the
idea of caching at the edge, backhaul cost can be decreased linearly with the base station
cache size according to [6, 7] which is possible by the elimination of redundant traffic
as also catered by [8]. This further arises the question of what to cache? Popular YouTube
videos specially top the list for caching, as they require high data rates for continuous
buffering. Then arises the question of where to cache? As caching can be performed at
radio access network (RAN) or the Core Network (CN), one has to decide which place
would be more beneficial as well as cost efficient. The existing literature on edge-caching
focuses on traditional content access, such as watching YouTube videos over mobile
devices. However, in AR/VR the access pattern, content to be cached, and the location
of the content could be further optimized based on specific applications. For instance,
in a museum visit supported by AR, environment maps and constant content can be
cached closer to the user while interactive content only might be shared with servers.
This can be further extended to caching on D2D networks where communication pattern
is more ad hoc.

In case of upcoming 5G networks the feature of antenna directivity [4] can cause
retrieval and connection delays for the users with high mobility. Therefore, performing
caching at the edge in a distributed fashion can further trigger improved quality of
service. There could arise situations where the cached data is not appropriate to provide
for the user requests, then the request can forward to one level up in the hierarchy, that
is, to the cloud servers. Taking into account another situation where the user is travelling
from one cell site to another and some nomadic user is requesting for a particular data,
which the first user possesses, and not the BS of that cell site. Then in this case rather
than the base station contacting the other BS of different cell site, the user that already
has the requested application can share the data locally. This can happen in the context
of device-to-device (D2D) communications, which further facilitates faster communi‐
cation and poses less pressure on the network resources. This exchange of cached content
from device-to-device as in [1, 6] allows directed communications between the users.
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This however is not currently implemented in practice, as the users are not willing to
share any data over D2D links without receiving any rewards in exchange from the
network providers or operators.

On the other hand, cloud computing makes it quite convenient to access shared pool
of services and resources that are location independent. The idea of cloud computing in
the wireless mobile networks leads to the mobile cloud computing and towards cloud
radio access networks. For low-latency applications with high computation load, it is
not feasible to transmit large amounts of data over long distances to the cloud servers
for computation purposes. To address these issues the concept of edge computing or fog
computing has emerged recently [9]. Edge computing urges the deployment of
computing resources closer to the end users. The edge device could be any device that
resides between the data sources and the cloud based data centers. The computing tasks
like processing, storing, caching and load balancing can be performed efficiently in edge
computing. The benefits of using edge computing can be summarized by saying that,
response time is reduced, enhances performance as computations are performed close
to the source, network resources are conserved, reduced latency and minimum bottle‐
neck probability. Cloudlets or edge-clouds are considered to be an important part of the
5G network, in particular to support AR/VR applications [10]. It is worth to note that
even though, edge computing is a promising technology for achieving better services
and higher data rates, they are not capable of replacing the cloud computing. All the
heavy applications and intensive computations would likely to be beyond the scope of
edge computing at least over the next several years. For decreasing the pressure on the
network resources like bandwidth and backhaul links load offloading, in [11] several
techniques are discussed for improving the overall efficiency of the network.

In this paper, we summarize the recently proposed techniques in content caching in
and edge computing within the wireless networks. We categorize the edge caching
techniques according to where the caching is performed; i.e. at the radio access network,
core network and the devices Similarly, for edge computing, we group the techniques
based on the placement of computing resources either at the cloud or closer to the users.
We discuss the impact of the proposed techniques on delay and throughput. Besides, we
survey several techniques that focus on energy-efficiency. In closing, we outline the
future perspectives and draw a roadmap for new research directions in particular new
requirements of mobile AR/VR applications.

The rest of the paper is organized as follows: Sect. 2 discusses the concepts of caching
at the edge. Section 3 focuses on computations being performed at the network edge.
Section 4 covers the energy-efficiency aspect of proposed techniques. Finally, Sect. 5
conclusions the paper giving future perspectives.

2 Caching at Edge

Videos of major sports events or viral videos over the social networks are accessed by
many users at the same time. Bringing content each and every time from the Internet
servers creates a bottleneck in the backhaul network. Considering that these users could
also be geographically close, caching at the edge has been proposed in the literature. As
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the mobility of the user is the main concern for 5G networks, we need appropriate area
where caching can be performed. This can be done at the Evolved Packet Core (EPC)
or the Radio Access Networks (RAN). We first summarize the techniques that consider
caching at EPC and then discuss the studies in RAN.

2.1 Caching Within EPC

EPC includes the serving gateway (S-GW), packet data network gateways (P-GW) and
the mobility management entity (MME). The current deployments of cache are done
mostly at the P-GW and are known as mobile content delivery networks. In [8], the
authors have proposed chunk-level, TPC-level and packet-level caching for EPC. At the
chunk-level, the files are initially divided into chunks and then a caching server is used
to cache particular chunks. They are then specified and differentiated by hash tags.
Further, if the size of the chunk and the hash is the same, the requests related to that
chunk are taken care by the same cached chunk. At the TCP-level, TCP flows are
managed. Caching intermediates further dividing the file into chunks of fixed or variable
length, which helps in scalable cache management. At the packet-level, two middle-
boxes at upstream and downstream are used. The role of upstream middle-box is to
eliminate redundant bytes whereas the downstream middle-box helps in reconstructing
the cached packets. The drawback of this type of caching is that the size of chunks is
very small thereby probability of exploding the index sizes in high-speed networks is
more.

2.2 Caching at RAN

Caching at RAN is comparatively challenging as tunnels are established between the
users and the EPC by the evolved nodeBs (eNB). As the files to be transferred over the
connection are first converted into packets and are further encapsulated by GTP
tunneling, this make them difficult to perform content aware caching. In order to deal
with this situation the concept of byte caching has been implemented. In byte caching,
multiple portions of a file are cached at the network layer by searching for the common
range of data in the bytes of the packet flows. It does not subdivide the packet flows into
fragments, but aim at caching the frequently used bytes in the flows, thereby deleting
the redundant ones.

As the caching memory of the base stations or eNBs is limited, complex caching
schemes are required to be followed in order to gain more flexibility and cost effective
network. There should also be some collaborative schemes installed in the neighboring
eNBs for achieving successful RAN caching output. Moving further towards the distrib‐
uted caching of videos at the base station of RAN, can increase the efficiency of the
delivering the content even more. According to [12] caching at RAN with the help of
User Preference Profile (UPP) along with the video aware backhaul scheduling, can
increase the capacity significantly when compared to the traditional techniques. Consid‐
ering the scenario in [4] the streaming of videos can be achieved with low handoff delays
and less connection latency using caching at the RAN. The streaming of live data or any
video also accounts for the base station cache size according to [6]. Their main focus is
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reducing the transmit power cost, with increased base station cache, which further results
in linear decrement of the overall backhaul cost.

2.3 Device-to-Device (D2D) Caching

In [1], the authors consider caching at the small base stations as well as the user terminals,
which can carry out their communication using D2D communications. Working of
transmission and caching protocols together yield two types of gains that can be eval‐
uated according to [1]. First being the local caching gain, this is achieved when any
device withholding pre-cached information about the data locally satisfies the content
requested by the user. Second, global caching gain can be achieved. This is a cost
effective way of caching for the service providers. The general assumption here is that
the user demands are known in advance. When caching is performed at the user terminal,
energy consumption over backhaul networks can be also reduced [13, 14]. D2D caching
can also borrow some concepts from ad hoc networking which has not been explored
so far.

2.4 Transcoding Enabled Caching (TeC)

According to [15], another way of increasing the quality of the video output as requested
dynamically by the mobile users is, by using the transcoding enabled caching technique.
The combination of transcoding and caching can serve the heterogeneous users in two
of the efficient ways: first, by decreasing the user estimated latency; second, by reducing
the traffic between the proxy and the main server. This technique works as follows. Two
types of transcoders, namely bit-rate reduction and spatial resolution reduction trans‐
coding are introduced. Transcoding unit is placed on the content delivery path such that
depending on the connection speed and processing capability of an end user, the content
is converted into an appropriate format.

3 Mobile Computing

With the skyrocketing use of smart devices on-the-go, computing on mobile devices,
i.e. mobile computing, became an essential part of devices. The limited resources of
mobile devices require computational help either from cloud servers or other resources
around them, in particular for performing computationally heavy tasks. Mobile Edge
Computing (MEC) refers to performing such computations on locations closer to the
user than the cloud servers. The very concept of cloud is to provide software that is
capable of executing intensive and heavy computations. They are convenient to use and
caters the dynamic requests by accessing a shared pool of various configurable devices
[16]. Cloud servers can compute extensive applications efficiently, thereby, increasing
the battery life of the mobile devices [17]. If the applications that require heavy compu‐
tation are shared to the smaller version of clouds in the vicinity of the device these are
referred to as cloudlets which is a key concept for MEC [18].
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3.1 Computing at the Edge

Following the newly emerging AR/VR applications and many other delay-sensitive
applications in 5G, it is apparent that providing the required low-latency with cloud
computing and the transfer of massive amounts of data to the data centers may not be
possible or could be not economical [16]. In order to overcome these drawbacks the
concept of edge computing emerges as a promising tool [18]. Edge computing also
referred as fog computing, comprises of proxy servers that are located at the network
edge. The very idea of edge computing is to achieve low latency and location awareness.
It is worth to note that edge computing is not capable of replacing cloud, as heavy
applications cannot be realized through them but they can reduce the burden of the cloud
servers by locally serving the requests generated by the mobile users. As the cloud and
cloudlets are expected work in harmony, their interoperability emerges as a research
focus. In the next section, we first focus on the techniques that study this challenge.

3.2 Cloud-Fog Interoperability

In [20], the authors suggest using software defined networking architecture to integrate
the infrastructure of cloud and fog. According to the architecture, interoperability can
be of two ways:

• Fog-Fog Computing: When the data requested by the mobile user is beyond the scope
of a single fog server, it can seek that data from another nearby fog server. This is
referred to as fog-fog computing.

• Fog-Cloud Computing: When the service being requested by the user is beyond the
scope of the fog server, then the request is forwarded to the cloud server in order to
provide the user with the required service.

In addition, caching when combined with MEC can increase the quality of service
significantly. In the next section, we summarize the works, that focus on the energy-
efficiency improvement when these two approaches are combined.

4 Energy Efficient Caching and Computing

Various techniques of offloading and load balancing are required to satisfy diverse types
of requests with balanced energy consumption. For instance, the dynamic offloading
framework in [21] helps to balance the load efficiently in a network. Cloud computing
differs from traditional models due to the adoption of virtualization. This very feature
of cloud leverages the operators to run arbitrary applications from various customers on
the virtual machines. The cloud providers reduce the energy consumption on the mobile
systems by providing computing cycles to the users aiming to decrease the computation
at the mobile user end.

Mobile devices are equipped with multiple network interfaces. The server interface
comprises of EDGE, UMTS and GPRS, which are responsible for corresponding with
the network operators. The other is the peer interface that includes Bluetooth and IEEE
802.11 that connects to other computing devices [22]. The joint use of these interfaces
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can lead to energy efficient data applications according to [22]. In addition, as evidenced
by [23], most of the studies do not consider energy consumption at the backhaul,
however it also contributes a significant amount of energy consumption. Therefore, the
potential of MEC to enhance energy-efficiency is supported by their reduced load at the
backhaul links.

Moving further towards the caching domain, a generalized notion of saving energy
is to simply turn a device down. However, for content-caching with D2D, this inflicts
inconsistency in the already cached content. In that case, once caching is performed
cache invalidation strategy needs to be implemented to make sure that the data cached
in the mobile device is copied to the server. According to [24] cache consistency is
difficult to enforce when the mobile devices are powered off.

Procuring the energy efficient mechanisms in the 5G networks, the content placement
issue is addressed in [25]. The proposed framework is CAR (cache-at-relay) comprises
of three integer linear programming models that aims to reduce device power consump‐
tion by uplink power optimization. The impact of caching on the backhaul links is
discussed in [26] where several techniques are shown to relax the load on the backhaul.
In mobile AR/VR applications battery is one of the major bottlenecks. Therefore energy-
efficient techniques are expected to play a key role when it comes to adoption of edge-
caching or edge-computing techniques.

5 Conclusions and Future Directions

5G and beyond networks are aiming to serve many applications that desire ultra-low
latency. For instance, mobile AR/VR applications, tactile internet and autonomous
driving require latency values close to 1 ms. They also require frequent video or map
access and streaming content which calls for placing caching and computing resources
closer to mobile users. This paper surveys the recent studies that focus on caching and
computing at the edge. Various types of caching techniques have been discussed at the
network core as well as the network edge. The combination of various kinds of caching
techniques that reduce the duplicity and eliminate redundant traffic in the network have
been summarized. Further, mobile edge computing techniques have been discussed.
Computations can be done either at the cloud server or locally at the edge server. Though
the cloud-based servers are designed to support heavy and complex computations, the
fog servers are capable of catering less complex applications. They can be implemented
at the edge, which would further take into account the often-requested content and their
output.

The major focus of research in the literature has been enhancing the quality of service
and energy-efficiency. Although these are relevant to AR/VR and other ultra-low latency
applications, next-generation wireless networks will need more flexibility and configu‐
rability capabilities. With this regard, Software Defined Networking (SDN) is expected
to play a critical role in increasing the flexibility of caching and computing in mobile
networks. SDN allows heterogeneous devices to be programmed by the controller
dynamically. The proper coordination of the controller management along with the
device executions, caching and computations can enhance AR/VR experience.
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Furthermore, it is apparent that 5G and beyond wireless networks will have significant
differences than today’s LTE networks. The high amount of investments suggests that
the architecture needs to be flexible enough to support various applications. In other
words, functionality to support AR/VR applications should, for example, support auton‐
omous car applications. As a result, application-specific platform services need to be
dynamically adapted. Caching and computing at the edge is a powerful tool to support
dynamicity however scalable control of large number of distributed systems becomes
the challenging part. In addition, cross-application performance uniformity will emerge
as a significant challenge. As a future direction, advanced algorithms implemented over
SDN are expected to play an important role in reconfiguring 5G networks to satisfy the
demands of newly emerging applications.
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Abstract. This paper presents a sampling alignment data processing (SADP)
methodology for un-synchronized data to evaluate the precision and accuracy of
a positioning system (the Google Tango system); this location system is used to
control beams of directional antennas for a 5th generation communication system
using millimeter Wave (mmWave) links. The test mathematical model is
described in details to derive the sampling alignment data processing. The SADP
is used to evaluate the indoor and outdoor scenarios for the Google Tango position
system, and we conclude that the Tango system precision is impacted by the
tester’s behaviors, environment characteristics, and weather conditions. The eval‐
uation results show the suitability of the Tango system as a location reporting
system for our mmWave communication system.

Keywords: Position system · mmWave communication · Google Tango
Data fusion · Sampling alignment data processing · Error analysis

1 Introduction

Millimeter Wave (mmWave) communication has become a hot topic in recent years,
especially for 5th Generation and Ad-hoc communication systems. But with mmWave,
the signal attenuation is very high at the high frequencies used for communication. In
order to compensate for this attenuation, directional antennas must be used to improve
the range of the communication link. Directional antennas provide the additional benefits
of reducing the interference to other nodes and improving the security of the commu‐
nication link (by reducing the risk of jamming and eavesdropping [1, 2] by other parties).
In order to preserve a wide coverage for the communication system, multiple directional
antennas must be used and a system must be provided with the capability to select the
best antenna to communicate with a given mobile station based on its position.

In the communication scenarios considered in this paper, the stationary basestation
has several directional antennas to be able to concentrate the radio signal in different
directions, but only one directional antenna can transmit at any given time. In order to
select the best antenna to communicate with a mobile user station, accurate and precise
position information about the moving station is required. This location information is
used by the algorithm running on the basestation, to select the best antenna.
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In this project, we use the Google Tango smartphone/tablet to provide the location
information. Since the data captured is not aligned in time and location, we propose a
sampling alignment data processing method to evaluate the performance.

In Sect. 2 we review indoor and outdoor position techniques and systems. Section 3
provides an overview of the architecture of the system presented in this paper.
Section 4 provides an evaluation of the performance of the Google Tango systems for
several test cases. It also describes the method designed to process the data so that we
can derive a quantitative analysis of the results for different scenarios considered here.

2 Literature Review

Various systems are available to provide location estimation; these systems are based
on satellites systems, RF detection, inertial sensors [3], image recognition, or a combi‐
nation of several of these techniques.

Global Navigation Satellite System (GNSS) is the generic term for navigation
systems using satellites to provide autonomous geo-spatial positioning with global
coverage [4]. It is often referred to as: GPS, GLONASS, Galileo, or Beidou based on
the regional satellite constellation used for positioning. By accessing the signal infor‐
mation from multiple satellites, the location system can provide accurate and precise
location information.

GPS is a mature technology. GPS-enabled smartphones are typically accurate to be
within a 4.9 m [5] if a clear view of the sky is available to the smartphone. A GPS system
will not be able to work indoor since the device does not have a clear view of the sky.
This can also happen in tunnels and in “urban canyons” where the signals from the
satellites are blocked by high rise building.

The GNSS accuracy has significantly improved with the use of more satellite
constellations and the development of wide-area augmentation systems (WAAS) [6].
To improve the accuracy of GPS systems, differential GPS systems have been developed
[7]. In a differential system, a network of stationary ground-based reference stations
broadcast the difference between their position indicated by their GPS and their known
fixed location to provide a correction to nearby mobile GPS devices. Differential GPS
can achieve accuracy up to cm level; they are used in certain industrial applications and
in agricultural applications but they are very expensive.

For positioning systems based on Radio Frequency (RF) signals, we focus on indoor
system since many of these systems are focused on indoor applications. These systems
can be classified into several types depending on various aspects such as: where the RF
positioning signal originates, the frequency of this signal, and whether the system is self-
contained or it requires several units to be deployed [3]. The RF signals can be from
wireless local area networks (WLAN) systems, from cellular communication towers, or
generated by a moving equipment itself or by a dedicated infrastructure deployed
specifically for localization (such as Near Field Communication, and Radio Frequency
Identification systems). These systems use received signal strength, time of arrival or
time difference of arrival (from different sources) to estimate the location of a device.
During the estimation process, the system collects the fingerprint of the signal and it
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then uses a triangulation algorithm to calculate the position information. Since there is
no good model for indoor radio multipath, some new methods are proposed, such as
scene analysis, and radio mapping.

Simultaneous Localization and Mapping (SLAM) is a popular research topic, which
the system constructs and/or updates a map of an unknown environment while simul‐
taneously it keeps track of its location within it [8, 9] by using variety sensors. The
sensors can be categorized into laser-based, sonar-based, and vision-based systems. The
mathematical process methods include Kalman filters and Bayes’ rules. Some open
SLAM methods have been published in [10].

3 System Architecture

3.1 Test System

An application running on Tango device, captures the position updates from the device’s
operating system and hardware in the form of an (x, y, z) tuple for the coordinates and
3 angles (yaw, pitch, and roll) indicating the orientation of the device at that location.
This 6-tuple is referred as Pose [11] in the Tango terminology. In our application, we
use this information to infer the position of the mobile user device with respect to the
basestation, and push the (x, y, z) coordinates updates to the basestation using a protocol
called MQTT (Message Queue Telemetry Transport) [12].

The mobile user station provides its location to the fixed basestation over a separate
control channel. The MQTT server on the basestation would receive these locations and
make them available to all MQTT clients that have registered interest, in our case this
being the location data analysis software. The antenna selection algorithm can then use
this location information to select the best antenna to communicate with a given mobile
station as shown in Fig. 1.

Fig. 1. System architecture

3.2 Google Tango [13]

Google has developed an Android device (tablet or smartphone) for accurate indoor
positioning. The system has a wide-angle camera, a depth sensing camera, and accurate
inertial sensor timestamping, as well as software application programming interface to
access these capabilities. This system fuses the information from these sensors to provide
location information; if area learning has previously been done in the location of interest,
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it will also report location with respect to the point of reference for this learned area.
The Tango Area Learning gives the device the ability to see and remember the key visual
features of a physical space, such as the edges, corners, other unique features and it uses
this information to locate the Tango device within this frame of reference; the Tango
can also recognize the area and improve the accuracy of its position reporting. The Tango
system also uses the SLAM to track and save the data.

3.3 Test Scenarios

Our mmWave system works indoor and for certain cases outdoor. We tested the Tango
positioning system for the following 4 scenarios to check its performance.

Indoor Office Layout: This test is a standard indoor open office layout. The layout
includes cubicles with 5-feet tall partitions and common sitting area for meetings. The
goal for using this layout is to check behavior of the positioning system for typical office
layouts.

Indoor Multilevel Layout: This test layout includes two tunnels (connecting build‐
ings), stairs, and a cafeteria (a large common area). The goal of this layout is to check
the 3-D accuracy of the positioning system.

Outdoor, Snow Covered Parking Lot: This outdoor test layout includes a snow
covered parking lot. The intention is to check whether Tango can work in this kind of
outdoor set-up (where the snow cover might reduce the number of distinguishing
features captured by the Tango system).

Outdoor, Sunny Courtyard: This outdoor test layout is at a city hall courtyard (City
of Ottawa), and there are trees, light poles, and status as shown in Fig. 4. The intention
is to check whether the Tango can work well in sunny situations where the strong sunlight
might affect the Tango camera system.

4 Location Data Analysis

4.1 Method to Capture the Data

The location data is captured by a person walking the same route at the same speed
multiple times. The position data is recorded every 0.5 s. Each test scenario is captured
10 times. Since each test run is carried by a same person, this introduces variations in
the parameters for each test run, which include:

• Not exactly the exact same routes for each test run
• Not exactly the same speed between different test runs
• Not exactly the same speed within one test run.

The raw data captured for the four scenarios is shown in Fig. 2.
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Fig. 2. Test result for the four scenarios, (A) Indoor office, (B) Indoor multilevel layout, (C)
Snow covered parking lot, and (D) Sunny courtyard. For each scenario, we show the segments.

4.2 Mathematical Model

Let s(t) be the location at time t and let v(t) be the speed at the time t. The location of
the time t will be:

s(t) =
t

∫
0

v(𝜏)d𝜏 + 𝜕t (1)

Here, s(t)is the 3-D vector (x, y, z) as Tango can report 3-D data relative to the starting
point of the learned area. And, 𝜕t is the error offset of the location with the planned true
route at the time t. The offset can be due to variations in the person’s standing postures
or due to other factors, like avoiding other people during a test run. This offset is a
random parameter. In this project, we assume that 𝜕t is a variable distributed according
to the Gaussian distribution with the mean value equal to zero.

𝜕(t) =
1

∝
√

2𝜋
e−t2∕2a2

(2)

For the Gaussian distribution, we can use average value to approach the “true value”.
So we need to do multiple test runs to obtain the mean. In this project, we ran the tests
10 times for each test scenario.

Since our data sample interval is very short (0.5 s in our test), we can assume that
the speed is uniform during this time period; calling it vt for each test run, we can then
change Eq. (1) to:
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Here, the superscript i means the i-th test run, j means the j-th time stamp and Δ is

the sample interval. For all test runs, we can calculate the average si
tj

as follows:
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Where M is the number of test runs. The second part is zero due to the Gaussian
distribution. Also, we can change the summation order as follows:

stj
=

1
M

∑tj

j=0

∑M

i=1
vi

j
Δ =

∑tj

j=0

1
M

∑M

i=1
vi

j
Δ (5)

Now, we can use each interval average of stj
as the “true location” of the route.

However, we cannot assume that different test runs have the same speed. Therefore,
we cannot calculate the average directly as we can see from Fig. 3. The speeds are
different for the different test runs, the locations at time tj are also different.

To adjust the data to the same relative location, we use a resampling [14] method to
align all the test runs sample data in a given location segment. The sampling alignment
lines are shown in Fig. 3. After alignment, the data samples can be combined to calculate
the mean and standard deviation of locations.

Fig. 3. Resampling data to align them together (x and y in meters)

4.3 Part1: Comparison on Different Test Scenarios Procedures

Initial Process
Since the tester may be stationary for a short moment at the beginning and the end of a
test run, this stationary data should be removed. Stationary data means distance between

the si
tj
 and si

tj+1
 are close to zero (no movement).
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Segmentation
We partition the test runs in different segments to show that the location precision is
affected by different factors of the environments. Therefore we need to define some
segmentation points to segment the entire route. For each test scenario,

• We manually choose a suitable segmentation points in the route.
• For each walking test run, we use the Euclidean distance to find the closest to the

segmentation points.
• We calculate the number of samples in each segment.
• We find the median number of the whole test runs M for the same segment.

Resampling
For each segment, we use a resampling function to ensure that a given segment has the
same number of samples (the median number obtained from each segment) across the
different test runs. We resample by interpolating the points using a cubic spline.

Calculating Metrics
We calculate the mean for the location accuracy and standard deviation (SD) for the
location precision. Then, we calculate the Cumulative Distribution Function (CDF) for
each test scenario to evaluate the precision for each segment in different test scenarios.
The CDF provides a better visual representation of the results.

4.4 Part 2: System Error Estimation

The goal of this test is to estimate the SD of 𝜕t in Eq. (1), which is the system error due
to the person’s position and the Tango accumulated error. To do this test, we run n times
test runs. For each test, the person starts and ends a route at the exact same location. At
the time tj, we calculate the SD of the location stj

.
We know the SD equation is:

𝜎 =

√
1
M

∑M

i=1
(si

tj
− stj

)2 (6)

Considering Eqs. (1) and (2), we have

𝜎 =

√
1
M

∑M

i=1
(si

tj
+ 𝜕tj

− stj
)2 (7)

Since stj
 is approximate to Stj

𝜎
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1
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4.5 Test Results

Segments in an indoor office environment
As shown in Table 1, we can see that in an indoor setting, all the segments yield good
precision reporting. In the indoor environments there are many objects in the field of
view of the Tango system, and the system uses this information to get better results. In
segment 4 we see that the SD is double compared to the other segments because there
is a long hallway with few distinguishing features in segment 4. With fewer distin‐
guishing features the accuracy of Tango drops.

Table 1. SD of the all four scenarios

Scenarios Seg. 1 Seg. 2 Seg. 3 Seg. 4
Indoor office 0.162474 0.151679 0.148068 0.287468
Indoor multilevel 0.48877 0.44967 0.18591 0.42809
Sunny outdoor 0.547403 0.271107 0.386391 0.837084
Snow covered 0.545117 0.941061 0.405412 0.567393

Segments in a multilevel environment
As shown in Table 1, we can see that the Tango can work well in the indoor multilevel
environment. The hallway segments (Seg. 1 and Seg. 2) have a similar accuracy. The
stairs (Seg. 3) have the best accuracy because there are many features for the Tango to
recognize such as steps and hand rails. Each step on the stairs has a height of 0.18 m
which is similar to the SD of the test. The cafeteria (Seg. 4) has poor accuracy in this
scenario. This is due to the cafeteria being very open. The accuracy of the hallways is
poor because the hallways have few distinguishing features for the device to recognize.
We notice that the change in elevation does not affect the accuracy of the Tango.

Segments in a sunny outdoor courtyard environment
As shown in Table 1, there are four segments in the outdoor courtyard scenario. In
Fig. 4, segment 1 is in red, segment 2 is in green, segment 3 is in blue, and segment 4
is in yellow. Segment 1 and 4 are wide areas. The camera in segment 1 is in the shades
and the camera in segment 4 is pointing toward the sunlight. Segment 2 and 3 have many
trees which help the Tango system recognize the environment, segment 2 is closer to a
building and segment 3 is in the middle of the area. We can see that results for segment
2 and 3 are better than that for segment 1 and 4; segment 2 obtains the best results and
segment 4 has worse results than segment 1 because of the sunlight affects the camera.

Segments in a snow covered parking lot
As shown in Table 1, there are four segments in the snow covered parking lot as shown
in Fig. 2C. For this scenario, segment 1 and 4 are very similar since they correspond to
the same path in opposite directions. In segment 2 we see a drop in accuracy because in
this segment the Tango system is in an open area parking lot where there are few objects
to help the Tango recognize the environment. In segment 3 we see that the accuracy is
better since the Tango system is on a sidewalk with many objects for the Tango to use
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as reference but the accuracy on the sidewalks is reduced because of the sunlight
reflection on the snow.

CDF
In the CDF shown in Fig. 6, the y-axis is the cumulative probability within the distance
error specified by x-axis. So, the curve with higher position has better performance.
From the CDF figure, we can see that

• Tango works best for indoor scenarios.
• Tango, outdoor, works better in constrained areas with many distinctive features.

System Error Estimation
In this test, we estimate the system error offset listed in Eq. (1). The tester walks to a
specific point and stay there for several seconds. The resulting position data is plotted
in Fig. 5. The different colors show the final locations for different test runs. We can see
when the tester tries to reach the same final locations; he ends up standing at slightly
different places. The points of the same color represent the captured data while the tester
is standing still at this location for several seconds. The position variations in the x and
y directions are shown in centimeters. Those errors could be introduced by the tester’s
posture change while holding the Tango device. As we discussed before, we assume
these errors follow a normal distribution. We calculate the SD of all the data and the
value is less than 0.08 m, which includes the position error, the final location decision
error, and also the Tango device error for this area leaning.

Fig. 4. Segments for the outdoor courtyard
(Color figure online)

Fig. 5. Cluster of destination points (Color
figure online)
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Fig. 6. CDFs for: (A) Indoor office, (B) Indoor multilevel layout, (C) Snow covered parking lot,
and (D) Sunny courtyard.

5 Conclusions

In this paper, we have developed a sampling alignment data processing method to eval‐
uate the Tango location system used to control the directional antenna beams in an
mmWave communication system. It has been found that the Tango system gives good
location accuracy for both indoor and outdoor scenarios (if enough distinctive features
are available in the scenery). This system provides better accuracy and precision for the
scenarios with more distinctive features, such as an indoor multilevel scenario with
staircases and handrails. The location precision is impacted by the tester’s behavior,
environment characteristics, and weather conditions. The calibration procedure
proposed in the paper can be used to further minimize the location error and improve
the final accuracy. The evaluation results show the suitability of the Tango system as a
location reporting system for mmWave communication system.
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Abstract. In this paper, we consider a two-hop network with a source
node (SN) and a relay node (RN) who want to communicate data to
a destination node (DN). The SN cannot be directly connected to the
DN, but rather is connected only via the RN. The RN does not have an
external source of energy, and thus needs to harvest energy from the SN
to communicate, while the SN has an external source of energy and can
harvest energy straight from it. Thus, a dilemma for the SN arises: how
much to share harvested energy with the RN to make it relay the SN’s
data to the DN. Fair performing of their communication tasks is consid-
ered as an incentive for the SN and the RN to cooperate. The optimal α
fair schedule is found for each α. It is shown that an altruistic strategy
for one of the nodes comes in as a part of the cooperative solution (cor-
responding α = 0), while the maxmin strategy (corresponding α tending
to infinity) is proved to be egalitarian. Using Nash bargaining over the
obtained continuum of fair solutions, we design a trade-off strategy.

Keywords: Adhocnets · Energy harvesting · Fairness · Bargaining

1 Introduction

Using nodes powered by green energy in wireless networks (e.g., sensor networks)
allows one to prolong their lifetime and increase their sustainability. Besides
of harvesting energy from such sources of green energy as solar radiation or
piezoelectric devices, nodes can also harvest energy using radio frequency (RF)
transmissions from other wireless nodes [13]. Such energy transfer technologies
can serve as a basis for nodes cooperating, thereby leading to improved overall
network performance [18]. In [11], a problem of two-hop relaying with energy
harvesting nodes was considered and the optimal transmission scheme with the
source having a single energy packet was found for a half-duplex relay. In [16],
a directional waterfilling algorithm was derived for a Gaussian fading channel
with an energy harvesting transmitter. In [17], a game-theoretical approach was
used to minimize the non-renewable energy consumption in a multi-tier cellu-
lar network. In [19], a stochastic energy trading game was developed with two
types of energy-harvesting devices: sellers harvesting more energy than they can
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use, and buyers that have to buy energy to support their required communi-
cation services. In [20], an optimal packet scheduling problem for a single-user
transmission with discrete energy harvesting was considered.

In [18], a question was put forward: how can one make the nodes cooperate?
To find an answer, in [18], a game-theoretical model for the relay node, powered
solely by wireless energy transfer from the source node, was suggested. A pric-
ing scheme was considered as an incentive for cooperation. It was shown that
altruistic operation of the nodes can be facilitated by the proposed pricing. In
this paper, we consider fairness (namely, α-fairness) in performing the commu-
nication tasks by the nodes as an incentive to cooperate. The optimal α-fair
schedule is found for each α. We show that an altruistic strategy for one of the
nodes comes in as a part of the cooperative solution corresponding to a bound-
ary value of α equals to zero. The benefits of a cooperative strategy is that it
maximizes total network performance, while the drawback is that it is not energy
safe. On the other hand, the benefits of a maxmin strategy (corresponding to
the other boundary case of α tending to infinity) is that it is egalitarian and
energy safe compared to cooperative, but the drawbacks of the maxmin strategy
is that it supports lower total network performance. Hence there is a fundamen-
tal problem associated with selecting a fairness coefficient, which arises from the
trade-off between altruistic and egalitarian strategies. A core contribution of this
paper is that, by applying Nash bargaining approach, we design such a trade-off
strategy.

The organization of this paper is as follows: in Sect. 2, a model where the
source node sends data directly to the destination node is studied. In Sect. 3,
the model is generalized for the scenario where transmission is performed via a
relay node. The α-fair schedule is found for each α. In Sect. 4, trade-off value for
fairness coefficient using Nash barging approach is obtained. Finally, in Sect. 5,
conclusions are offered, and, in AppendixA, the proof of the obtain results are
given.

2 The Source Node Sends Data Directly
to the Destination

Let a source node (SN) send data to a destination node (DN), but have to harvest
energy from an external source. During energy harvesting the SN cannot send
data. The rate of energy harvesting ph, reflects the energy harvested per time
unit, is fixed. The goal of the SN is to harvest energy to maintain sending data
to the DN within a time slot of duration T . The SN, to send data, applies a fixed
power ps per unit of time, called power (transmission) rate. Thus, the time slot is
split into two phases: (a) energy harvesting (duration Th) and (b) communication
(duration Ts), where

Th + Ts = T. (1)

The total energy accumulated by the SN within energy harvesting phase is given
as follows:

E = phTh. (2)
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The total energy psTs used by the SN in communication phase cannot be larger
than the accumulated energy E, i.e., by (2),

psTs ≤ phTh. (3)

Due to the SN, to send data, applies a fixed power ps per unit of time within
the communication phase having duration Ts, the total throughput is given as
follows:

v(T ) = Ts ln(1 + hsps) with T = (Th, Ts). (4)

Then, in the framework of this model, two sequential optimization problems
arise: (a) to optimize the phase schedule to maximize throughput for a fixed
power rate, and (b) to optimize the power transmission rate to send data.

(a) To optimize the phase schedule to maximize throughput for a fixed power
rate: Here, the goal of the SN is to find the phase schedule T = (Th, Ts) to
maximize throughput (4) for a fixed ps.

Theorem 1. For a fixed power rate ps, the optimal phase schedule T is given
as follows:

Ts = phT/(ph + ps) andTh = psT/(ph + ps). (5)

This schedule yields the total SN throughput as a function of ps is equal to:

v(ps) = phT ln(1 + hsps)/(ph + ps). (6)

(b) To optimize the power transmission rate to send data. Here, the power
rate pb is considered as a variable controlled by the SN. Thus, the phase schedule
(5) and the total SN’s throughput (6) are functions of ps. The goal of the SN is
to find ps to maximize this total SN throughput.

Theorem 2. The optimal power rate to send data is equal to:

ps = (exp (LambertW ((hsph − 1)/e) + 1) − 1)/hs.

In particular, Theorem 2 implies that the optimal power rate does not depend
on duration of time slot. Figure 1(A) illustrates that an increase in quality of
communication reflected by fading channel gains hb leads to an increase in the
SN throughput. It is interesting that the SN achieves this increase by reducing

Fig. 1. Throughput, harvested energy, power rate and schedule as functions of hs.
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energy harvesting (Fig. 1(B)). This could be done by applying energy safe sched-
ule, namely, by reducing the power transmission rate (Fig. 1(C)) while increas-
ing the duration of transmission (Fig. 1(D)). Thus, here, like in economics where
investment in public infrastructure fuels economic growth and attracts new tech-
nologies, improving network infrastructure reflected by improving channel gains
(e.g. better antennas) encourages using energy safe strategies.

3 The Source Node Sends Data to the Destination Node
via a Relay Node

In this Section extend the model for a two-hop scenario where the SN cannot
send data directly to the DN but only via a relay node (RN). The RN does
not have an external source of energy, and needs to harvest energy from the
SN to communicate, while the SN has such external source of energy and can
harvest energy straight from it. Thus, the harvested energy is a resource for the
SN to communicate with the DN as well as the resource to motivate the RN to
cooperative with the SN in performing this task. As incentive to cooperate we
consider fair performing of communication tasks by the SN and the RN.

Let us describe the model in detail. We assume that the SN and the RN
cannot perform their energy harvesting and communication operations simul-
taneously. All of the operation takes place within a time slot with duration T .
Thus, the time is split into four phases: (a) energy harvesting by the SN from
an external source (duration Th), (b) energy harvesting by the RN from the SN
(duration Thr), (c) sending data by the SN to the DN via the RN (duration Tsd),
(d) sending data by the RN to the DN (duration Trd). Thus,

Th + Thr + Tsd + Trd = T. (7)

Let hrd be the fading channel gains for the RN to send data to the DN. Let
hsr be the fading channel gains for the SN to send data or energy to the RN.
Let hsd := hsrhrd/(1 + hrd) be the fading channel gains for the SN to send data
to the DN via the RN. Let ps be the power rate to send either energy supply to
the RN or to send data to the DN via the RN by the SN. Let pr be the power
rate to send data by the RN to the DN.

The total energy accumulated by the SN during the energy harvesting
phase is:

E = phTh. (8)

The total energy Er sent by the SN to the RN during energy harvesting by
the RN phase is

Er = psThr, (9)

while the total energy Er accumulated by the RN for this phase is

Er = γhsrpsThr, (10)

where γ is the coefficient of energy accumulation.
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The total energy used by the SN to send data to the DN via the RN is given
as follows:

Esd = Tsdps, (11)

which yields the total SN throughput, given as follows:

vs = Tsd ln(1 + hsdps). (12)

The total energy Trdpr employed by the RN to send data to the DN has to
be equal to the energy Er harvested from the SN, i.e.,

Er = Trdpr, (13)

which yields the total RN throughput given as follows:

vr = Trd ln(1 + hrdpr). (14)

Thus, a dilemma for the SN arises how much harvested energy has to be used
for communication and how much to share with the RN to make it relay the SN’s
data to the DN? As an incentive for the SN and the RN to cooperate, we consider
the fair performing of communication tasks for each of them, and the α -fairness
utility is considered as such a fairness criterion. Thus, the goal of the SN is to
find schedule T = (Th, Thr, Tsd, Trd) to fulfil fairly each of these communication
tasks. In the considered model, the α-fairness utility for these communication
tasks is given as follows: v(T ) = (vr(T ))1−α/(1 − α) + (vs(T ))1−α/(1 − α) for
α �= 1 and v(T ) = ln(vr(T )) + ln(vr(T )) for α = 1. The α-fair schedule is given
as the solution of the following problem:

maximize v(T ), subject to (15)
Th ≥ 0, Thr ≥ 0, Tsd ≥ 0, Trd ≥ 0, (15a)
Th + Thr + Tsd + Trd = T, (15b)
phTh = Thrps + Tsdps, (15c)
γhsrpsThr = Trdpr. (15d)

Note that α-fairness criterion provides a unified framework for considering a wide
array of fairness considerations, ranging from maximizing cooperative solution
(for α = 0) through proportional fairness (for α = 1) to the maxmin solution
(for α tending to infinity). As a survey on fairness criteria applied in wireless
network we refer to [12], while as examples of α-fairness criteria, we refer the
reader to [15] for a throughput assignment problem, and to [9] for bargaining over
the fair trade-off between secrecy and throughput in OFDM communications.
In [5,7,8], maxmin strategies were designed as solution of the corresponding
zero-sum games. In [14], in the context of LTE-A networks, cooperative bar-
gaining solutions for resource allocation over the available component carriers
was investigated. In [10], bargaining problem over fair performing dual radar
and communication task was solved. In [1,6], fair power control was applied
for resources allocation by base station under uncertainty. In [3,4], fair channel
sharing strategies by WiFi and LTE-U networks were designed.
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Theorem 3. (a) The α-fair schedule T α = (Th,α, Thr,α, Tsd,α, Trd,α) is unique
and given as follows:

Th,α = T
PsA

1/α
s /Ls + PsPrA

1/α
r /Lr

A
1/α−1
s + A

1/α−1
r

, Thr,α = T
PrA

1/α
r /Lr

A
1/α−1
s + A

1/α−1
r

,

Tsd,α = T
A

1/α
s /Ls

A
1/α−1
s + A

1/α−1
r

, Trd,α = T
A

1/α
r /Lr

A
1/α−1
s + A

1/α−1
r

,

(16)

where Ls := ln(1 + hsdps), Lr := ln(1 + hrdpr), Pr := pr/(γhsrps),
Ps := ps/pr, As := Ls/(1 + Ps), Ar := Lr/(1 + Pr(1 + Ps)).

(17)

(b) The following relations hold between the SN throughput vs,α and the RN
throughput vr,α corresponding to T α:

vs,α/vr,α = (As/Ar)1/α and vs,α/As + vr,α/Ar = T. (18)

(c) The maxmin solution corresponds to α tending to infinity and is given as:

vs,∞ = vr,∞ = v∞ := T/(1/As + 1/Ar),

T ∞ =

(
T (Ps/Ls + PsPr/Lr)

1/As + 1/Ar
,

TPr/Lr

1/As + 1/Ar
,

T/Ls

1/As + 1/Ar
,

T/Lr

1/As + 1/Ar

)
.

(19)

(d) The cooperative solution corresponds to α = 0 and is given as:

T 0 =

⎧⎪⎪⎨
⎪⎪⎩

(
TPs

1 + Ps
, 0, T

1 + Ps
, 0

)
, As > Ar,(

TPr

1 + Ph(1 + Ps)
, TPsPr

1 + Pr(1 + Ps)
, 0, T

1 + Pr(1 + Ps)

)
, As < Ar,

(20)

vs,0 =

{
TAs, As > Ar,

0, As < Ar,
vr,0 =

{
0, As > Ar,

TAr, As < Ar.
(21)

Thus, in the cooperative solution, either the SN or the RN has to be a full
altruist totally sacrificing its own communication task in the name of reaching the
largest joint throughput. While the maxmin solution equalizes both throughput,
or, in the other words, it is aimed at the equality of outcomes for the nodes.
Thus, the fairness coefficient reflects a trade-off between altruism and equality
of outcome. Further, between the throughput as functions of α there is a liner
relation (18), and an increase in one throughput yields a decrease in the other
Fig. 2(C). Also, in the considered example, for α = 0 the RD has to be altruist
focusing only on the relaying operation. An increase in α results in (i) a decrease
in the SN throughput, (ii) an increase in the RN throughput, and (iii) a decrease
in energy harvesting by the SN. The latter means that full altruism of one of
the nodes (the RN) leads to employing a less energy safe strategy by the other
(the SN); while an increase in selfishness for the SN (reflected by an intention to
get a larger throughput for itself) makes the SN reduce energy harvesting and
to switch to a more energy safe strategy Fig. 2(B). Also, an increase in α makes
the SN spend more time supplying the RN by energy, thereby supporting an
increase in duration for the RN communication with the DN.
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Fig. 2. (A) The α-fair schedule, (B) harvested energies used for harvesting and com-
munication as functions on α, (C) relation between throughput in plane (vs, vr) for
T = 1, ph = 7, pr = 4, hsr = 3, hrd = 0.7, γ = 0.9, ps ∈ {1, 5} and (D) bargaining
throughput as function on γ.

4 Trade-off for Fairness Coefficient

Since, for each fixed α the fair solution T α is derived, a problem arises to
find the most fair T α. An answer to this problem will be obtained as the
Nash bargaining solution (NBS) [2] over all of the fair throughputs [2]. First
let us define the feasibility set L for all of the fair throughputs for the SN
and the RN, i.e., L := {(vs,α, vr,α) : α ≥ 0}. By (18) and (19), L is
the line connecting the point (vs,0, vr,0) and the point (v∞, v∞). Second let
(vd

s , vd
r ) = (min{vs,0, v∞},min{vr,0, v∞}) be the point composed by minimal

throughput in L. This point can be considered as a disagreement point [2].
Then, the NBS is given as given as arg max{NP (vs, vr) : (vs, vr) ∈ L} where
NP (vs, vr) := (vs − vd

s )(vr − vd
r ) is called the Nash product.

Theorem 4. The bargaining throughput is unique and given by

(vs, vr) =
(

TAsAr

2(As + Ar)
,

TAsAr

2(As + Ar)

)
+

{
(TAs/2, 0), As > Ar,

(0, TAr/2), As < Ar.

The bargaining value for fairness coefficient is α = ln(As/Ar)/ ln(vr/vs).

Figure 2(C) illustrates the NBS for ps ∈ 1, 2.5, 5, while Fig. 2(D) illustrates that
both throughput gains correspond to an increase in the coefficient of energy
accumulation γ, and, thus, on an improvement for the RF technology us for
energy harvesting.

5 Conclusions

To obtain insight into the cooperation between nodes with different sources
of energy (from external sources or through radio frequency transmissions from
other nodes), a simple two-hop network model was investigated. First we showed
that, much like in economics where investment in public infrastructure fuels
economic growth and attract new technologies, improving network infrastructure
reflected by improved channel gains fuels the use of energy safe strategies. Then,
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based on α-fairness a problem of node cooperation was investigated. It is shown
that an altruistic strategy for one of the nodes comes as a part of a cooperative
solution, while the maxmin strategy is proven to be egalitarian. Using Nash
bargaining over the obtained continuum of fair solutions, a trade-off between
altruistic and egalitarian behaviors is found. Further, the gains associated with
bargaining throughput correspond to an improvement in the RF technology used
for energy harvesting.

A Appendix

Proof of Theorem 1. By (1) and (3), Ts ≤ phT/(ph +ps). Then, due to v given
by (4) is increasing on Ts, (5) follows. �
Proof of Theorem 2. To find the optimal ps we have to find derivation of v on
ps: d v(ps)/d ps = (hs(ph + ps)/(1 + hsps) − ln(1 + hsps)) Tph/(ph +ps)2. Thus,
dv/dps{>,=, <}0 if and only if 1 + a/x − ln(x){>,=, <}0, where x = 1 + hsps

and a = hsph − 1. It is clear that a > −1 and x ≥ 1. For a fixed a > −1
the function 1 + a/x − ln(x) is decreasing on x ≥ 1. Moreover, the equation
1 + a/x − ln(x) = 0 has the unique root x = exp(LambertW (a/e) + 1), and the
result follows. �
Proof of Theorem 3. Since v(T ) is concave, to find the optimal T the KKT
Theorem can be applied. First we define Lagrange function Lω1,ω2,ω3(T ) with
ω1, ω2 and ω3 are Lagrange multipliers as follows:

Lω1,ω2,ω3(T ) =
(TrdLr)1−α

1 − α
+

(TsdLs)1−α

1 − α
+ ω1(T − Th − Thr − Tsd − Trd)

+ ω2(phTh − Thrps − Tsdps) + ω3(γhsrpsThr − Trdpr).
(22)

Then, for T to be optimal, besides of conditions (15b)–(15d), the following rela-
tions have to hold:

∂L/∂Trd = L1−α
r /(Trd)α − ω1 − prω3

{
= 0, Trd > 0,

≤ 0, Trd = 0,
(23)

∂L/∂Tsd = L1−α
s /(Tsd)α − ω1 − psω2

{
= 0, Tsd > 0,

≤ 0, Tsd = 0,
(24)

∂L/∂Th = −ω1 + phω2 = 0, (25)

∂L/∂Thr = −ω1 − psω2 + γhsrpsω3 = 0. (26)

By (25), we have that
ω2 = ω1/ph. (27)

By (26) and (27), we have that ω3 = (1 + ps/ph)ω1/(γhsrps). Then, (17) and
(23) yield that:

Trd =
L

1/α−1
r

(ω1 + prω3)1/α
=

L
1/α−1
r

(1 + Pr(1 + Ps))1/αω
1/α
1

=
A

1/α−1
r

(1 + Pr(1 + Ps))ω
1/α
1

. (28)
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By (24), in notation (17), we have that

Tsd =
L
1/α−1
s

(ω1 + psω2)1/α
=

L
1/α−1
s

(1 + Ps)1/αω
1/α
1

=
A

1/α−1
s

(1 + Ps)ω
1/α
1

. (29)

By (15d), (17) and (28) the following relation holds

Thr = Trdpr/(γhsrps) = PrTrd = PrA
1/α−1
r /((1 + Pr(1 + Ps))ω

1/α
1 ). (30)

By (15c), (29) and (30), using notation (17) we have that

Th =
ps

ph
(Thr + Tsd) = Ps (Thr + Tsd) =

PsPrA
1/α−1
r

(1 + Pr(1 + Ps))ω
1/α
1

+
PsA

1/α−1
s

(1 + Ps)ω
1/α
1

. (31)

Then, summing (28)–(31) and taking into account (15c) imply that ω
1/α
1 =

(A1/α−1
s + A

1/α−1
r )/T. Substituting this ω1 into (28)–(31) implies (16). Then,

vs,α = LsTsu,α = TA1/α
s /(A1/α−1

s + A1/α−1
r ), (32)

vr,α = LrTru,α = TA1/α
r /(A1/α−1

s + A1/α−1
r ). (33)

Dividing (32) by (33) yields the first relation in (18). Note that

A
1/α
s

A
1/α−1
s + A

1/α−1
r

= As
A

1/α−1
s

A
1/α−1
s + A

1/α−1
r

= As

(
1 − 1

Ar

A
1/α
r

A
1/α−1
s + A

1/α−1
r

)
.

This, jointly with (32) and (33), implies the second relation in (18), and the
result follows. �
Proof of Theorem 4: By (21), two cases arise: As > Ar and As < Ar. Let As >
Ar. Then, by (18), (19) and (21), NP (vs, vr) = (vs −v∞)vr = (TAs −Asvr/Ar −
v∞)vr = As(TAs/(As + Ar) − vr/Ar)vr. Thus, the (TAs − Asv∞/(2Ar), v∞/2)
is the NBS, and the result follows from (19) and the first relation in (18). �
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Abstract. Depending upon the application type, wireless sensor net-
work has to work for months to years with a finite energy source. During
this time, sensor nodes sense useful information from their surround-
ing and transmit it to the Base Station. Due to the sensor’s finite energy
source, accumulation and transmission of sensed information in an energy
efficient manner is very significant. Therefore, energy efficient communi-
cation protocols are a major research concern in a wireless sensor net-
work to prolong the network lifetime. This paper presents an Energy-
Efficient Hybrid Clustering Communication Protocol (EEHCCP). It is
an improved LEACH protocol. It evenly distribute the energy load
among all the sensor nodes. It uses a novel parameter average cluster-
member energy (ACME) to delay the re-clustering time. The experimen-
tal results show the effectiveness of the proposed protocol over prominent
Low Energy Adaptive Clustering Hierarchy (LEACH) and its descendant
protocols in terms of network lifetime and energy consumption.

Keywords: Clustering · Network lifetime · Data aggregation
Energy efficient routing · Scalability · Communication protocols
Wireless Sensor Network

1 Introduction

Wireless Sensor Network (WSN) consist of hundreds to thousands of sensors
(nodes) deployed over a target area for environment monitoring or event tracking.
The job of nodes is to gather the information about the events occurring in their
close surrounding, and periodically communicate it to the Base Station (BS) for
further processing [1]. The nodes are energy constrained and possibly deployed in
such a manner that the replacement of the energy source is not possible always.
Therefore, it is utmost important for a node to efficiently utilize its energy so
as not to quickly run out of energy and hence prolongs the network’s lifetime.
Network lifetime is the time elapsed until the last node (or the first node or
prefix percentage of nodes) in the network run out of its energy (dies) [2].

The simplest technique to reduce energy consumption during transmission
is to send packets in a multi-hop fashion rather than single-hop to the BS [3].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In the literature clustering based [4–7], chain based [8,9] and tree based [10,11]
techniques are discussed to achieve multi-hop communication. In a cluster-based
network, fixed percentage of sensor nodes are elected as leader called the cluster
head (CH) based on a preset CH selection criteria. CH serves as a BS for cluster
members and transmits the aggregated data to the actual BS [4]. Rest of the
sensor nodes join one of the CHs based on a preset cluster joining criteria. Each
cluster member periodically sends its data to the cluster head, which in turn
aggregates the received data before transmitting it to the BS.

The rest of the paper is organized as follows: Sect. 2 describes LEACH and
its descendant protocols. Section 3, introduces the proposed EEHCCP protocol.
Section 4, presents the performance evaluation of EEHCCP. And finally, Sect. 5
concludes the findings.

2 LEACH and Its Descendant Protocols

LEACH [4] is the most renowned cluster-based communication protocol for
WSN. LEACH uses a randomized rotation of cluster heads to evenly distribute
the energy load among nodes in the network. The election of cluster head is based
on the number of times the node has served as a cluster head and the desired
number of cluster heads, determined apriori, for the network. LEACH divides
the communication process into rounds. Each round is composed of setup phase
and steady-state phase. In the setup phase, each node independently selects a
random number between 0 and 1 and if the chosen number is less than a thresh-
old (T ) given by Eq. 1, then, the node selects itself as a cluster head for current
round.

T (n) =
{ p

1−p∗(rmodp−1) ∀n ∈ G

0 ∀n /∈ G
(1)

Where n is a random number between 0 and 1. p is the desired percentage of
cluster heads. G is the set of nodes that weren’t the cluster heads in the last 1/p
rounds.

Each cluster head, then, broadcasts an advertisement message to share their
status with other sensor nodes. Each node chooses a cluster to which they belong
by choosing a cluster head that requires least communication energy. The deci-
sion is based on received signal strength of the advertisement message. The one
with the largest received signal strength is the cluster head that can be reached
using least communication energy. After cluster formation, head of each cluster
creates a TDMA schedule for associated cluster members and broadcasts it back
to them. In the steady-state phase, each cluster member node transmits its sense
data to the corresponding cluster head in their allocated transmission slot and
turns off the radio components for rest of the time to reduce the energy dissipa-
tion. Once cluster heads receive the data from associated cluster members, they
perform aggregation on it before transmitting it to the BS.
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LEACH-C [5] is the centralized version of LEACH. The only difference lies in
the fact that LEACH-C uses the BS to decide the cluster heads for each round.
In the beginning of each round, all nodes send their IDs, location information,
and energy status to the BS. The BS then analyzes the received data and selects
energy-rich nodes as cluster heads to form optimal clusters using the simulated
annealing algorithm. LEACH-F [6] is also the centralized version of LEACH. The
only difference lies in the fact that LEACH-F uses Static clusters. The clusters
formed in the first round are static and used throughout the network lifetime.
In each cluster, the role of cluster head rotates among the associated cluster
members.

VCH (Vice cluster head) [12,13] is very much identical to LEACH but it
delays the re-clustering time by prolonging the steady-state phase duration. In
VCH [13], clusters are static for two consecutive rounds and re-clustering occurs
at the end of every second round. In steady-state phase, the current cluster head
selects a VCH among cluster members and thus, reduces the clustering setup
overhead for next one round.

LEACH and LEACH-C have no control over the clustering frequency. The
setup phase is an overhead over the actual transmission of sensed data. Perform-
ing clustering in each communication round increases this overhead. LEACH-C
suffers from high energy dissipation of nodes due to long distance because at
the beginning of each round, each node sends its ID, location, and energy infor-
mation to the BS. In LEACH-F, clusters are static and only the cluster heads
are rotated according to the rotation order given by the BS. Therefore, it may
happen that a new cluster head for the next round is located far away from a
member node compared to other cluster heads. Consequently, the node has to
use the large communication energy cluster head when there is another clusters
cluster head nearby.

In this paper we extend the concept of VCH protocol and use a novel average
cluster-member energy (ACME) parameter to increase the number of rounds
that uses the same clusters. Therefore, it delays the re-clustering time to save
the setup phase overhead cost.

3 Energy-Efficient Hybrid Clustering Communication
Protocol (EEHCCP)

EEHCCP divides the communication process into several rounds. Each round
composed of setup and steady-state phase. In each round, EEHCCP rotates
cluster heads based on the residual energy of the nodes. EEHCCP incorporates
both static and dynamic formation of clusters and selects either of these methods
based upon a user control parameter average cluster-member energy (ACME).
In the very first round of EEHCCP, each node sends its ID, location, and energy
information to the BS station. The BS then selects the desired number of cluster
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heads, determined apriori, and their associated cluster members. The CH selec-
tion is based on the location and energy status of all the nodes. The BS, first,
divides the network into k-cluster using k-mean clustering, where k, is equal
to the desired number of cluster heads. The BS then finds the highest residual
energy node for each cluster and appoints them for the job of cluster heads.
At last, the BS forgets the cluster formed using k-mean clustering and then,
performs re-clustering for chosen cluster heads and determines cluster members
for each cluster head using minimum distance criterion so as to minimize the
within-cluster sum of squares. The k-mean clustering is used just to find initial
cluster heads and not the initial clusters. The k-mean ensures good distribution
of cluster heads. After the formation of initial clusters, the BS calculates the
ACME and set ACME threshold (ACMEth) using Eqs. 2 and 3. The ACME
parameter decides when to form new clusters: if ACME is below ACMEth then
new clusters are formed by passing remaining energy status of nodes to the BS.
Otherwise, the clusters are static and used for subsequents rounds with new CHs.

ACME =
∑K

i=1 E(i)remE

K
∀i ∈ Cm (2)

ACMEth =
ACME ∗ P

100
(3)

Where E(i)remE is the residual energy of node i belongs to mth cluster. K is the
total number of cluster members in mth cluster. P is the user control parameter
varies from 0 to 100.

The BS then broadcasts a message in the network which includes (cluster
head) CH’s ID for each node, ACMEth for each cluster and the TDMA schedule
for each cluster. Upon receiving the message each node compares its own ID
with the CH’s IDs part of the broadcast message to find its role in the cluster.
If the CH’s ID matches the node’s ID, the node becomes the CH and reads the
ACMEth for its cluster, otherwise, it reads its TDMA slot and goes into sleep
mode, to save its energy, till its slot comes. In the data transmission phase, each
node sends its data to corresponding CH in its respective TDMA slot. Once the
CH receives data from all cluster members, it aggregates the data and sends it
to the BS. After the data transmission, each cluster member sends its current
energy status to the corresponding CH. The CH of each cluster then calculates
the ACME and selects the cluster head for next round using following rules:

1. If the ACME is above the ACMEth, for all clusters, then the current CH
of each cluster selects new CH for the next round from the associated cluster
members based on the residual energy such that
(a) The residual energy of new CH must be greater than current ACME and

residual energy of others CMs of the cluster.
2. If no such node is found or the ACME is below the ACMEth of any cluster

then call for re-clustering.
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3. The cluster head whose ACME is below its ACMEth broadcast a re-
clustering message in the network.
(a) Each node then sends the same information to the BS as the one sent in

the first round.
(b) BS forms the new clusters and cluster heads as the one formed in the first

round.
After the selection of new CH, the current cluster head of each cluster waits
for the re-clustering message. If no such message occurs then the current CH
informs all cluster members about the new CH, new TDMA schedule for the
next round, and becomes the normal node of the cluster. After this, steady-
state phase takes place in order to complete data transmission process.

4 Performance Evaluation

This section presents the performance evaluation of the proposed EEHCCP pro-
tocol to show its effectiveness in terms of network lifetime and average energy
consumption per round. The performance of EEHCCP has been evaluated using
MATLAB simulation and compared with prominent LEACH [4] and its decedent
protocols namely, LEACH-C [5], LEACH-F [7], VCH [12]. The BS is located at
(50,175) in a 100∗100 m field. The value of network parameters during simulation
is specified in Table 1.

Table 1. Network model parameters

Network parameter Value

Network area 100*100 m2

Total numbers of nodes (n) 100

CH percentage (p) 0.05

Initial energy of nodes (Einit) 0.5 J

P (to set ACMth) 80

Coefficient for free-space fading (ξfs) 10 pJ/bit/m2

Coefficient for multi-path fading (ξmp) 0.0013 pJ/bit/m2

Data packet size 6400 bits

Control packet size 200 bits

Idle state energy (ET,X = ER,X) 50 nJ/bit

Data aggregation energy 5 nJ/bit

We ran the simulations to determine the number of rounds of communication
when 1%, 10%, 25%, and 50% of the nodes are dead using LEACH, LEACH-C,
LEACH-F, VCH and EEHCCP with each node having the same initial energy.
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Once the energy of a node goes below zero it is considered dead for the rest of
the simulation. Our simulation results, as shown in Fig. 1, show that EEHCCP
achieves:

– Approximately 2.2× the number of rounds compared to LEACH when 1%,
10%, 25%, and 50% of the nodes dead.

– Approximately 1.5× the number of rounds compared to LEACH-F when 1%,
10%, 25% and 50% of the nodes dead.

– Approximately 1.3× the number of rounds compared to LEACH-C when 1%,
10%, 25% and 50% of the nodes dead.

– Approximately 1.05× the number of rounds compared to VCH when 1%,
10%, 25% and 50% of the nodes dead.

Fig. 1. Network’s lifetime

Table 2 shows the number of rounds when 1%, 10%, 25%, and 50% of the
nodes dead for different values of P :

Figure 2 shows the number of nodes alive over simulation rounds. The simula-
tion results demonstrate that numbers of active nodes after 1200 rounds are 81, in
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Table 2. Performance of EEHCCP for different values of P

P 1% 10% 25% 50%

10 1100 1133 1162 1209

30 1089 1139 1171 1215

50 1099 1145 1169 1214

70 1139 1160 1177 1206

90 1156 1171 1180 1188

EEHCCP protocol, but in the cases of LEACH, LEACH-C, LEACH-F, and VCH,
the number of active nodes are 0, 46, 24, and 68 respectively. Figure 3 shows
Energy consumption over simulation rounds. The simulation results demon-
strate that the energy usages till 700 simulation round are 99.9800%, 60.5197%,
66.7439, 56.3459%, and 55.2500% of the total energy for LEACH, LEACH-C,
LEACH-F, VCH, and EEHCCP respectively.

Fig. 2. Number of nodes alive over simulation rounds.
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Fig. 3. Energy consumption over simulation rounds.

5 Conclusions

In this paper, we present EEHCCP, a self-organizing protocol which uses static
as well as dynamic clusters to evenly distribute the energy load among all nodes
to essentially balance the energy consumption on long distances within and out-
side the cluster. EEHCCP uses k-mean clustering to find well-distributed CHs.
EEHCCP uses these CHs to find initial clusters and uses these clusters for com-
munication purpose with a new cluster head for each communication round until
their ACME goes below a threshold thus, delays the re-clustering time. As soon
as the ACME goes below a threshold for any of the clusters the new cluster
heads are selected once again using k-mean.

Our simulation results show that the EEHCCP outperforms LEACH,
LEACH-C, LEACH-F and VCH.
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Abstract. Wireless sensor networks (WSN) emerge at the center of the fast
expanding Internet of Things (IoT) revolution, and hence increased research
efforts are being directed towards its efficient deployment, optimization and
adaptive operation. Rapid deployment of WSN in an unknown open environment
is a critical challenge that involves finding optimal locations for the network nodes
to deliver optimally balanced sensing and communication services at the
maximum possible coverage subject to complex mutual constraints. We address
this challenge with a variant of the Voronoi-based algorithm that leverages the
converged movement towards Voronoi cells’ centers with the intelligent nodes’
provisioning algorithm to deliver fully automated and autonomous WSN that
rapidly self-deploys itself to any finite indoor environment without using any prior
knowledge of the size and structure of the target space. Sequential provisioning
supports realistic implementation that accounts for collision avoidance and miti‐
gates the risk of wasteful over-deployment. The preliminary comparative simu‐
lation results carried out in a simplified environment indicate very fast conver‐
gence to the well balanced WSN at the fairly small deployment cost and thereby
validate our model as a very promising compared to the previous approaches to
WSN deployment.

Keywords: Mobile sensor nodes · Self-deployment network
Voronoi-based algorithm · Coverage optimization

1 Introduction

Wireless sensors networks have gained a lot of attention since 1990s and been introduced
into several fields of technology [1–5]. They are becoming a dominant part in military
and civil sensing and communication applications, as well as a part of healthcare and
environmental monitoring [1–6].

The ability of a coordinated set of sensors to monitor a particular area efficiently and
effectively are at the center of sensor networks’ coverage capability [2]. The fragmented
information about the monitored area collected by individual nodes requires effective
network connectivity in order to be mutually exchanged and efficiently transferred
towards the data sink. In order to achieve flexible and robust communication systems
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of mobile nodes, the sensors should remain within the communication range of each
other so that all the nodes maintain connectivity readiness with multiple neighboring
nodes and the network is fully connected.

Many challenges arise in achieving the goal of optimal coverage with moving nodes,
while simultaneously trying to minimize consumed energy and time spent on optimizing
the WSN of ever smaller and versatile mobile nodes [5, 6]. A well designed WSN should
allow sensors to operate autonomously through local operation policy, efficient commu‐
nication with the local neighbors only, remain independent of sensor’s initial position,
adaptable and flexible – adjusting rapidly to the changing conditions.

In this report, we introduce a specific variant of the Voronoi-based coverage algo‐
rithm [7, 8] augmented with specific nodes provision procedure, which allows mobile
nodes to be distributed efficiently and conflict–free inside any unknown two-dimen‐
sional bounded (indoor) area of interest. Compared to the other approaches like virtual
force-based algorithms [5], our approach achieves the stable, converged, fully connected
network much sooner while investing much fewer deployment energy measured by the
total amount of nodes displacement from the entry point. The network composed of
homogeneous nodes converges to the near-perfectly balanced, uniformly distributed,
blanket-coverage WSN only slightly distorted around the bounds of the target area. The
most robust feature of our agile WSN deployment method is that is fully decentralized,
autonomous and can rapidly self-adjust to any bounded indoor area without any prior
knowledge of the geometrical structure of the target space. The reflection of this is that
the number of nodes involved in the deployment process is unknown at the start but is
dynamically determined by gradual and conflict-free absorption of as many nodes as
required to achieve full connectivity.

We evaluate the deployment performance of our algorithm based on two metrics:
(1) the total distance travelled by nodes from their starting point until their final alloca‐
tion, additionally compared to the absolute optimal possible, and (2) the degree of
coverage achieved by network measured by the percentage of the total target area that
is within sensing reach nodes in terms of area covered.

The rest of the report is organized as follows: Sect. 2 covers previous related work;
and Sect. 3 discusses our Voronoi-based algorithm in more details. Section 4 reveals the
simulation results and comparison with previous work results; and Sect. 5 finalizes the
paper with conclusions and future work plans.

2 Discussion of Related Work

Researchers have gained a substantial inspiration through analysis of animal behavior
in coverage of their territories [11, 12]. Animal strategies of self-organization within the
surrounding environment, reaching a dynamic steady state coverage, have inspired the
application of modelled versions of such behaviors in mobile networks. Voronoi tessel‐
lations are among the behaviors observed in such studies. The authors in [11, 12]
discussed the behavior of animal territories such as male tilapia mossambica and how
they form the polygonal shapes at high densities. Assuming all members of the species
have same strength, the pressure between the neighbors balances their perpendicular
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bisector and creates the boundary between them, which lead to formation of Voronoi
polygons, whereby each member of the flock tends to occupy its immediate surroundings
in a way to be as far from its neighbors as possible. By applying the behavior of such
territories into mobile network, the sensor nodes tend to achieve uniform distribution as
the particles are at the center of mass of their Voronoi polygonal region. The overall
Voronoi regions may not be equally sized, but the total covered area and the number of
edges follows some computable definite distribution with finite standard deviation [12].

The Voronoi tessellation technique improves the WSN network uniformity and
enhances the system lifetime and energy usage, especially when dealing with homoge‐
neous sensor nodes (nodes of same properties and capabilities). The authors in [9, 10]
implemented node-spreading Voronoi algorithm (NSVA) on the sensor nodes to move
them toward their Voronoi centroid inside an unknown area of interest. The tessellation
cells are bounded by the nodes’ sensing range to maintain connectivity during the
deployment. Their NSVA algorithm showed to be efficient in terms of average distance
travelled by the nodes in comparison with another technique based on genetic algorithm,
which they applied as well.

Another approach is to rely on laws of physics to arrange sensor nodes, rather than
Voronoi tessellations, so in [13] an algorithm is implemented based on the equilibrium
of molecules where the nodes move according to distance-dependent forces coming
from their neighbors. The new position for each node is indicated by summing all forces
affecting the nodes. The process reach its end if one of the following conditions is met:
either nodes move less than a certain threshold value, or if the nodes keep moving back
and forth around the same location for many times.

Our algorithm is based on re-calculating Voronoi diagrams every time a new sensor
node enters the area of interest; and the movement of these nodes is guided towards the
center of their cells. The differences from [9, 10] are: (1) the Voronoi cells are generated
after discovering dimensions of the area, and (2) not bounded by the nodes sensing range
based on information about their neighbors. In addition to that, nodes will enter one at
a time to the area based on requirements other than having a fixed number of nodes. The
communication range and sensing range are not identical but follow a certain relation‐
ship. More details are in the following section.

3 Voronoi-Based Algorithm

Our newly introduced technique for self-deployment of mobile sensor nodes is based
on Voronoi tessellations with the goal of maximizing coverage while maintaining
connectivity inside the area of interest [7, 8]. We call it Bio-Inspired Self-Organized
Network (BISON) algorithm. The assumptions for BISON are the following:

1. All the nodes are homogeneous, having the same sensing, communication compu‐
tation and mobility abilities. This helps greatly in optimizing the network lifetime
and reducing the overall power consumed.

2. The deployment of the sensor nodes happens one at a time from either edge of the
area to make the experiment more realistic.
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3. Each node has the ability to distinguish its location and other nodes’ locations
through GPS and multilateration method, in order to ease the process of plotting
Voronoi diagrams with respect to available sensor nodes in the area [14].

4. The communication range (RC) and sensing range (RS) form circular shapes with the
following relationship between them [13, 15, 16]:

RC =
√

3RS
(1)

This relation aims to provide large communication abilities among sensor nodes
while minimizing the overlapping between their sensing ranges; which also helps in
covering as much as possible from the interested area, without wasting resources of
adding more nodes to the system.

5. No errors are assumed to be available in terms of determining location of nodes or
in data transmission.

The self-organized deployment process starts with launching two sensor nodes from
the starting point (area entry) to discover the space dimensions and broadcast the infor‐
mation to the incoming nodes. A third and following sensor nodes are inserted to follow
standard Voronoi Center-Mass guided transition policy throughout the explored area
i.e. they move towards the centers’ of their corresponding Voronoi polygons.

The Voronoi boundaries are determined based on the following definition:

Vi =
{

x ∈ A:d
(
x, ni

)
< d

(
x, nj

)}
(2)

where A is the area of interest, x is a random point inside the area, Vi is the Voronoi cell
that belongs to sensor node ni. The process of moving nodes towards their Voronoi
centroid is simply a sequence of identical operations of recalculating the center of mass
for each updated Voronoi polygon and moving to it from node’s previous location. This
process stops when the sum of movements of all nodes become smaller than a certain
threshold value related to the size of the explored space i.e. 1% of the space length.

Each new sensor is inserted to join the coverage network if all of the following
conditions are met:

1. Any node has its nearest neighbor node further than the communication range RC
(i.e. not all nodes are within the communication range)

2. The distance between the entry point and its closest node is greater than the sensing
range RS (i.e. the network evolved to make space for new entry)

These conditions will ensure mutual communication connectivity among all nodes
and avoid premature over provisioning that create inefficiently crowded entry point area.

The results presented in the following section prove that our algorithm allowed nodes
to be distributed uniformly covering the entire area after travelling much shorter tran‐
sition distances compared to the algorithms discussed in [9, 10].
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4 Simulation Results

Our simulation analysis is done using MATLAB. The assigned parameters are sensing
range RS = 1, area of 10 × 10, and the shifting threshold of RS/100. The code allows us
to monitor the movement of nodes until reaching optimum positions, while calculating
the required time, number of nodes, total distance travelled, and overall coverage
achieved. The simulation is repeated 20 times and the results are averaged. Figure 1(a)
shows the two nodes discovering the area of interest in order to broadcast the dimensions
to the incoming nodes. In Fig. 1(b) and (c) more nodes are entering the area and are
being distributed to maintain coverage and establish connectivity among them.
Figure 1(d) shows the final distribution of nodes in the area, and the lines connecting
the nodes together represent how many nodes are connected in the system. Our approach
required 43 nodes for the given geometry, all of which are connected to at least one
neighboring node. This implies that our system is reachable by any node.

Fig. 1. Snapshots of the distribution of nodes throughout the simulation. (a) Two starting nodes
discovering the area of interest. (b) and (c) The distribution of nodes entering the area during
intermediate stages, where (c) comes after (b) in timeline, (d) the final distribution of nodes
covering the entire area and maintaining connectivity among them
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The metrics of evaluation computed to evaluate the system are the following:

percentage area coverage =
total area covered by sensor nodes

area of interest
(3)

Average distance travelled(t) =
1
N

∑N

i=1
d(L0

ni

, Lt

ni

) (4)

Where N is total number of nodes at time t, L0
ni

 is the initial location of nodes at time
0, and Lt

ni

 is the node’s location at time t.
Figure 2(a) clearly shows how our algorithm on average requires much shorter

distance travelled to find the optimal nodes’ positions compared to NSVA algorithm [9,
10], which greatly helps in increasing the system lifetime and reduce the consumed
deployment power. Figure 2(b) demonstrates the time evolution of the coverage area of
our BISON network during the deployment and compares it to the equivalent process
realized by NSVA algorithm. The percentage area coverage is found from the superpo‐
sition of coverage areas of each node within its sensing range and compared to the total
area of the target space. We have used a combination of geometric calculus and the
Monte Carlo approximations to arrive at the results that are accurate to the 10th of a
percent, allowing for a meaningful comparison.

The results illustrated in Fig. 2 clearly prove that our BISON proceeds with the much
more efficient deployment of the network coverage for the target space, overall requiring
several times shorter sum of total transitions of the network nodes. Moreover, while both
algorithms eventually reach similar final levels of target area coverage, BISON achieves
it much quicker, typically maintaining between 10% and 20% advantage in the relative
coverage throughout most, especially earlier stages, of the deployment process. The
reason behind the unsmoothed curve for BISON algorithm is due to the insertion of
sensor nodes throughout the simulation, which in turn changes the distribution of the
existing sensor nodes in the target area.

In order to examine the distribution of the typical polygonal shapes obtained with
the BISON, a histogram for the number of Voronoi polygon edges vs. relative

(a) (b)

Fig. 2. A comparison between (a) the averaged travelled distance and (b) the relative coverage
area between the BISON and NSVA algorithms throughout the simulation.
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frequencies is plotted and compared it with the coverage of animals’ territories behavior
in [12]. The results in Fig. 3 revealed similar behavior to [12] in terms of distribution of
the number of edges, and further examination of a larger scale systems indicates that
BISON follows uniform distribution. The figure reveals a distribution of particles
following a definite distribution with finite standard deviation [12].

Fig. 3. A comparison of the number of end-state Voronoi polygon edges between BISON
algorithm and the known animal territories behavior [12].

5 Conclusion and Future Work

A modified Voronoi algorithm based technique (BISON) is developed establishing a
blanket coverage for an unknown area over a short time with minimum distance travelled
by mobile sensor nodes. BISON is based on inserting sensor nodes one after the other
until achieving optimum coverage while maintaining connectivity among them. The
nodes’ movements are directed toward their Voronoi center of mass and they stop when
the average sensors shift is below a defined threshold. The performance of the network is
compared with recent previous work called node-spreading Voronoi algorithm (NSVA)
and evaluated based on percentage area coverage and average distance travelled by the
nodes. The simulation results revealed that BISON algorithm achieved higher coverage
with much less average distance travelled by nodes compared to NSVA algorithm.

Our future work will focus on managing the distance between the sensor nodes
together in terms of balancing between approaching the Voronoi center of mass and
considering the maximum distance where nodes can be far from each other but still be
connected. We will also consider 3D environment, where our algorithm is expected to
rapidly self-compose or reorganize itself based on continuously changing conditions.
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