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Foreword 1

The power sector is undeniably going through deep structural changes. The impact
of these changes is amplified by the speed at which they are occurring and by the
diversity of their nature. In the European Union, the decarbonization agenda is the
biggest driver of change. It has direct impact on generation given the required quick
pace of investments in low-carbon generation. It also impacts electricity demand as
it becomes the clean energy carrier of choice for other sectors such as transport and
heating and cooling.

Technological advancements are also impacting the sector. The rise of diverse
and increasingly cheap decentralized resources, such as distributed generation and
storage, are challenging the past logic of fully centralized systems. Digitalization
of the sector is also enabling customers to become increasingly involved in elec-
tricity markets. This involvement allows customers to be at the center of power
systems and reap benefits from demand-side participation in markets and energy
efficiency.

All of the changes that the sector is undergoing have one common underlying
economic feature. We are evolving toward a sector increasingly based on fixed
costs along the whole value chain. In the upstream, low-carbon investments are
mostly based on capital expenditure, e.g., renewables, nuclear or carbon capture
and store, in stark contrast with traditional thermal generation. In the midstream,
intermittency management is achieved through storage, interconnections, and
under-utilized thermal backup thus, all fixed costs. At the downstream level, energy
efficiency is also achieved through a replacement of variable costs (e.g., burning gas
to heat homes) with fixed costs (e.g., deploying capital in homes like insulation or
more efficient appliances).

However, the current electricity market design is based on an energy-only pool
with marginal pricing which was conceived for the 1990s liberalization of the
power sector. This period coincided with low commodity prices and a thermal
technology investment cycle (namely the dash for gas using combined cycle gas
turbines, a variable cost technology). However, this market design is clearly not
adequate anymore in the current context of investments in capital-intensive tech-
nologies (with zero or very low marginal prices) and volatile commodities.

vii



viii Foreword 1

Exposing technologies with these characteristics to market risk, in a marginalist
system, makes therefore little sense: it can either lead to overcompensation if the
marginal fuel price is very high or to stranded costs if it is too low. In any case, it is
a (price) risk these infra-marginal technologies cannot manage since they are
composed of fixed (sunk) costs. The current market arrangements therefore make it
difficult to invest because investors are forced to take on too many risks (regulatory,
price, policy, economic cycle, etc.), far beyond the ones it can and should manage
(development, construction, operation, financing).

This book provides very insightful contributions on how electricity markets will
behave in the future and how they should be modeled. It is a welcome technical and
economic contribution to the long-term policy discussions that are continuously
held across the European Union.

Lisbon, Portugal Eduardo Catroga
June 2017 President
EDP—Energias de Portugal, S.A.

Ana Quelhas
Head of Energy Planning
EDP—Energias de Portugal, S.A.



Foreword 11

The liberalization of electricity markets was promoted with the assumption that the
competition of different actors should bring an improvement on the efficiency and
security of electricity supply, and, as a consequence, better prices and quality of
service for customers. This process has been enforced in Europe during the last
decade, not only at national level, but increasing the interconnectedness of
European energy markets toward building a common market. However, contrary to
other liberalized markets, such as the telecommunications, both private and
industrial consumers have experienced rather steep price increases, and the market
stays highly concentrated on the same players. Furthermore, the progressive
installation of new sources of renewable energy, which are very dependent on
changing climate conditions, introduces new variables for consideration. There is
also an impact of the evolution of prices on other markets, such as those of oil, gas,
and carbon, which are still prevalent for electricity generation.

All these factors make a difficult task for the regulator to establish the appro-
priate directives for the electricity market. Tools are required to test the conse-
quences and validate the norms that control the interactions among stakeholders.
Pure mathematical models are difficult to implement because of the evolutionary
and distributed nature of the electricity markets, as well as challenging scalability
requirements when analyzing real cases. This book promotes agent-based modeling
as a tool to simulate the complexity and dynamics of electricity markets. Agents
facilitate modeling of market competition where each actor is an agent with its own
goals and strategies. They also allow to model the consequences of misbehaviors of
individual or groups of actors, disruptive events, such as abrupt variations on the
renewable generation, or unexpected events such as failures and accidents on key
elements of the supply network. Their simulation facilitates the characterization of
emergent behaviors that result from the interactions of the agents on particular
scenarios. Nevertheless, the specification of the agents and their interactions, and
the setup of the simulation configurations, require a methodical design, which has
been the subject of research during the last decade. This book shows relevant
contributions from leading experts in the field.
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X Foreword II

One of the merits of this book is the ability to integrate works from selected
research groups in a coherent progression, which allows the reader to move from
the basics of agent-based modeling of electricity markets toward more complex
scenarios that result from the addition of more heterogeneous electricity generation
systems. The application to real markets, which is illustrated in some chapters, and
recommendations derived from the corresponding analysis, show the potential
of the agent-based approach in this context.

Works on this concrete application of agent-based modeling and simulation have
been appearing in conferences and scientific journals during the last decade. This
book comes in the right moment, as the tools and results have got maturity, and
there was a need to put together the major contributions to get a comprehensive
view of the state of the art. We have to acknowledge the great effort of the editors to
involve the most representative researchers in this field, as well as their ability to
cooperate in producing a coherent ensemble. It is important to note also that, given
the multidisciplinary nature of the subject, the editors and the authors have suc-
ceeded to make the text quite accessible to a variety of audiences, so it is not
required to have a very specific expertise to go through the working of agent models
and electricity markets. The result is a reference book for those interested on a
better understanding of the complex interactions of the different actors in electricity
markets.

Madrid, Spain Juan Pavon
June 2017 Universidad Complutense de Madrid



Preface

The electricity industry was traditionally heavily regulated, with extensive public
ownership, federalized organizational structures, and inefficient competition. In the
past, most electric power companies operated as vertically integrated systems,
having complete control over power production, transmission, and distribution, and
were therefore considered natural monopolies. Typically, customers paid a tariff
that reflected all associated costs plus a reasonable rate of return that was controlled
by specific regulation. At present, the electricity industry has evolved into a dis-
tributed and competitive industry in which market forces drive the price of energy
and reduce the net cost through increased competition among suppliers. The eco-
nomic operation of most power systems is now managed by market operators
responsible for balancing supply and demand and for setting energy prices. The
security of the systems is normally assigned to independent system operators.
Market participants have open access to transmission networks and can freely
engage in electricity trades between any two points in a specific network, subject
only to the laws of physics and the capacity of transmission lines.

Most existing electricity markets (EMs) were designed according to the prin-
ciples proposed in the standard market design. The “common” design framework
reflects a pool-based market in which there exists a two-settlement system for
day-ahead and balancing markets, with ancillary services, and a financial trans-
mission rights market for financial hedging. This framework was, however, set out
when the vast majority of power plants were controllable and fired with fossil fuels.

Today, a significant part of the traded power comes from renewable energy
sources that are variable and uncertain, largely due to the inability to precisely
forecast their output. In fact, renewable generation or variable generation (VG),
such as wind and photovoltaic solar power, has increased substantially in recent
years. The European Union has been one of the major drivers of the development of
renewable energies. The energy policies of most European countries have involved
subsidized tariffs—such as, the feed-in tariff in Portugal, the regulated tariff and the
market price plus premium in Spain, and the Renewables Obligation in UK. In the
United States, many states have also incentives or requirements that will provide for
a further increase in variable generation in the coming years.
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VG has several unique characteristics compared to the traditional technologies
that supply energy in electricity markets. Specifically, VG has significant fixed
capital costs but near-zero or zero variable production costs, increases the vari-
ability and uncertainty of the net load, and has unique diurnal and seasonal patterns.
Together, these characteristics may significantly influence the outcomes of EMs. In
particular, large penetrations of VG may reduce market-clearing prices due to their
low-bid costs, and increase price volatility because of their increased variability.

As noted earlier, most existing market designs are unique in their complex
relationships between economics and the physics of electricity, but were created
without the notion that large penetrations of VG would be part of the supply mix.
Accordingly, the potential impacts of VG should be monitored to determine if the
original designs are still effective. If existing market designs lead to inefficiency,
reduced competition or increased market power, improvements to these designs
may be required or newer designs may be needed. Simply put, there is a growing
need to accurately model, analyze in detail, and fully understand the behavior of
today’s evolving electricity markets and how market participants may act and react
to the changing economic and regulatory environments in which they operate.

Multi-agent systems (MAS) represent a relatively new and rapidly expanding
area of research and development. MAS are essentially systems composed of
software agents that interact to solve problems that are beyond the individual
capabilities of each agent. Software agents are elements situated in some envi-
ronment and capable of flexible autonomous action in order to meet their design
objectives. The major motivations for the increasing interest in MAS include the
ability to solve problems in which data, expertise, or control is distributed, and the
ability to enhance performance along the dimensions of computational efficiency,
reliability, and robustness. Conceptually, a multi-agent approach presents itself as
an advanced modeling approach to simulate the behavior of power markets over
time. Software agents can be designed to act in an open and distributed environ-
ment, with incomplete and uncertain information, limited resources, and may
efficiently manage cooperative and competitive interactions with other agents.

This book is about the common ground between two fields of inquiry: electricity
markets and multi-agent systems (or artificial intelligence generally). The field of
electricity markets has grown significantly in the past few years resulting in a
substantial body of work and well-established technical literature. There are several
journals that focus on research in this area (e.g., IEEE Transactions on Power
Systems and Applied Energy) and several books have been presented in the liter-
ature. Also, research on multi-agent systems has a vigorous, exciting tradition, and
has generated many useful ideas and concepts, leading to important theories and
relevant computing systems. Various journals and forums have been dedicated
almost exclusively to the study of intelligent agents, such as the Autonomous
Agents and Multi-Agent Systems journal and the AAMAS Conference series. And
development has occurred on the practitioner side as well. This book lets these
different strands come together—it includes methods and techniques from energy
and power systems, economics, artificial intelligence, and the social sciences.



Preface xiii

Agent-based simulation has been an important approach to model and analyze
electricity markets over the past decade. Several agent-based energy management
tools have emerged, including the Electricity Market Complex Adaptive System
(EMCAS), developed by the Argonne National Laboratory, and the Simulator for
the Electric Power Industry Agents (SEPIA), developed by the Honeywell
Technology Center and the University of Minnesota. However, despite the power
and elegance of these and other relevant tools, they were arguably developed to
simulate traditional market mechanisms.

At present, the study of existing and emerging market designs to manage the
potential challenges of VG, making use of software agents and methods from
artificial intelligence (Al), has received only selective attention from both scholars
and practitioners. Although some valuable journal articles and technical reports
exist, there is not an up-to-date introduction to the area nor a comprehensive pre-
sentation of the research progress and achievements. Also, efforts to integrate
research contributions from different fields into a broader understanding of elec-
tricity markets to meet the variability and uncertainty of VG were only beginning to
occur. The main purpose of this book is to fulfill these needs.

The book has 11 chapters organized into three major parts: Electricity Markets
and Autonomous Computational Agents (Part I), Electricity Markets with Large
Penetrations of Variable Generation: Current and Emerging Designs (Part II), and
Agent-based Simulation of Electricity Markets with Increasing Levels of Variable
Generation: Traditional and New Design Elements (Part III). A comprehensive
overview of the book is as follows.

Part I introduces the reader to the essentials of electricity markets and software
agents. This part contains three chapters. Chapter 1 focuses on EMs and introduces
the various markets for the different electrical related products: energy, reserves,
transmission rights, and capacity. The chapter ends with a list of the potential
impacts of VG on market outcomes. Chapters 2 and 3 introduce a generic frame-
work for agent-based simulation of EMs. The framework provides a coherent set of
concepts related to electricity markets and software agents, helps to compare dis-
parate research efforts, and facilitates the development of future models and sys-
tems. It includes three groups of dimensions: market architecture, market structure,
and software agents.

In particular, Chap. 2 deals with EMs and discusses, in considerable detail, the
architecture and core structure of power markets. The chapter introduces the three
key market sectors: wholesaling, retailing, and central coordination and transmis-
sion. It also describes some important market types (notably, pool, and bilateral)
and discusses the role of the main entities operating in EMs. Chapter 3 deals with
intelligent agents and presents some important features of agency. The chapter
introduces the concepts of “agent architecture” and “agent capability”, and dis-
cusses six key types of agents: purely reactive, model-based, goal-based, utility-
based, and learning agents. It also presents a core set of capabilities central to the
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definition and development of agents for EMs, including autonomy, proactiveness,
social ability, and adaptability.

Part II discusses existing electricity markets and evolving market designs,
notably potential improvements to current market designs to manage the challenges
of VG. This part contains four chapters. Chapter 4 looks at the current design of the
Nordic power market (Nord Pool). The chapter analyzes the hourly market data for
Western Denmark in the period from 2004 to 2014, particularly the occurrence of
extreme events (e.g., 100 < price < 5 €/MWh or 100% < wind < 1% of the hourly
demand). The authors conclude that the current market organization has been able
to handle the amount of wind power installed so far (in 2014, wind power provided
51.7% of the electricity consumption in Western Denmark). They point out,
however, that the hydro power capacity is limited and larger penetrations of wind
power will require additional measures. Chapters 5 and 6 focus on two key issues
related to market design: incentivizing flexibility in short-term operations and
revenue sufficiency for long-term reliability.

Specifically, Chap. 5 discusses whether existing market designs provide ade-
quate incentives for suppliers to offer their flexibility into markets to meet the
increased levels of variability and uncertainty introduced by VG. The chapter
provides a definition of power system flexibility and examines how the introduction
of VG may increase the need for flexibility. It analyzes five existing market design
elements to incentivize flexibility: centralized scheduling and efficient dispatch,
frequent scheduling and frequent settlement intervals, existing ancillary service
markets, make-whole payment guarantees, and day-ahead profit guarantees. It also
discusses a number of emerging market design elements that impact flexibility
incentives, including pay-for-performance regulation, primary frequency control,
convex hull pricing, and explicit products for flexible ramping provision.

Chapter 6 discusses whether suppliers who are needed to ensure a reliable
system in the long run have sufficient opportunity to recover their variable and fixed
costs to remain in the market. The focus is mainly on the investment time horizon
and the installation of sufficient generation capability (operational issues, which are
closely related, are discussed in Chap. 5). The chapter examines how increasing
penetrations of VG may exacerbate the missing-money problem. It describes the
two primary market mechanisms traditionally adopted by EMs to mitigate the
issues of resource adequacy and revenue sufficiency: scarcity pricing (both through
administrative prices as well as offered prices) and forward capacity markets. It also
discusses the most recent market design changes to address these issues, with a
focus on how they are evolving to meet the needs due to increased VG. Significant
changes include scarcity pricing through dynamic demand curves for operating
reserve and forward flexible capacity requirements.

As in part of Chap. 6, Chap. 7 looks at the impact of significant levels of VG on
reliability requirements. The focus is on capacity markets to ensure the long-term
viability of suppliers. The chapter considers three situations differing mainly in the
mix of generation technologies: open cycle gas turbines (OCGTs) only, OCGTs and
wind power plants, and OCGTs and nuclear plants. The author uses data from
Sweden (e.g., the Swedish load and real Swedish wind power production data) to
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perform a detailed analysis of the influence of VG on capacity adequacy require-
ments, and makes a systematic comparison with the results of the nuclear case.

Part III is devoted to agent-based simulation of electricity markets with large
penetrations of renewable generation. This part analyzes the potential impacts of
VG on EMs and discusses the advantages of specific market design elements. Also,
it explores new opportunities to bridge EMs and emerging technologies—such as
demand response (DR) and distributed generation (DG)—and examines specific
market designs that are inclusive of such technologies. It contains four chapters.

Chapter 8 introduces the agent-based simulation tool MATREM (for Multi-Agent
TRading in Electricity Markets), which allows the user to simulate the behavior and
outcomes of EMs, including markets with large penetrations of VG. The chapter begins
by describing the two exchanges supported by the tool: a power exchange, comprising
a day-ahead market and an intra-day market, and a derivatives exchange, comprising a
futures market for trading standardized bilateral contracts. Next, it describes the mar-
ketplace for negotiating the details of tailored (or customized) long-term bilateral
contracts and presents the various market entities currently being implemented (e.g.,
generating companies, retailers, consumers and market operators). Following this
material, the chapter presents the paradigm of human-computer interaction (involving
both direct manipulation interface techniques and intelligent assistant agents). The final
part of the chapter delves into the technical details of the agent model: a belief-
desire-intention (BDI) model.

Chapter 9 focuses on variable generation, support policies, and the merit order
effect (MOE). The first part of the chapter analyzes the sustained growth of VG
worldwide and discusses the global policy landscape. The second part describes in
detail the principles underlying the MOE. Following this introductory material, the
chapter investigates the reduction in the Portuguese day-ahead prices achieved by
wind power as a result of the MOE in the first half of 2016. The results generated by
MATREM indicate an average price reduction of about 17 €/MWh. The net cost
of the wind energy support policy was —8.248 million € in January 2016, indicating
that a net profit has occurred in the month. The net cost for the entire study period
reached, however, the value of 69.011 million €. Although considerable, this cost
should be interpreted carefully, since it takes into account the feed-in tariff for wind
energy, the market value of the wind electricity, and the financial volume of the
MOE, but does not account for the carbon price effect on the electricity market.

Chapter 10 looks at demand response (DR) in electricity markets to incentivize
system flexibility and help managing the variability and uncertainty introduced by
VG. The authors introduce two key categories of DR programs and present a brief
overview of DR in Spain and Portugal. Following this introductory material, the
authors investigate the price effect of DR on the Iberian market (MIBEL) during the
period 2014-2017. The results generated by MATREM are striking. They indicate
that modest amounts of DR—modeled as load reductions between 1 and 5% when
prices rise above a threshold between 80 and 100 €/MWh—have a relatively large
effect on market prices, creating substantial benefits to market participants (and
most retail customers). For instance, in 2017, a load reduction of 5% when prices
rose above 80 €/MWh yielded the benefit of 76.62 million €. The chapter concludes
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with recommendations—for consideration by state institutions, system operators,
electric utilities, and other market participants—to foster DR in Portugal.

Chapter 11 brings an additional impact to agent-based modeling and simulation
of power and energy systems, by combining the simulation of electricity markets
and smart grids with the physical emulation of a laboratory micro-grid. The chapter
introduces the Multi-Agent Simulator of Competitive Electricity Markets
(MASCEM) and the Multi-Agent Smart grid Platform (MASGriP). It also presents
a case study based on real data, which involves a smart grid (SG) composed by a
simulated distribution network with several real loads, including eight residential
houses, eight residential buildings, and one commercial building, and also
accommodating distributed generation (photovoltaic and wind power generation)
and storage units. The case study illustrates the potentialities of integrating the two
agent-based systems into a unified platform. The authors conclude that the coop-
eration between MASCEM and MASGriP opens important studying opportunities
under different perspectives, resulting in an important contribution to the fields of
transactive energy, electricity markets, and SGs.

Overall, the book is a confluence of a comprehensive exploration and a deep
exposition of the common ground between electricity markets and multi-agent
systems. While no single volume could cover the entire rich terrain at the inter-
section between these two areas of inquiry, the book gives the reader an insightful
view of a landscape of stimulating ideas and offers a number of features, notably:

e Scope. The text is organized into three major parts. The book covers the fun-
damentals of electricity markets and software agents (Part I), discusses both
traditional and emerging market designs to accommodate the variability and
uncertainty of VG (Part II), and deals with agent-based simulation of electricity
markets with increasing levels of renewable generation (Part III).

e Theory. The book gives a clear and careful presentation of the key concepts and
methods from the two aforementioned areas as well as techniques from the
common ground between these areas. We try to avoid excessive formality in the
text while retaining precision. Several examples and illustrative case studies are
provided.

e Practice. The emphasis is not only on theory but also on practice. The methods
and techniques presented in the book are supplemented with actual cases
involving real-world electricity markets and applications drawn from real-world
situations.

e Expertise. The chapters have been written by leading and outstanding
researchers, who have helped shaped the two areas of inquiry. The book is thus
built on a diverse basis of knowledge and experience.

An explanatory and cautionary note is in order here. Broadly speaking, any
book prepared by just a few authors is likely to be more coherent than any book in
which several authors are involved. But as the reader will see, the editors have
invested a considerable effort in ensuring the coherence of this book. The order
of the chapters—and the chapters’ topics—was done carefully to produce a highly
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organized text. Also, the contributors had the chance to review specific chapters,
helping to significantly improve the quality of the book.

The intended audience of the book includes professionals associated mainly with
the electric industry and electricity markets, including utility business leaders,
engineers (notably, electrical, industrial, software, computer, power, and systems
engineers), market operators, market players, energy economics, and investors
related to energy projects. Also, the book is intended to be very valuable to
researchers and academics who wish to better understand the areas of energy
markets (with increasing levels of VG) and software agents, and mainly to inves-
tigate the common ground between these two fascinating areas—the book suc-
cessfully integrates theory, scientific research, and real-world applications, and is
sufficiently informative to earn the respect of specialists. Given the scope and the
depth of the chapters—and since the book is written in a highly accessible style, the
concepts and methods are carefully explained, and the text is liberally supported
with practical applications—we are confident that the content of the book should
also provide a coherent foundation for several different graduate courses.

This book could not have been completed without the help of many people. We
are most grateful to:

All authors of the book for participating in this challenging project.
The organizations that have supported the authors and the editors.

e Many of our colleagues working on energy markets and software agents, who
have given helpful feedback about earlier versions of the text.

e All Ph.D. and M.Sc. students from the NOVA University of Lisbon, University
of Lisbon and ISCTE-University Institute of Lisbon, who have been involved in
the MAN-REM project’ and/or the IRPWind project.”

e The Springer team for their encouragement, tolerance, and full support, espe-
cially the editors Janusz Kacprzyk and Thomas Ditzinger, as well as Jeyashree
Kumar.

e QOur families, who have provided us with the time and the personal support
required to finish this book.

In conclusion, this book is very much a team effort of different people, whose
credentials as researchers are excellent, and whose research efforts have made the
growth of the two areas of inquiry possible.

Lisbon, Portugal Fernando Lopes
June 2017 Helder Coelho

"Project MAN-REM (http://www.Ineg.pt/iedt/projectos/473/), supported by FEDER funds through
the programme COMPETE (“Programa Operacional Tematico Factores de Competividade”), and
National funds through FCT (“Fundagdo para a Ciéncia e a Tecnologia”).

2Project IRPWind (http://www.irpwind.eu/), funded by the European Union’s seventh programme
for research, technological development and demonstration, under grant agreement 609795.
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Chapter 1
Overview of Wholesale Electricity Markets

Erik Ela, Michael Milligan, Aaron Bloom, Jaquelin Cochran,
Audun Botterud, Aaron Townsend and Todd Levin

Abstract This chapter provides a comprehensive review of four key electricity
markets:

Energy markets (day-ahead and real-time markets).
Ancillary service markets.

Financial transmission rights markets.

Capacity markets.

It also discusses how the outcomes of each of these markets may be impacted by
the introduction of high penetrations of variable generation. Furthermore, the chapter
examines considerations needed to ensure that wholesale market designs are inclusive
of emerging technologies, such as demand response, distributed generation, and
distributed storage.

This chapter is based on the overview of wholesale electricity market designs presented by Ela
etal. [1, Sect.2].
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1.1 Introduction

The goal of all electricity systems, whether they are operated by regulated monopo-
lies or centrally administered by an independent system operator (ISO) or regional
transmission organization (RTO), is to ensure the reliable delivery of electricity at
the lowest cost to consumers. These goals are rooted in a long history of regulatory
principles that influence the entry of new market participants, set prices, prescribe the
quality and condition of entry, and obligate a utility to provide service. The rationale
for this regulation emerges from the physical constraints of the electric grid. This
chapter is not intended to explain the intricacies of the grid and electric utility regu-
lation, but a brief review is important to understanding the challenges of electricity
markets.

Three fundamental components comprise the wholesale electricity supply: gen-
eration, transmission, and coordination services. Each of these has a financial and
physical component that must accommodate for the lack of a consumer response
inherent to electricity markets while ensuring the constant balance of generation and
load. Because of the extreme cost associated with failure of the power system, the
physical requirements of the system must be ensured, even though market and opera-
tional inefficiencies are introduced to do so. Assuring this reliability requires procur-
ing adequate generation, transmission, and coordination services. In short, resource
adequacy—i.e., having enough available capacity in the system—is required to reli-
ably meet load at all times. This includes adequate transmission capacity which is
also required to ensure energy can be delivered to where it is needed. Because elec-
tricity demand is relatively inelastic, variable in time, and uncertain in quantity, both
generation and transmission must be constantly coordinated to meet load in a reliable
manner.

To gain the system requirements necessary to support the security and reliability of
the electric grid, adequate market policies must be crafted that address the financial
implications of these requirements. Ideally, these policies will provide sufficient
opportunity for generators to recover both fixed and variable costs if they contribute
to resource adequacy; promote the construction and upkeep of a viable transmission
network; and incentivize generators to coordinate scheduling of resources to meet
the variable and uncertain load while maintaining the reliability of the transmission
network. Simultaneously, these policies must avoid incentivizing an overbuilt system
or overcompensating inefficient units.

Electricity Industry in North America. Historically the electricity industry in North
America has been operated as a natural monopoly, regulated by a combination of state
commissions and Federal oversight for some aspects of interstate trade. The legal
justification for electric utility regulation in the United States can be traced through
British common law and a series of Supreme Court cases.! Generally speaking,
these cases have found that utilities, such as those in the electricity and natural gas

"Munn v. Illinois (94 U.S. 113, 1887), Smyth v. Ames (169 U.S. 466), and Federal Power Com-
mission v. Hope Natural Gas Company (320 U.S. 591).
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industries, provide services that are in the “public interest” and are necessary for
the common welfare of the people. The economic justification for regulation has
been focused on the inherently noncompetitive nature of the market. The market can
be uncompetitive for a variety of reasons, including: (1) technology that allows a
limited number of companies to provide adequate capacity to supply all demand;
(2) the unique position of a principle buyer; and (3) conditions in the market that
do not produce competitive results [2]. Because of these characteristics, regulators
and policy makers have adopted certain regulatory frameworks to meet the essential
needs of society and to ensure that utilities are capable of earning a fair return on their
investments. However, the potential benefits of competitive generation instigated
the restructuring of the electricity markets in the late 1990s. Currently, more than
two thirds of the electricity consumption in the United States is purchased within
restructured electricity markets. The restructured markets have been designed to
support the financial constraints of generation, transmission, and coordination that
are necessary to secure a stable and reliable physical power system while addressing
the problems of inefficient pricing, investment risk, and market power.

In the United States, RTO/ISO administered markets have evolved in similar
directions to a large extent following the principles proposed in the standard market
design [3]. This design reflects a pool-based market in which there exists a two-
settlement system for day-ahead markets (DAMs) and balancing/real-time markets
(RTMs), with co-optimized energy and ancillary services, locational marginal pricing
(LMP) for energy, and financial transmission rights markets (FTRs) in place for
financial hedging. Energy is sold in forward (e.g., day-ahead, hourly) markets and
balanced in 5-min RTMs with LMPs. Locational energy markets in the United States
are cleared once a day for hourly trading intervals for day-ahead markets and every
5-min for real-time markets. At present, ancillary service markets are in place in all
markets, including those for spinning contingency reserve, nonspinning contingency
reserve, and regulating reserve. The ancillary service markets operate in a similar
manner to energy markets and are cleared using the same model, with day-ahead and
real-time prices and schedules for the capacity reservation of the ancillary service.
FTRs are cleared in forward markets and are an instrument put in place to hedge
against locational differences in energy prices.

Each regional transmission organization/independent system operator also has a
process for procuring sufficient resources to meet the peak load requirements. In
the Pennsylvania-New-Jersey-Maryland Independent System Operator (PJM), New
York Independent System Operator (NYISO), and the Independent System Opera-
tor of New England (ISO-NE), mandatory capacity markets have been designed to
incentivize investment in installed capacity and to allow peaking units to recover
fixed costs. At present, the Electric Reliability Council of Texas (ERCOT), Cali-
fornia Independent System Operator (CAISO), Midcontinent Independent System
Operator (MISO), and Southwest Power Pool (SPP) do not have mandatory capacity
markets available and utilize various administrative processes and spot (scarcity)
prices to provide fixed-cost recovery for resources.
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Europe. In Europe, most markets offer day-ahead and intraday markets. The power
systems and energy markets are operated separately; the market clears a dispatch
order, which then can be adjusted to accommodate transmission constraints. Ger-
many, for example, with its extensive bilateral market contracts, requires longer gate
closures to allow the transmission system operator (TSO) to conduct load-flow cal-
culations and coordinate with neighboring TSOs, which in turn requires significant
re-dispatch to resolve transmission constraints [4].

In the Nord Pool Spot, there is a day-ahead market followed by an intraday
market, which matches bids continuously until one hour before the hour of delivery.
This decreases liquidity in comparison to the Iberian intraday market, which has
sessions that concentrate the trades. The Iberian intraday market, however, has a
longer delay between the trade and delivery. Consequently, in Nord Pool there is no
need for a market between the intraday and tertiary regulation market, which is called
the regulating power market in Nord Pool (and the real-time market in the two-step
markets). Nord Pool’s regulating power market requires activation in 15 min and also
is used to meet operating reserves.

1.2 Energy Markets

As discussed in the previous section, energy is bought and sold in most US and
European markets through a two-settlement system. A forward market sells energy
to load-serving entities (LSEs) and buys from sellers in advance of the time when the
energy is produced and consumed. This is typically through the day-ahead market
(DAM). The DAM clears to meet bid-in load demand for the entire day, one day
in advance. Schedules and prices are calculated from the market-clearing engine,
and this price-quantity pair is settled for all market participants regardless of their
actual performance. The DAM is important because it provides a hedge against
price volatility in the real-time markets caused by load forecast errors, generator
outages, or other imbalances. The DAM also allows for make-whole payments when
resources do not recover their costs, and it provides price incentives in advance
toward reliable operation when resources may need ample notification time to be
able to start their generating resources [5]. To reflect changes that may occur between
the day-ahead market and real-time operations, a second market clearing is used
by RTOs/ISOs to re-dispatch resources and commit new resources to meet system
requirements. This is generally referred to as the RTM. Variability and uncertainty
is present throughout the power system including changes in weather that can cause
unexpected deviations in load and variable resource output, and forced outages that
can take resources and network facilities offline unexpectedly. The RTM is in place
to set prices and schedules to match the imbalances caused by such events. It reflects
the actual operation of the resources participating in the market. Many markets also
have intermediate scheduling procedures on the hour ahead or a few hours ahead to
facilitate this process in advance of real time when the differing conditions from the
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DAM are apparent. These markets typically have advisory prices and schedules, but
they may have binding commitment directions.

In both day-ahead and real-time markets, suppliers will offer energy bids as a
price and quantity pair. In US markets, there is further complexity in supplier offers,
which are designed as three-part bids. Due to the non-convexity of costs of many gen-
erating resources, the generators submit a bid for (1) incremental energy, (2) no-load
cost—i.e., a cost just to be online, or at its minimum generation level, and (3) a cost
of starting up the generating unit and synchronizing it to the grid. The generators also
submit to the ISO their unit constraints, including how fast they can ramp, how long
they must stay online if committed, and other constraints. The market operator will
select the least-cost set of suppliers to meet the demand based on these three-part
bids and generating unit constraints while also obeying many of the physical power
system constraints.

It is important that the average prices of the day-ahead and real-time markets
converge, so that market participants should not have a strong preference to be in
either market. Virtual trading, or convergence bidding, is used in most RTO/ISO
markets to ensure that the prices of the DAM and RTM converge to the same price
on average [6]. Virtual traders will sell or buy energy in the DAM and buy or sell
it back in the RTM. They have no requirement to have physical assets to supply or
consume energy. By taking advantage in either market when there is a premium in
one, they will drive down the difference in prices between these markets. This design
feature of the market recognizes the natural tendency of traders to arbitrage across
different markets. In the absence of virtual trading, there is potential for a premium
in one market that can lead to uncompetitive and inefficient behavior.

In addition to the day-ahead market process, a subsequent process is used, gener-
ally referred to as the reliability unit commitment (RUC) process. The day before the
operating day, an initial security-constrained unit commitment (SCUC) will solve
to meet the bid-in load with bid-in generation and create the schedules and prices
for the DAM. These bid-in quantities, in particular the bid-in load or bid-in variable
generation capacity, may or may not be close to reality. To ensure the system has
sufficient capacity available, a subsequent SCUC will be solved to meet the RTO/ISO
forecasted load. The exact practices vary by region, but generally the RUC will only
commit additional resources and will not decommit any resources needed in the
DAM. For example, while most markets solve the RUC subsequent to the DAM,
the NYISO solves the DAM and RUC iteratively, so that resources committed by
the RUC can affect the DAM prices and schedules [7]. Most ISOs are now also
using the RTO/ISO forecasted variable generation as part of the RUC process as
well. Energy markets that consist of short-dispatch intervals (e.g., 5-min dispatch
intervals), which already have been adopted in many restructured markets, improve
system flexibility by more closely matching the changes in variable generation (VG)
and load (“net load”) economically. As net load changes, the dispatch optimiza-
tion responds as well-cost-effectively optimizing generation. Short-dispatch interval
markets also reduce the required levels of regulating reserves needed, which are
the automatic resources that can respond to minute-to-minute fluctuations and are
the most expensive ancillary service [8]. High energy prices during the ramp periods
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also could provide an incentive for flexible supply. All generation receives the energy
market clearing price in an energy market, as opposed to markets with ramp prod-
ucts, described below. A two-step market with unit commitment in the day-ahead
timescale will leave significant forecast errors to be resolved during real-time bal-
ancing. The balancing resources acting on the timescale of a few minutes can be
relatively expensive [9]. An alternative is to have some form of intraday market that
enables participation from power plants with intermediate lead/start-up times [10].

For example, the Iberian market already has a considerable share of variable
generation. The market structure consists of a day-ahead market followed by six
sessions in the intraday market. The gate closure in the intraday market is 3 h and
15 min. The intraday market is at times followed by a deviation management market,
which is used when a deviation of more than 300 MWh is expected to last several
hours. A tertiary regulation market is used to recover secondary regulation reserves
in the intra-hour timescale. In the Nord Pool Spot, there is a day-ahead market
followed by an intraday market, which matches bids continuously until one hour
before the hour of delivery. This decreases liquidity in comparison to the Iberian
intraday market, which has sessions that concentrate the trades. The Iberian intraday
market, however, has a longer delay between the trade and delivery. Consequently, in
Nord Pool there is no need for a market between the intraday and tertiary regulation
market, which is called the regulating power market in Nord Pool (and the real-
time market in the two-step markets). Nord Pool’s regulating power market requires
activation in 15 min and also is used to meet operating reserves.

Ramp products, akin to proposals for flexible ramping and ramp capability prod-
ucts in the CAISO and MISO markets, respectively, are designed to periodically
complement the fast energy market by providing for operational flexibility to meet
load more reliably and efficiently, as well as incentivizing the specific resources that
provide the flexibility to do so. The ramp product market price can have supple-
mental payments that are provided only to those resources providing the ramping
support. Ramp products therefore reward only the flexible generation and, during
these flexibility-scarce periods, do not reward inflexible resources. The ramp capa-
bility price would be zero during most hours, when ramping capacity in the energy
dispatch mix is sufficient to follow load [11]. When ramping is needed whether due to
expected variability, or uncertainty in meeting the net load in future intervals and not
provided by the energy market, the price would reflect the marginal cost of providing
that ramping capability, incentivizing flexible resources.

To add ramp capability and ensure sufficiently fast response, the Spanish TSO
in May 2012 implemented a new market for the management of additional upwards
reserves [12]. EirGrid, the TSO in Ireland, also has proposed a new ramping product to
respond to imbalances that occur over the minutes-to-hours timeframe, such as from
changes in demand, wind generation, and interconnector flows. The TSO anticipates a
broad range of resources to supply this service, including wind and photovoltaic (PV)
plants that have been dispatched down, conventional generators, storage, and demand
[13]. Negative pricing can occur when serving the next increment of demand would
actually save the system money; that is, the marginal cost to serve load is negative.
For example, negative pricing can occur due to a lack of flexibility within the system.
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This might be due to limited transmission capacity creating location-specific negative
pricing, minimum generation periods during which resources cannot be shut down,
and other reasons. Negative prices also can occur during periods of high variable
renewable energy generation and low loads. In general, this can happen either due to
resources setting the price with negative cost offers (e.g., due to production credits), or
because of reduced capability to reduce generation and increase load (e.g., due to self-
scheduled resources). Incorporating negative pricing into market design facilitates
balancing and provides a financial incentive to increase system flexibility for several
reasons:

e Negative pricing can discourage generators, such as wind (unless tax incentives
encourage production), nuclear, and coal from providing too much power when
demand is low.

e Negative pricing sends a strong signal to generators to be more flexible and reduce
constraints on flexibility. In Denmark, the minimum running capacity of some
older coal-fired power plants has been reduced from 30 to 10% of maximum
capacity due to dynamic and negative pricing [14].

e Negative pricing can encourage greater diversification in the location and types of
variable renewable energy, especially in transmission-constrained areas.

e Negative pricing can encourage the use of storage to absorb excess production,
and load to increase demand.

e Negative pricing can provide a transparent mechanism for curtailment of renewable
resources via market means rather than out-of-market procedures.

One concern about negative pricing in the United States is that with the production
tax credit—which in 2013 offers wind generators a $0.023 subsidy for each kilowatt-
hour of energy produced—wind energy can still generate revenue when prices have
become negative. They then can offer negative prices representing this*“effective”’cost
of generating. This subsidized bidding can distort the clearing price and impact the
rest of the generation fleet. A second concern with negative pricing is that it makes
revenue streams more difficult to calculate, and therefore can deter investors from
participating in energy markets.

When implementing negative prices, it is important for markets to coordinate with
neighbors with respect to the use of administratively defined minimum price levels.
At present these minimum price levels differ, for example, between Germany and
Denmark, where flows from Germany to Denmark have been observed when Danish
prices were negative and extra power was not needed, but German prices were even
more negative. For example, this occurred in December 2012, when Danish bids
were curtailed to achieve market equilibrium above the minimum price level, but
even cheaper German power was imported anyway. Currently, measures are under
consideration to avoid this occurrence in future. As already occurs in Denmark, indi-
vidually negotiated compensation for offshore plants could be designed to eliminate
fixed feed-in compensation during hours of negative prices to relieve stress on the
power system.
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1.3 Ancillary Service Markets

Ancillary services are used to support power system reliability and perform the nec-
essary services that the energy market cannot provide [15]. In the United States, all
transmission providers are required to procure ancillary services. The six required
ancillary services were defined by the Federal Energy Regulatory Commission’s
(FERC) landmark rule, Order No. 888 on “Promoting Wholesale Competition
Through Open Access Non-discriminatory Transmission Services by Public Util-
ities: Recovery of Stranded Costs by Public Utilities and Transmitting Utilities”
[16]. The functional unbundling of these services was deemed necessary by FERC to
ensure that transmission access could be provided in an open and transparent manner.
Although the requirement to procure and provide these services is consistent across
all wholesale markets, the method of acquisition varies greatly. In non-RTO/ISO
regions, these services are obtained and paid for according to a series of FERC-
approved rate schedules. In the RTOs/ISOs, most of these services are procured in a
competitive manner that is co-optimized with energy markets.

Although much research has focused on how variable renewable resources could
increase the need for ancillary services, variable renewable resources also can be used
to provide these ancillary services [17—19]. Currently, rules do not allow this provi-
sion in most of the ancillary services markets. In Germany, auctions for frequency
control reserves occur six days in advance, which effectively precludes wind energy
from bidding due to forecasting uncertainties [20]. Variable generation, however, can
provide great flexibility. Variable renewable generators can have fast electronically
controlled ramp rates, zero minimum generation levels, and no start-up time needs.
With increased penetrations, it might be more economical to utilize variable renew-
able resources to provide these services for both consumers (in terms of reduced
production costs) and for variable renewable generators (in terms of increased prof-
its). Kirby et al. [21] describe the provision of ancillary services in some markets by
demand response.

Demand-side resources increasingly are providing ancillary services to the grid,
in roles that require faster and more verifiable performance than traditional uses of
energy efficiency. Demand-side resources long have been employed in ways that
only require several hours of lead time, such as “interruptible load” for emergency
peak shaving [22] or to increase nighttime load during off-peak price periods. Yet,
provision of ancillary services occurs on much shorter timescales, typically seconds
to minutes. Such fast-acting demand response is employed in several US wholesale
markets including ERCOT, PJM, and MISO [22]. System security requires that such
systems ensure rigorous performance characteristics (response time and minimum
load size), special contractual and compensation mechanisms, robust measurement
and verification methodology, and high-speed communications interface to enable
automatic control. As such, industrial sources have predominated in providing ancil-
lary services. Pilot and demonstration projects are underway to aggregate residential
and commercial resources to provide ancillary services [23], but significant legal and
technical barriers remain to ensure adequate performance characteristics.
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Fig. 1.1 Operating reserve types and their uses [15]

In previous literature, we categorized all active power control services that are
ancillary to energy scheduling, also defined as operating reserve, as shown in
Fig. 1.1 [15]. The operating reserve types that have existing dynamically priced
markets—including synchronized reserve (contingency reserve-secondary), supple-
mental reserve (contingency reserve-tertiary), and regulation (regulating reserve)—
are bought and sold in day-ahead and real-time markets in a similar manner to energy
markets. In fact, the US markets that have ancillary service markets currently co-
optimize energy and operating reserve when clearing DAM and RTM markets. This
means that the markets are cleared simultaneously so that costs and requirements of
both markets are considered when clearing the entire market.

Other ancillary services are not sold through dynamic markets. For example,
reactive supply and voltage control are needed services both during steady state and
disturbances. Reactive power, which supports voltage control, does not travel far due
to high inductive impedances. It therefore is very localized which, in turn, inhibits a
broad competitive market. In general, all generators except wind plants are required
to be able of providing reactive power within a power factor range defined in their
interconnection agreement, although in Spain new operating procedures are being
studied to require wind turbines to provide voltage control [24]. Compensation for
provision of this service varies by transmission provider. In US, there is no require-
ment to compensate generators for reactive power within the power factor range
unless the transmission provider is compensating its own generators. Generators
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typically are paid for fixed costs as well as opportunity costs; that is, any costs it
foregoes in the markets because of constraints on providing reactive power [25].

Other services are much more long term and are cost based. For example, black-
start service is needed from generators for system restoration following blackout
events. These resources must be capable of starting without outside power supply,
able to maintain frequency and voltage under varying load, and able to maintain rated
output for a significant period of time (e.g. 16 h) [26, 27]. Many markets will request
black-start service proposals and will then have cost-based recovery mechanisms in
place for these resources. Other services such as primary frequency response and
inertial response currently lack markets or cost-based recovery mechanisms in many
markets, which was detailed in [11].

Variable renewable energy lacks inherent inertial response, which helps the system
remain stable in the initial moments after a disturbance, before the automatic response
by governors. Simulations by the Western Electricity Coordinating Council have
shown that frequency response degrades during periods of high wind and low load,
when conventional generators comprise a small share of the dispatch mix [11]. The
simulations also show that it is technically possible for wind to sufficiently emulate
this inertial response by connecting to a power electronic converter; some load and
storage also can supply similar capability. Inertia is an inherent part of synchronous
generation, therefore it has no added cost other than being online, and so a market
similar to the other ancillary service markets, with changing schedules and prices,
might not be the best approach. If some resources do provide the service, and others
do not, however, then some sort of compensation might be required.

Flexibility reserve, for additional ramping requirements to meet increasing levels
of variability and uncertainty, have historically not been an ancillary service market
either, but are garnering more interest in some markets.

1.4 Pricing Energy and Ancillary Services

Prices for energy and ancillary services are calculated in similar ways throughout
all of the restructured regions in the United States. In US markets, these prices are
based on the marginal pricing concept, in which the prices are equal to the bid-based
marginal cost to provide each service. Market participant bids are meant to reflect
true variable costs, and the marginal pricing design theoretically drives resources to
bid their true variable costs. We refer to these prices as LMP and ancillary service
clearing prices (ASCPs) for energy and ancillary services, respectively.

Ancillary service markets will also typically follow a pricing hierarchy [28]. The
hierarchy will price higher quality reserve services that share the same capacity to
be greater than or equal to the lower quality service. This is because some ancillary
services are more critical than others, and the incentives provide transparency to
market participants on which service they should provide. ASCP may also have
locational differences when deliverability issues arise.
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Most ASCP payments go to market participants for the provision of capacity to
provide ancillary services. The payments usually are not modified based on how
the market participant performs the ancillary service, or if the unit was even asked
to respond, as long as its performance is satisfactory and the capacity reservation
is held (although if deployed, the resource will be paid for the energy deployed
with additional energy payments). Recently, there has been motivation to incen-
tivize market participants based on how they performed. FERC Order 755 directs a
pay-for-performance scheme for regulating reserve. Resources that provide greater
movement and accuracy when providing regulating reserve are compensated more.
This is an advantage for participants that can provide regulating reserve faster or
more accurately.

Suppliers will be paid the DAM LMP at the DAM energy schedule and the DAM
ASCP at the DAM ancillary service schedule. When asked to provide energy or
ancillary services differently from the DAM schedule in the RTM, the suppliers will
be paid the RTM LMP and RTM ASCP for the difference between the RTM—and
DAM-—scheduled energy and ancillary services, respectively. In both markets, load
pays the LMP and generation is paid the LMP at their corresponding locations. The
prices in RTM can change because of changing load, changing VG output, change
in committed resource, or change in network topology (i.e., due to transmission
outage). The change in RTM prices should incentivize suppliers to adjust schedules
accordingly. The introduction of virtual trading (i.e., convergence bidding) should
result in the average prices between DAM and RTM to converge, thereby not leading
to suppliers, or consumers, to prefer one market than another.

Another important factor to the pricing of energy and ancillary service prices is
the administratively-set scarcity prices. Scarcity pricing implies that when demand
is very high, the supply may be insufficient and/or costly to deploy to meet the
load [5, p. 70]. These price spikes reflect the relative inelasticity of supply (and
demand) at high load levels or due to other sources of capacity constraints. Scarcity
pricing can be designed to encourage investments in flexible response, such as storage
and price-responsive load, because these resources can respond quickly to brief
periods of scarcity. Scarcity pricing is favored in some markets on the basis that
policy interference in pricing mechanisms, such as through a capacity market, would
jeopardize market participants’ trust in the market and discourage investors from
investing in new capacity.

These pricing methods are designed to incentivize resources to offer their true costs
for energy and true capabilities for ancillary services. The RTO/ISO is responsible
for solving an optimization problem to minimize the total costs to meet the energy
and ancillary service demands while also meeting numerous generation and relia-
bility constraints. This schedule should place each market participant in a position
to make the most amount of profit given the prices generated by the market-clearing
engine. However, because of issues such as non-convex costs and commitment con-
straints, it is possible for the RTO/ISO to direct a market participant to provide energy
and ancillary services that cause that market participant to lose money. When this
happens, the RTO/ISO provides a make-whole payment to ensure that the market
participant does not receive a negative profit. After actual power data is measured,
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resources are paid this make-whole payment in addition to the scheduled payments.
Sometimes penalties are in place for market participants that stray too far from their
directed energy or ancillary service schedules. These vary depending on the market
region but give further incentives to ensure reliable operation.

Scarcity pricing predominantly is found in the European Union, where the policy
goal in several states has been to combine scarcity pricing with carbon prices to
increase the competitiveness of low-carbon flexible units and use extensive intercon-
nections to balance integrated regions. Nevertheless, the European Union reflects
different policy approaches to adequacy, and member state policy actions have yet
to create a coordinated market-based approach. The differing approaches to ade-
quacy have complicated cross-border trades, such as those between countries with
and without capacity payments [29].

1.5 Financial Transmission Rights Markets

FTR markets, also called transmission congestion contracts and financial congestion
rights, are markets designed to hedge the volatility in locational differences of energy
pricing [30]. When the transmission system is congested, the load at the receiving side
of the constraint would typically pay more for energy than the generators supplying
energy at the sending side. This difference is allocated to the FTR holders between
the two locations. These FTRs are not part of system operation, because they are
purely financial and do not affect the objective of the system operator to dispatch the
supply at least cost. Bilateral agreements between supply and demand at different
locations can avoid the volatility of pricing between their locations with the purchase
of FTRs.

Market participants can obtain FTRs through an RTO-specific allocation process
and auctions. Initial FTR allocations are based on historical usage and entities that
fund the construction of new facilities. FTRs are typically auctioned at annual, sea-
sonal, and monthly periods. They can also be traded bilaterally. Each auction can
include new potential buyers and sellers of FTRs, and it will include a market-clearing
engine similar to the one used in the energy market, in which the objective is to min-
imize the cost of all FTR bids while incorporating the network security constraints.
The pricing that results from the FTR auction is performed in a very similar manner
to the prices of energy, where in this case the marginal cost of transmission is paid to
the seller and taken from the new buyer. Many other characteristics can be included
in the FTR market [31]. FTR options are rights in which the owner earns only the
locational difference in energy prices if that difference is in their favor. Some mar-
kets will have FTRs that are different for on-peak and off-peak periods to signify
the differences in transmission flows between these periods. Other areas also have
multi-round auctions, in which each round will sell only a portion of the available
transmission capacity to FTR purchasers. This is said to make the FTR market more
flexible and competitive and allows for the market participants to adjust the bids each
round after learning the results from the previous round.
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The revenues that FTR holders receive when they own the rights are typically
through the congestion costs that occur in the DAM rather than the RTM. The more
the prices differ between the DAM and RTM, the more that FTRs may not reflect the
true cost of congestion. The congestion patterns are well understood in most markets,
although on-peak and off-peak times and transmission outages can certainly affect
the outcomes differently than anticipated during the auction periods. Also, at the
onset of FTRs it was thought that they could promote future investment in new
transmission, but there is a lot of argument about whether FTRs provide sufficient
incentives for transmission investment [32]. How these markets may evolve in the
future is still very unclear, as is the impact that higher penetrations of VG have on
them. However, the scope of this chapter (and book) has only marginal relevance to
FTR markets and so we provide little focus on this market product.

1.6 Capacity Markets

Capacity markets are motivated by the desire to employ a market mechanism to
ensure that new generation is developed on time to meet resource adequacy targets
and help these resources recover their capital costs. Power plants are large, capital-
intensive resources that take considerable time to permit and build. The decision to
build a power plant must be made well before the plant is needed. Some RTO/ISO
regions rely on high and volatile energy prices that are sometimes constrained by
administratively-set scarcity prices or price caps. Other RTO/ISOs operate explicit
capacity markets to ensure that sufficient generation will be available to meet the
expected load. In vertically integrated systems, resource adequacy assessments are
carried out by the utility, and any needed additional capacity could be acquired
internally or via contract, subject to regulatory oversight. The costs for procuring
that capacity are typically subject to rate-making proceedings with state public utility
commissions.

Mandatory capacity markets are intended to address long-term reliability needs
and ensure that resources have adequate opportunity to recover their variable and
fixed costs over time. Capacity markets are often backstop mechanisms that evalu-
ate potential capacity shortfalls after considering bilateral contracts or other power
purchase agreements [33].

In Europe, the question of capacity remuneration mechanisms is discussed very
differently among the Member States. Conventional power plants (even new flexible
gas plants) are being closed or are threatening to close not only because some are at
the end of their lifetimes, but in some cases because of changes in fuel prices. As a
result, generation adequacy regionally is becoming a matter of concern [4, 29, 34].
Also, limited interconnection capacity, for example in countries such as Spain, has
increased interest in capacity payments. In Europe, security of supply is a national
question, but over-capacities would occur if solved strictly nationally. Thus, Euro-
pean organizations and associations strongly recommend international coordination
[35-38].
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Fig. 1.2 Capacity prices in some RTO/ISOs (adapted from [40])

In the United States, the methods for calculating capacity prices in each of the
RTO/ISOs are based on the market design choices of each region. In general, regions
with capacity markets find that the capacity prices tend to be limited to the capital cost
of a new gas-fired plant that can be sited and built within three years [39]. As shown
in Fig. 1.2, prices generated by mandatory capacity markets have been considerably
volatile [40]. These results are driven by a variety of market considerations that vary
from one region to another.

The demand for capacity is based on an administrative process that determines
the total amount of capacity necessary to meet peak load requirements. NYISO,
PJM, and ISO-NE all use a downward-sloping demand curve for capacity rather
than a fixed target. The downward-sloping demand curve is constructed to reflect the
marginal value of capacity to load, and it serves to reduce the potential exercise of
market power in capacity auctions. Although the specific demand curve parameters
vary between the markets, the main principles are illustrated in Fig. 1.3. The curve
is constructed around a target for new capacity at which the price is set equal to
the cost of new entry (CONE). The cost of new entry is typically set equal to the
annualized capital cost of a new peaking plant (e.g., a combustion turbine), and it
may be adjusted for the expected revenue from the energy market (i.e., net CONE).
Administered price caps are common and are designed to protect against potential
market power and provide a backstop mechanism in case insufficient bids are received
from the market.

Resources participating in the capacity markets must verify their capabilities to
determine the total capacity they can bid into the market. Each of the mandatory
capacity markets has a process for qualifying as a capacity resource. Generally
speaking, resources interested in participating in capacity markets must verify their
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operating capability in MW for a specified time period, usually the winter or sum-
mer peak. Each organized market has different capacity qualification rules for exist-
ing resources, new resources, external resources, demand response, and renewables.
Many of the markets will require capacity market resources to offer their capacity
in the day-ahead market. Current capacity markets typically do not require capac-
ity resources to have specific attributes other than the provision of capacity during
periods of peak demand.

The physical location of a resource is also important for capacity markets. Trans-
mission limitations can limit the ability of a load to access a resource. Local capacity
obligations are enforced in each of the markets to ensure that load-serving entities
have adequate supply and transmission capacity to deliver energy to an area. The
issue is most prevalent in regions with constrained export and import capabilities.
Accurately identifying zones that have deliverability constraints is critical to devel-
oping efficient capacity markets.

There is no widespread agreement on the need for a capacity mechanism to sup-
plement energy-only markets—and, if the need exists, how best to do it. There also
is little, if any, evidence regarding whether scarcity pricing would result in revenue
sufficiency for capacity, as illustrated by the current review of options in ERCOT
[42]. Because most retail consumers do not see real-time prices that reflect cost, the
demand curve for electricity is muted [5, 43]. Proponents for capacity mechanisms
argue that this malfunction of the market for electricity, coupled with the lack of
ability to differentiate reliability among customers on a widespread basis, renders
an energy-only market incapable of providing sufficient forward capacity [41]. This
debate is not new, and began long before variable renewable energy sources were
significant in the electricity supply.
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1.7 The Impacts of Variable Generation on Market
Outcomes

The outcomes of each of the markets discussed above may be impacted by the
introduction of high penetrations of VG. Possible impacts are briefly discussed in
the list below.

e Energy markets:

— VG can reduce average LMPs because of its low variable costs.

— VG can cause more occurrences of zero or negative LMP periods because of its
variable cost and zero or negative bid-in costs.

— VG’s increased variability can cause LMPs to be more volatile from one time
period to another.

— VG’s increased uncertainty can cause greater differences between DAM and
RTM LMPs (although on average they are likely to remain converged as a result
of virtual trading).

— VG can cause a greater need for flexible resources in the energy market, and the
energy market may or may not provide sufficient incentive for this flexibility.

e Ancillary service markets:

— VG can increase the requirements for normal balancing reserve, such as regu-
lating reserve, which can increase the ASCP for those services.

— With higher balancing reserve demands and increased variability and uncer-
tainty, administratively-set scarcity ASCP may be triggered more often, result-
ing in more frequent extreme price spikes.

— VG can displace synchronous, frequency-responsive resources, and when not
equipped with technology to provide a comparable response, it can cause the
need for supplemental actions or market designs to ensure that sufficient fre-
quency response and/or system inertia is available.

— VG can cause the ancillary service requirements to change from one day to
another and from DAM to RTM, if the requirements are based on correcting
the variability and uncertainty of VG, which can cause uncertainty in ancillary
service demands and changing demands for the same time periods between
DAM and RTM, similar to load.

— VG can cause a need for greater flexibility from the resources that correct for its
variability and uncertainty. Certain forms of flexibility may or may not be built
into the current ancillary service markets.

e FTR markets:

— VG’s increased variability and uncertainty can cause greater variation on power
flow, which causes FTR holders to be uncertain about expected congestion
patterns.

— VG’sincreased uncertainty can cause greater deviations of power flows between
DAM and RTM. Because FTR revenues are typically based on the DAM, there
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could be greater divergence between FTR revenues and actual congestion pat-
terns.

e Capacity markets:

— The reduction in LMP and energy schedules from conventional resources will
result in reduced revenues in the energy market. If these resources are still
required to be available for short periods of time, more resources become
capacity-based rather than energy-based.

— VG’s variability and uncertainty can cause the need for different types of
resources to be built and available. In other words, it might require the need
to plan and build more flexible resources to prepare for future needs and not to
focus on the need for MW capacity alone.

— VG’s variability and uncertainty can cause the need for existing resources to
modify their flexible capability potential. Market designs may need to incen-
tivize the existing resources to spend the capital on retrofits to increase the
flexible capability that it can provide.

— Must-offer price rules, designed to limit the ability of buyers to suppress capac-
ity prices by subsidizing relatively higher-cost new capacity to replace lower-
cost existing capacity, may increase risk that a resource built to satisfy a state
renewable portfolio standard will not clear the capacity market at the applicable
minimum offer floor.
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Chapter 2
Electricity Markets and Intelligent Agents
Part I: Market Architecture and Structure

Fernando Lopes

Abstract The electric power industry has undergone a sweep restructuring resulting
in the emergence of electricity markets (EMs) worldwide. The trend towards EMs
has led to extensive efforts by the research community to develop optimization and
equilibrium models adapted to the new competitive industry. The complexity of
EMs calls, however, for richer and more flexible modeling techniques. Agent-based
simulation is a relatively new approach relying on advanced social science methods
as well as established engineering modeling techniques. The agent-based approach
presents itself as a promising approach to accurately model and analyze in detail the
behavior of EMs over time. Agent-based simulation of EMs is, at the time of writing,
an active area of research and a number of prominent models and systems have
been proposed in energy-related journals. These high-quality scientific contributions
exhibit fairly different features and make use of a diverse range of concepts. Currently,
there seems to be no agreed framework to compare the usage of specific concepts in
one contribution with usage in other contributions, nor to compare disparate research
efforts. This chapter and its companion (Chap. 3) claim that the development of such
a framework can be an important step to provide a coherent set of concepts related
to the area, to assess progress in the area, and to facilitate the development of future
models and systems. Accordingly, this chapter (Part I) and Chap. 3 (Part I) introduce
a generic framework for agent-based simulation of EMs. The complete framework
includes three groups (or categories) of dimensions: market architecture, market
structure and software agents. This chapter describes, in considerable detail, the
components of the first two groups of dimensions, notably the architecture and core
structure of power markets. The third and last group of dimensions is the subject
of Chap. 3.
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2.1 Introduction

The electric power industry around the world has evolved to open markets that pro-
mote competition among their participants and provide consumers with a choice of
services. Restructuring has enabled a paradigm shift away from “cost-of-service”
to market-based pricing. Markets for different electricity related products—energy,
capacity, reserves, regulation, and transmission rights—have emerged worldwide.
Such markets are distributed in nature and may involve a variety of complex transac-
tive techniques, including bidding, auctions, centralized and bilateral market clearing,
and electricity pricing.

Typically, competition exists on each side of any market—among suppliers or
among demanders, but not between suppliers and demanders—and may result in
a lack of market power and “price taking” behavior. Specifically, competition can
provide full strength cost-minimizing incentives, force average prices down toward
their marginal costs, and encourage real-time pricing for retail customers. Also,
competitive forces may drive suppliers to make cost-saving innovations quickly (e.g.,
efficient repairs and labor saving techniques) and thus operate in more efficient
ways [1].

The trend towards electricity markets (EMs) has led to extensive efforts by the
research community to develop optimization and equilibrium models adapted to the
new competitive industry (see [2] for a comprehensive review). Most optimization
models were developed under the implicit assumption of a centralized decision-
making process. They consider a single profit maximization program involving an
objective function subject to a set of technical and economic constraints (see, e.g.,
[3]). In contrast, equilibrium models represent the overall market behavior taking into
account competition among several participants. They are formulated as a simultane-
ous profit maximization program involving multiple objective functions (see, e.g., [4,
5]). Two types of equilibrium are often considered. The commonest one is based on
the Cournot competition concept, in which participants compete in quantity, whereas
the other focuses on the supply function equilibrium approach, in which participants
compete in both quantity and price. Both types of equilibrium are based on the
well-known concept of Nash equilibrium [6].

The complexity of EMs calls, however, for richer and more flexible modeling
techniques [7]. In fact, traditional models are often considered a poor fit to liber-
alized EMs—operation decisions are decentralized and strategically taken by each
market participant to maximize individual profit. Also, equilibrium models are based
on a formal definition of equilibrium—typically expressed in terms of a system of
algebraic and/or differential equations, often considered very hard to solve. Equi-
librium models also impose rigid limitations on the representation of competition
between participants and disregard the consequences of learning effects from daily
repeated interactions [8]. Simply put, the constant need of market participants to
repeatedly probe EMs and adapt their strategies adds complexity that is difficult to
represent with conventional techniques, such as standard optimization methods and
game theory [9].
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Agent-based simulation (ABS) presents itself as a promising approach to accu-
rately model and analyze in detail the behavior of EMs over time and the complex
interactions and inter-dependencies among market participants. ABS is a relatively
new approach relying on advanced social science methods as well as established
engineering modeling techniques (see, e.g., [10]). It does not postulate a single deci-
sion maker with a specific objective for the entire system—rather, software agents
are allowed to establish their own objectives and apply their own strategies. Con-
ceptually, software agents are computer systems situated in some environment and
capable of flexible autonomous action to satisfy their design objectives [11]. Multi-
agent systems are essentially loosely coupled networks of agents that interact to
solve problems that are beyond the individual capabilities of each agent. Examples
of common types of interactions include cooperation (working together towards a
common objective) and negotiation (coming to a mutually acceptable agreement)
[10, 12].

The agent-based approach is indeed an ideal fit to the naturally distributed domain
of a deregulated electricity market. Accordingly, several researchers have paid atten-
tion to agent-based simulation of EMs over the last years and a number of prominent
models and systems have been proposed in the technical literature. These high-
quality scientific contributions exhibit fairly different features and make use of a
diverse range of concepts (e.g., electricity pricing and agent architecture), show-
ing performance characteristics that vary significantly depending on the modeling
approach. There is a large degree of heterogeneity in describing details of existing
models and systems, and also in representing software agents operating in EMs and
in performance evaluation techniques. It follows that there seems to be no agreed
framework to compare the usage of key concepts in one scientific contribution with
usage in other contributions, nor to compare disparate research efforts. We believe
that such a framework can be very important and instructive, providing a coherent
set of concepts, helping to understand the interrelationships of disparate research
efforts, and facilitating the development of future models and systems.

Against this background, this chapter (Part I) and the next chapter (Part II) intro-
duce a generic framework for agent-based simulation of EMs. The complete frame-
work includes the following three groups (or categories) of dimensions:

1. Market architecture.
2. Market structure.
3. Software agents.

The first group, labeled “market architecture”, contains three key dimensions: sub-
markets (e.g., day-ahead, ancillary service and forward), market types (e.g., bilateral,
exchange and pool) and market linkages (e.g., arbitrage, timing and location). The
group “market structure” is composed by two distinct, yet interrelated dimensions:
market sector (e.g., wholesale, retail, and central coordination and transmission) and
market participants (e.g., generating companies, retailers, and large and small con-
sumers). The last group, labeled “software agents”, includes two broad dimensions:
agent architectures (e.g., model-based, goal-based and learning) and agent capabili-
ties (e.g., autonomy, pro-activeness, social ability and adaptability).
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Thus, this chapter and the next are about the common ground between two fields
of inquiry: electricity markets and software agents. Both chapters are not meant
as a survey of the area of agent-based simulation of electricity markets.! Rather,
the description of the various components of the conceptual framework is gener-
ally undertaken with particular reference to work from power systems engineering,
economics, artificial intelligence, and computer science generally.” Hence, the two
chapters do not present new theorems nor important experimental results, but, instead,
they aim at providing both a coherent set of concepts and a comprehensive and sys-
tematic basis for objectively comparing and contrasting disparate research efforts.
Such a basis can be, we believe, an important step for the development of more
sophisticated models and systems because it helps to define the core elements and
features required by software agents able to simulate EMs in a realistic way. Given
the diversity of approaches and the heterogeneity between existing pieces of work,
we also believe that the conceptual framework can help the area to reach a higher
level of stability and maturity.

In this chapter, we discuss the first two groups of dimensions of the framework,
labeled “market architecture” and “market structure”. Specifically, the purpose of
this chapter is threefold:

1. to examine the literature on power markets and to identify the main strands of
work in this research field;

2. to introduce the first two groups of dimensions of a generic framework for agent-
based simulation of EMs;

3. todescribe, in considerable detail, the various components of these two groups of
dimensions and to discuss the core elements of competitive electricity markets.

In a companion chapter—that is, the next chapter—we introduce the third and last
group of dimensions of the framework, labeled “software agents”.

The remainder of this chapter is structured so that each of the two groups of
dimensions is presented in a separate section. Specifically, Sect.2.2 discusses the
architecture of power markets and Sect. 2.3 deals with the core structure of power
markets. Section 2.2 begins by introducing the concept of “market architecture”, pre-
senting the key market types and describing some important market linkages. Next,
Sect.2.2.1 discusses the key market model of pool trading, and Sect.2.2.2 presents
the main bilateral contracts and the markets for trading them. Following this, Sect. 2.3
introduces the concept of “market structure”, which encompasses both market sec-
tors (Sect.2.3.1) and market entities (Sect.2.3.2). Finally, Sect.2.4 presents some
concluding remarks.?

The agent-based analysis of economic systems, including power systems and electricity markets,
is often referred to as agent-based computational economics (ACE). However, throughout the book,
we will use the broader term “agent-based simulation”.

2We will draw from several different research traditions, but our focus will always be on promoting
a deeper understanding of existing and emerging market designs to reliably and efficiently manage
the potential challenges of variable generation (VG).

3Sections 2.2 and 2.3 refine and extend our previous work on a conceptual framework for agent-
based electricity markets, presented in [13, 14], respectively.
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2.2 Market Architecture

Market architecture includes the list of all submarkets, the type of each submarket
and the different linkages between them (see Table2.1).* A power market typically
comprises several components or submarkets—it may comprise a few or many sub-
markets depending on its degree of vertical integration or unbundling. Representa-
tive examples of submarkets include the day-ahead and real-time energy markets,
ancillary-service markets, futures markets and swap markets.’

The problem of which particular submarkets to include in a power market is sur-
rounded by many controversies. Perhaps the most fundamental controversy concerns
the question of whether the system operator (SO) should operate an energy market or
a financial transmission rights market [1]. An interesting point of view holds that the
SO is only needed to operate the grid and sell rights to its use, but should minimize the
role in the market and refrain from trading or pricing electrical energy. The extreme
version of this perspective eliminates both the day-ahead and real-time energy mar-
kets, but considers a centralized transmission-rights market. The opposing point of
view holds that such an architecture, plausible in a simplified theoretical world, is
wholly impractical. At least in real time, the SO needs to buy and sell energy directly
and needs to set different prices for energy provided at different locations. Interest-
ingly, the extreme version of this perspective eliminates both the day-ahead and a
real-time transmission-rights markets, but states that a real-time locational energy
market should be on the list of submarkets.

A power market often includes a mixture of market types, such as a decentralized
bilateral market and a centralized exchange or pool. Market type classifies markets as
bilateral or mediated, with the latter usually more organized.® Bilateral markets can
be, in order of increasing centralization, search, bulletin-board, or brokered markets,
while mediated markets can be dealer markets, exchanges or pools (see Table?2.1).
Generally speaking, there are two basic ways to arrange trades between buyers and
sellers. They can trade directly—a single buyer and a single seller can negotiate the
terms and conditions of a bilateral contract in such a way that other market partic-
ipants do not observe the trading—or a supplier can contact an intermediary who
may negotiate on behalf of him and possibly sell his product to end-use customers.
Public centralized markets tend to have certain advantages over decentralized pri-
vate markets: lower transaction costs, quicker transactions, greater transparency of
price, and easier monitoring. Trading in decentralized private markets can be more
expensive but these markets typically provide more flexibility [1].

“4Both the classification presented in Table 2.1 and the description of the several markets presented
in the first part of this section are based on [1, Chaps. 1-8], though the section is not intended as a
summary of their perspectives on market architecture.

SFor simplicity and clarity of presentation, and since submarkets are themselves markets, they will
often be referred to simply as markets.

The distinction between bilateral and mediated markets is not absolute and the reader may find
some overlap between them. Section2.2.2 examines in detail several types of markets to make the
distinctions between them clearer.
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Table 2.1 Conceptual framework: the category “market architecture”

Group (or category) | Dimension Element (or characteristic)

Market architecture | (Organized) submarkets e Energy market

o Day-ahead market

o Intra-day market

o Real-time market

e Ancillary-service market

e Transmission-rights market

e Capacity market

o Forward market

o Futures market

e Options market

e Swap market

e Other markets

Market types o Bilateral market

o Direct-search market

o Bulletin-board market

o Brokered market
o Mediated market

o Dealer market

o Exchange (or auction) market

o Pool market

Market linkages o Implicit

o Arbitrage linkages

o Spacial linkages

o Temporal linkages

e Explicit

In bilateral markets, buyers and sellers often trade directly, although this can
be facilitated by brokers. Direct search markets are the least organized bilateral
markets—here, buyers and sellers should seek each other out directly. An example
of a transaction taking place in such markets is the sale of a product in which the
seller/buyer advertises for buyers/sellers in specific places. Bulletin-board markets
are a partially centralized variety of direct-search markets. The next level of orga-
nization are brokered markets—brokers do not actually buy or sell in a market but
are paid a commission for arranging trades. Brokered markets arise when the trading
activity in a particular product increases. More specifically, in markets where trad-
ing in a product is sufficiently active, brokers can find it profitable to offer search
services to buyers and sellers. Put another way: economies of scale in searching
for buyers/sellers may make it worthwhile for market participants to pay brokers to
help them to conduct some searches. To this end, brokers often develop specialized
knowledge on valuing assets traded in such markets [15].
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Generally speaking, the economic function of a broker is to connect, and possibly
negotiate on behalf of, ultimate buyers and sellers. Specifically, a potential seller S
notifies a broker of their willing to sell a product at price Py, and then the broker
contacts a potential buyer B and notifies him of the possibility of buying at P, or
inquires about their willingness to buy at some other price. Once the broker negotiates
a single price at which S is willing to sell and B is willing to buy, then the transaction
can be executed [16].

Bilateral markets are flexible, since the trading parties may specify some contract
terms. However, this flexibility comes frequently at a price—negotiating and writing
contracts could be expensive. Accordingly, it is often advantageous to move toward
more standardized and centralized trading when this is made possible by the volume
of trade. Dealer markets are the most rudimentary type of mediated markets. Dealers,
unlike brokers, trade for their own account, and usually maintain an inventory—they
buy a product and hold it before reselling. There are no brokerage fees, but at any
point in time dealers buy for a price that is lower than the price they sell for. The
difference is called the spread [1]. Thus, the spread between the buy (or “bid”) and
sell (or “ask™) prices is a source of profit.

Dealer markets save traders on search costs because market participants can easily
look up the prices at which they can buy from or sell to dealers. The economic function
of a dealer is to make-a-market so that buyers and sellers can readily buy and sell
in the liquid market. A potential buyer B or seller S contacts a dealer (e.g. by using
an electronic trading platform) and inquires him about a specific bid or offer quote.
If the quote is acceptable, B can execute a trade at the offer price (called lifting an
offer) or S can sell at the bid price (hitting a bid). In either case, the dealer is the
counter party [16].

Energy exchanges utilize auctions and are sometimes called auction markets—all
traders converge at one place (either physically or “electronically”) to buy or sell a
product (e.g., electricity). Auction markets are the most integrated type of markets.
An advantage of these markets over dealer markets is that one need not search across
dealers to find the best price for a product. If all participants converge, they can
arrive at a mutually agreeable price and thus save the spread [15]. Also, exchanges
have a number of advantages over bilateral markets [1]: they can reduce trading
costs, increase competition, and produce publicly observable prices. Furthermore,
exchanges can operate much nearer to real time than bilateral markets, making them
the obvious choice for both day-ahead and real-time energy markets. However, bilat-
eral markets often provide more flexibility and, weeks in advance, may play a larger
role than exchanges.

Pools are exchanges in which the supply bids are complex, and the system operator
carries out complex calculations to select and pay the winners. Complex bids often
attempt to comprise a complete economic description of the generation process—that
is, generators can include in bids their marginal costs, expected start-up and no-load
costs, etc. Thus, pools are designed to accept multipart bids—generators bid their
marginal costs and other costs and limitations into a pool which computes the energy
prices and the accepted bids.
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Energy exchanges may accept simple bids expressing only energy quantities and
prices, meaning that generators could not account for their start-up and no-load costs
directly, i.e., within the bid format. As a result, they may need to manipulate their
bids and adopt gaming strategies to avoid losses. Gaming strategies are inherent in
market designs requiring bidders to manipulate their bids to account for factors that
cannot be expressed directly within the bid format. To avoid this problem, two-part
bids, three-part bids or even more complex bids may be necessary. Alternatively,
pools can be used. As noted, pools typically accept complex, multipart bids (though
exchanges can also use multipart bids). Nevertheless, the competitive forces present
in energy markets can induce traders to represent true costs as accurately as possible
within the bid format. Accordingly, even in exchanges with one-part bids, where
considerable manipulation may be necessary, truly competitive markets may do a
remarkable efficient job of dispatching generation [1].

Furthermore, energy exchanges often accept bids that, according to their bid-in
values, at least break even. In contrast, pools may accept some apparently losing
bids—that is, bids that are found to lose money because the pool prices are not
enough higher than the marginal costs to cover other bid-in costs. Some accepted
bids that would otherwise lose money are compensated with a “make-whole” side
payment. Thus, pools are defined by the existence of side payments (exchanges do
not make side payments).

Market linkages are very important to the functioning of power markets. Linkages
can be either implicit or explicit [1]. Arbitrage, timing and location are the keys
to most naturally arising implicit linkages. Specifically, implicit linkages are often
produced by arbitrage, the most important example being the approximation between
a forward price for delivery at a specific period and the expected spot price at that
period (i.e., the price in a forward energy market approximates the expected price in
the spot market). Also, because energy markets are geographically distributed, many
of their submarkets are multi-product markets and contain a vast array of internal
(spacial) linkages. Furthermore, the market architecture establishes a temporal order
for submarkets, and that order causes implicit (temporal) linkages to develop between
them. Explicit linkages are often limited only by the imagination of market designers
(representative examples are explicit rules linking rights purchased in one submarket
to activities in another).

At this stage, the author wishes to note that three key market models (or types)
have emerged [17]: (i) pool trading, (ii) bilateral trades or contracts, and (iii) a hybrid
model. Pool trading is carried out through a centrally operated entity that determines
generation levels and prices based on submitted generation bids and load offers.
Bilateral trades are defined by privately negotiated bilateral contracts that can be
either physical or financial obligations. The hybrid model combines several features
of pools and bilateral contracts. All models have their merits and shortcomings, and
their application has been extensively discussed and analyzed in the literature (see,
e.g., [18-22]). Practically all real-world electricity markets have one of the first two
basic models as the predominant structure and thus pools and bilateral contracts will
receive the preponderance of our attention in the next two subsections.
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2.2.1 Pool Trading

Electricity is typically bought and sold through a two-settlement system involving a
day-ahead market (DAM) and a real-time market (RTM), also known as a balancing
market.” The DAM clears to meet bid-in load demand for an entire day divided
in periods of an hour or half an hour, one day in advance. To maintain reliability,
the production and consumption of electric power must be balanced in real-time.
Accordingly, the RTM sets prices and schedules to match the imbalances caused
by the variability and uncertainties present in power systems. Many power markets
also have intermediate scheduling and pricing procedures on the hour ahead or a few
hours ahead to facilitate balancing in advance of real time.®

The pricing mechanism of most day-ahead markets is founded on the marginal
pricing theory. There are two main variations of marginal pricing [23, 24]:

e System marginal pricing (SMP).
e Locational marginal pricing (LMP).

In markets operating on the basis of the system marginal pricing, generators compete
to supply demand by submitting bids in the form of price and quantity pairs, for
example. These bids are ranked in increasing order of price, leading to a supply
curve. Similarly, retailers and possibly other market participants submit offers to
buy certain amounts of energy at specific prices. These purchase offers are ranked
in order of decreasing price, leading to a demand curve. The market clearing price
(or system marginal price) is defined by the intersection of the supply curve with
the cumulative demand curve. This price is normally determined on an hourly or
half-hourly basis and applied to all generators uniformly, regardless of their bids or
location. Generators are instructed to produce the amount of energy corresponding
to their accepted bids and buyers are informed of the amount of energy that they are
allowed to draw from the system [19]. SMP does not explicitly take into consideration
transmission constraints, nor does it explicitly accounts for ancillary services.
Locational marginal pricing is a more complex variation of marginal pricing—
as in SMP, the system operator collects generator bids and load offers, and then
determines the optimal generation dispatch.” The difference, however, is that the
optimization process is now subject to several system constraints, such as voltage
limits, and can even include the supply of losses and other ancillary services necessary
to support system operation. Typically, the SO runs an optimal power flow procedure
that defines the energy prices at different locations in the system—that is, the marginal
cost depends on the location where the electrical energy is produced or consumed.

TChapter 1 presents an introduction to energy markets, and also ancillary service markets, financial
transmission rights markets, and capacity markets. The reader is therefore referred to it for details.
8These markets are often referred to as intra-day markets.

9The dispatch represents essentially a set of instructions from the SO regarding the operation and
control of a power system, especially with respect to defining the generators that provide power at
any point in time and their output levels [1].
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The format of costs and bids is a topic of central importance in electricity markets.
As mentioned above, generators can submit simple bids consisting of price/quantity
pairs. However, they often also submit bids in the form of curves of $/h versus MW
output.'? Most literature on EMs considers piecewise linear or quadratic functions,
relating money and electric power, to represent costs and bids (see, e.g., [19]). Piece-
wise linear curves are usually considered compatible with the physical characteristics
of electricity generators. Specifically, generators with multiple units are well approx-
imated by these curves, since there is a jump in cost each time a unit is turned on
or off, and then a gradual increase as individual units are ramped up or down. How-
ever, jumps make calculus-based analysis difficult and can result in inconsistencies.
Quadratic curves provide smooth dispatch, revenue, and profit curves that facilitate
calculus-based analysis. Yet they are not a perfect characterization of generators’
cost structure. Clearly, the implications of the supply bid format for the operation of
EMs is a topic that requires further research [25].

Market power is the ability to alter profitably prices away from competitive levels
[1]. It is also a central topic in EMs. Generators can exercise market power by with-
holding their output as well as by manipulating production so as to cause network
congestion. Specifically, a high concentration of ownership in a specific region can
enable generators to exercise market power by restricting production and raising
prices—they can profitably maintain prices above competitive levels by restrict-
ing output below competitive levels. Also, generators can exercise market power
by increasing production, lowering prices, and exploiting feasibility constraints in
electrical networks to foreclose competition and increase profits [26].

The problem of market power can be addressed in several ways, including [1]: (i)
forward contracts and obligations of suppliers, and (ii) uncertainty of demand which
causes supply-curve bidding. Long-term forward contracting is often considered an
effective form to reduce market share. In contrast, medium-term contracts work only
to the extent that suppliers do not believe forward contract prices equal the average
level of recent spot prices. Demand uncertainty causes suppliers to enter elastic
supply-curve bids, which can increase the elasticity of residual demand as seen by
other suppliers and decrease their market power.

Yet another topic of central importance in EMs is price volatility. The need to
maintain a real-time balancing between generation and demand at every bus, on
a second to second basis, and also the lack of practical ways to effectively store
electricity, mean that energy prices are more volatile than those of other commodities.
As a result, market participants are normally exposed to a significant price risk.
To hedge against price uncertainty, generators and loads may choose to enter into
bilateral contracts that typically consider prices valid over a longer time horizon than
the spot-prices.

10Generating companies can also submit more complex bids for each of their units, reflecting the
cost characteristics of each unit (including marginal, start-up and no-load costs) as well as some
technical parameters (e.g., minimum and maximum output). Rather than simply stacking the bids,
the market performs complex calculations (e.g., unit commitment calculations) to determine the
production schedule and the prices for an entire day.
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2.2.2 Bilateral Trading

A bilateral market is a market in which private parties, sellers and buyers, trade
directly at negotiated prices and conditions. Some markets are mediated or conducted
by brokers and dealers., i.e., trades may also be arranged by brokers and dealers. A
bilateral contract is an agreement between two parties for the exchange of electricity
under mutually acceptable terms, including starting date, ending date, price, amount
of traded energy, and any other terms which may be deemed applicable. Simply put,
bilateral contracts are contracts used to make trades between two parties [1].

Two major types of bilateral contracts can be distinguished: physical and financial.
Physical bilateral contracts mean that all the power transacted bilaterally should be
self-generated and self-consumed at a pair of specific network buses—that is, they
specify the parties that generate and consume the power, the buses of injection and
consumption, as well as the amount of power agreed to. Selling generators have the
obligation to produce the power to supply at least all of its physical contracts, while
loads are expected to consume at least all of its contracts. Financial bilateral con-
tracts, on the other hand, mean that the power transacted need not be self-generated
nor self-consumed but could be transferred up to the short-term market-clearing
time to another entity such as the pool. In these contracts, the points of injection and
consumption may or may not be defined, and if known, they are not binding. The
selling side of a contract is free to appoint any market participant willing to supply
the electrical energy, while the buyer can also resell the contract further.

Bilateral contracts can also be firm or non-firm. Firm bilateral contracts are con-
tracts in which delivery is unconditional—that is, sellers unable the fulfill their con-
tractual obligations must buy the missing amount of electrical energy from the system
(or buyers who cannot take full delivery must sell the amount in excess to the system).
Typically, imbalances are liquidated at the spot price on the date of delivery. By con-
trast, non-firm bilateral contracts are contracts with conditional delivery, meaning
that they are exercised only if their holders decide that it is in their best interests to
do so [19].

Generally speaking, the network usage resulting from bilateral contracts may need
to be approved by the system operator. For firm bilateral contracts, the SO may need
to confirm that the full amount of approved power could be scheduled, except in
cases of emergency. In order to withdraw from such contracts, or even curtail them,
the parties may need not only the consent of each other, but also a permission from
the SO. On the other hand, non-firm bilateral contracts are not guaranteed, and would
be scheduled only as the operation conditions allow.

Derivatives are contracts whose values depend on (or derive from) the values of
other, more basic, underlying variables, typically the prices of traded assets [22]. The
term derivative comes from how the price of a contract is derived from the price of
some underlying commodity, security or index or the magnitude of some event. It is
used to refer to a set of financial instruments that includes forwards, futures, options
and swaps [16].
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2.2.2.1 Forwards, Futures, Options and Swaps

Forward bilateral contracts are agreements to sell or buy a specific amount of elec-
tricity at a certain future time for a specific price [22]. One of the parties assumes a
long position and agrees to buy the energy on a future date for a predetermined price,
and the other assumes a short position and agrees to sell the energy on the same date
for the same price. The payoff from a long position in a forward contract on one
unit of electricity is the difference between the spot price (SPr) at maturity date and
the delivery price (DPr)."" Similarly, the payoff from a short position is the differ-
ence: DPr — SPr. These payoffs can be positive or negative. If enough sellers and
buyers are interested in trading electricity in advance of delivery, a forward market
for energy will develop. This market is essentially a decentralized market in which
electricity is sold using forward bilateral contracts. The delivery time can range from
days to years in the future [1].

Often forward bilateral contracts use standard terms making possible to resell
them. The establishment of a secondary market where the trading parties can buy
and sell standardized forward contracts helps them to manage their exposure to fluc-
tuations in the spot price [19]. The price at which forward contracts are traded—the
resale price—may be higher or lower than the price agreed by the originators of
the contracts. Interestingly, two parties may also negotiate some terms and condi-
tions of customized (or tailored) forward contracts, particularly long-term contracts,
designed to cover the delivery of large amounts of power over longs periods of time.
Such contracts are very flexible since the trading parties can specify any terms and
conditions they desire.!?

Clearly, participation in a secondary market does not have to be limited to physical
participants—those entities who produce or consume electrical energy. Specifically,
parties that cannot take physical delivery may want to buy contracts for delivery at a
future date, in the hope of being able to sell them later at a higher price. Similarly, they
can sell a contract first, hoping to buy another one later at a lower price. These parties
are often referred to as speculators—individuals who take a position in the market.
Since these contracts are not backed by physical delivery, they are called future
contracts. Like a forward contract, a future bilateral contract is an agreement between
two parties to buy or sell energy at a certain time in the future for a specific price
[22]. A futures market is essentially a market for financial instruments conditioned
on delivery at a particular time and place. Both futures and forward contracts are
firm contracts [19]. Futures differ from forwards, however, in their standardization,
exchange trading, margin requirements, and daily settling [1].

HThe maturity date is the end of the life of a contract [22].

12Note that customized (or tailored) long-term contracts are typically negotiated in bilateral mar-
ketplaces outside organized markets. For the sake of clarity, and also simplicity in exposition, the
category “market architecture of the conceptual framework considers organized submarkets (or
markets) only (see Table2.1). Future work aims at extending the framework by considering mar-
ketplaces for negotiating the terms and condition of different types of customized (or tailored)
long-term bilateral contracts.
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Options are contracts enabling their holders to buy or sell energy at a specified
price [22]. There are two types of options: calls and puts. A call option gives the
right to buy a given amount of energy by a certain date for a specific price. Similarly,
a put option gives the holder the right to sell a given amount of energy at a certain
price. The price in an option contract is known as the exercise price or strike price
and the date as the expiration date. Although options give the holder the right to do
specific actions, he/she does not have to exercise this right. The holder of a forward
or future contract, by contrast, is obligated to buy or sell the underlying quantity of
energy. This is a fundamental difference between options and forwards or futures.
Also, options offer a way for investors to protect themselves against adverse price
movements in the future while still allowing them to benefit from favorable price
movements. Additionally, options involve the payment of an up-front fee—there is
a cost to acquire an option, whereas it costs nothing to enter into a forward or future
contract. As noted, options are non-firm contracts—that is, they are exercised only
if their holders decide that it is advantageous to do so. European options can be
exercised only on the expiration date, while American options can be exercised at
any time up to the expiration date.'?

Swaps are used to lock in a fixed energy price for a predetermined—though
not necessarily constant—energy quantity.'* Several major types of swaps can be
distinguished, notably vanilla, variable volume, differential, participation, double-
up, and extendable. A vanilla swap is a contract in which the parties exchange a
floating energy price for a fixed energy price [27]. The contract defines the fixed
quantity of energy over a specific period of time. The buyer or receiver of the swap
pays a fixed price and receives the floating price either by receiving the cash value of
the spot energy or the spot energy itself. The swap provider receives the fixed price
and either supplies the spot energy or its cash equivalent. The contract is settled at
predetermined regular intervals over its period—typically monthly, quarterly, semi-
annually or annually. '

A variable volume swap is essentially identical to a vanilla swap except that the
underlying energy quantity is not known in advance. Also, a differential swap is
similar to a vanilla swap except that the parties exchange the difference between
two different floating prices—the differential—for a fixed price differential. In a
participation swap, the fixed price payer is fully protected when prices rise above
the agreed fixed price, but they participate in a certain percentage of the savings if
prices fall. For a double-up swap, the fixed price payer can achieve a better swap
price than the market price but in return the swap provider has the option to double
the energy quantity before the pricing period starts. An extendable swap is a contract
similar to a double-up swap except that the swap provider has the option to extend
the period of the contract for a specified period of time [27].

13The terms American and European do not refer to location. This means that some options traded
on North America can be European.

14Swaps are also known as contracts for difference (CFDs) [27].

15The predetermined regular intervals over the period of a contract are often referred to as settlement
dates or reset dates.
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Caps provide price protection for buyers above a certain level—the cap price.
Floors guarantee the minimum price that will be paid or received at a certain level
(the floor price).'® A generic cap may be viewed as a portfolio of European call
options with strike prices equal to the cap level and maturity dates equal to the
settlement dates of the cap. Similarly, a generic floor is essentially a portfolio of
European put options with strike prices equal to the floor level and maturity dates
equal to the settlement dates of the floor. Collars are combinations of long positions
in caps and short positions in floors.!” Specifically, a generic collar is a portfolio of a
long position in a cap and a short position in a floor. Standard caps, floors and collars
are for specific energy quantities and usually cash settled at regular intervals over
the period of the contracts [27].

Buyers and sellers of electrical energy may eventually be obliged to trade solely
through centralized markets—that is, they may not be allowed to enter into bilateral
agreements to reduce their exposure to price risks. In such situations, market partic-
ipants may want to resort to contracts for difference that operate in parallel with a
centralized market. A contract for difference (CFD) is a bilateral contract in which
the purchaser pays the seller the difference between the contract price—the strike
price—and some market price, usually the spot price [1]. The trading parties agree
on a strike price and an energy quantity and then take part in a centralized market.
They sell and buy their power through the pool, at the pool marginal price, and then
in a separate financial transaction compensate each other for the difference between
the strike and actual prices. Specifically, a CFD is settled as follows [19]:

e If the strike price is higher than the market price, the buyer pays the seller the
difference between these two prices times the agreed amount of energy.

e Conversely, if the strike price is lower than the market price, the seller pays the
buyer the difference between these two prices times the amount agreed.

Thus, as noted, a CFD can be described as a combination of a call option and a put
option with the same exercise price. Unless the market price is exactly equal to the
strike price, one of these options will necessarily be exercised.

2.2.2.2 Derivatives Exchanges and Over-the-Counter Markets

Derivatives are traded in two kinds of markets [16]: exchanges and over-the-counter
(OTC) markets. Derivatives exchanges exist for a long time and are essentially
markets where individuals trade standardized contracts, defined by the exchanges
[22].'® Once two trading parties agree on a trade, it is handled by an exchange clear-
ing house. Specifically, a clearing house takes care of the credit risk by requiring
each of the traders to deposit funds (known as the margin).

16]n some markets, caps are sometimes known, together with floors, as one-way CFDs.
7Collars are also referred to as two-way CFDs [27].

18 A (derivatives) exchange denotes a market for financial instruments, such as forwards and futures.
In contrast, a (power) exchange denotes a centralized market in which supply bids and demand offers
are aggregated to find a clearing price at which supply and demand are equal [1].
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Traditionally, derivatives exchanges used an open outcry system involving traders
physically meeting on the floor of the exchanges, shouting, and using a complicated
set of hand signals to indicate the trades they would like to carry out. Open outcry has
its advocates, but, as time passes, has become less and less used. Currently, exchanges
have largely replaced this system by electronic trading platforms that automatically
match the bids and offers from market participants. Futures are normally traded on
exchanges and options can be traded both on exchanges and in over-the-counter
markets [22]. The trading of these derivatives on exchanges is usually conducted
through brokers and not dealers [16].

Electronic trading involves the use of computer programs to initiate trades, often
without human intervention, and has become an important feature of derivatives
markets. Market participants submit bids to sell energy and offers to buy energy in
a computerized marketplace. The prices and quantities submitted may be observed
by all participants but they typically do not know the identity of each other. When
a participant submits a new bid, a computer program checks for a matching offer
for the period of delivery of the bid. In case it finds an offer whose price is greater
than or equal to the price of the bid, a deal is struck and the associated price and
amount of energy are displayed to all participants. If no match is found, the bid is
added to the list of outstanding bids and will remain there until either the submission
of a matching offer, or the withdrawal of the bid, or the closing of the market for
the delivery period. A similar procedure is used when a new offer to buy energy is
submitted to the computerized marketplace. A flurry of trading activity often takes
place in the instants before the closing of the market as participants fine-tune their
proposals ahead of the delivery period [19].

Over-the-counter markets are markets where buyers and sellers agree to derivatives
transactions without involving exchanges [22]. The parties can clear over-the-counter
(OTC) trades either bilaterally or by presenting them to central counter-parties
(CCPs). In a bilaterally-cleared OTC market, the parties usually sign an agreement
covering all transactions.'” Typically, this agreement covers various issues, such as
the circumstances under which outstanding transactions can be terminated, how set-
tlement amounts are determined in the event of a termination, and how the collateral
that should be posted by each party is calculated. The standard OTC transactions that
are not cleared bilaterally are cleared through CCPs. These are essentially clearing
houses that perform much the same role as exchange clearing houses. For instance,
in a forward contract where buyer B reaches an agreement to buy a specific amount
of energy from seller S in one year for a certain price, the clearing house (CCP)
agrees to: (i) buy the energy from S in one year for the agreed price, and (ii) sell
the energy to B in one year for the agreed price. Thus, it takes on the credit risk of
both B and S. Forward contracts are traded in over-the-counter markets and can be
customized if necessary. Swaps are also over-the-counter agreements.

19The agreement often includes an annex, referred to as the credit support annex, requiring each of
the parties, or both, to provide collateral. Practically speaking, the collateral is similar to the margin
required by exchange clearing houses [22].
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Over-the-counter derivatives markets are organized along three main lines [16]:
“traditional” dealer markets, electronically brokered markets and proprietary trading
platform markets.?’ Traditionally, participants in OTC derivatives markets contacted
each other by phone and email, or found counter-parties for their trades using inter-
dealer brokers [22]. These individuals or institutions acted mainly as market makers
by maintaining bid and offer quotes to market participants.?! The trading process
of negotiation was generally conducted over the telephone, although it could be
enhanced through the use of electronic bulletin boards.?”

Electronically brokered markets are characterized by the use of electronic bro-
kering platforms (also known as electronic brokering systems). These platforms are
similar to the electronic trading platforms used by exchanges and can automatically
match bids and offers to execute trades. Put simply, an electronic brokering platform
is essentially a system in which market participants can submit bids and offers, and
observe other participants entering bids and offers, and then observe as the quotes
are matching according to an algorithm and then executed [16]. Typically, the firm
operating the platform acts only as a broker and does not take a position (or act as a
counter-party to any trade).

Proprietary trading platform markets are mainly a composite of traditional and
electronically brokered markets, where OTC derivatives dealers set up their own
proprietary electronic trading platforms. These are dealer platforms—that is, bids
and offers are posted exclusively by dealers and other market participants can execute
trades by signaling the acceptance of posted bids and offers. Electronic trading, or
dealing, platforms are often described as one-way multilateral environments because
only dealers’ quotes are observable and those of other participants might at best
be inferred from changes in execution prices. In these platforms, the dealer is the
counter-party to every trade and holds the credit risk in the market [16].

2.3 Market Structure

The concept of market structure appeared as part of the “structure-conduct-
performance” paradigm of industrial organizations in the early fifties. More recently,
Stoft [1] advocated that market structure refers to market properties closely tied
to technology and ownership. Accordingly, the cost structure of a power market
describes both the costs of generation and the costs of transmission. Also, two key
determinants of the competitiveness of a market’s structure are supply concentration
and elasticity of demand.

20 Although it is useful to distinguish among these three key terms, we note that they are not used
consistently in the extensive literature on derivatives markets.

2! Throughout this book, bid quotes and offer quotes are expression of prices at which agents are
willing to sell or buy, respectively.

22Electronic bulletin boards are systems whereby dealers or all market participants can post bids
and offers, but they are not matched or executed [16].
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Table 2.2 Conceptual framework: the category “market structure”

Group (or category) Dimension Element (or characteristic)

Market structure Market sectors e Wholesale

o Regulated (no competition)

o Deregulated (full competition)
o Retail

o Regulated (no competition)

o Deregulated (full competition)

o Central coordination and transmission

Market entities e Generating companies

o Retailers

e Power marketers

e Market operator

e Independent system operator

o Transmission companies

e Distribution companies

e Aggregators

o Consumers

o Large consumers

o Small consumers

o Other market entities (e.g., regulators)

In this chapter, however, market structure encompasses both market sectors and
market entities (see Table2.2). A power market is typically divided into several sec-
tors (or structural components), notably a wholesale sector, a retail sector and a
central coordination and transmission sector. Wholesaling is a regulatory term of
art and essentially means sales to resellers.”> The wholesale sector may be com-
pletely regulated—that is, electricity prices may be set by a regulator or a central
government—or fully deregulated—electricity prices may be set in a competitive
wholesale market.”* In other words, there may be either no wholesale competition or
full wholesale competition.”® Retailing is basically sales to final customers and may
include several commercial functions. Similarly to the wholesale sector, the retail
sector may be completely regulated or fully deregulated (i.e., electricity prices may
be setin a competitive retail market).?® See Sect. 2.3.1 for a more in-depth discussion.

23Strictly speaking, wholesaling also means sales to large customers, since they are often allowed
to purchase electrical energy directly on wholesale markets.

24 A wholesale market is a market where competing generators offer their electricity output to
resellers and possibly other market participants.

25The level of competition may be viewed as forming a spectrum in itself (i.e., it is not necessarily
binary in nature).

20 A retail market exists when end-use customers have the possibility to choose their suppliers from
competing electricity retailers and possibly other market participants.
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The trading coordination and transmission sector is a central component of new
and emerging electricity markets. It may include several market segments represented
by different entities, notably transmission owners (TOs), ancillary service providers
(ASs), scheduling coordinators (SCs), the power exchange (PX) and the independent
system operator (ISO) [28]. Existing markets have adopted different structures for
this sector—that is, a variety of structures have been proposed, considered, and
experimented with in different countries around the world. Accordingly, the key
market entities representing the sector and their responsibilities and activities vary
widely. Srivastava et al. [29] present an overview and a comparative study of five
existing electricity markets. The authors point out, for instance, that there is no PX
in the Electric Reliability Council of Texas (ERCOT), nor SC in the power pool of
Alberta. Also, the Pennsylvania-New-Jersey-Maryland Interconnect (PJM) in USA
is an example of a merged ISO/PX, whereas the markets of California, Norway and
Alberta are examples of separated ISO and PX.?’

The daily operation of a power market involves many buyers and sellers of elec-
trical energy as well as many other companies and organizations that function inde-
pendently. Market entities are the entities that take part in a market—here, they are
categorized into the independent system operator (and the market operator) and the
several market participants. Representative examples of market participants include
generating companies (GenCos), retailers (RetailCos), power marketers, transmis-
sion companies (TransCos), distribution companies (DistCos), aggregators, and con-
sumers (see also Sect.2.3.2, below).

2.3.1 Competition and Market Sectors

The electric power industry throughout the world is physically and operationally
similar. The physical functions of the industry are generation, transmission, distribu-
tion, and system operation [18]. Electricity is most often generated at power stations,
transmitted at high-voltages to multiple substations located near populated areas, and
distributed at medium and low-voltages to end-use customers. Electric power trans-
mission and distribution are transport functions—electricity transmission involves a
power network and the flow can typically reverse, whereas electricity distribution is
usually radial and, traditionally, the flow is one-way (to the customers). The trans-
port system requires constant attention and needs to be managed on a continuous,
real-time basis. System operation is basically the function that coordinates the gen-
erating plants with the instantaneous usage of end-use customers to maintain a stable
transmission system.”®

27 A detailed comparative analysis of the central sectors of existing electricity markets is well beyond
the scope of this chapter (but see, e.g., [29] for more details).

28 Generally speaking, generation, transmission and distribution account for about 35-50%, 5-15%,
and 30-50% of the final cost of electricity, respectively [18]. These percentages are given here as
a general indication only, since the cost of the main functions of the electric industry in different
countries varies widely.
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Opening up electricity production to competition is an important tool to improve
the efficiency of the electric power industry. Competitive forces can drive producers
to innovate and operate in more efficient and economic ways. Innovation can lead to
lower prices and a better use of energy resources. Practically speaking, competition in
the electricity industry means competition in the production of electricity and also in
the commercial functions of wholesaling and retailing [18]. The transport functions—
transmission and distribution—are natural monopolies and need to be regulated.
However, market participants have open access to transmission and distribution lines,
so as to freely engage in electricity trades between any two points in a power system,
with no discrimination in the opportunity to use the lines or in the cost to use them. The
separation of transmission ownership from transmission control ensures a fair and
nondiscriminatory access to transmission services. Furthermore, system operation
is also a monopoly. An independent entity called the system operator maintains the
security of the system operation, coordinates maintenance scheduling, and has a role
in coordinating long-term planning [17].

Four models of competition are commonly described in the literature [18, 19].
The models chart the evolution of the electricity industry from regulated monopolies
to full competition. They are as follows:

e Monopoly: corresponds to the traditional monopoly utility integrating either: (i)
generation, transmission and distribution of electricity, or (ii) generation and trans-
mission and selling energy to local monopoly distribution companies.

e Single buyer or purchasing agency: allows independent power producers to sell
to a single utility (purchasing agency). Also, distribution companies can purchase
energy for their customers from the purchasing agency.

e Wholesale competition: allows distribution companies and large industrial cus-
tomers to purchase electricity directly from competitive producers.

e Retail competition: gives choice of supplier to all customers.

All of these models assume continued monopoly over transmission, distribution, and
system operation. However, they consider progressively more choice.

In particular, the wholesale competition model considers the existence of a whole-
sale electricity market taking the form of a pool or of bilateral transactions. It
introduces competition between generating companies because the wholesale price
is determined by the interplay of supply and demand. Distribution companies and
large consumers can purchase electricity from generating companies. At the whole-
sale level, the only functions that remain centralized are the spot market and the
transmission network. At the retail level, the system remains centralized—each dis-
tribution company operates a distribution network and also purchases electricity on
behalf of the consumers located in its area. Retail prices remain regulated and con-
sumers cannot choose their supplier from competing electricity suppliers [19]. The
main advantage of this model is to consider competition in production, which is where
most of the benefits are. However, the model suffers from several problems, notably
boundaries, the need for contracts, and the difficulties of making these contracts [18].

The retail competition model considers both a wholesale market and a retail mar-
ket (see Fig.2.1). All generation is deregulated and sells into a competitive wholesale
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Fig. 2.1 Full wholesale and retail competition (based on [19])

market. Retailers and large customers can purchase competitively in the wholesale
market. Medium and small customers normally buy through retailers and aggrega-
tors, because of wholesale transaction costs. However, all end-use customers are
free to choose their electricity supplier. Retails prices are no longer regulated—all
customers can change supplier when they are offered a better price. The “wires
business” of distribution companies—that is, the transport of electricity from the
transmission system to customers—is usually separated from the retail activities,
since each company no longer has a local monopoly for the supply of energy in a
specific area. Both at the wholesale and retail levels, the remaining monopoly func-
tions are the provision and operation of the transmission and distribution networks
[19]. The costs associated with these two networks are still charged on a regulated
basis. Full retail competition is a logical end point and the retail competition model
is now in place, or being put in place, in many countries around the world. The big
drawback of the model, however, is the cost of the settlement system for all the small
consumers and also the need to get them educated [18].



2 Electricity Markets and Intelligent Agents: Part I 43

2.3.2 Key Market Entities

The restructuring of the electric industry has changed the role of traditional entities—
separated some functions and combined others—and created new entities that can
function independently. The independent system operator (ISO) and the market oper-
ator (MO) are the leading entities that play a central role in power markets. This
section introduces these two entities and also other key market participants, includ-
ing GenCos, RetailCos, TransCos, DistCos, marketers, aggregators, and consumers
(large and small consumers). Power markets have evolved at different rates and in
somewhat different directions around the world, and thus not all entities may be found
in a specific market. Also, a single entity may perform more than one of the func-
tions presented below. Figure 2.2 illustrates the flow of information among the key
entities operating in a competitive market. The figure also illustrates the traditional
flow of power from bulk generation resources through transmission and distribution
networks to end-use customers.”’

Generating companies (GenCos) operate and maintain power plants.>* They may
own a single generating plant or a portfolio of plants of different technologies. Gen-
Cos may sell electrical energy either to organized markets or directly to retailers and
other market participants through bilateral contracts. In addition to real power, they
may trade several services—such as reserve, regulation and voltage control—needed
by the ISO to maintain quality and security. Their key objective is to maximize profit
by selling electricity and eventually these services [31]. To this end, GenCos may
choose to take part in whatever markets (energy markets, ancillary-services markets,
reserves markets, etc.) and take whatever actions (e.g., gaming).

Retailers (RetailCos) buy electricity in wholesale markets and re-sell it to cus-
tomers in retail markets (typically, end-use customers that are not allowed, or do not
want, to participate in wholesale markets). They do not generally own production
units and need to purchase all the electric power and other services needed to provide
energy to final customers. Their key objective is to maximize profit by selling energy
to customers—profit margins are usually narrow as RetailCos should provide their
clients with the lowest possible prices to avoid them to change supplier. RetailCos
may deal indirectly with end-use customers through aggregators (see Fig.2.2).

Marketers are entities that buy and sell power without necessarily owning gener-
ating facilities [17]. They may handle both marketing and retailing functions—that
is, they may intermediate between producers and retailers and also play the same
role as retailers (see Fig.2.2). Marketers take position and therefore risk [18]. They
may sell power to retailers and final consumers.

29A cautionary and explanatory note is in order here. Demand-side management and distributed
generation may result in a bi-directional flow of power, which in turn calls for a bi-directional flow
of information. Thus, both the flow of power and the flow of information may be bi-directional (see,
e.g., [30]).

30 Non-dispatchable generating companies are producers with non-dispatchable sources, such as
wind or solar-thermal power plants. Also, independent power producers are generating companies
that coexist with vertically integrated utilities [19].
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The independent system operator (ISO) is the entity responsible for the relia-
bility and security of the power system. The ISO should not be under the control
of any group of market participants, nor favor or penalize one group over another.
This neutral, independent, and typically non-profit entity usually combines system
operation responsibility with the role of running the market where generation and
load are balanced in real time [19]. In particular, the ISO can administer transmission
tariffs, coordinate maintenance scheduling, and play a role in coordinating long-term
planning. The ISO may also be responsible to commit and dispatch system resources
and to curtail loads to maintain system security [17].

As we mentioned earlier, there are two major perspectives regarding the role of
the independent system operator. The MinISO structure favors decentralization and
is mainly concerned with security—the market role of the ISO is very modest. On
the contrary, the MaxISO structure includes a power exchange running an energy
market—the ISO is directly involved in the trading process. Both structures have
their merits and shortcomings, and their application has been extensively discussed
and analyzed in the literature (see, e.g., [1, 18, 24]).
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The market operator (MO) is usually responsible for running the markets that close
some time ahead of real time (e.g., the day-ahead market). This independent, and
typically for-profit, entity ensures a competitive marketplace. Market participants
should provide extensive data, such as energy cost for every generator and daily
demand for every retailer (or large consumer). The MO then runs a computer program
that matches the bids to sell energy with the offers to buy energy and calculates the
market-clearing price based on the highest price bid in the market. Also, the MO
takes care of the settlement process by forwarding payments from buyers to sellers
following the delivery of electricity [19].

Transmission companies (TransCos) are profit-making companies responsible
for building, maintaining, and operating the transmission system.’! They own
transmission assets—such as lines, cables, transformers and reactive compensa-
tion devices—and transmit electricity using a high-voltage, bulk transport system
from generating companies to distribution companies for delivery to final customers.
However, they operate these transmission assets according to the instructions of the
ISO. Specifically, transmission maintenance and expansion is coordinated between
TransCos and the independent system operator. TransCos are regulated to provide
non-discriminatory connections and comparable service for cost recovery [17]. They
are typically independent.

Distribution companies (DistCos) are entities that own and operate the distribu-
tion system—the system of lines, cables, transformers, and other equipment used to
transport electricity to end-use customers, usually within a local region. Thus, they
receive bulk energy from transmission grids and distribute electricity through their
facilities to customers. They are responsible to respond to distribution network out-
ages and power quality concerns. In a competitive market, the operation, maintenance
and development of a distribution network is decoupled from the sale of electricity,
meaning that several retailers compete to perform this energy sale activity.3 DistCos
are often regulated by state regulatory agencies.

Aggregators are entities that support groups of end-use customers in trading elec-
trical energy [17]. They typically act as agents between retailers and groups of end-
use customers (see Fig.2.2). Each group pursues the objective of buying large blocks
of electric power at cheaper prices, when compared to prices for single customers.
Aggregators that purchase power for resale to individual or groups of end-use cus-
tomers act mainly as retailers, and are usually qualified as retailers.

Consumers are the end-users of electricity with facilities connected to the trans-
mission system, in the case of large consumers, or more often connected to the
distribution system, in the case of small consumers (see Figs. 2.1 and 2.2). Their key

31Sometimes, TransCos are subsidiaries of companies that own generating plants. Also, independent
transmission companies are transmission companies that do not own generating plants and also act
as ISOs [19].

32 A retailer may be a subsidiary of a local distribution company that owns and operates a distribution
network.
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objective is to minimize the procurement cost or to maximize the utility obtained
from electricity usage [31].

Large consumers can take an active role in the market by buying electrical energy
in the pool or by signing bilateral contracts (e.g., with producers). They may have
direct access to generators or contracts with other providers of power, and choose
packages of services with the best overall value that meets their needs. Small con-
sumers, on the other hand, buy energy from retailers and possibly other market
participants (e.g., marketers). Their participation in the market involves mainly the
selection of a specific retailer among several competing retailers.

2.4 Conclusion

This chapter has pointed out that agent-based simulation of EMs is an active area of
research and mentioned that a number of prominent models and systems have been
proposed in energy-related journals. Since there is a large degree of heterogeneity
in describing details of existing models and systems, the chapter has highlighted the
need of a generic framework to compare the usage of key concepts in one contribution
with usage in other contributions, and also to analyze disparate research efforts. It has
also claimed that the development of such a framework can be very important and
instructive, providing a coherent set of concepts related to agent-based simulation of
EMs, helping to assess progress in this encompassing research area, and facilitating
the development of future models and systems.

Accordingly, the chapter has introduced the first part of a generic framework for
agent-based simulation of EMs. The complete framework includes three groups (or
categories) of dimensions, namely:

1. Market architecture.
2. Market structure.
3. Software agents.

The first group, labeled “market architecture”, contains the following three key
dimensions:

1. Submarkets (e.g., day-ahead, forward and futures markets).
2. Market types (e.g., energy exchanges and pool markets).
3. Market linkages (e.g., arbitrage, timing and location).

The chapter has introduced the concept of “market architecture”, presented various
types of markets, and discussed two key market models: pool trading and bilateral
trades or contracts. More specifically, it has described the two main variations of
marginal pricing (system marginal pricing and locational marginal pricing), high-
lighted the importance of the bid format, and discussed the concepts of “market”
power and “price volatility”. It has also explained the distinction between physical
and financial bilateral contracts as well as the distinction between firm and non-firm
contracts. Furthermore, the chapter has introduced the term “derivative”, discussed
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four key types of contracts (forwards, futures, options and swaps), and described two
central markets for trading derivatives: exchanges and over-the-counter markets.

The second group of dimensions, labeled “market structure” is composed by two
distinct, yet interrelated dimensions:

1. Market sector (e.g., wholesale and retail).
2. Market participants (e.g., generating companies and retailers).

The chapter has introduced the concept of “market structure”, described the main mar-
ket sectors and discussed several key market entities. In particular, it has presented the
four models of competition commonly mentioned in the literature (monopoly, single
buyer or purchasing agency, wholesale competition and retail competition). It has also
discussed the key market entities that take part in electricity markets, notably gen-
erating companies (GenCos), retailers (RetailCos), marketers, independent system
operator (ISOs), market operators (MOs), transmission companies (TransCos), dis-
tribution companies (DistCos), aggregators, large consumers and small consumers.
The third group of dimensions, labeled “software agents”, includes two broad
dimensions: agent architectures and agent capabilities. For reasons associated with
the nature and specificity of the area of intelligent agents, as well as for the sake
of simplicity in exposition, this group will be the subject of the next chapter. Also,
the discussion of fruitful areas for future work—such as potential extensions of the
complete framework by adding new dimensions—will be deferred to Chap. 3.
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Chapter 3
Electricity Markets and Intelligent Agents
Part II: Agent Architectures and Capabilities

Fernando Lopes and Helder Coelho

Abstract Agent technology is a relatively new and rapidly expanding area of
research and development. The major motivations for the increasing interest in intel-
ligent agents and multi-agent systems include the ability to provide solutions to
problems that can naturally be regarded as a society of autonomous interacting com-
ponents, to solve problems that are too large for a centralized agent to solve, and
to provide solutions in situations where expertise is distributed. Electricity markets
(EMs) are complex distributed systems, typically involving a variety of transactive
techniques (e.g., centralized and bilateral market clearing). The agent-based approach
is an ideal fit to the naturally distributed domain of EMs. Accordingly, a number of
agent-based models and systems for EMs have been proposed in the technical liter-
ature. These models and systems exhibit fairly different features and make use of a
diverse range of concepts. At present, there seems to be no agreed framework to ana-
lyze and compare disparate research efforts. Chapter2 and this companion chapter
claim that such a framework can be very important and instructive, helping to under-
stand the interrelationships of disparate research efforts. Accordingly, Chap.2 (Part
I) and this chapter (Part II) introduce a generic framework for agent-based simu-
lation of EMs. The complete framework includes three groups (or categories) of
dimensions: market architecture, market structure and software agents. The first two
groups were the subject of Chap. 2. This chapter discusses in considerable detail the
last group of dimensions, labeled “software agents”, and composed by two distinct
yet interrelated dimensions: agent architectures and agent capabilities.
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3.1 Introduction

Intelligent agents and multi-agent systems (MAS) represent a relatively new way to
conceptualize and implement complex systems [1]. Such systems are composed of
autonomous components that interact with one another for their individual and/or
common interests—that is, they are characterized in terms of distributed and con-
current problem solving, but also by sophisticated patterns of interaction (e.g., coop-
eration, coordination and negotiation). The agent-based approach is ideally suited
to represent problems that have multiple problem solving entities, multiple perspec-
tives and multiple problem solving methods [2]. This approach offers a powerful
repertoire of tools, techniques, and metaphors that have the potential to considerably
improve the way in which researchers analyze, design, and implement a diverse range
of software solutions.

Agent technology has been used to solve real-world problems in a range of indus-
trial and commercial applications. Broadly speaking, agent-based applications range
from personal software assistants—agents play the role of proactive assistants to
users—to distributed systems—agents become processing elements in a distributed
system [2]. Typical areas in which agent-based approaches were applied include man-
ufacturing, telecommunications, air-traffic control, traffic and transportation manage-
ment, electronic commerce, business process management, and information retrieval
and management (see, e.g., [3, 4]).

Electricity markets (EMs) are open systems that promote competition among sup-
pliers and provide consumers with a choice of services. EMs are distributed in nature,
complex (e.g., fluctuations of supply and demand, non-storability of electricity, etc.)
and may involve a variety of transactive techniques, including bidding, auctions,
centralized and bilateral market clearing, and settlements. In particular, centralized
(sub-) markets involve no direct negotiations between the parties—all participants
who wish to either sell or buy electricity on a specific delivery day submit their bids
and offers [5, 6]. Tailored (or customized) bilateral contracts are essentially agree-
ments between buyers and sellers to trade electricity at specific terms, notably price
and quantity (see, e.g. [7]).

Agent-based simulation (ABS) presents itself as a promising approach to accu-
rately model and analyze in detail the behavior of EMs over time. Accordingly,
several researchers have paid attention to agent-based simulation of EMs over the
last years and a number of prominent models and systems have been proposed in
the literature. Ventosa et al. [8] present a survey of the most relevant publications
regarding electricity market modeling, identifying three major trends: optimization
models, equilibrium models and simulation models (including agent-based models).
The authors highlight the need to identify, classify and characterize the somewhat
confusing diversity of publications that can be found in the technical literature on
EMs. To this end, they introduce a taxonomy of these publications involving the
following seven attributes: degree of competition, time scope, uncertainty modeling,
inter-period links, transmission constraints, generation system representation and
market modeling.
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Zhou et al. [9] summarize the main features of several popular agent-based sys-
tems for electricity markets, notably SEPIA [10], EMCAS [11], NEMSIM [12],
AMES [13], PowerACE [14] and MASCEM [15]. Based on the common features
of the analysed systems, the authors propose an ABS framework to facilitate the
development of future models for EMs. The main components of the framework
are the following: physical system and configuration, agents and their interactions,
role of the independent system operator, market model, and decision making and
adaptation of each agent. Sensfuf3 et al. [14, 16] point out that agent-based simu-
lation overcomes several weaknesses of conventional approaches to modeling the
electricity sector and acknowledge the lack of a standard piece of work providing an
overview and a systematization of the relevant work in the field. Accordingly, the
authors present a literature survey structured into three main categories: analysis of
market power and design, modeling agent decisions, and coupling of short-term and
long-term decisions. Each category includes several major sub-categories (e.g., mar-
ket models, players and grid constraints for the market category, or agent architecture
and learning capabilities for the agent category).

Weidlich and Veit [17, 18] present a critical survey of the most relevant agent-
based wholesale electricity market models. The authors categorize the models
according to the learning algorithms employed by agents. The major categories are
reinforcement learning (involving the Erev—Roth and Q-learning algorithms), evolu-
tionary concepts (especially genetic algorithms and learning classifier systems) and
model-based adaptation algorithms (naive or intuitive formulations tailored to spe-
cific designs of the simulated markets). Within each category, the authors consider
four main sub-categories, namely market mechanism and power, transmission grid
constraints, demand side representation, and the learning behavior of agents. They
point out that the field of agent-based simulation of EMs has already departed from
its infancy, but on its way to adulthood several methodological questions need to
be addressed to increase the comparability of different models. These include sound
arguments for the choice of learning algorithms, reliable and well documented empir-
ical validation techniques, and a more careful description of the models.

Guerci et al. [19] present a broader review of the literature on agent-based simu-
lation of competitive wholesale electricity markets. Specifically, the authors review
49 articles in detail, identifying three major modeling trends: research issues, behav-
ioral adaptive models, and market models. They start by classifying the publications
according to eight major research issues, namely market performance and efficiency,
market mechanism comparison, market power, tacit collusion, multi-settlement mar-
kets, technological aspects affecting market performance, diversification or special-
ization, and divestiture or merging of generation assets. Next, they concentrate on
market participants (software agents) and analyse the following three major aspects:
type of adaptive behavioral model (e.g., reinforcement learning), features of gen-
eration companies (e.g., format of selling bids), and demand model adopted (e.g.,
fixed inelastic demand). Finally, they focus on market models and examine market
types and their inter-dependencies (e.g., single or multi-settlement markets), pricing
methods (e.g., locational marginal pricing), and incorporation of network constraints.
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Overall, agent-based simulation of energy markets is, at the time of writing, an
active area of research—a growing number of researchers have simulated (and repli-
cated) several key characteristics of energy markets using software agents and a
number of prominent models and systems have been proposed in energy-related
journals. These models and systems exhibit fairly different features and make use of
adiverse range of concepts (e.g., electricity pricing and agent architecture), so assess-
ing and relating individual research contributions is difficult. At present, there seems
to be no agreed framework to compare the usage of such concepts in one scientific
contribution with usage in other contributions, nor to compare disparate research
efforts. We believe that such a framework can be very important and instructive,
providing a coherent set of concepts, helping to understand the interrelationships of
disparate research efforts, and providing a foundation for the development of future
models and systems.

Against this background, Chap.2 (Part I) and this chapter (Part II) introduce a
generic framework for agent-based simulation of EMs. The complete framework
includes the following three groups (or categories) of dimensions:

1. Market architecture.
2. Market structure.
3. Software agents.

Chapter 2 has discussed, in considerable detail, the first and the second groups of
dimensions, labeled “market architecture” and “market structure”, respectively.

In this companion chapter, we discuss the last group of dimensions, labeled “soft-
ware agents”, and including two broad dimensions: agent architectures (e.g., model-
based, goal-based, utility-based and learning) and agent capabilities (e.g., autonomy,
reactivity, pro-activeness, social ability and adaptability). Specifically, the purpose
of this chapter is threefold:

1. to examine the literature on software agents and to identify the main strands of
work in this active area of research;

2. to introduce the last part of a generic framework for agent-based simulation
of EMs;

3. to describe in considerable detail the various components of the last group of
dimensions and to discuss the key features of autonomous software agents.

This chapter is not meant as a survey of the area of agent-based simulation of elec-
tricity markets. Rather, the description of the various components of the conceptual
framework is generally undertaken with particular reference to work from multi-agent
systems, artificial intelligence, and computer science generally. Thus, this chapter
does not present new theorems nor important experimental results, but, instead, aims
at providing both a coherent set of concepts and a comprehensive and systematic
basis for objectively comparing and contrasting different agent-based models and
systems for EMs. Such a basis can be, we believe, an important step for the defini-
tion of the core elements and features required by software agents able to simulate
EMs in a realistic way, and thus (clearly) helping the area of agent-based simulation
of EMs to reach a higher level of stability and maturity.
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The remainder of this chapter is structured as follows. Section 3.2 discusses vari-
ous agent architectures (first subsection) and a core set of agent capabilities (second
subsection). Section 3.3 illustrates the applicability of the (complete) framework for
agent-based simulation of EMs. Specifically, this section summarizes the work in
which the authors are currently involved, realized in an agent-based simulation tool
for EMs, called MATREM, and classifies the tool according to the various elements of
the framework. Section 3.4 presents some concluding remarks. Finally, the Appendix
presents some theoretical notes on agency.

3.2 Software Agents

Market entities in agent-based models and system are represented by software agents
(alsoreferred to as computational agents). Although the term “agent” has been widely
used, by many researchers working in closely related areas, it defies attempts to pro-
duce a single universally accepted definition (see, e.g., [20] for several common
definitions). There is much ongoing debate and controversy on this very subject, and
indeed no universal definition has been accepted. Nevertheless, some sort of defini-
tion is important—otherwise, there is a danger that the term will lose all meaning,
becoming a term subject to both abuse and misuse, to the potential confusion of the
research community.

Wooldridge and Jennings [21] distinguish two general usages of the term agent: a
weak and relatively uncontentious, and a stronger and potentially more contentious.
Researchers following the week notion of agency generally mean an agent to be
a hardware or (more usually) a software-based computer system that enjoys four
key properties: autonomy, social ability, reactivity and pro-activeness. On the other
hand, researchers following the stronger notion of agency use the term agent to
denote a computer system that, in addition to having the above properties, makes use
of concepts frequently applied to humans, notably mentalistic notions such as belief,
desire, intention and obligation.

More recently, Wooldridge [2] states that autonomy is central to the notion of
agency and proposes the following definition:

An agent is a computer system that is situated in some environment, and that is capable of
autonomous action in this environment in order to meet its delegated objectives.

There are several points to note about this definition. First, an agent is situated
(embedded) in a particular environment—it receives input related to the state of the
environment through sensors and acts on the environment through effectors. Second,
the agent is autonomous—it can act without the direct intervention of humans or
other systems, having control over its own behavior. Like agency itself, autonomy
is a somewhat tricky concept to tie down precisely, and we will elaborate this point
below. In particular, we will see that autonomy forms a spectrum in itself and is not
binary (yes-no) in nature. Finally, the agent is designed to fulfill a specific purpose—it
typically has specific tasks to accomplish.
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Table 3.1 Conceptual framework: the category “software agents”

Group (or Category) Dimension Element (or Characteristic)

Software agents Agent architectures (Agent types) | e Purely reactive
e Model-based

e Goal-based

o Utility-based

o Perfectly rational

o Limited rational

e Learning
e Other (e.g., hybrid)
Agent capabilities e Autonomy

e Reactivity

e Pro-activeness

e Social ability
o Adaptability
e Other (e.g., planning horizon)

In this section, software agents are characterized in terms of two interrelated
dimensions: agent architectures and agent capabilities (see Table3.1).! The term
“agent architecture” has also been the subject of a somewhat heated debate in the
agent-based community, and unfortunately has been used in a variety of different
ways. Here, we consider what is basically an abstract view of an agent architecture:
a general methodology for designing software agents [22]. It specifies how the overall
problem can be decomposed into subproblems—that is, how the development of an
agent can be decomposed into the development of a set of component modules and
how these modules should be made to interact. The total set of modules and their
interactions should provide an answer to the question of how the sensor data and the
current internal state of an agent determine the actions and the future internal state
of the agent [23]. Thus, we are writing very much from the point of view of abstract
architectures, also referred to as (conceptual) agent models, and the material that
follows clearly reflects this bias.

Agent capabilities can reflect a variety of behaviors and lead to strikingly different
types of agents. Indeed, there is a host of agent capabilities, and no single set is widely
agreed upon as fundamental to characterize software agents [24]. Nevertheless, we
refer here to a core set that we find central to the definition and development of
software agents to operate in competitive energy markets. These include the four
aforementioned key features of agency: autonomy, reactivity, pro-activeness and
social ability. To this, we would add a fifth feature: adaptability.

! Although it is conceptually useful to distinguish between the two broad dimensions of “agent
architectures” and “agent capabilities”, the distinction is not absolute (and may at times be somewhat
arbitrary). Accordingly, the reader may find some overlap between these dimensions.
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3.2.1 Agent Architectures

The various agent architectures described in this section are essentially abstract
architectures for decision making systems that are embedded in a particular envi-
ronment.” Agents take sensory input from their environment and act upon it through
actuators—they execute actions that affect their environment. The key problem fac-
ing agents is that of deciding which of their actions they should perform in specific
circumstances. Typically, the complexity of the decision-making process depends on
several environmental properties (e.g., a discrete vs. continuous environment). Also,
the interaction agent-environment is usually an ongoing, non-terminating one.’

Purely reactive agents decide what actions to perform based on the present only,
with no reference to the past. They select actions on the basis of the current per-
ceptual input. In many agents, the map of perceptual input to actions is done by
simple if-then rules (also called condition-action, situation-action, or production
rules). Conceptually, purely reactive agents have the admirable property of being
simple. Furthermore, economy, computational tractability, robustness against fail-
ure, and elegance all make such agents appealing. However, purely reactive agents
are of limited intelligence—they work only if the correct decisions can be made on
the basis of only the current perceptual input, i.e., the environment is assumed to be
fully observable [25]. There are also several fundamental, unsolved problems, with
such agent architectures (see, e.g., [2] for details).

Model-based agents are able to handle partial observability by keeping track of
the part of the environment they can’t observe at any given instant—that is, they
maintain some kind of internal state that depends on the perceptual input history
and thereby can reflect some of the unobserved aspects of the current environment
state. The behavior of a model-based agent is based, at least in part, on the internal
state information and can be summarized as follows. The agent starts in some ini-
tial internal state, observes the environment, and generates a perceptual input. The
internal state of the agent is then updated—the current perceptual input is combined
with the initial state to generate a new state description, based on the agent’s model
of how the environment works. Next, the agent selects an action to perform based
on the updated state description. This action is then performed, and the agent enters
another cycle, perceiving the world, updating its state, and choosing another action to
perform. Typically, updating the internal state information as time goes by requires
both information about how the environment evolves independently of the agent and
information about how the agent’s own actions affect the environment. Information
about “how the world works” is called a model of the world [25].

2The architectures discussed in the first part of this section are based on the five basic types of
agents presented in [25, Chap.2]. The present section, however, is not intended as a summary of
the authors’ views on agent architectures, and also presents a top-level view of a software agent.
3For convenience, throughout this section we use the term “environment” to denote a generic agent
environment. For software agents that represent market entities operating in a competitive energy
market, the term should denote, naturally, this particular market environment.
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Goal-based agents contain an explicitly represented model of the world as well
as information about the goals they try to accomplish. They have some internal
data structure to record information about their goals—that is, information about
the situations that are desirable. Also, they are able to perform goal-based action
selection, i.e., to combine goal information with information about the world to
select actions that achieve their goals. The decisions about what actions to perform
are based on information represented explicitly. Notice that purely reactive agents
do not make use of explicitly represented information, since the built-in rules map
directly from perceptual input to actions [25].

Goal-based action selection alone may not be adequate to generate high-quality
behavior in complex environments (e.g., when there are various sequences of actions
that allow agents to achieve their goals, but some are more reliable and feasible
than others). Hence, agents often need some kind of performance measure allowing
them to compare different environment states according to exactly how these states
are desirable—that is, the performance measure defines the criterion of success.
Perfectly rational agents are able to select the actions that are expected to maximize
their performance measure, given the evidence provided by the perceptual input
history and whatever built-in knowledge the agents have [26]. They can generate a
sequence of actions that cause the environment to go through a desirable sequence
of states. This notion of desirability is captured by the performance measure.

Economists and computer researchers use the term utility to mean the quality of
being useful and typically formalize this generic performance measure by defining a
utility function. Perfectly rational utility-based agents make use of utility functions
that measure their preferences among states of the environment, always choosing the
actions that maximize their utility [25]. Perfect rationality denotes the capacity to
generate maximally successful behavior given the available information [26]. Now,
notice that partial observability and decision making under uncertainty are ubiquitous
in complex environments. Accordingly, rational agents act at every instant in such
a way as either to maximize their utility, or when there is uncertainty, to maximize
their expected utility—that is, the utility they expect to derive, on average, given the
probabilities and utilities of each action outcome.

Clearly, the selection of the utility-maximizing course of action at every instant
is a difficult task, requiring sophisticated algorithms and computational tools. Fur-
thermore, even with these algorithms and tools, perfect rationality is usually not
considered feasible in complex environments due to the inherent computational
complexity—the demands are so high that it is often not considered a realistic objec-
tive. Mechanisms take time to process information and select actions, hence the
behavior of agents cannot immediately reflect changes in environments and will
generally be suboptimal [27]. Limited rational agents are able to act appropriately
when there is not enough time to do all the computations they might like to do.*

“Formally speaking, several conceptions of limited rationality for software agents have been pro-
posed in the literature, notably bounded optimality—the capacity to generate maximally successful
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Learning agents can improve the performance of their component modules in
order to select (and perform) better actions. Conceptually, learning agents can be
divided into four central components [25]: the performance element, the critic, the
learning element and the problem generator. The behavior of a learning agent can
be summarized as follows. The performance element represents basically what we
have considered to be an entire agent of any of the aforementioned four basic agent
types (i.e., purely reactive, model-based, goal-based or utility-based agents). Thus, it
observes the environment, updates its information, and decides on actions to execute.
The critic also takes in a perceptual input and passes some information (feedback) to
the learning element—it indicates to this conceptual component how well the agent
is doing with respect to a fixed performance standard. The observation of successive
environment states can allow the agent to learn “how the environment evolves”.
Also, the observation of the results of its actions can allow the agent to learn “what
its actions actually do”. Furthermore, the performance standard can understand and
analyze part of the incoming perceptual input as a reward (or a penalty) that may
provide important feedback on the quality of the agent’s behavior.

Both the performance element—responsible for selecting actions—and the learn-
ing element—responsible for making improvements—are the central components of
the learning agent. As noted, the performance element consists of whatever data and
control structures as well as algorithms the agent has for selecting its driving actions.
The learning element uses feedback from the critic to determine how the perfor-
mance element should be updated to perform better in the future. This conceptual
component may suggest (and make) changes to any of the individual components
of the performance element—that is, to any of the components modules of the four
agent types previously considered. The problem generator is the last component of
the learning agent and is responsible for suggesting exploratory actions that may lead
to more effective behavior. It can identify aspects needing improvement and suggest
new and informative experiments.

At this stage, we hasten to add three explanatory notes. First, learning allows
software agents to operate in an initially unknown environment and to become more
competent than their initial knowledge alone might allow. The initial configuration
of the agents may reflect some prior knowledge of the environment, but as they gain
experience this may be modified and augmented. They can learn to compensate for
partial or incorrect prior knowledge. Second, based on the type of feedback, learn-
ing can be classified into the following three main types [25]: supervised (agents
observe input-output pairs and learn functions that map from input to output), rein-
forcement (agents learn from a series of reinforcements—rewards or punishments),
and unsupervised (agents learn patterns in the input even though no explicit feedback
is supplied). For each type of learning, powerful techniques have been developed that
have proved effective for many problems (see, e.g., [18] and also [28-30]). Finally,
some researchers believe that the problem of how to express all the knowledge that
a computational system needs—the problem of “knowledge bottleneck”—may be

behavior given the available information and computational resources. Bounded optimal agents
behave as well as possible, given their computational resources (see, e.g., [26, 27] for details).
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Fig. 3.1 Abstract, top-level view of a software agent (based on [24])

solved by learning methods rather than hand-coded knowledge engineering, provided
the learning algorithms have enough data to go on (see, e.g., [31]).

Figure 3.1 presents an abstract architecture for a software agent—it specifies the
agent’s key information stores and the main processes operating on these informa-
tion stores.” We use cylinders to denote information stores (or data structures) and
rectangular prisms to denote processes (or modules). The agent interacts with the
environment by receiving sensory input and acts upon that environment by perform-
ing actions that affect it.° The contents of the beliefs data store are essentially facts
about the agent itself—that is, it comprises a perspective of the agent’s skills and
capabilities. The internal data structure records information about the environment
state and history (typically, it includes facts about static properties of the environ-
ment, current observations about the environment, and conclusions derived from
these observations).” The goals data store may include different types of goals,
notably achievement goals—that is, goals having well-defined sets of start and final

SFigure3.1 gives an abstract view of an agent. Specific details about each component module
and the control flow among modules need further architectural refinement (e.g., details about the
decision-making mechanism). See [32, Chap.2] and [33] for representative surveys of concrete
agent architectures up to 1998, and [2, Chaps. 3—5] for a description of subsequent work.

The agent commonly operates in an environment populated by other agents and interacts with them
to meet its design objectives. In Fig.3.1, we have not included components that explicitly support
such interaction (but see the next subsection).

7For the sake of simplicity, we consider fairly direct representations of the agent’s beliefs and
internal state. However, the internal state may be seen as a subset of the beliefs, namely beliefs
about the environment where the agent operates.
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states such that, upon arriving in a final state, a particular goal may be considered
achieved and thus able to be terminated.

The agent has a set of possible actions to execute that represents its effectoric
capabilities. Actions may have pre-conditions associated with them, which define
the possible situations in which they can be applied. Also, actions can be structured
into plans-as-recipes [34], which describe how certain sequences of actions may
be performed to achieve particular goals under specific conditions.® The three key
processes—planning, decision-making and learning—allow the agent to be goal-
oriented, to make educated decisions, to behave rationally, and to learn. In short,
the agent can generate plans to achieve its goals, reason about alternative plans and
decide rationally upon the best one, and act accordingly. The results of its actions
can serve as feedback for learning, to improve its performance and to better meet its
goals. A more detailed description of each key process follows.

The agent selects actions that further its goals, based on its conception of the
environment. Goal-based action selection may be straightforward—for example,
when goal satisfaction results immediately from a single action—or it may more
complicated—for example, when the agent needs to consider a sequence of actions to
achieve a goal. The planning process computes sequences of actions whose execution
lead to the achievement of particular goals. The generation of a plan can be based
either on a formalization of the actions in the plan (planning from first principles) or
on a plan library (planning from second principles). Given an initial world state, a
goal (final) state and a set of actions, planning from first principles consists basically
in searching the space of possible actions to find some sequence of actions that turn
the initial state into the goal state. In contrast, planning from second principles is
guided by domain knowledge—basically, it consists in adapting plans-as-recipes to
specific situations.

The planning process may propose a number of options, all of which are means to
a particular end. Given several competing alternative courses of action, the decision-
making process weighs these alternatives and decides on the preferred one based on a
performance measure (typically, the expected utility). Thus, plans that achieve a goal
with some effort are preferred to other plans achieving the same goal, but involving
a higher effort.

The abstract architecture shown in Fig.3.1 includes capabilities for means-end
reasoning and for the weighting of alternative courses of action. However, a con-
crete agent architecture should also specify how these two capabilities interact.
Furthermore, such an architecture should address the problem of limited rational-
ity, since planning and deliberation takes time, and the more time spent on these
processes, the more chances there are that the environment will change in an impor-
tant way. A detailed description of such an architecture is beyond the scope of this

8Plans-as-recipes are often stored in an internal data structure called plan library (see, e.g., [34]).
Also, researchers working in the area of agent architectures use different terms to denote structures
similar in function to plans-as-recipes (e.g., knowledge areas [35], or plan templates or schemata
[36]).
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chapter (but see, e.g., [2, Chap. 4] and the Appendix for a discussion of belief-desire-
intention (BDI) architectures for practical reasoning). Finally, the general design for
a learning agent described above is classic in the machine learning literature [25].

3.2.2 Agent Capabilities

Autonomy is one of the most important and distinctive agent properties. Broadly
speaking, autonomy refers to the ability of agents to perform unsupervised actions and
to pursue their design objectives without being explicitly programmed or instructed
for doing so [24]. As noted above, autonomous agents have some kind of control over
their actions and behavior—they can decide for themselves, at least in part, what they
need to do in order to satisfy their goals. Autonomy is best represented by a spectrum
of values [37]. At one extreme on this spectrum are absolutely autonomous systems
that may do anything they please [38]. At the other extreme are fully controlled
systems that simply do what they are told. The point between these two extremes that
agent designers are largely interested in is a system to which they can delegate goals,
and then have this system decide for itself how best to meet its goals. Accordingly,
for most agent designers, autonomy means the ability and requirement to decide how
to act so as to accomplish the delegated goals [2].

Furthermore, agent designers may want to equip agents with adjustable autonomy,
which allows them to transfer control for their key decisions to human users (and
other agents) whenever certain conditions are met [39]. Thus, agents can dynamically
vary (reduce) their own autonomy and let users or other agents make decisions
in key situations. Determining whether and when the transfer of decision-making
control should occur is a central issue in adjustable autonomy. Practically speaking,
agents that always come back to their users for help with decisions will probably be
unhelpful, and agents that never seek assistance will probably also be useless. There
is a need to strike a difficult balance: agents should transfer control to human users
or other agents whenever they provide superior decision making expertise, while the
number of such transfers should be minimized (but see [39]).

Reactivity and pro-activeness are two other important properties of agents. Reac-
tivity means that agents are able to perceive their environment and respond in a
timely fashion to changes that occur in it to satisfy their design objectives. Pro-
activeness means that agents are able to exhibit goal-directed behavior by taking the
initiative—that is, they do not simply act in response to their environment, but can
also initiate actions to satisfy their objectives [21]. Although autonomous agents may
exhibit both reactive and goal-directed behavior, pro-activeness suggests a high-level
of agent autonomy [24].

Now, building a system that exhibits a simple form of goal-directed behavior
is often not considered a hard task. Crudely, software developers do it every time
they write a method in a programming language (e.g., Java)—the method is sim-
ply a plan or recipe for achieving a goal. This model of goal-directed programming
makes, however, some important limiting assumptions. In particular, it assumes that
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both the environment does not change while the method is executing and the goal
remains valid at least until the method terminates. These assumptions may not be rea-
sonable in multi-agent environments. In such dynamic environments, agents should
be able to exhibit some form of reactive behavior [2].

A purely reactive system—that is, a system that continually responds to its
environment—is also not considered difficult to construct. However, building a sys-
tem that achieves an effective balance between goal-directed and reactive behavior
is indeed a hard task. Specifically, the system should be able to pursue its goals in a
systematic way, but should not continue blindly performing a task (e.g., executing a
complex method) in an attempt to achieve a particular goal either when such goal is
for some reason no longer valid or when it is clear that the method will not work. In
such circumstances, the system should be able to react to the new situation, in time
for the reaction to be of some use. Clearly, this effective integration of goal-directed
and reactive behavior is one of the key problems facing agent designers [2].

Several prominent approaches to build agents that can reconcile reaction and
deliberation have been proposed in the literature.’ Layering is probably the most
popular and powerful approach—it allows agent designers to structure the function-
alities of an agent into two or more interacting layers to achieve coherent behavior
of the agent as a whole [32]. Layered architectures contain at least two layers, to
deal with reactive and proactive behaviors, although they may contain many more
layers (notably, a social layer to deal with social behavior). Such architectures have
several inherent advantages, including the modularization of agents, making their
design more compact and increasing their robustness. InteRRaP [32] is a relevant
example of a layered architecture. Also, Stanley [40] is a hybrid agent with an archi-
tecture containing 30 different independently operating modules, embodied in the
Volkswagen Touareg RS that completed the 132-mile course in the Nevada desert in
less than 7 hours, winning the DARPA Grand Challenge.'?

A fourth relevant agent property is social ability.!! Practically speaking, social
ability means that agents are capable of interacting with other agents (and possibly
human users) to satisfy their design objectives [21]. To interact and communicate
about some domain, agents need to agree on the terminology to use to describe
this domain. An ontology is basically a specification of a set of terms intended to
provide a common basis of understanding about some domain. More specifically,
an ontology is an explicit specification of the objects, concepts, and other entities
that are presumed to exist in some domain and the relationships that hold among
them [41]. The most typical type of ontology used in constructing agents involves a

9Software agents that can combine both reactive and deliberative reasoning are commonly refereed
to as hybrid agents.

10At this stage, a natural question to ask is: “Which of the architectures described in the previous
subsection should be considered by agent designers?”” The answer is: “All of them” [25, Chap.27].
1T Although the three agent properties discussed earlier—autonomy, reactivity and pro-activeness—
are mainly related to the micro aspects of agent technology (the agent level), social ability is closely
related to the macro aspects of agent technology (the social level). In other words, we now move
from the micro level of individual agents to the macro level of multi-agent systems.
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taxonomy of class and subclass relations coupled with their properties and allowed
values, and makes use of the inheritance between classes. An ontology together with
a set of individual instances of classes constitutes a knowledge base [42]. In practice,
there is a fine line where an ontology ends and a knowledge base begins.

A general methodology to help agent designers to develop new ontologies is pre-
sented in [42]. It involves the following seven main steps: determine the domain and
scope, consider reusing, enumerate the important terms, define the classes and the
class hierarchy, define the properties of classes, define the properties of properties,
and create instances. The web ontology language (OWL) is probably the most impor-
tant and influential ontology language [43]. OWL is basically a collection of several
XML-based ontology frameworks, within which ontologies can be expressed [2].
The extensible markup language (XML) [44] is not an ontology language, although
itis usually the language of choice for defining simple ontologies, created for specific
purposes.

The notion of social ability presented above also means that agents are able to
communicate with their peers—typically, by exchanging messages in an expres-
sive agent communication language. The knowledge query and manipulation lan-
guage (KQML) is a standard message-based language for agent communication [45].
KQML provides designers with a standard syntax for messages, defines a collection
of performatives for defining the intended interpretation of messages, and does not
mandate any specific language for message content. Crudely, each message has a
performative (e.g., tell and reply) and a number of parameters (e.g., sender, receiver
and content). The inspiration for these message types comes largely from the speech
act theory [46, 47]. The key idea underlying this theory is to treat communication
as a specific type of action, in the sense that they change the state of the world in
a way analogous to physical actions. Thus, communicative utterances are modeled
as actions that alter the mental state of the communication participants—typically,
they are performed by a speaker with the intention to bring about some particular
mental state in a listener. Three widely recognized categories of speech acts are rep-
resentatives (the paradigm example is informing), directives (the paradigm case is
requesting), and commissives (the paradigm case is promising).

The success of KQML within the agent research community was significant and
several KQML-based implementations were developed (see, e.g., [48]). KQML was,
however, criticized on a number of grounds, notably because the lack of a clear seman-
tics, allowing to tell whether two agents claiming to be talking KQML were in fact
using the language properly. In other words, the “meaning” of KQML performatives
was mainly defined using informal, English language descriptions, open to differ-
ent interpretations [2]. This and other criticisms led to the development of a new,
but rather closely related, language: the FIPA agent communication language [49].
Both the structure of the messages and the message attribute fields are very simi-
lar in KQML and FIPA ACL. However, FIPA ACL provides a somewhat different
collection of performatives [50]. Also, FIPA ACL has acomprehensive formal seman-
tics based on a theory of speech acts as rational action (see [50, Annex A] and also [51,
52]). As aresult, various software tools have been developed that support FIPA mes-
saging. Most tools provide structures corresponding to (simple) agents and facilities
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for agent interaction and communication. The best known and most widely used is
the Java Agent DEvelopment framework (JADE) [53]. It provides software packages
to allow agent developers to deploy FIPA agent systems.

Several notes about the degree of interaction inherent in the agent capability social
ability are in order here. First, interaction means some type of collective action in
a multi-agent system, wherein one agent takes an action or makes a decision that
has been influenced by the presence or knowledge of another agent [54]. Thus,
interaction is inherently distributed and dependent upon the action of at least two
agents. Second, interaction is a central concept in multi-agent systems (MAS), often
associated with anumber of different dimensions. For example, Bobrow [55] consider
the following three dimensions of interaction: communication, coordination, and
integration. Bond and Gasser [54] go far and propose six dimensions of interaction—
specifically, among whom the interaction takes place, when the interaction occurs,
what is the content of the interaction, how the interaction is accomplished, why the
action occurs, and what the basis of commonality is.

Third, the possible types of interaction among autonomous agents operating in
a multi-agent system form a spectrum [37]. At one extreme of this spectrum are
very simple, as well as uniform types of interaction (e.g., two computers exchanging
binary information). At the other end of the spectrum are sophisticated patterns
of interaction, typically involving cooperation (agents working together towards
a common goal), coordination (agents organizing their activities so that harmful
interactions are avoided or beneficial interactions are exploited), and negotiation
(agents working towards an agreement acceptable to all the parties involved). It is the
flexibility and high-level nature of these patterns of interaction which distinguishes
multi-agent systems from other forms of software and which provides the underlying
power of the paradigm [3].

Fourth, to consider the range of possible interaction types, the architecture
depicted in Fig. 3.1 should include sociality-supporting software constructs. Specif-
ically, it should include a component module for communication and also modules
for collaboration, coordination and negotiation. Also, meaningful interaction with
other agents in the environment often needs that software agents maintain models of
themselves, the other agents and the environment. Furthermore, the three processes
shown in Fig. 3.1 should be extended to support multi-agent interaction. Finally, the
agent research community has paid a great deal of attention to cooperation, coordi-
nation and negotiation over the past two decades, and a number of prominent models
and systems have been proposed in the literature. The discussion and analysis of
the most important is, however, well beyond the scope of this chapter (but see, e.g.,
[56-58]).

Before closing this section, we hasten to add a final note about the host of agent
capabilities. In addition to the aforementioned four key capabilities—autonomy,
reactivity, pro-activeness and social ability—various other attributes are commonly
discussed in the context of agency, including planning horizon [59], and soundness
[60] (an extensive overview is provided in [38]). Despite the intense interest—and
some controversy—that the attributes of agency (and the usage of the term “agent”)
have evoked, we believe that these four attributes constitute the basic building block
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of a software agent. Naturally, for certain types of applications, some properties may
be more important than others.

Certainly, for some industrial and commercial applications, agent designers may
find it helpful to consider additional properties. This book is about software agents
for competitive energy markets and, for this particular real-world application, some
researchers consider highly desirable that agents exhibit some type of adaptive behav-
ior (see, e.g., [18]). Adaptability is indeed considered a dimension of agenthood [24].
Adaptive agents can adapt to changes that occur both in the environment and in the
behavior of the other agents—typically, they are able to learn which actions to take in
order to improve their performance over time. To support this capability, the architec-
ture presented in Fig. 3.1 may be extended with an adaptation module. Alternatively,
the three processes—planning, deliberation and learning—may be extended with
adaptability-supporting software constructs.

3.3 Practical Application of the Framework

An ongoing study at LNEG is looking at using software agents to help manage both
the complexity of wholesale energy markets and the unique challenges of bilateral
contracting in retail markets.'> The main aim is to provide an agent-based simula-
tion tool to analyze the behavior and outcomes of EMs, particularly markets with
increasing penetrations of variable generation. This section first gives an overview
of the tool (first subsection),'? and then illustrates the applicability of our generic
framework by categorizing the main features of the tool (second subsection).

3.3.1 Agent-Based System for Energy Markets: An Overview

The system, called MATREM (for Multi-Agent TRading in Electricity Markets),
allows the user to conduct a wide range of simulations regarding the behavior of
energy markets under a variety of conditions. In each simulation, different agents
are used to capture the heterogeneity of restructured markets, notably generating
companies, retailers, aggregators, large and small consumers, market operators, and
system operators. The agents are currently being developed using both JADE [53]—
an agent-oriented middleware built on top of the Java programming language, with a
flexible infrastructure facilitating the development of agent-based applications—and
Jadex [61]—a reasoning engine that runs over JADE, enabling the development of
belief-desire-intention (BDI) agents. The target platform for the system is a 32/64-
bit computer running Microsoft Windows. A graphical interface allows the user

2http://www.Ineg.pt/iedt/projectos/473/ (access date: September 2016).

13Chapter 8 is entirely devoted to the agent-based system and presents a detailed description of its
main features. The reader is therefore referred to it for details.
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to specify, monitor and steer all simulations. The interface is fully integrated into
the Windows environment and employs the familiar look of other desktop Windows
applications.

MATREM agents are essentially computer systems capable of flexible action and
able to interact, when appropriate, with other agents to meet their design objectives.
Each agent has is its own Java thread, using it to control its life cycle and decide
autonomously when to perform which actions. The path of execution of a thread
involves three main tasks [53]: (i) agent creation (initialization operations and addi-
tion of initial behaviours), (ii) agent “life” (execution of behaviours from the pool of
active behaviours), and (iii) agent termination (clean-up operations).

The agents communicate by sending and receiving messages in strict accordance
with the FIPA specifications. Each agent can initiate communication with other
agent—or group of agents—at any time it wishes and can also be the object of
an incoming communication at any time. The communication paradigm is based on
asynchronous broadcast message passing and involves four main tasks [53]: (i) a
sender agent (S) prepares and sends a message to a receiver agent (R), (ii) the JADE
run-time posts the message in the message queue of the agent R, (iii) the agent R
is notified about the receipt of the new message, and (iv) the agent R gets the new
message from the message queue and processes it.

In the earlier versions of the tool, the conceptual model (or abstract architecture)
that underpinned MATREM agents was a “traditional” deliberative model. For con-
venience, and also in the interests of completeness, a description of the key features
of the agents equipped with this model follows. The agents have an internal data store
to record the beliefs about themselves, about the environment—that is, a competitive
electricity market—and about the other agents operating in the market. They can
access the contents of the beliefs data store and also change that contents (i.e., add
new beliefs and revise the current beliefs). Although the operations of adding sen-
tences, revising sentences, and querying what is known may involve inference—that
is, deriving new sentences from old ones—the agents can exhibit only very restricted
inferential capabilities.

Also, the agents have an internal data store to record their (top-level) achievement
goals (e.g., “maximize-profit” or “calculate-market-clearing-price”). They are able to
perform a simple form of goal-based action selection, namely to combine information
about their goals with the contents of their beliefs data store to select actions that
further specific goals. The effectoric capabilities of the agents are represented by
low-level actions, including numerical computations and communicative actions,
performed by executable methods or code fragments.

Although simple and intuitive, the “traditional” deliberative model has been pro-
gressively “replaced” by a simplified belief-desire-intention model. Accordingly,
each agent has now four major components: beliefs, desires, intentions and plans (or,
more precisely, plans-as-recipes). Desires represent preferences over well-defined
future states of the environment. Goals are desires that should be pursued by the
agent. Plan templates, or recipes, specify how top-level goals can be incrementally
refined into sub-goals until a sufficiently fine-grained level of abstraction is reached,
which is suitable for execution. Intentions represent committed goals that the agent
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typically tries to achieve until either it believes they are satisfied or it believes they
are no longer achievable (Chap. 8 delves into the technical details of the BDI model,
and the interested reader is therefore referred to it).

MATREM supports a power exchange and a derivatives exchange. The power
exchange comprises a day-ahead market and a shorter-term market known as intra-
day market (see, e.g., [62-64]). Most energy transactions take place in the day-
ahead market, i.e., the intra-day market is mainly used to make adjustments in the
positions of market participants as delivery time approaches. Both system marginal
pricing (SMP) and locational marginal pricing (LMP) are supported. The derivatives
exchange comprises a futures market for trading standardized bilateral contracts.
This exchange uses an electronic trading system that automatically matches the bids
and offers from various market participants.

The tool also supports a bilateral marketplace for negotiating the details of two
types of tailored (or customized) long-term bilateral contracts: forward contracts
(see, e.g., [65, 66]) and contracts for difference (see, e.g., [67, 68]). Buyers and
sellers are equipped with a negotiation model that handles two-party and multi-issue
negotiation [69]. The negotiation process involves three main phases or stages: (i)
pre-negotiation (focuses on preparation and planning for negotiation and is marked
by each party’s efforts to formulate an agenda, emphasize points of difference, and
posture for positions), (ii) actual negotiation (seeks a solution for a dispute and is
characterized by extensive interaction, strategic maneuvers, and movement toward
a mutually acceptable agreement), and (iii) post-negotiation (centers on details and
implementation of a final agreement).

Furthermore, MATREM supports six different types of market entities: generating
companies (GenCos), retailers (RetailCos), aggregators, consumers, market opera-
tors (MOs) and system operators (SOs). GenCos may sell electrical energy either to
the organized markets or directly to retailers and other market participants through
tailored bilateral contracts. RetailCos buy electricity in the organized markets and
re-sell it in the retail market. Aggregators support groups of end-use customers in
trading electrical energy. Large consumers can take an active role in the market by
buying electrical energy directly through the centralized markets (and can also sign
tailored bilateral contracts). Small consumers, on the other hand, buy energy from
retailers (or deal indirectly with retailers through aggregators). Market operators are
responsible for running both the power exchange and the derivatives exchange. A
system operator agent is currently being developed and will be responsible for run-
ning the market in which load and generation are balanced in real time (this market
is currently under development).

The mouse-and-keyboard-based interface handles all interactions with the user
and incorporates four key functions: (i) agent management, (ii) scenario construction,
(iii) simulation management, and (iv) report analysis. MATREM considers two main
types of software agents: market agents and assistant agents. Market agents represent
the entities that take part in the different simulated markets. Assistant agents are
categorized into interface managers (responsible for managing the interfaces of the
simulated markets) and intelligent assistants (provide support to the user in making

ELINT3

strategic decisions and can act as “information assistants”, “trading assistants”, etc.).
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Table 3.2 Key features of the agent-based system for electricity markets
Group (or Category) | Dimension Element (or Characteristic) MATREM

Market architecture | (Organized) Submarkets | e Energy market

o Day-ahead market

o Intra-day market

o Real-time market

e Ancillary-service market

e Transmission-rights market

e Capacity market

e Forward market

e Futures market

e Options market

XX |SNIX XXX TH[SS S

Swap market

Bilateral market

Market types

o Direct-search market

X

<

o Bulletin-board market

H_

o Brokered market
o Mediated market

o Dealer market

o Exchange (or auction) market

o Pool market

X | X || X

Market linkages o Implicit

o Arbitrage linkages

o Spacial linkages

o Temporal linkages

o Explicit X

The system either supports (), partially supports (%), or does not support (x) a feature

The human-computer interaction paradigm is based on a creative integration of direct
manipulation interface techniques with assistant agents (again, the reader is referred
to Chap. 8 for details).

3.3.2 System Classification

The main features of MATREM are summarized in Tables 3.2, 3.3 and 3.4. Both a
day-ahead market and an intra-day market sell energy to RetailCos (and possibly
other market participants) and buy energy from sellers in advance of time when the
energy is produced and consumed.'* The day-ahead market is cleared during the
day before the day of operation (e.g., at 12 noon). The intra-day market sets prices
and schedules a few hours ahead to facilitate balancing on advance of real time.

14 A5 noted earlier, a market to match the imbalances caused by the variability and uncertainty
present in power systems is currently being developed.
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Table 3.3 Key features of the agent-based system for electricity markets (continued)
Group (or Category) | Dimension Element (or Characteristic) MATREM

Market structure Market sectors | e Wholesale v

o Regulated (no competition)

<

o Deregulated (full competition)
o Retail

o Regulated (no competition)

<

o Deregulated (full competition)

o Central coordination and transmission

Market entities | e Generating companies

o Retailers

e Power marketers

e Market operator

e Independent system operator

e Transmission companies

o Distribution companies

NI ENIENENITSEN

e Aggregators

o Consumers

o Large consumers v

o Small consumers v

The system either supports ('), partially supports (%), or does not support (x) a feature

This market is cleared several times once the day-ahead market has been cleared.
In addition to the day-ahead and intra-day markets, a futures market provides both
financial and physical products that span from days to several years.

Tailored (or customized) bilateral trades are defined by privately negotiated bilat-
eral contracts designed to cover the delivery of energy over longs period of time. Their
terms and conditions are very flexible and can be negotiated to meet the objectives
and needs of the negotiating parties. Negotiation proceeds by an iterative exchange of
offers and counter-offers according to the rules of an alternating offers protocol [70].
An offer is essentially a set of issue-value pairs (e.g., “energy price” = 45€/MWh,
“contract duration” = 12 months, and so on). A counter-offer is an offer made in
response to a previous offer. The negotiation process may end with either agreement
or no agreement.

MATREM supports coalitions of end-user customers—that is, two or more cus-
tomers can ally into a coalition to strengthen their bargaining positions and pursue a
superior negotiation outcome. The customers can come together to pool their efforts
in search for a solution that meets common or overlapping goals. Simply put, var-
ious customers intentionally form a coalition who interacts and negotiates with a
seller agent (e.g., a RetailCo agent) to achieve a desired outcome that meets shared
objectives (but see, e.g., [71, 72]).

The system relies on multiple autonomous agents to simulate the central functions
of wholesaling and retailing. A competitive wholesale market allows the trading of
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Table 3.4 Key features of the agent-based system for electricity markets (continued)

Group (or Category) | Dimension Element (or MATREM
Characteristic)

Software agents Agent architectures (Agent types) | e Purely reactive
o Model-based
o Goal-based
o Utility-based
o Perfectly rational

NENEN P

o Limited rational

e Learning
e Hybrid

Agent capabilities e Autonomy

e Reactivity

e Pro-activeness

SIS XS X | X

e Social ability

o Adaptability X

The system either supports ('), partially supports (£), or does not support (x) a feature

electrical energy between GenCos, RetailCos and large consumers. For reasons of
transaction costs, only the largest consumers can purchase energy directly on the
wholesale market. Also, a competitive retail market allows the trading of energy
between RetailCos, end-use customers and other participants (e.g., aggregators).

As noted, MATREM agents can be broadly classified as market agents (e.g., Gen-
Cos and RetailCos) and assistant agents. Assistant agents are further categorized into
interface managers and intelligent assistants. Interface manager agents are responsi-
ble for managing the interfaces of the various simulated markets. Intelligent assistant
agents provide support to the user in making strategic decisions.

Computationally, the agents have their own thread of control, taking sensory input
from the environment—that is, a competitive electricity market—and acting upon
that environment by executing actions that affect it. They are autonomous and have
(some degree of) control both over their own internal state, and over their behavior.
Also, they have their own beliefs—that is, information about themselves, the market,
and the other agents competing in the market—their own goals—that is, future states
to pursue—and their own intentions—that is, chosen or committed goals that they
try to achieve.

The agents are able to act pro-actively, i.e., to exhibit goal-directed behaviour by
taking the initiative and selecting actions that will (eventually) lead to the achieve-
ment of their goals. To this end, they make use of plan templates, or recipes, speci-
fying particular courses of action that should be undertaken in order to achieve their
intentions (committed goals). They are equipped with utility functions and may seek
to maximize their utility (e.g., by adopting profit maximization models) or, alter-
natively, may choose actions that will lead to good (rather than optimal) solutions
(e.g., by adopting heuristic strategies during bilateral contracting of electricity). In
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this way, the agents can reason and make decisions to generate maximally successful
behaviour, or they can act appropriately given the available information, by selecting
utility-acceptable courses of action, rather than utility-maximizing courses of action.

3.4 Conclusion

Chapter2 and this chapter have highlighted the need of a generic framework for
agent-based simulation of electricity markets. Both chapters have claimed that the
development of such a framework can be very important and instructive, provid-
ing a coherent set of concepts related to agent-based simulation of EMs, helping
to understand the interrelationships of disparate research efforts, and providing a
foundation for the development of future models and systems. Accordingly, Chap. 2
(Part I) and this companion chapter (Part II) have introduced a generic framework
for agent-based simulation of EMs. The complete framework includes the following
three groups (or categories) of dimensions:

1. Market architecture: includes the dimensions submarkets, market types and
market linkages.

2. Market structure: composed by the dimensions market sector and market
participants.

3. Software agents: includes the dimensions agent architectures and agent capabili-
ties.

The first and the second groups of dimensions, labeled “market architecture”
and “market structure”, respectively, were the subject of Chap.2. The last group
of dimensions, labeled “software agents”, was the subject of this chapter. More
specifically, this chapter has described in considerable detail several key features of
autonomous software agents. It has introduced the concept of “agent architecture”
and discussed six key types of software agents:

1. Purely reactive agents: decide what actions to perform based on the present only
(with no reference to the past).

2. Model-based agents: maintain some kind of internal state that depends on the
perceptual input history.

3. Goal-based agents: maintain information about the goals they try to accomplish
and choose actions that will (eventually) lead to the achievement of such goals.

4. Utility-based agents: select actions based on a specific performance measure
(defined by an utility function).

5. Learning agents: learn which actions to take in order to improve their performance
over time.

Also, this chapter has discussed the concept of “agent capability” and introduced
a core set of capabilities, which we believe are central to the definition and develop-
ment of software agents operating in competitive energy markets. These include the
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following key features of agency: autonomy, reactivity, pro-activeness, social abil-
ity and adaptability. To illustrate the applicability of the complete framework, the
chapter has also given an overview of our agent-based simulation tool for electricity
markets, called MATREM (for Multi-Agent TRading in Electricity Markets), cur-
rently under development, and then described the main features of the tool according
to the various components of the framework.

The complete framework can be taken as a starting point from which to develop
finer-grained frameworks. Accordingly, two fruitful areas for future work will be
to demonstrate the efficacy of the framework and to extend it by incorporating new
dimensions. Specifically, future work will focus on the following:

1. Effectiveness of the framework: to select a representative sample of the most
prominent models and systems that exist in the technical literature on power mar-
kets and software agents and to classify them according to the various elements
of the conceptual framework. The aim will not be on providing an exhaustive
classification of all the extant models and systems, but rather to choose a num-
ber of exemplar models and systems to show how the framework can both help
to understand the interrelationships of disparate research efforts (because they
are similar on various dimensions) and differentiate seemingly research efforts
(because they differ on one or more dimensions).

2. Extension of the framework: to add new dimensions to the three aforementioned
groups (or categories) of dimensions and to consider new groups of dimensions
to achieve more flexibility and adaptability.
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Appendix: Notes on Agents and Agent-based Modeling

Software Agents. Agents are computer systems that perceive the environment with
sensors and are able to react over it through actuators. They have several important
capabilities, notably autonomy (they decide for themselves which actions to perform
in order to satisfy their design objectives) and social ability (they interact with other
agents, either to achieve their objectives or to manage the dependencies that ensue
from being situated in a common environment). The interactions can vary from
simple communication of information to cooperation, collaboration, coordination
and negotiation.

An important question is whether the (abstract) architecture or (conceptual) model
that underpins software agents should be relatively simple or more sophisticated in
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Fig. 3.2 Generic belief-desire-intention (BDI) architecture

nature. A simple and abstract view of an architecture considers sensors and inputs,
some sort of internal state, actions and outputs. A more complex and concrete view,
based on cognition, considers deliberation (generation of goals or plans, reconsid-
eration of goals, etc.), decision making (choice of options, commitment, etc.) and
execution of actions (rules of action, movement, etc.).

An even more sophisticated view, based on the folk-psychology concepts by which
human behavior is normally predicted and explained, is shown in Fig. 3.2. Put simply,
software agents reason and act according to three key mental attitudes: belief, desire,
and intention (and, mainly for this reason, they are called BDI agents). They perceive
the world, acquire and update information (beliefs), reason about the objectives to
achieve (desires), and deliberate (choose based on preferences) to find the objectives
to commit to (intentions).

The belief-desire-intention (BDI) model of practical reasoning is arguably the
dominant force in the theoretical foundations of rational agency (see, e.g., [73-76]).
However, the question of exactly which combination of mental attitudes is most
appropriate to characterize software agents has been the subject of some debate. As
a result, several different models that predict and explain agent behavior according
to combinations of mental attitudes different from beliefs, desires and intentions, yet
often interrelated, have been proposed in the technical literature. Put simply, there
are alternatives to the popular use of beliefs, desires and intentions. For example,
Shoham [77] suggests that the notion of choice is fundamental. Broersen et al. [78,
79] propose the beliefs-obligations-intentions-desires (BOID) architecture. Schut et
al. [80] discuss the integration of the BDI model with partially observable Markov
decision processes (POMDP). Simari and Parsons [81] analyze, in detail, several
key relationships between the BDI model and (fully observable) Markov Decision
Processes. Nair and Tambe [82] present the BDI-POMDP framework for multi-agent
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teaming. Dimuro et al. [83] extend the BDI-POMDP framework with a module
based on the hidden Markov model (HMM). Despite these and other relevant efforts,
however, comparatively little work has yet been done on comparing the suitability
of different combinations (of mental attitudes) to characterize agents.

Agent-based Modeling versus Equation-based Modeling. Two different types of
approaches are face-to-face in competition: system level (equation-based), the tra-
ditional type, and individual level (agent-based), the “modern” type. They differ
in what is the model and the execution. Equation-based modeling (EBM) operates
with variables, and evaluates or integrates sets of equations relating such variables.
The model is a set of equations and the execution is supported by evaluating them.
Agent-based modeling (ABM) is based on a multitude of agents that encapsulate the
behaviors of the diverse individuals that compose a system. The execution consists
of emulating such behaviors.

EBM and ABM have common objectives, but differ in both the essential rela-
tionships among the entities they model and the level at which they focus attention.
Both approaches identify two entities, with a temporal feature: the individuals and
the observables. Individuals are characterized by observables and affect their values
by specific actions. Observables are related to one another by equations. Individuals
interact with one another through their behaviors.

It is worth to highlight a key feature of the models underlying the two approaches.
EBM has the equation as the basic unit whereas ABM represents the internal behavior
of each individual. This diversity in model structure gives to ABM a significant
advantage in most commercial and industrial applications, because the natural unit
of system decomposition is the individual rather than the equation, and the physical
distribution of computation across multiple processors is naturally desirable.

Agent-based systems are often easier to construct and facilitates the distinction
between the physical and the interaction space. Also, they offer an additional level
of validation, support direct experimentation, and are easier to translate back into
practice. Typically, ABM gives more realistic results than EBM.
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Chapter 4
Market Prices in a Power Market with More

Than 50% Wind Power

Klaus Skytte and Poul Erik Grohnheit

Abstract Denmark has the highest proportion of wind power in the world. Wind
power provided a world record of 39.1% of the total annual Danish electricity con-
sumption in 2014 with as much as 51.7% in Western Denmark. Many would argue
that the present power markets are not designed for such high shares of wind power
production and that it would be hard to get good and stable prices. However, analyses
in this chapter show that the Nordic power market works, extreme events have been
few, and the current infrastructure and market organization has been able to handle
the amount of wind power installed so far. It is found that geographical bidding areas
for the wholesale electricity market reflect external transmission constraints caused
by wind power. The analyses in this chapter use hourly data from West Denmark—
which has the highest share of wind energy in Denmark and which is a separate price
area at the Nordic power exchange. Data have been collected from the last ten years
and periods with extreme wind conditions are used as case studies to illustrate the
robustness of our findings.

4.1 Introduction

Denmark is one of the Nordic countries that have set up ambitious long-term targets
of carbon neutral energy systems with a fossile free electricity sector. To reach
the ambitious energy and climate goals of carbon neutral energy systems in the
Nordic countries, a large share of variable renewable energy sources will be deployed,
especially wind power, in addition to other traditional storable renewable energy
sources such as biomass and hydropower. In 2020, it is assumed that 50% of the
yearly electricity generation will come from wind energy (ENS [1]). And in 2035,
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the political goal is to have 100% renewable energy based electricity generation in
Denmark, which includes a high share of wind energy. By nature, the temporal supply
of wind power is highly variable because it is determined by weather conditions, it is
uncertain due to forecasting errors, and it is location specific as the primary energy
carrier cannot be transported like coal or biomass (Borenstein [2], Hirth et al. [3]).

Such properties imply major integration and interfacing challenges of wind power
with the energy system. Previously, the challenges related to variability has been
studied by Lamont [4], Borenstein [5], Joskow [6], Nicolosi [7], Holttinen et al. [8],
and Hirth [9]. Wind power will affect balancing costs as a consequence of forecasting
errors (Smith et al. [10], Holttinen et al. [8], and Hirth [9]), and increase the costs of
distribution and transmission networks (Brown and Rowlands [11], Lewis [12], and
Hamidi et al. [13]).

In addition, wind power may influence the costs of firm reserve capacity and lower
utilization rates and cause more cycling and ramping of traditional plants (Ueckerdt
and Hirth [14]). At high wind power penetration rates, the overall integration costs
could be substantial (Ueckerdt and Hirth [14], Hirth et al. [3], and IEA [15]). Con-
sequently, cost effective integration of wind power has become a pressing challenge
in the energy sector.

In liberalized markets with perfect competition (Olsen and Skytte [16], Skytte
[17]), it is assumed that power supplier submit their bids at the power markets at
marginal cost. However, wind power generation, as well as hydro power and photo-
voltaic, have no fuel cost and can be assumed to have almost zero marginal costs;
all current costs are fixed costs that depends on non-negative generation. Whereas
most thermal power generation (e.g., biomass or natural gas fired power plants) have
fuel costs and can thereby submit bids at the power market at marginal cost that are
higher than zero.

The zero marginal cost in addition to the variable supply of wind power may imply
that negative prices occur at the power market. Negative prices are a signal from the
market that there is excess production. Production in these hours means that you
have to pay to “sell” your production. For example in hours with lower electricity
demand than wind power generation (Nicolosi [7]).

Therefore, many would argue that the present power markets are not designed for
high shares of wind power production and that it would be hard to get good and stable
electricity prices (Skytte and Ropenus [18-20]). However, so far the Nordic power
market has shown relatively stable prices, extreme events have been few, and the
current infrastructure and market organization has been able to handle the amount
of wind power installed. The reasoning behind this may be found in the technology
mix and in the design of the Nordic power market. Jacobsen and Zvingilaite [21] and
Grohnheit et al. [22] discuss this for the years 2006-2008 and for 2004-2010.

The share of wind has increased a lot during the last years. In this chapter, we
analyze the market data up to 2014 from the Nordic power exchange Nord Pool with
respect to wind power data, in order to see which influence wind power has. We take
departure in the Western part of Denmark, which is the area with the highest share
of wind power. In Sect.4.2, we describe the design of the Nordic power market.
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The prices observed in Western Denmark are discussed and analyzed in Sect.4.3.
Section4.4 looks at extreme hours, and finally Sects. 4.5 and 4.6 discuss perspectives
and findings.

4.1.1 Wind Energy in Denmark

Denmark as a wind energy country is a nation that many others are looking to in
order to discover sustainable energy solutions for the future. Denmark is a pioneer
within wind energy. In the 1950s Johannes Juul, a Danish engineer, made a number
of experimental turbines. It was Juul who was the first to connect a wind turbine with
an (asynchronous) AC generator to the electrical grid, and around 1956 Juul built
the stable three-bladed wind turbine, the Gedser wind turbine, which today underlies
the Danish wind turbine design and has become a global standard. The Gedser wind
turbine was in operation for many years and gave confidence in the technology.

After the energy crises in the 1970s wind turbines became popular. The first two
wind turbines were connected to the power grid in 1976, and from 1978 the sales of
serial produced wind turbines started. In the 1980s and 1990s many single turbines
were deployed in Denmark. This resulted in many small turbines but with a low total
share of the total domestic power consumption. From 1996 the number and installed
capacity increased a lot.

Electricity in Denmark is divided into two geographical markets (east and west of
the Great Belt), each with strong connection to the neighbor markets. The Western
part of Denmark has had the largest deployment and has therefore the largest share
of wind power.

In 2004, wind power provided 23.4% of the electricity consumption in Western
Denmark (on a national level the share was 18.8% of the total Danish electricity
consumption). Ten years later in 2014, the figure had risen to 51.7% in Western
Denmark and to 39.1% on a national level of the domestic electricity consumption
[23]. This is a new world record.

On a monthly basis the share was much greater in some months. Only in January
2014 the proportion was 61.4 percent at the national level. On an hourly basis wind
power provided more than 100% of the Danish power consumption in several hours
of the year—Ileading to export to the surrounding countries.

Today, total wind energy capacity in Denmark is almost 5,000 MW with nearly
1,300 MW (2014) located offshore.

Thus, wind power has a significant impact not only on the hourly price on the
day-ahead spot market, but also the intraday or real-time markets. The impact of the
volatility of wind power is reduced by market-driven trade.

Wind energy is traded at the Nordic power market in addition to receiving either
feed-in premium (Denmark) or green certificates (Norway-Sweden). Jensen and
Skytte [24, 25], Morthorst et al. [26], and Skytte [27] discuss the interactions between
the power and green certificate markets.
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4.2 The Nordic Power Market

Denmark is part of the Nordic power market. The common Nordic power market dates
back to 1971 and was originally designed to balance out variations in precipitation
and water inflow to hydro power stations. From 1993 it became a market place
open for all generators and consumers of electricity in Norway, and expanded to
the other Nordic countries in the following years (Amundsen and Bergman [28]).
It was developed to exploit beneficial interaction between hydro power and large
thermal plants, conventional coal power and nuclear power plants. This showed to
be very effective. In wet precipitation years, the flexible conventional power plants in
Denmark and Finland were dispatched and the excess generation from the Norwegian
and Swedish hydro power plants were exported to Denmark and Finland (and later
on also to other countries in Northern Europe). In dry precipitation years, Norway
and Sweden imported power.

Simultaneously with the liberalization of the energy markets, a market based
system (Nord Pool) was introduced and even small power suppliers were allowed to
trade, making a very liquid market with reliable prices. The Nordic power exchange,
Nord Pool (from March 2010 within Nasdaqg OMX Commodities), is now covering
Denmark, Norway, Sweden and Finland and parts of Germany and the Baltics (Skytte
[17]). Since 1999 and 2000 the two parts of Denmark (West and East) have been
bidding areas with separate prices at Nord Pool.

Nord Pool operates a day-ahead spot market with regional hourly prices (Elspot),
an intraday market with continuous power trading up to one hour prior to delivery
(Elbas — Electricity Balance Adjustment Service), a Regulating power market and a
financial market for the following days, weeks, months and annual contracts up to five
years. The participants in the markets are power producers, distributors, industries
and brokers. Nord Pool Spot AS acts as counterpart in all contracts and all trades are
physically settled with respective Transmission System Operators (TSO)s.!

Deviations between planned supply and demand in real time must then be covered
by balancing power at the regulating power market. Thus, the fundamental reason
for having a balancing market is uncertainty about supply and demand. Regulating
power is production capacity or consumption offered by the market players to the
balance responsible TSO during the actual day of operation. Skytte [29] revealed
the pattern of the prices on the Nordic regulating power market. The level of the
regulating power price depends on the level of the corresponding spot price and
the amount of regulation needed. Compared to the spot price there is a premium of
readiness which is independent of the amount of regulating power but depended of
the corresponding spot price.

On the day-ahead market a “system price” is calculated covering the whole area
of Nord Pool assuming no network constraints. In hours when congestion occurs
on interconnections between bidding areas, Finland, Sweden, Norway (divided in
two or more areas), and Denmark (east and west) separate day-ahead area prices
are calculated on the basis of the bids from each area. It means that congestion is

Uhttp://www.nordpoolspot.com/ (accessed on December 2017).
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Table 4.1 Electricity flows and capacities in Western Denmark

Western Denmark 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014
Consumption (TWh) 209 |21.0 |21.4 |21.6 |21.6 |20.6 |21.1 |20.7 |20.4 |20.1 |20.2
Wind production (TWh) ({49 |50 |46 |56 |52 |51 |59 |7.1 |76 |87 |103
Net import, North (TWh)| —1.6 |62 |—-24 |35 |56 |11 |-3.7|20 |69 |—-10|L17
Net import, South (TWh)| -1.8 | =6.7 | —=2.1 | =52 | -6.6 | -3.2|1.6 |—-1.5/—-46 1.1 |—-0.7
Net import, total (TWh) | -3.4|-0.6 | —4.5|—-1.8|-1.0|-22|-2.0[/05 |23 |00 |1.0

Share of wind (%) 22 24 22 26 24 25 28 34 37 43 51
Max. load (GW) 36 |37 |38 |37 |37 |37 |37 |37 |37 |36 |35
Min. load (GW) 13 |13 |14 |14 |13 |13 |13 |13 |12 |14 |12
Max. wind (GW) 22 |22 |22 |22 |36 (29 |25 |27 |29 |39 |35

managed by price differences resulting from these implicit auctions (market splitting)
on the interconnectors to Norway, Sweden and between eastern Denmark and Ger-
many (KONTEK). Explicit auctions are used on the interconnector between Western
Denmark and Germany. The spot market bids are stated before noon for next day’s
operation (12-36 h before delivery).

4.3 Area Prices in Western Denmark 2004-2014

Detailed market data from all the markets and price areas per hour are available since
2000.? For Western Denmark the minimum hourly demand in all the years between
2004 and 2014 was about 1.3 GW, and the maximum wind production varied between
2.2 and 3.9 GW (see Table4.1). The installed capacities and transmission capacities
were nearly the same in all the years from 2004 to 2009, although a large number
of small wind turbines were replaced by larger units in on-shore wind parks. Wind
production in 2007 was higher than the previous and following years. New off-shore
windparks in 2009 and 2010 have lead to higher wind production in 2010 than in
2007.

The years 2004, 2006 and 2010 were dry years in Norway and Sweden, leading
to import from Denmark, while 2005 and 2007-2009 have been more wet years with
export to Denmark and further to Germany. In all the years except 2010 there were
exports to Germany, largest in wet years with large import from the north.

Strong interconnections between Western Denmark and other regions (up to 1.7
GW for export to Northern Germany with very similar conditions for wind power,
and 1.7 GW transmission capacity to Norway and Sweden with little wind capacity
and large hydro storage capability) will reduce the number of events with consecutive
hours with high prices due to lack of generation from wind.

Zhttp://energinet.dk/EN/Sider/default.aspx (accessed on December 2017).
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Fig. 4.1 Average Nord Pool area prices for Western Denmark with different weights

Until August 2010, there was no connection between Western and Eastern Den-
mark, because the thermal capacity of the two systems is very similar, with only
small potential gains from trade. This is changed by the larger wind capacity. The
capacity on the new HVDC link is 590 MW. After the start of permanent operation
more than 90% of the transfer went from west to east during the rest of 2010.

4.3.1 Prices in Western Denmark 2004-2014

Both electricity consumption and wind power supply affect the electricity prices.
This can be illustrated by looking at the simple average of hourly prices per year. The
simple average of hourly prices—with equal weight to all hours during the year—is
slightly lower than the average weighted by total production or consumption, because
the larger consumption leads to higher prices on an hourly basis, and total production
follows the demand. The average price weighted by wind production is lower than
other prices (see Fig.4.1).

The lower average price weighted by wind production is due to the fact that
wind power supply does not follow the hourly demand for electricity. However, the
wind generation per week or month is higher in the cold months where the demand
is also high. This implies that, on an hourly basis day-ahead prices are negatively
correlated with wind production to the extend that the weather forecast for strong
wind sometimes can be read from the Nord Pool area prices, whereas there is little
correlation between wind production and electricity demand.

4.3.2 Seasonal Variation of Demand and Wind Production

On a seasonal basis—measured on average monthly prices for the years 2004 to
2014—there is no systematic seasonal variation in electricity prices, but Fig.4.2
clearly shows that both electricity demand and wind power generation are larger
during winter months than during summer months, although the wind power pro-
duction in each month is very different from year to year, while the annual variation
in monthly consumption is much smaller. In particular, the monthly wind power
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Fig.4.2 Monthly wind production and electricity demand, and average electricity prices in Western
Denmark, 2004-2014

generation was large in January 2005, 2007, 2008, and especially in January 2014
compared to the other monthly data.

2014 was a “normal” average wind year. However it was very windy during the
first few months and with very little wind during the summer. For the month of
January 2014, the share of the total electricity demand was over 83% for Western
Denmark. The month of lowest wind power share was July at 28%.

With the Danish climate the demand for air conditioning during the summer is
small. In neighboring Norway the seasonal correlation between wind and demand
is even greater due to colder weather and widespread use of electric heating. Thus
the increasing amount of wind power will add to the capacity of the hydro reservoirs
as seasonal storages for electricity, depending on the management of the existing
reservoirs. There may even be a much larger potential for short-term storages by
pumping from lower reservoirs to higher. This process of using this potential has not
yet started.

The possibility of hydro storage in neighboring countries reduces the variation in
hourly prices, but the effect varies among the years, depending on the precipitation
and inflow to the storages, and variation in the production from wind increases the
variation in prices. In wet years the average price in the Danish area is low and the
effect of varying production from wind is limited, while in dry years both the average
price and the variation in hourly prices due to wind are high.

4.3.3 International Trade

The area price of Western Denmark is normally between the Nord Pool System price
and the price on EEX (European Electricity Exchange, EEX—now EPEX Spot—
covering Germany), except for the dry years 2006 and 2010, where prices on all
these markets were relatively high. The much higher prices in 2008 are reflecting the
much higher EUA (CO?2 allowances) prices in 2008 than the almost zero price level
for 2007. Figure 4.3 compares the average hourly prices in the five years from north
(Nord Pool system price) to south (EEX).
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Fig. 4.3 Hourly prices weighted by consumption in Western Denmark

Figure 4.4 shows the number of hours with differences between the area price
for Western Denmark and the Nord Pool system price. In all years the area price
in Western Denmark was within the interval of £10€/MWh from the Nord Pool
system price in most of the time (between 73 and 97% in most years, but with
only 52% in 2008 and 56% in 2005). Of these hours the area price was identical
to the Nord Pool system price in 29% of the hours in 2005 and only 4% in 2008
and 2014. In the remaining hours prices in Western Denmark were different due to
transmission constraints. The number of hours with extreme price below 5€/MWh
were negligible with around 1% of the hours, except for 2007 and 2014 which had
prices below 5€/MWh in 2% of the hours. Likewise for prices above 100€/MWh,
except for 2008, which was found in 2% of the hours.

The year 2009 was a “normal” hydrological year in Norway and Sweden. The
average Nord Pool system price and the area price of Western Denmark were the
same, although the hourly prices were identical in only 14% of the hours. In the wet
years 2005, 2007 and 2008 the annual average prices on the EEX were between 13
and 24€/MWh higher than the Nord Pool prices, while in the remaining years the
average EEX prices were between 6€/MWh above and 8 €/MWh below the Nord
Pool System prices.

The regional price differences are reflected in the trade pattern between Western
Denmark and the neighboring regions. In all the years, Western Denmark was a
net exporter of electricity, ranging from 0.6 TWh in the wet year 2005 to 4.5 TWh
in the dry year 2006. The annual variations in wind power are reflected in thermal
generation rather than traded volumes.
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Fig. 4.4 Western Denmark. Differences between area prices and Nord Pool system price, 2004—
2014
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4.4 Extreme Hours

As noted in Table4.1 there is a large difference between the minimum load and the
maximum wind power generation on an hourly basis. Therefore, one could expect
extreme prices (low or negative) in the hours where both the demand load is low and
the wind generation is high.

As noted in Fig.4.2, the winter 2013-2014 was very windy. For 21 December
2013, the wind share of the electricity consumption was 138% in Western Denmark,
and for 2 h the share was 178%.

Table4.2 shows that the number of hours with area prices, below 5€/MWh or
above 100€/MWh, is quite small, and the number of such extreme hours have
decreased since 2007 or 2008. These criteria were used to identify extreme prices. The
maximum number of occurrences in a single year is just below 200. Other extremes
are chosen for high and low wind. These are less than 1% of the hourly demand
(low wind) and more than 100% of the demand (high wind) in the current hour. The
number of annual occurrences of “low wind” (<10%) was between 260 and 381,
and between 20 and 1225 for “high wind” (>100%). The selected “extreme” hours
were used for an analysis focusing on consecutive hours and prices for up-regulation
and down-regulation on the balancing market. The tool for this analysis is the filter
feature in an Excel database with the hourly observations of market data.

Observations of hourly wind production are not stochastically independent. They
follow the pattern of meteorological data. It means that extreme events occur over
several hours or days. They are predictable some days before. This is both reflected
in the spot and in the regulating power price at Nord Pool. Table 4.2 shows that there
are a number of hours with negative down-regulation prices. These negative prices
are due to high start and stop costs of decentralized CHP generation in Denmark. The
annual number of these events range from 34 in 2005 to 267 in 2010. Also down-
regulation by using electricity in electric boilers in district heating systems may lead
to negative prices for down-regulation. The price for up-regulation is always equal
to or higher than the day-ahead price (Skytte [29]). In one year, 2008, up-regulation
prices were more than 100€/MWh higher than the day-ahead price in nearly 600 h
and above 200 MWh higher in 120h. In all other years the number of these events
were much lower.

In the short term negative prices on the spot market are considered as the most
important additional measure to address the challenge of the large amount of inter-
mittent generation. Negative price bids were introduced on the German EEX spot
market in 2008, and from October 2009 a negative price floor at —200<€/MWh was
introduced by Nord Pool. This is significant mainly for Denmark. In the remaining
2009, there were 27 h in Western Denmark with zero prices and 8 consecutive hours
with negative prices between 33 and 120-€/MWh. Starting from October 2008, there
were 15h with negative prices in Germany in 2008 and 71 h in 2009. The average of
negative prices was —41€/MWh. In 2010 there were 12 h with small negative values
in both Denmark and Germany.
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Table 4.2 Number of hours with extreme values in Nord Pool bidding area Western Denmark
2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014

Spot price <0€/MWh, 9 11 15 33 39 46
hours

Spot price <5€/MWh, 100 55 80| 185 62| 102 43 93 72 95 164
hours

Spot price >100€/MWh 0| 6l 11| 105 | 193 4 8 2| 46 7
Spot price >200€/MWh 0 7 0| 26 0 2 0 0 1

Spot price >400€/MWh 0 0 0 5 0 0 0 0 0 5 0
Wind >100% of demand, 20 42 26 50 43 33 71| 233 | 342 | 8511225
hours
Wind <10% of demand,/ 3009 | 2887 | 3199 | 2946 | 3125 | 2778 | 2405 | 1907 | 1907 | 1907 | 1907
hours
Wind <1% of demand, 323 | 298| 381 | 371 | 352| 373 | 260 | 231 | 231 | 231 | 231
hours

Price >100% and Wind 0 9 0 13 14 0 0 0 3 0 0
<1% dem.

Down-reg. negative 92 34| 201 137 46 | 127 | 267 | 107 59 96 | 106
price, hours

Up-reg. 100€/MWh, 0| 168 68 | 204 | 585 77| 163 | 108 | 213 | 101 69
hours

Up-reg. 200€/MWh, 0 24 1 65| 120 23 32 50 55 31 19
hours

4.5 Perspective for Other Regions

Geographically Western Denmark is a small area, some 300 km north-south and less
east-west. Congestion in the transmission or distribution network within this area
is usually unimportant. On the other hand, the impact of capacity constraints to
neighboring bidding areas can be analyzed using available data. Some of the results
found in this analysis may be valid for other regions.

In most regions of Europe, existing bidding areas follow national boundaries.
This may not be efficient in large countries with a large penetration of wind power in
windy areas and bottlenecks in the transmission system. Splitting national markets
into bidding areas that reflect these constraints have been practiced in the Nordic
region for more than two decades. This leads to prices that reflect the expected
amount of supply of wind power in each area, among other variables influencing
the energy dispatch. To get the right price signals for generators and consumers,
it is becoming increasingly important that the geographical bidding areas for the
day-ahead market reflect the pattern of wind variations and transmission constraints.
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Market splitting into areas prices will also lead to more transparency concerning
the need for new transmission capacity. Large and frequent price differences between
neighboring price areas clearly indicate the need for new transmission lines.

The Netherlands is similar to Western Denmark in area, climate, international
connections, wind power and cogeneration volumes, but the electricity system is six
times larger. This indicates that this type of market splitting is very unlikely to be
useful within the Netherlands. In the UK the situation is quite different. There is
already an imbalance between the location of generating capacity in the north and
population centres in the south. So a large amount of wind power mainly in the north
will add to the imbalance.

Some regions in Germany and Spain may have larger shares of wind power than
Western Denmark, but so far, these regions are not identified as bidding areas in the
electricity markets.

4.6 Findings and Final Comments

The current infrastructure and market organization in Western Denmark and within
the Nordic power market is able to handle the current amount of wind power at more
than 50% of the regional consumption in Western Denmark. The most important
features to handle the variability and unpredictability of wind power in this region
are the international transmission lines and the large amount of Hydropower and of
CHP systems with heat storages within the region.

The analysis emphasizes the role of the market design and the accumulation of
experience to be gained over many years. The long tradition and the design of the
Nordic power market (Nord Pool) that was original designed to balance out variations
in precipitation and water inflow to the hydro power stations, have implied a very
flexible power system with a high share of energy flexibility on a yearly basis offered
by thermal plants.

The last decades’ increasing deployment of variable renewable energy, especially
wind power calls for another kind of flexibility in the system, namely power (effect)
flexibility on the short term basis. The observations for Western Denmark in this
chapter have shown that the Nordic power market is able to provide this kind of
flexibility.

It was shown that the variations in hydro power (between dry, normal and wet
precipitation years) are affecting the price level on a monthly basis. Whereas there is
only a very small correlation between the amounts of wind power generated and the
monthly prices. In addition, the water inflow to the hydro reservoirs is largest in the
summer where the electricity demand is low. Whereas, it is normally more windy
in the cold months than in the summer which imply that on average wind power
generation follows the electricity demand.

On an hourly basis, the prices do correlate with the wind generation. However, the
analysis for 2004-2014 shows that there have been relative few hours with extreme
prices or consecutive hours with no wind or maximum wind. Even during the worst
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storm in ten years, when most of the wind capacity was cut off due to high wind
speed, prices on the balancing market were not abnormal.

This illustrates how well wind and hydro power play together in the Nordic area.
Hydro power generation is very variable on a yearly level. Whereas, the yearly wind
power generation is much more predictable. The opposite is true at the short term
(e.g. at the day-ahead market) where wind power is the variable generation and hydro
power can be controlled according to the filling of the water reservoirs.

This synergy implies that on the one hand, hydropower can supply short-term
power flexibility that facilitates the integration of wind power in the system. On the
other hand, wind power can substitute hydro power in windy periods and thereby
release more hydro power capacity that can be used to supply short-term power
flexibility or be transmitted to neighboring countries. This is in benefits for all.
Hydro power helps lowering the system integration costs of wind which increases
the value of wind. Wind helps increasing the value of hydro power bye releasing
capacity that can be used in high price periods.

Much further penetration of wind power will require additional measures. With
the planed expansion of wind power at the Northern European power market in the
future, it is doubtful if the electricity market by itself can generate enough flexibility.
The Nordic system is able to handle the present amount of wind energy. But the hydro
power capacity is limited and with the continuous growth of wind power deployment,
it may not be enough in the future.

Therefore, for the future development we will have to look for the potentials
of getting flexibility from other energy sectors at low costs. In particular demand
response, stronger coupling to other energy markets (heat, gas and transport), and
use of new technologies, e.g. electricity storages or electric vehicles, (Lund et al.
[30]). The need for more flexibility to counteract variations from wind integration
may also require improved system and market operation (IEA [15, 31]).

Finally, the most general recommendation is that bidding areas for the wholesale
market should reflect external congestions caused by wind. This will lead to price
differences between neighboring areas for a significant number of hours during the
year as an incentive for trade that will benefit both. Western Denmark happens to be
“born” as such bidding area.
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Chapter 5
Incentivizing Flexibility in System
Operations

Erik Ela, Michael Milligan, Aaron Bloom, Audun Botterud,
Aaron Townsend and Todd Levin

Abstract Defining flexibility has been a challenge that a number of industry mem-
bers and researchers have attempted to address in recent years. With increased vari-
ability and uncertainty of variable generation (VG), the resources on the system
will have to be more flexible to adjust output, so that power output ranges, power
ramp rates, and energy duration sustainability are sufficient to meet the needs of
balancing supply with demand at various operational timescales. This chapter dis-
cusses whether existing market designs provide adequate incentives for resources to
offer their flexibility into the market to meet the increased levels of variability and
uncertainty introduced by VG in the short-term operational time frame. It presents a
definition of flexibility and discusses how increased levels of VG require increased
needs for flexibility on power systems. Following this introductory material, the
chapter examines how existing market designs ensure that resources have the right
incentives to provide increased flexibility, and then discusses a number of emerging
market design elements that impact flexibility incentives.

This chapter is based on the detailed discussion of current and emerging market designs to
incentivize flexibility in short-term system operations to meet the increased needs from variable
generation [1, Sect.4].
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5.1 Introduction

The existing wholesale electricity market designs are unique in their complex rela-
tionships between economics and the physics of electricity. These markets aim to
incentivize resources to provide a variety of services, including energy and various
ancillary services. However, it is unclear as to how much the existing markets may
be incentivizing flexibility from the market participants in an efficient manner. Ques-
tions that should be asked are (1) whether the market designs are incentivizing new
resources entering the market to have the needed flexibility capabilities, (2) whether
the market designs are incentivizing existing resources to upgrade their technology to
offer additional flexibility capabilities if more flexibility capabilities are needed, and
(3) whether the market designs are incentivizing resources that have flexible capa-
bilities to offer those capabilities to the short-term energy and/or ancillary services
market when flexibility is needed most.

This chapter focuses on the third question and how power system flexibility is
incentivized during short-term system operations. First, we describe some defini-
tions and examples of flexibility. Then we discuss how the introduction of variable
generation (VG) might be making the topic of flexibility incentives more of a press-
ing issue. Next, we cover a number of historical, recent, and then proposed market
design elements that may affect how flexibility is incentivized in electricity mar-
kets. Many of the existing market design elements provided incentives whether or
not a unit could be flexible and offer its flexibility to the market operator. However,
some of the more recent changes are being designed to more explicitly incentivize an
increasing quantity of flexibility, in many ways because to the increasing variability
and uncertainty that is brought to the system by VG. Finally, we discuss ongoing
issues and remaining questions and provide a summary of this complex topic.

5.2 Defining Flexibility

Flexibility as a term is gaining in popularity in the electric power and energy industry.
Although the general meaning is understood, some clarification of the definition is
important. In Lannoye et al. [2], flexibility is defined as the ability of a system to
deploy its resources to respond to changes in net load. In Ma et al. [3], flexibility
describes the ability of a power system to cope with variability and uncertainty in
both generation and demand while maintaining a satisfactory level of reliability at a
reasonable cost over different time horizons. Both of these definitions focus on the
system, but they can be easily disaggregated to individual resources by replacing
“ability of a system” with “ability of a resource”. A more general definition can be
defined as “the ability of a resource, whether any component or collection of com-
ponents of the power system, to respond to the known and unknown of power system
conditions at various operational timescales”. For the purposes of this chapter, the
changes are those that occur with the active power of individual or aggregate gen-
eration, demand, or network elements at multiple timescales. System and market
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operators should have an objective to utilize the system flexibility to meet the reli-
ability requirements in the most cost-efficient manner possible. A lack of flexibility
can lead to imbalance of generation and load, overloading of transmission elements,
and other potential reliability issues. Improper utilization of existing flexibility, or
unwillingness of resources to provide existing flexibility, can also lead to the same
reliability issues, or to higher costs when more expensive flexibility is required when
economic flexibility is unwilling to be offered.

A number of characteristics have been emphasized as qualities that are needed for
increased flexibility. We focus on active power flexibility of generating units, but this
can be applicable to other types of resources that can control active power as well as
reactive power. The main characteristics of flexibility will generally fall into three
categories: absolute capacity range, speed of power output change, and duration of
energy levels. Resources that have a large range of absolute output levels between
their minimum and maximum capacity levels can be classified as more flexible
because they have greater ability to adjust to changing power system conditions.
Resources with greater ramp rates can also be classified as more flexible because
they are able to adjust faster to changes in power system conditions of varying
speeds. Last, resources that are able to hold energy levels for longer periods of time
can be classified as more flexible because they are able to better meet power system
conditions that sustain for significant periods.

Many of the existing generating technologies have numerous limitations that may
affect absolute power range, speed of power output change, and energy level durations
in different ways. For example, a number of constraints will limit thermal plants
on how and when they can be committed on or off. This includes minimum on
times, minimum off times, maximum starts per day limits, and other commitment
constraints. Hydro plants may have rough zones at certain power limits when they
cannot provide power without incurring damage [4]. Combined-cycle plants also
have constraints on how they can be configured and how configurations can be
transitioned [5]. These constraints can affect the absolute power range. Resources
that can be easily turned on or off provide increased flexibility because the absolute
power range can be taken between zero and maximum capacity. Similar constraints
can limit the speed of power output change. Start-up times and shut-down times can
limit how fast resources can provide power when needed and provide nothing when
not needed. All of these types of “discrete” constraints limit the flexibility and add
further complexity when evaluating the flexibility of individual resources and of the
system. Further constraints can limit how long resources can provide energy.

It is possible that some resources can provide different levels of flexibility, and
that increased flexibility may increase resource costs. For example, a resource may be
able to reduce its minimum generation level, but that may in fact cause an inefficient
heat rate. Similarly, a resource may have emergency ramp rates it can provide at faster
rates, but it may cause more wear and tear to the unit, leading to higher operations
and maintenance costs. In these instances, it is important that the extra flexibility that
has increased costs is requested only if necessary, and that incentives are present for
those periods so that resources can at least recover costs. These topics are crucial
and the focus of this chapter.
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5.3 The Impact of Increasing Penetrations of VG
on the Need for Flexibility

System flexibility is required to meet the known and unknown changes in power sys-
tem conditions, referred to as variability and uncertainty, respectively. In power sys-
tems, the load has variability characteristics, both diurnally, and at shorter timescales.
The load is also uncertain, because it cannot be perfectly predicted at all times
and over all time horizons. Conventional generation and transmission elements also
have uncertainty, because they can fail without any certainty of when and if that
may happen. Over time, the industry identified various procedures to accommodate
this variability and uncertainty, including operating reserve and security-constrained
scheduling models (e.g., n—1 preventative procedures for transmission outages).

VG adds variability and uncertainty to the existing amounts at multiple timescales
[6]. The maximum available power changes based on the changing weather driver,
such as wind speed and solar irradiance, and cause variability. A number of studies
have quantified this variability (see [7-9]). Although the variability of a single turbine
or photovoltaic (PV) cell may be quite high, the variability of an entire wind power
plant or large PV array is relatively reduced. Further reduction comes from multiple
plants in a balancing authority area because of geographic diversity.

Correspondingly, the maximum available power cannot be predicted perfectly,
causing uncertainty. These characteristics have been quantified in numerous studies
[10, 11]. Intuitively, the farther ahead the horizon of the forecast, the more difficult
it is to predict. Wind and solar power uncertainty have very different characteristics
because a general pattern is much easier to predict for solar power than it is for wind
power. Some studies have now also shown how variability and uncertainty at these
different timescales can affect both reliability and efficiency in different ways (see
[6, 12]).

The variability and uncertainty of VG can be met by different operational strategies
depending on the timescale and time horizon. For instance, short-term (e.g., minute-
to-minute) variability might be met by regulation reserve, longer-term (e.g., tens of
minutes to hours) variability might be met by flexibility reserve, and long-horizon
uncertainty might be met by improved forecasting. It is possible that some of the
existing procedures for accommodating the variability and uncertainty of the past can
be used to meet the increasing variability and uncertainty of VG; however, it may be
that new procedures and tools can do so in a more reliable and efficient manner. Some
examples of these evolving strategies include shorter scheduling intervals [13] to meet
increased variability and stochastic or robust unit commitment and dispatch solutions
for addressing uncertainty [14—17]. In addition, incorporating increased look-ahead
horizons in the scheduling model and intelligent operating reserve requirements
can help meet increased variability and uncertainty if done efficiently [18]. Finally,
and for all the above strategies, increased variability and uncertainty, with all else
unchanged, will require increased flexibility requested of the resources.

Besides variability and uncertainty, a few other traits that VG carry may increase
the need for flexibility on power systems. VG is not a synchronous machine, nor
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is it inherently responsive to the frequency of the grid. Although this should not
explicitly increase the need for frequency response in itself, increasing penetrations
of VG without these characteristics can displace resources that do. This may produce
aneed for incentives to ensure that this capability is available. For example, primary
frequency response and synchronous inertia currently are not part of the ancillary
services market, but they may be necessary in the future as penetrations of non-
synchronous VG increase [19]. It is also possible that VG can create the controls to
provide these services itself [20], but that may also depend on the incentives present
and whether any revenues from providing this service will justify VG installing these
capabilities.

Other traits include location constraints because VG will be located in areas where
there is the highest power production potential. These areas may be located far from
load centers. This may increase the need for localized flexibility that has to be able to
accommodate the variability and uncertainty of VG without overloading the elements
of the transmission network.

All of the above characteristics of VG may require increased needs for flexibility
on the power system: most of these characteristics and the need for flexibility is not
necessarily new. The past needs of flexibility on the power system may have been
met by the current system operating procedures and wholesale market designs. It
may be possible, however, that increasing penetrations of VG may push the needs to
the point at which the issue of specific flexibility incentives can no longer be ignored.
This is a difficult discussion with varying opinions throughout the industry.

Throughout this chapter, we will describe some of the existing wholesale market
designs and some recent and proposed changes from the US market operators that
may have been implemented and proposed due to increased VG penetration that
all attempt to address incentivizing flexibility in system operations. It is important
to understand these characteristics, especially those of variability and uncertainty
at all operational timescales, as well as asynchronism and non-proximity to load,
to understand how different market designs may incentivize the need for increased
flexibility in these different manners.

5.4 Traditional Market Design Elements that Impact
Flexibility Incentives

A few mechanisms that provide some incentives for market participants to provide
flexibility have been in existence since the inception of the US wholesale energy
markets or shortly thereafter. The extent to which they provide sufficient flexibility
is an ongoing debate. It is not obvious whether some of these elements incentivize
flexibility or not. The first step in obtaining flexibility from market participants is
to have a mechanism that allows the market operator to commit the resource and
dispatch the resource’s output when it is needed. A portion of the generating fleet—
sometimes as much as 50-70% of the energy—operates through bilateral contracts
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outside of the pool-based electricity markets. From the market operator perspective,
these suppliers, along with others who are not responding to price signals, are self-
scheduled resources offering absolutely no flexibility for the market operator to
utilize. Although the market operators still receive the energy from the resources to
meet the expected demand, they do not have any flexibility from these self-scheduled
units to meet ancillary service demands or changing energy demands. The more self-
scheduled resources exist in the system, the less flexibility the system operator has
access to, holding all else constant. Therefore, in addition to having the ability to
quantify needed levels of flexibility, it is important to incentivize suppliers to offer
their flexibility into the market. Without this feature, significant levels of physical
flexibility may be unavailable to the market operator. Suppliers should be incentivized
to allow the market operator to dispatch its output to meet the changing energy and
ancillary service demand, while still operating within design parameters.

We focus on five specific examples of traditional market mechanisms in place
that in some manner could incentivize some form of flexibility, or at least provide an
incentive so that suppliers may offer their flexibility to the market operator. These
include centralized scheduling and efficient dispatch, frequent scheduling and fre-
quent settlement intervals, existing ancillary service markets, make-whole payment
guarantees, and day-ahead profit guarantees.

5.4.1 Centralized Scheduling and Efficient Dispatch
by the Market Operator

Current markets have mechanisms that incentivize resources to offer their operating
capabilities to be dispatched by the RTO/ISO. This allows for the market operator
to ensure that the resource is flexible, but it does not guarantee how flexible the
resource is. The first mechanism is somewhat obvious but often overlooked. When
suppliers participate in the pool market, the market operator will operate them at
their most efficient operating point based on their offered bid-cost curve. The market
operator minimizes the bid-production costs from all these bids to meet the energy
and ancillary service demands subject to power system security and unit constraints.
The cost of supplying energy for a unit participating in the market and allowing for
the market operator to commit and dispatch the supplier’s output should theoretically
not be greater than the resultant price (reasons that costs can be higher than the price
are discussed later in Sect.5.4.4). When the price increases, the market operator
gives the supplier a position that reflects that it is efficient to increase its output, and
this allows the supplier to earn more revenue. When the price decreases, the market
operator gives the supplier a position to reduce output, because it may be that the
current output is no longer efficient when receiving the reduced price.

Under good electricity market design, the supplier output level should always
reflect the changing prices and should avoid operating at levels that cost more to
produce energy than the price they receive. Self-scheduled resources provide the
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Table 5.1 Hypothetical Incremental cost ($/MWh) | Energy/Capacity segment

thermal plant, piecewise (MWh)

linear cost curve
35.00 Up to 286.00
47.25 286.1-295.0
47.60 295.1-304.0
47.95 304.1-313.0
48.30 313.1-322.0
48.65 322.1-331.0
49.00 331.1-340.0
49.35 340.1-349.0
49.70 349.1-358.0
50.75 358.1-376.0
52.50 376.1-377.0

market operator with the scheduled output before the market clears, and this schedule
is fixed regardless of the price. During periods of high prices, the self-scheduled
resource could miss out on additional profit. During low prices, the self-scheduled
resource could lose money when the cost to supply energy is greater than the energy
payments they receive. When substantial bilateral contracts are self-scheduled into
the market, there may come a point at which the flexibility that is available to the
market operator is insufficient, inducing a need for other mechanisms to obtain this
flexibility. For example, a very high proportion of self-scheduled resources may
drive the need for more expensive sources of flexibility, such as additional flexible
generating capacity or storage. In cases such as this, the system may possess more
flexibility than is needed; however, much of this flexibility may be stranded. It is
important to note that the levels of physical flexibility may be sufficient; however,
some of this may not be contractually available.

To illustrate the potential impacts of self-scheduling, we show a simple example.
Table5.1 shows a bid-in cost curve for a thermal generating unit which is taken
from real bid-cost data. This bid-in cost curve reflects representative costs of thermal
plants based on a convex, monotonically increasing incremental heat rate. We ignore
no-load costs in this example for simplicity. The incremental cost in column 1 is the
cost bid for the specific capacity represented in column 2. Therefore, the first 286
MW in this example will always cost 35 x 286 = $10 010.

The cost data in this table forms the basis of how this resource would bid into
the market. We next turn to the relationship between this cost data and locational
marginal prices (LMPs) and an examination of how various self-scheduling strategies
compare to how the unit would be dispatched in the absence of self-scheduling.

Table 5.2, column 2, shows a 12 h period of LMPs. Scenario 1 (Market) allows the
market operator to efficiently dispatch the resource every hour. For simplicity, ramp
rates and other constraints that may cause inefficiencies are ignored. In nearly every
time period, the unit’s output changes as a function of the LMP. This is in contrast
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Table 5.2 Twelve-hour example for allowing the market operator to efficiently dispatch the output
of a resource (scenario 1) versus various self-scheduling techniques (scenarios 2 to 5)

Hour LMP Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 | Scenario 5
($/MWh) (Market) (Min self) | (Max self) | (Mid self) | (Lag LMP)

1 45.41 286 286 377 300 286

2 49.65 349 286 377 300 286

3 52.27 377 286 377 300 349

4 51.37 376 286 377 300 377

5 48.32 322 286 377 300 376

6 46.45 286 286 377 300 322

7 46.35 286 286 377 300 286

8 50.97 376 286 377 300 286

9 49.44 349 286 377 300 376

10 44.70 286 286 377 300 349

11 48.51 322 286 377 300 286

12 51.13 376 286 377 300 322

to each of the self-scheduling scenarios shown in Scenarios 2 through 5. In Scenario
2 (Min Self), the supplier simply schedules itself at its minimum capacity level for
all hours. In Scenario 3 (Max Self), the supplier schedules itself at its maximum
capacity. In Scenario 4 (Mid Self), the supplier schedules itself at a level in between
its minimum and maximum capacity. Finally, in Scenario 5 (Lag LMP), the supplier
uses the LMP from the previous hour to predict where it should schedule itself for
the following hour.

Table 5.3 shows the revenue, cost, and profit results for all five scenarios. The
profits from each of the self-scheduling cases are compared to Scenario 1: Market.
Thus, the right-most column shows how much profit the supplier loses by not offering
its flexibility into the market. Note that each of the self-scheduling cases results in

Table 5.3 Revenue, cost, profit, and profit lost for various self-scheduling techniques

Scenario Total revenue | Total cost($) Total profit ($) (Total Profit lost($)
©)] revenue—Total cost)

Scenario 1 195668 147313 48355 N/A

(Market)

Scenario 2 (Min | 167326 120120 47206 1148

self)

Scenario 3 220567 173594 46972 1382

(Max self)

Scenario 4 (Mid | 175517 128079 47438 916

self)

Scenario 5 (Lag | 190452 142909 47542 812

LMP)
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lost profits compared to the market case. Even with intelligence in the self-scheduling
strategy (Scenario 5), it would still lose out on $812 during a 12h period. Although
the lost profit is small relative to the total profit, it will be highly dependent on the
cost curve and prices during different time periods. For example, if the cost for the
first segment of Table 5.1 (up to 286 MW) were $47 rather than $35, the profits lost
would be the same as Table 5.3, but the total profits would be an order of magnitude
less, making the relative profit loss much more significant.

5.4.2 Five-Minute Scheduling and Five-Minute Settlements

The real-time market scheduling intervals of all the regions that operate wholesale
markets in the United States are shorter in time resolution than scheduling intervals
of utilities prior to restructuring. In fact, all market regions in the United States
now schedule the real-time market and real-time output of resources that offer their
flexibility at a 5-min interval, updated every five minutes. This allows for better
pricing of actual conditions on a more granular scale and provides incentives for
resources that can follow the prices. Because ramp constraints are used in the market-
clearing model to constrain the ability of a supplier to sell energy into the market
when they do not have the flexibility to follow prices, the selection of supply into the
energy market should be based on actual capability when ramp constraints, provided
by the resources are based on physical ramp rates. For example, in the hypothetical
example in Table 5.2, hour 7 to hour 8, the supplier changes its output from 286
MW to 376 MW. Although it may be possible that this change could be made during
60 min, it may not be possible for most thermal plants to execute this ramp during a
5-min period. If the supplier had a ramp rate of 5-MW/min, it could reach only 311
MW in the next 5-min interval, resulting in $99 of lost profit (although ignoring the
fact that it is now MW in 5min rather than MWh). In this way, the 5-min dispatch
provides an incentive for flexibility in response to quickly changing prices.

Most of the 5-min energy markets that are currently in place in the United States
do a good job of extracting flexibility without resorting to a separate market for a
specific product for ramping capability, as illustrated by the example above. Units
that bid into the 5-min energy market are obligated to ramp to their set point by the
time the market period begins. Because these set points are calculated so frequently,
many units ramp a substantial portion of the time. This allows for the most economic
provision of energy given the constraints on the transmission system, and units can
take advantage of price volatility when they can ramp faster. However, in some
instances, it may be that ramp constraints can give the opposite effect. A resource
that is ramp constrained will not set the LMP, because a faster, more expensive unit
would have to be used to make up for the slower unit’s ramp limitation. Thus, the
more expensive unit will set the price, while at the same time giving a higher revenue
opportunity for the slower unit.

Milligan and Kirby [21] provide a simple illustration of the issue depicting the real-
time market. In this example, a single time period market assumption is used without
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3200
Energy Price Energy Price Increases Energy Price $10/MWh
$10/MWh to $90/MWh because
base unit can't ramp
3000 fast enough

2800 —

2600

Base Load - $10/MWh

2400
4:00 AM 6:00 AM 8:00 AM 10:00 AM  12:00 PM 2:00 PM 4:00 PM 6:00 PM

Fig. 5.1 Example of ramp-limited resources and resulting prices

any look-ahead function in the dispatch interval, so that the future expectations cannot
affect the current energy pricing. The example is a simplistic power system with only
two generators: a base load unit that has a marginal cost of $10/MWh and a peaking
unit that has a marginal cost of $90/MWHh, as illustrated in Fig.5.1. During a steep
ramp that is beyond the speed that the baseload unit can respond, but within its
capacity range, the peaking unit is dispatched to cover the ramp and meet the load.
After the baseload unit catches up, the peaking unit is shut off. However, the peaking
unit sets the energy price at $90/MWh during the time it is used to meet the load
during the ramp period. Although this is not a problem per se, the baseload unit also
collects $90/MWh during this period, which does not provide the baseload unit any
incentive to become more flexible, and in fact it may provide a disincentive. This
topic should be studied further to see what consequences may occur. For example, a
multi-period dispatch looks ahead to ensure that units can meet upcoming ramping
requirements. This can change the market prices and revenues for market participants,
even if pricing is set only for the current interval. In fact, many US market operators
have or are developing proposals to move toward multi-period dispatch when solving
the real-time market [22].

Although all of the US markets have 5-min real-time energy markets that dispatch
and price energy at 5-min intervals, not all of these markets settle at this granularity
[23]. Many settle the real-time markets based on the average hourly price of all
intervals within that hour. Some areas, including NYISO and SPP, however, do settle
at 5-min intervals. SPP states that 5-min settlement incents the submission of ramp
capability by resources precisely because the capability to move quickly is rewarded
by an LMP commensurate with the 5-min instructions. SPP further explains that
without this settlement feature, resources may be disinclined to offer all of their
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Table 5.4 Incentive differences when settlements are done on an hourly average versus 5 min

Interval | LMP Current hourly | Scenario 1 Scenario 2 Scenario 3 (Perfect
($/MWh) average (Market) (Moving knowledge of
($/MWh) hourly average) | hourly average)
0:05 73.68 73.68 377 377 340
0:10 41.87 57.78 286 377 340
0:15 43.48 53.01 286 377 340
0:20 44.17 50.80 286 376 340
0:25 45.75 49.79 286 358 340
0:30 46.69 49.27 286 340 340
0:35 46.73 48.91 286 331 340
0:40 4591 48.54 286 322 340
0:45 61.25 49.95 377 358 340
0:50 47.88 49.74 304 358 340
0:55 47.88 49.57 304 349 340
1:00 43.85 49.10 286 340 340

ramp capability, perceiving that they are not being fully compensated for the actions
required.

To provide an illustration of how the settlement period can have an impact on
incentives for flexible operations, we develop a simple example. Table 5.4 shows 12
5-min LMPs, from real LMP data. Column 3 shows the average LMP for the hour,
which is calculated based on the cumulative average LMP from the beginning of the
hour to the current time period. We use the same incremental costs for the supplier
as shown in the earlier example in Table5.1. In Scenario 1 (Market), the supplier
follows a schedule, as in Sect.5.4.1, based on the most efficient output level that
the market operator computes and directs each 5-min period. In Scenario 2 (Moving
Hourly Average), the supplier follows an output that is based on the current hourly
average LMP (from column 3), because it gets updated throughout the hour. We
ignore any impacts from uninstructed deviation penalties throughout this example.
Finally, Scenario 3 (Perfect Knowledge) shows a hypothetical example of what the
most efficient output would be from the supplier if it had perfect knowledge of the
final average hourly price ($49.10).

An examination of the different dispatches in the table shows that the maximum
flexibility is achieved in Scenario 1 (Market). When maximizing profit based on
the anticipated or predicted hourly settlement (Scenario 2 and Scenario 3), the unit
provides the incorrect level of or no flexibility. It is a simple extrapolation of this
scenario that would illustrate similar behavior if the assumption of perfect foresight is
relaxed and the unit bids to another hourly average price level. Because price changes
in each of the 5-min periods, this is an indication that the system needs a varying
level of output; otherwise the price would have remained constant throughout the
hour. Next, we turn to an examination of the profits earned in these scenarios.
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Table 5.5 Revenue, costs, and profits of different scenarios with 5-min settlements versus average
hourly settlements

Scenario Total revenue ($) Total cost($) | Total profit ($) (Total revenue—Total cost)
5-min Hourly 5-min Hourly
settlements | average settlements | average

settlements settlements

Scenario 1 15208 13338 10895 4313 2443

(Market)

Scenario 2 17479 17441 13373 4106 4068

(Moving hourly

average)

Scenario 3 17134 17134 13053 4081 4081

(Perfect knowl-

edge of hourly

average)

Table 5.5 presents the total revenue, total cost, and total profit for each of these
scenarios with both 5-min settlement and hourly average settlement procedures. If
settlements are based on the hourly average, as they are in many markets today,
the supplier will earn more profit by producing output differently than the dispatch
schedule that was given by the market operator. This would result in output levels
that are not the most efficient and could potentially result in reliability issues. In
the hourly settlement case, the profit almost doubles when the supplier follows the
hourly average price compared to the market schedules ($4 068 compared to $2 443).
This shows that even though 5-min scheduling is present in almost every US energy
market, it is important that the settlement interval length follow the same interval
length as the scheduling to incentivize suppliers to provide the flexibility that is
needed by the market operator. On the other hand, numerous uninstructed deviation
penalties and ex-post pricing rules may also incentivize the supplier to follow the
efficient schedules when hourly average prices are used for settlements. There could
also be other reasons that require hourly settlements, such as data retention and
storage, as well as a desire to limit market complexity. However, from this simplified
example, it appears likely that settlements that match the interval length are the most
efficient for extracting the desired flexibility needed from market participants.

5.4.3 Existing Ancillary Service Markets

A number of ancillary service markets exist in both day-ahead and real-time elec-
tricity markets. These services are generally active power capacity that is held as
operating reserve and used for various reasons and at various timescales. These mar-
kets are usually co-optimized with the energy market so that the market operator is
able to efficiently schedule suppliers for both energy and ancillary services and price
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both services accordingly. In co-optimized energy and ancillary service markets, the
ancillary service prices will be set based on the bid-in cost to provide the ancillary
service as well as the lost opportunity cost to provide energy or a separate ancillary
service.

Ancillary service markets were discussed in Chap. 1. Regulating reserve (or regu-
lation), secondary reserve—contingency (or spinning reserve), and tertiary reserve—
contingency (nonspinning, 30-min reserve, or replacement reserve) are the three
ancillary services that are common among US markets. An important factor is that
all of these ancillary services limit the amount of capacity that can be sold to the
market based on the response speed of the supplier. For example, regulating reserve
typically limits the capacity by how much the resource can provide in 5-min. Sec-
ondary contingency reserve is typically limited by 10 min worth of ramp response.
The faster the resource can adjust its output, the more it can sell into these markets.
For example, if two resources have 50 MW of capacity available, with one having a
1 MW/min ramp rate and another having a 2 MW/min ramp rate, they would be able
to provide 5 and 10 MW of regulation reserve, respectively. If the price of regulation
were 10$/MW-h, the second resource would receive $50 more revenue than the first,
even though they had the same capacity available. This is an obvious incentive for
resources to improve flexibility by way of faster response rates.

5.4.4 Make-Whole Payment Guarantee

The mechanism of scheduling and pricing suppliers offering into the market described
in Sect.5.4.1 will theoretically place each market participant in a position to maxi-
mize profit, subject to various market and technical constraints. However, because of
issues such as non-convex costs, commitment constraints, and out-of-market reliabil-
ity rules, it is possible for the market operator to direct the flexible supplier to provide
an energy and ancillary service quantity and for the market participant to lose money
when following this direction. For this reason, additional business rules have been
designed as part of the US electricity market design to further incentivize suppliers to
offer into the market and allow the market operator to commit and dispatch the sup-
plier’s output when market prices alone may not provide sufficient revenue to cover
all operating costs. One of these is the make-whole payment, also called bid produc-
tion cost guarantee (NYISO), revenue sufficiency guarantee (MISO), and operating
reserve credit (PJM). This payment ensures that suppliers that offer flexibility into
the market are guaranteed to be made whole to their offer cost when that bid clears
the market. If the revenue that the supplier makes based on the market prices (LMPs
and ancillary service clearing prices) is less than the supplier’s bid cost, the supplier
is made whole, with the market operator paying the supplier the difference as a side
payment. The offer cost will typically include a three-part offer, including no-load
(or minimum generation) costs, start-up costs, and incremental energy costs. It may
also include the costs that the supplier has bid in to supply ancillary services. The
make-whole payment will make it so the total profit is at least zero. A simplified
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form of the make-whole payment is shown in the equations below. This is typically
netted for all hours of a single day, and it is typically performed separately for both
day-ahead and real-time markets to incentivize participating as a flexible resource in
both markets.

TotalCost = NoLoadCost + StartupCost +
IncrementalCost x EnergySchedule + (5.1)
AncillaryServiceCost x AncillaryServiceSchedule

TotalRevenue = EnergySchedule x LMP + AncillaryServiceSchedule x ASCP 5.2)

If TotalRevenue < TotalCost
MakeW holePayment = TotalCost — TotalRevenue
(5.3)
Else
MakeW holePayment = 0

If a supplier is the marginal resource and sets the LMP, it will earn enough revenue
to recover its incremental energy cost. However, assuming it is marginal for its entire
period being online, it will not earn enough revenue to recover its no-load or start-up
cost because these costs are generally not part of the LMP (see Sect.5.5.4 for an
exception). This would cause a disincentive for offering flexibility into the market.
Similarly, a unit may be needed for voltage or stability constraints, which are typically
not part of the market model constraints. To offer the flexibility to maintain reliability,
the market operator will guarantee that a flexible supplier recovers all operating costs
associated with supplying energy and ancillary services.

Self-scheduled resources would not receive this guarantee, because they are not
giving a bid-cost to the market nor are they offering the flexibility for the market
operator to commit and dispatch the supplier’s output. Therefore, self-scheduled
resources will have no guarantee that they will be made whole to their costs, and,
depending on pricing outcomes, they can make less revenue than it costs them to be
committed and supply energy, leading to negative profits.

5.4.5 Day-Ahead Profit Assurance

Another settlement mechanism in place today to incentivize suppliers to participate
in the market and allow for the market operator to commit and dispatch the sup-
plier’s output is the day-ahead margin assurance payment (DAMAP). This mecha-
nism ensures that when energy schedules are reduced in the real-time market (RTM)
from their day-ahead energy schedules, this will not adversely affect the profit mar-
gin the suppliers made in the day-ahead market (DAM). The purpose of the DAMAP
is to provide an incentive for the market participants to be flexible in offering into
the RTM and to be used by the market operator when conditions in the RTM have
changed without being negatively affected. If the real-time market adjusted the sup-
plier output such that it would receive more profit by not operating as the market
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Table 5.6 Example of unit receiving day-ahead margin assurance payment (DAMAP) after being

reduced in the real-time market

Day-ahead Real-time (Combined)
Cost $50/MWh $50/MWh
LMP $60/MWh $55/MWh
Schedule 200 MWh -50 MWh (150 MWh)
Revenue $12 000 $-2 750 ($9 250)
Cost $10 000 $7 500
Profit $2 000 ($1 750)
DAMAP $250

operator suggests and operating as it was scheduled in the DAM, reliability could be
adversely affected. The DAMAP will incentivize resources to offer their flexibility
in the RTM by guaranteeing the profit it received regardless of real-time outcomes.

DAMAP = Max {0, (DayAheadEnergySchedule — RealTimeEnergyOutput) X

(DayAheadPrice — RealTimePrice)} 6.4

An example of a unit receiving a DAMAP payment after providing flexibility
in both the day-ahead and real-time markets is shown in Table 5.6. The right-most
column also shows the combined effect from day-ahead and real-time in brackets.

The supplier was asked to reduce output in the real-time market. In doing so, it
would lose the profit made initially in the day-ahead market because its total profit
goes from $2 000 to $1 750 after the real-time market. In this case, the market operator
wants the resource to reduce output to maintain reliability and increase efficiency.
The DAMAP of $250 ($1 750 + $250 equaling the initial $2 000) is paid to make up
for the lost profit and ensure that the supplier will have an incentive to continue to
provide its flexibility to the market.

This calculation will ensure that suppliers that offer the flexibility to be adjusted
in real time when conditions require a reduction in output are not financially harmed
from the position the market operator scheduled them at in the day-ahead market. The
DAMAP applies to day-ahead energy and ancillary service markets. Self-scheduled
resources that do not offer flexibility are not guaranteed this payment when output
changes in real time. This results in a further incentive to offer flexibility to the market
rather than self-scheduling.

5.5 Emerging Market Design Elements that Impact
Flexibility Incentives

Efficient operation through centralized dispatch, frequent scheduling and short set-
tlement intervals, ancillary service markets, make-whole payments, and day-ahead
profit assurance payments are traditional ways that suppliers have been incentivized
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to offer flexibility to the market operator and allow it to commit and schedule the
supplier’s output. However, it is unclear whether these existing design elements pro-
vide sufficient incentives to ensure an adequate level of system flexibility and that
the available flexibility is accessible to the system operator when needed. To some
extent, new market designs have recently been implemented to incentivize increased
flexibility on the system when that flexibility is needed. We discuss a number of more
recent market design changes that may have some influence on incentivizing further
flexibility from suppliers.

5.5.1 Flexibility from Nontraditional Resources

The suppliers that have traditionally provided flexibility in the energy and ancillary
service markets are thermal and hydro power plants. These resources are able to adjust
output at various response speeds with absolute power ranges typically in the range
of 50% of total capacity. The wholesale electricity markets were initially designed
with these technologies, thermal plants in particular, and their characteristics in mind.
Given new characteristics of emerging technologies, adjusting market rules that were
designed with other technologies in mind may be required. Some recent changes in
the wholesale markets have been made to accommodate such resources as demand
response (DR), energy storage, and VG itself.

One of the most significant market rule changes has been made for further adoption
of demand-response resources as suppliers of energy and ancillary services. In 2011,
the Federal Energy Regulatory Commission (FERC) issued Order 745 [24]. The order
directed the wholesale market operators to pay demand-side resources that curtailed
their load when directed by the energy LMP, as long as a net-benefits test was used
that showed providing the demand response reduced costs per unit to consumers.
In addition, many of the market operators have also implemented ways in which
demand can participate in ancillary service markets. In ERCOT, nearly half of the
contingency reserve needed is supplied by demand-response resources that curtail
when system frequency reaches some level below nominal frequency [25]. Other
markets have limitations on how much ancillary services can be provided by DR.
These limitations do have justification in terms of both reliability and economics,
but at the same time the ability to utilize DR introduces a great new source of
flexibility that was not historically available. The participation of demand response
on wholesale markets is however, subject to significant uncertainty. In 2014, the US
Court of Appeals vacated FERC Order No. 745, finding that the FERC overstepped
its authority by encroaching on states’ jurisdiction of the retail electricity market.
The court also noted substantive errors with the FERC’s compensation rules. The
impacts of this ruling have yet to be realized and may result in substantial changes
in how this form of flexibility can participate in wholesale energy markets.

Energy storage is another resource that has tremendous flexibility. Energy storage
can effectively double its absolute power range because it can act as a supplier as
well as a demand. Most energy storage resources also have superior response rates
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and much less limiting commitment constraints than thermal units. However, they
do have limitations on the amount of time they are able to sustain energy levels. This
energy limitation varies depending on the type of energy storage, with some, such as
large pumped storage hydro, able to sustain for multiple hours to days; whereas other
storage devices, such as flywheels, although extremely fast-responding, can sustain
maximum power for only 10-30 min. Some of the market operators have been adjust-
ing market rules to allow for extraction of the tremendous flexibility from energy
storage. For example, PIM now has full optimization of pumped storage resources in
day-ahead markets [22]. Other markets have adjusted automatic generation control
algorithms to allow for extracting the extremely fast speed and flexibility of limited
energy storage resources while keeping track of its energy discharge level [26]. Some
issues still exist in the markets on furthering the ability to treat storage in a way that
incents storage to provide its full flexibility potential [20].

Finally, recent changes have enabled market operators to extract flexibility from
VG. Previously, all VG were treated very similar to negative load, in that their outputs
were considered fixed and other resources needed to adjust output for the variability
and uncertainty that occurred. At first, this practice seemed intuitive. VG has zero
or very low variable costs, meaning that it is most cost efficient to use as much
power from VG as available. However, due to transmission constraints or minimum
generation constraints of thermal units, it was found that there are some instances
in which VG could curtail its output, do so quickly, and help balance the system
and maintain reliability and security limits. The NYISO proposed this with its wind
resource management program. Subsequently, PJM adjusted market rules to allow
for negative prices and allow for wind curtailment for economics and reliability.
MISO then implemented its Dispatchable Intermittent Resources program, which
allows for the economic dispatch of wind energy. Although the rules governing each
implementation are slightly different, they all allow for wind to be dispatchable in
real-time markets to manage transmission congestion and meet load efficiently. This
provided a great new source of flexibility.

To explain why these programs are beneficial, we show an example from [27].
Figure 5.2 shows a simplistic three-bus system, with a cheap generator at Bus 1 (G1),
an expensive generator at Bus 3 (G3), and a wind power plant at Bus 2. The 250-MW
load (L3) is located at Bus 3, the reactances of all lines are equal (X12 = X13 =
X23), and there is a transmission limit on the branch from Bus 2 to Bus 3 of 100 MW
(L23). We perform two market solutions, first with wind as a non-dispatchable price
taker. The second—similar to the programs in NYISO, PJM, and MISO—allows for
wind to be dispatchable in the market at an offer price of $0/MWh.

Table 5.7 shows the production, production costs, and LMPs with wind power
fixed, and Table 5.8 shows the same results with wind as a flexible producer. Rows 2
through 4 add 1 MW of load to each bus as a way to approximate what the LMP is
(because LMP is the marginal cost of meeting an increment of load at each location).
With wind fixed, G3 is required because of the transmission constraint that limits
G1’s output to 100 MW. The wind power plant receives a negative LMP, and the load
must pay the expensive LMP based on G3’s marginal cost. A different solution results
with a market that allows for wind to be flexible in the market (see Table5.8). The
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Fig. 5.2 Three-bus example
to explain the benefits of
wind on dispatch

'l

G1:250 MW L3:250 MW

10 $/MWh X12=X13 = X23
Wind: Forecast 100 MW L23 Limit=100 MW
G3:100 MW

50 $/MWh

wind generator reduces its output and no longer has a negative price, the production
costs are reduced by more than 40%, and the price the load pays is cut by 60%. This
shows that enabling VG to be a flexible resource has great benefits for improving
efficiency and increases the flexibility pool.

In addition to VG providing flexibility in the energy market and assisting in
congestion management, recent discussions have also explored the ability of VG to
offer its flexibility in the ancillary service markets. Wind power can provide various
forms of active power control using a combination of mechanical pitch and torque
control and power electronics control [28]. In many ways, it can provide a desired
response faster than thermal plants are able to. Research has looked at the ability of
wind power to participate in regulating reserve markets [29-31]. These works have
shown that in certain instances wind power can earn revenue and reduce total costs
to consumers by providing regulating reserve.

Table 5.7 Production, production costs, and LMPs with wind as a price taker
Wind (MW) G1 (MW)  G1 Cost G3 (MW)  G3 Cost Total cost ($) LMP ($)

Base case 100 100 x $10/MWh + 50 x $50/MWh = 3500

Add 1 MW 100 101 x $10/MWh + 50 x $50/MWh = 3510 10
to Bus 1

Add 1 MW 100 102 x $10/MWh + 49 x $50/MWh = 3470 =30
to Bus 2

Add 1 MW 100 100 x $10/MWh + 51 x $50/MWh = 3550 50

to Bus 3
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Table 5.8 Production, production costs, and LMPs with wind on dispatch
Wind (MW) G1 (MW)  G1 Cost G3 (MW)  G3 Cost Total cost ($) LMP at Bus
®

Base Case 50 200 x $10/MWh + 0 x $50/MWh = 2000

Add 1 MW 50 201 x $10/MWh + 0 x $50/MWh = 2010 10
to Bus 1

Add 1 MW 51 200 x $10/MWh + 0 x $50/MWh = 2000 0
to Bus 2

Add 1 MW 49 202 x $10/MWh + 0 x $50/MWh = 2020 20
to Bus 3

5.5.2 Evolving Regulating Reserve Markets

Some recent changes have been made to the ancillary service markets to change the
ways in which resources are incentivized. The most significant changes have been
made to the regulating reserve markets. In late 2011, Order 755 was issued by FERC
on Frequency Regulation Compensation in the Organized Wholesale Power Markets
[32]. The order directed market operators that are part of the organized wholesale
markets to include market-based payments for regulating reserve performance, lost
opportunity costs for all regulating reserve capacity prices, and incentives and rules
for accuracy. The order did not require any standardization between markets and also
made no changes to the net energy payments that came as a result of the energy from
regulating. At present, all markets except ISO-NE have implemented the changes
for Order 755. In addition, ERCOT, though not FERC jurisdictional, has initiated a
pilot program on fast regulation response service, which is in many ways analogous
to the implementations made to meet Order 755 in the other markets.

Although many markets already included lost opportunity costs in regulating
reserve markets, the order enforced this. Historically, a few areas had paid only the
lost opportunity cost to the suppliers that incurred these costs. With the order, it
was decided that the lost opportunity cost is part of the marginal cost of provid-
ing regulating reserve capacity and should therefore be a part of the price paid to
all regulating reserve suppliers. The order also stated that the market operators are
responsible for assigning the lost opportunity costs, but that intertemporal opportu-
nity costs (i.e., by providing regulating reserve in the current hour, a supplier may
lose out on energy profits in future hours) must be verifiable and can be included in
a supplier’s regulating reserve offer.

Historically, ancillary service markets are paid only for the capacity that suppliers
held to provide the ancillary service and not the actual utilization of the capacity
for the ancillary service [33]. This order adjusts the payments for regulating reserve
so that the resource is paid based on how much it was asked to control during each
market interval as well as how accurate it followed its automatic generation control
signal. The performance price must be market based rather than administratively set,
and the performance is based on the absolute amount of movement that a supplier
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performs in a market interval. Suppliers that are asked to move up and down at a
higher frequency would therefore be paid more for performance than those being
asked to move more slowly. In addition, the closer in accuracy the supplier followed
the automatic generation control signal, the more value it would receive as well.
Exactly how the accuracy was measured would vary in each market, but the order
required that the accuracy is based on how well a resource follows the control signal
and not how well it follows area control error, and that all resources’ accuracy is
measured by the same means. This design would then incentivize resources that
are more flexible and can provide regulating reserve faster and more accurate by
providing greater payment than that made to slower and less accurate resources.

Although the order had its objectives toward incentivizing suppliers that pro-
vided regulating reserve to be faster and more accurate, there was not a consensus
on the benefits of the order. Many commenters on the order believed that the faster
response would not have any significant reliability benefit and would only raise costs
to consumers. Proponents of the order suggested that the introduction of performance
payment would reduce the regulating reserve capacity prices. Other proponents also
argued that the use of faster ramping resources would improve efficiency of meeting
regulating reserve requirements and thereby reduce the capacity requirement of regu-
lating reserve. This was also shown in other studies, that analyzed the impact of faster
responding resources, such as [34]. Table 5.9 shows ancillary service prices for a time
period when Order 755 was implemented in NYISO and then the prices for the same
time period during the previous year without Order 755. Although there could be
many other reasons this occurs rather than Order 753, prices for all ancillary services
increased with the new design, not necessarily supporting the efficiency improve-
ment. Although the argument of whether the implementation of Order 755 improves
efficiency as well as the argument of how much it improves reliability should con-
tinue to be evaluated, it is clear that it does make the regulating reserve market better
suited to incentivize response speed as well as response accuracy, giving a great push
toward improved flexibility incentives.

Table 5.9 Ancillary service prices of the NYISO during a period with and without regulation
performance payment

Before 755 (June 26 | Spin Nonspin | 30 min. ($/MWh) | Regulation Regulation

to Oct. 22, 2012) ($/MWh) | ($/MWh) capacity mileage ($/MW)
Average price $4.00 $1.80 $0.08 $6.44 N/A

Average intervals at | 84.5% 98.0% 99.9% 0.40% N/A

0 price

After 755 (June 26 to | Spin Nonspin | 30-min.($/MWh) | Regulation Regulation

Oct. 22,2013) ($/MWh) | ($/MWh) capacity mileage ($/MW)
Average price $5.82 $3.26 $1.70 $10.59 $0.23 ($2.30)
Average intervals at | 86.4% 98.1% 99.4% 1.40% 10.2%

0 price
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5.5.3 Ancillary Service Markets for Primary Frequency
Control

A common argument to Order 755 discussed in the previous subsection was that
it considered only secondary frequency control and not primary frequency control
(PFC). The arguments stated that FERC cannot look at only secondary frequency
control because of the interrelationship between primary and secondary frequency
control. In some ways, the argument was that the faster a supplier can follow the
automatic generation control signal, the more it could earn, until the automatic gen-
eration control signal is too fast and the supplier follows frequency, in which case
the supplier gets paid nothing.

PFC is the response typically from synchronous generator turbine governors that
responds proportionally to frequency deviations. The aggregate PFC will arrest fre-
quency decline and bring it to a new steady-state level. Synchronous inertia service,
which may or may not be included in the definition of primary frequency control,
is typically defined as the immediate injection of active power through the stored
kinetic energy of the rotating mass of synchronous machines. This response will
slow down the rate of change of the frequency decline. Both primary frequency
control and synchronous inertia are crucial services needed to maintain a reliable
and secure system and avoid under-frequency load-shedding, machine damage, and
potential blackouts.

In the United States, there is no reliability requirement for a balancing authority
area or market area to have sufficient synchronous inertia or PFC. A recent draft stan-
dard, BAL-003-1, would require a minimum amount of PFC that balancing authority
areas must have available at all times. Also, currently there are no incentives in place
for individual resources to provide either service. Some studies have shown that the
frequency response in the United States, especially in the Eastern Interconnection,
has been declining during the past 20years or more [35]. Some reasons for this
include high governor deadbands, generators operating in modes that do not offer
frequency-responsive reserve, governors that are not enabled, a reduced percentage
of direct drive motor load, and others [36, 37]. Without any controls or changes to
meet the needs, increased penetrations of nonsynchronous VG could further degrade
frequency response. However, some have claimed that the wholesale electricity mar-
ket design, lack of incentives, and even the presence of disincentives to provide the
service are among the major causes of the decline [38].

A potential disincentive was discovered in Ela et al. [39]. Many market operators
have financial penalties in place when suppliers produce outputs different than those
that were scheduled. Suppliers providing PFC would automatically adjust output
when frequency deviates from its nominal level (60 Hz in the United States) without
any control room operator intervention. Few of these markets would use system
frequency in their market settlements rules. Therefore, as in the example in Ela et al.
[39], in a market with a 3% tolerance band, a supplier with a 5% droop curve would
be automatically penalized when frequency deviates more than 90 mHz. Meanwhile,
this resource is doing exactly what is required to maintain a reliable and secure power
system.
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Numerous ancillary service market designs for PFC and synchronous inertia have
been proposed in the literature, including that from [28]. As VG increases, displacing
resources that typically offer PFC and synchronous inertia, the need for incentivizing
this service can become more apparent. It can also incentivize resources that would
not typically provide these services, such as VG, to install the capability and offer
into that market. Recently, in its ancillary service market redesign initiative, ERCOT
was the first market to mention its intentions to implement a PFC ancillary service
market [40]. After BAL-003-1 was passed, and with the increasing need to incentivize
resources to be more flexible and provide these services, it is likely that this trend
will continue in the future.

5.5.4 Convex Hull Pricing

Some differences do occur in the way that each ISO prices energy and ancillary
services. The marginal pricing theory for energy and ancillary service markets is
based on continuous, convex, monotonically increasing variable costs. As a result
of primarily no-load costs and start-up costs, actual costs are not convex, and the
lumpiness creates additional requirements to ensure efficient market design [41, 42].
This creates the need for uplift payments so that resources that do not recover their
no-load or start-up costs from the LMP, which is typically based solely on incremental
energy costs, will get side payments (see Sect.5.4.4).

For energy markets, pricing in some market regions is not exactly based on the
pure marginal cost. MISO has discussed the extended locational marginal pricing
(ELMP), which is based on the convex-hull pricing concept [43, 44]. This is similar
to the hybrid-dual approach at the NYISO. A question arose in the past on the
correct price given when peaking gas turbines were turned on to meet high energy
demands. When 1 MW of additional load must be served, and a peaking plant with
a minimum capacity of 20 MW is turned on to provide its needed energy, the next
cheaper unit would be backed down by 19 MW [45]. In this situation, the marginal
cost of energy would be the bid-based cost of the cheaper unit. This means that
even though the more expensive unit was needed, the marginal cost of energy (and
price) was not increased. The peaking unit would get paid less than its bid-based
costs, requiring a make-whole payment, and the rest of the generation fleet would
earn lower revenues because the marginal-cost-based price was suppressed. The
extended LMP and hybrid-dual pricing concepts consider the non-convex aspects of
the resource costs and constraints as part of their pricing rules. For certain resources
it will include the no-load and/or start-up cost of the resource as part of its total bid
cost, meaning these non-convex costs can influence the price. The benefit to this
approach is more transparency in pricing to the more expensive resource by having
prices better reflect actual costs. The convex-hull pricing approach is currently an
ongoing debate.

Because of the increased variability and uncertainty of VG on the system, addi-
tional resources may be committed without being economic according to their energy
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costs. This could lead to increased times where resources online would not recover
their costs because energy prices are based on the marginal cost of energy. These
resources would receive uplift payments, reducing the transparency of prices. Future
pricing mechanisms, similar to ELMP or hybrid-dual pricing that incorporate these
non-convexities into energy prices should be evaluated with increased penetrations
of VG.

5.5.5 Flexible Ramping Products

Finally, it is important that the electricity market designs are incentivizing increased
flexibility to provide energy when that flexibility is needed. It is debatable whether
incentivizing flexibility is being done efficiently in all United States markets today.
A few areas have been introducing and proposing changes to their electricity market
designs to ensure that energy markets are incentivizing the greater flexibility needed
from increased penetrations of variable generation. Other areas are not presently
making significant changes to their designs, perhaps believing that the mechanisms
described above in Sect. 5.4 are enough to incentivize flexibility in the energy mar-
kets. Some market areas, namely CAISO and MISO, have begun to introduce explicit
markets for energy flexibility as a new ancillary service. We discuss these next.

CAISO has performed a number of studies to analyze the impacts of integrating
significant levels of VG on its system. Two of the more recent studies analyzed the
impacts that VG has on the capacity and ramping needs for its energy markets. The
first study determined that the amount of ramping needs would increase by up to
30MW/min to 40 MW/min with 20% renewables [46]. A later study found similar
ramp rate increases and determined that the amount of incremental load-following
capacity that would be needed as a result of the variability and uncertainty of VG
was 845 MW and 930 MW for upward and downward load-following capacity,
respectively [47]. Figures 5.3 and 5.4 show the total capability of load-following up
and load-following down, respectively, from the generating fleet. Figure 5.5 shows
the same information as Fig. 5.4, except that the total load-following down capability
is not limited by resources that are self-scheduled and not offering their flexibility
to the market. As shown, some of the early morning hours would not be able to
meet the total load-following down capability of 930 MW (Fig.5.4). However, if
more resources changed from being self-scheduled resources to flexible resources,
the requirement could be met easily (Fig.5.5). This can support the idea that further
incentives are needed for the self-scheduled resources to offer their flexibility to meet
the increased flexibility needs resulting from increased VG.

In August 2011, the CAISO board of governors approved a flexible ramping con-
straint mechanism in the ISO energy market design [48, 49]. This is an additional
constraint added to the market-clearing engine that ensures that sufficient ramp-
ing capacity is committed and available in the real-time commitment and real-time
dispatch process. The use of this constraint reduces infeasibilities in the dispatch
procedure compared to when ramp capability is not committed, reduces the need
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Fig. 5.3 Load-following up capability in generating fleet, summer period 2009-2010 (Source:
from [47])

for reliance on regulation reserve and relying on neighboring balancing errors, and
eliminates the need to biased hour-ahead forecasts to prepare for potential variations
in real time. At present, the constraint was only for upward ramp capability needs.
The amount of ramp capability that is required in the constraint is determined by the
CAISO operators based on the following:

1. expected level of variability for the interval;

2. potential uncertainty as a result of load and VG forecast error;

3. differences between the hourly, 15-min average net load levels and the actual
5-min net load levels.

These levels are determined from historical data, and the total requirements are
published for the various market processes.

Similar to other ancillary service products, there is a potential for a lost opportunity
cost for resources that are withholding their capacity to meet this ramping constraint.
If a resource foregoes profit in the energy market or other ancillary service market to
reserve capacity for the ramping constraint, it has a lost opportunity cost for serving
the ramp constraint. In the current market design for this flexible ramping constraint,
all resources that meet this ramping constraint with capacity that is not being used
for other ancillary service products are paid the marginal resource’s lost opportunity
cost. The value is based on the incremental cost that would be incurred by the system
if increasing the ramping need by one unit. Currently, there is no allowance for other
costs associated with ramping to be added—i.e., no separate bid for this product—

ST

Fig. 5.4 Load-following down capability in generating fleet, summer period 2009-2010 (Source:
from [47])
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Fig. 5.5 Load-following down capability in generating fleet if self-scheduled resources are
included, summer 2009-2010 (Source: from [47])

therefore, the only way for a resource to get paid to provide ramping capability under
this ramping constraint would be if a lost opportunity cost were incurred. All of the
costs associated with the price paid to suppliers selected for the flexible ramping
constraint are currently paid by demand.

During the first few years of the flexible ramping constraint, some observations can
be made. In 2012, the total cost to this constraint was approximately $20 million,
compared to $35 million for the spinning reserve market [50]. It was found that
during this time period much of the flexible ramping capacity was in the northern
part of the system and often unavailable to provide assistance in relieving congestion
in the southern part of the system. Table5.10 shows additional statistics from the
first year the constraint was enacted. The table shows total payments, the percentage
of intervals in which the constraint was binding (i.e., nonzero, when the constraint
required change in dispatch), the percentage of intervals in which the flexibility
constraint requirement could not be met (i.e., had a procurement shortfall), and the
average price of the constraint when it was binding. The spring time period had the
highest prices, as well as the most binding and short intervals. Payments seemed to
be greatly reduced by the end of the year. However, the first quarter of the following
year 2013, the costs of flexible ramping constraint were $10M, half that of the entire
previous year, whereas spinning reserve costs were approximately $6M [51]. This
was mostly because the ISO increased the requirement more consistently than it did
in 2012. The costs reduced by the end of the 2013

After the flexible ramping constraint was approved, the ISO and its stakeholders
proposed a full flexible ramping product similar to other ancillary service products.
The ISO, along with stakeholders and its board of governors, agreed that greater
market effectiveness could be gained by developing market-based products that can
better identify, commoditize, and compensate for this flexibility. The main differences
in the flexible ramping product from the constraint described above are the inclusion
of downward ramping, the change in using the 5-min real-time dispatch interval
rather than the 15-min real-time pre-dispatch model, the inclusion of the product
in the day-ahead market, and a flexibility demand curve. Because CAISO uses a
multi-period market-clearing engine, ramping requirements are already within the
model based on the expected change in net load from one interval to the next. This
is the minimum ramping requirement that must be met. The ISO then will require
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Table 5.10 Statistics for the first year of flexible ramping constraint in CAISO (Source: from [50])

Month Total payments to | Intervals Intervals with Average shadow
generators ($M) | constraint was procurement price when
binding (%) shortfall (%) binding ($/MWh)
January 245 17 1.0 38.44
February 1.46 8 1.3 77.37
March 1.90 12 1.0 42.75
April 3.37 22 1.5 39.86
May 4.11 23 6.0 79.48
June 1.49 13 23 77.37
July 1.01 8 14 42.75
August 0.77 7 12 39.86
September 1.03 13 0.8 79.48
October 0.9 9 1.0 39.19
November 0.23 4 0.5 53.34
December 1.09 9 1.6 61.84

additional ramping capability requirements above the expected ramping requirement
to meet the unexpected ramping capability requirement, which can be as high as
the 97.5th percentile change in net demand (or 2.5th percentile for the downward-
ramp capability). Between the minimum and maximum ramp need, there is a stepped
demand curve. This will ensure that the ISO will procure a certain amount of ramping
capability based on both the need and the additional cost. The penalty costs that are
a part of this flexible ramping product demand curve are based on the probability of
power balance violations as a result of not having ramping capability and the penalty
cost of those violations. The maximum price of ramping capability of 250 $/MWh
is set when there is not enough ramping capability to meet the minimum ramping
need, i.e., the expected ramping need.

Other market and settlement rules accompany the new flexible ramping product.
Bids for ramping capability are only allowed in the day-ahead market. The prices that
occur in real time are based on only the lost opportunity cost incurred by ramping
units not able to fully participate in the energy or ancillary service markets, or from
the penalty prices that are part of the flexible ramping product demand curve. The
settlement between the day-ahead and real-time markets is performed similarly to
other products, including energy. The quantity of flexible ramping capability avail-
able in the day-ahead market is sold at day-ahead flexible ramping prices, and the
difference in real time is paid (or bought back) at the real-time flexible ramping
capability price. Note that the difference takes into account the interval resolution of
the different markets (i.e., because the day-ahead market is hourly, it is divided by
12 to calculate the difference from the real-time market ramping capability, because
the real-time market is in a 5-min resolution).
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Table 5.11 Generator properties for flexible ramp example

Generator Bid cost ($/MWh) Ramp rate (MW/min) | Pmax
Gen 1 25 100 500
Gen 2 30 10 500

The importance of the flexible ramping product can be illustrated with some
short examples from [52]. This importance can be shown simply with the expected
ramp capability need before discussing the need from unexpected ramp capabil-
ity. As discussed, CAISO, like many other ISOs, solves the real-time market using
a multi-period market-clearing engine (e.g., multi-period security-constrained eco-
nomic dispatch). The first example is a two-period dispatch solution with a load of
420 MW in Interval 1 and 590 MW in Interval 2. The second example is the same
scenario with a flexible ramping product requirement set to require slightly more
ramping capability than the inherent need from the first scenario (170.01 MW in 5-
min). Both scenarios use a two-generator set with characteristics shown in Table 5.11.
Both generators have zero-cost bids for flexible ramping and minimum generation
levels at 0 MW.

Both scenarios have essentially identical operational results (see Tables5.12 and
5.13). However, the prices that result are quite different in each scenario because
of the flexible ramp requirement. The prices are based on the marginal cost of the
entire period for providing the service in the associated time interval. Finally, with
the different distribution of pricing, it turns out that the revenues for both units
will be equal in both scenarios when both intervals are settled. The main issue that
CAISO describes in the draft summary is that the current market design will consider
only the first interval during multi-period dispatch as the binding settlement interval.
Because the price of the second interval will change when it is the binding interval,
the overall result is that the revenues of the units will not be the same, even though
the operational results will still remain identical. The first scenario would not have
the same incentive for providing flexibility as would the second scenario.

The example above shows some benefit of the flexible ramp product when
expected variability is present. The product will also increase the ramping need
above the expected ramp to be able to meet the unexpected ramp need (ramp needs
that are not forecasted). This allows for resources to have capacity and ramp available
in case a ramping event occurs. Pricing based on the lost opportunity cost allows all
resources to be indifferent whether providing flexible ramping or energy either for
certain or uncertain ramping events.

Table 5.12 Scenario 1, multi-interval dispatch

Generator Interval 1 (LMP = 25 $/MWh) Interval 2 (LMP = 35 $/MWh)
Energy Flex Energy Flex

Gl 380 0 500 0

G2 40 0 90 0
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Table 5.13 Scenario 2, flex reserve product

Generator | Interval 1 (LMP = 30 $/MWh, FRP = 5 $/MWh)| Interval 2 (LMP = 30 $/MWh)
Energy Flex Energy Flex

Gl 379.99 120.01 500 0

G2 40.01 50 90 0

MISO has proposed a similar product to CAISO, the up-ramp capability and down-
ramp capability [53]. MISO had claimed that the most common reason for scarcity
pricing conditions in its area was not caused by limited capacity but by insufficient
ramp capability. These scarcity conditions were causing large price spikes in the
energy and ancillary service markets. The product would be introduced in both day-
ahead and real-time markets to ensure enough ramping capability would be available
in the future. The product has similar concepts to CAISO, including a demand curve
for insufficient ramp capability, pricing based solely on the lost opportunity costs
from other products, and a requirement based on historical information to meet both
expected and unexpected ramp requirements. MISO has also included deliverability
requirements within the ramp capability conceptual design. The schedules for up-
ramp capability and down-ramp capability would be made such that, when combined
with energy, the full deployment of that capacity will not violate any transmission
constraints assuming pre-defined locations of the variability and uncertainty that
caused the ramp capability need. This ensures that the locations of reserving the
ramp capability will be able to be deployed without transmission constraints when
needed. The product is being filed with FERC, and it is not likely to be introduced
into the market until 2015.

One key difference between the CAISO and MISO approaches is how the pay-
ments for the ramping capability will be allocated. In the current CAISO proposal,
the allocation will be based on a cost causation principle while the MISO proposal
will be based on primary beneficiaries of the product. In CAISO, the allocation is
proposed to be distributed among loads, suppliers, and fixed ramp resources (e.g.,
external transactions and internal self-scheduled resources). Loads causing need for
ramping will be allocated based on their 10-min movement. Suppliers will be allo-
cated based on their 10-min uninstructed deviations from real-time schedules. Fixed
ramp resources will be allocated similarly to load based on 10-min net movement.
This allocation proposal from CAISO will be the first which an ancillary service costs
are reimbursed through cost causation principles as opposed to it being reimbursed
fully by load-serving entities.

Other market operators are not seeing the need for this new ramping product to
incentivize flexibility. For example, NYISO has suggested that the DAMAP, make-
whole payments, and optimal operating resources at their most efficient production
level are sufficient and fully incorporate load-following (flexibility) services into
pricing and scheduling outcomes. An additional payment for this flexibility would
be unnecessary. Although ERCOT has a supplemental reserve service in its new
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ancillary service market redesign, similar to those products in CAISO and MISO,
it also notes that such a service will not ultimately be required in the long term
[40]. This is contrary to the direction of CAISO and MISO. The differences between
these market designs should be further studied. For example, the need in CAISO
may be because of the higher amount of self-scheduled bilateral agreements that
have been in place since the energy crisis in 2000 and 2001, limiting the amount of
flexibility available to the system. MISO has a very large coal fleet, which has limited
flexibility. NYISO has a significant amount of flexible natural gas on their system,
which could be why they have not seen a need yet for incentivizing further flexibility.
One size does not fit all when it comes to electricity market designs, and each area
has solved its historical issues through specific designs involving the stakeholders
and market participants in each area. The topic of flexibility incentives should take
a more holistic view to see what the reasons are for further market design changes,
how these changes should occur, and how increasing amounts of variable energy
resources may affect these market design changes.

5.6 Conclusion

This chapter discussed the importance of short-term flexibility in system operations
and how that flexibility is needed to better accommodate the increased variability
and uncertainty of VG. Flexibility, though often hard to define, is an important
characteristic that should be incentivized so that it can be called upon when it is
needed. There are many different forms of flexibility and different ways that market
operators can extract that flexibility. Market designers have established numerous
traditional mechanisms to incentivize resources to offer their flexibility to the market
and new, recent mechanisms that attempt to further incentivize increasing levels of
flexibility when that flexibility is needed. Things like make-whole payments and
evolving ancillary service markets can incentivize flexibility while self-scheduling
and hourly settlement intervals can inhibit needed flexibility.

The various regional markets have not converged on approaches to incentivize
flexibility in short-term markets. For example, a number of market regions have
proposed new flexible ramping ancillary service products to incentivize further flex-
ibility, whereas others have decided this is unnecessary and current mechanisms may
already get the needed flexibility. Whether these differences are because of regional
differences in the system characteristics, generating portfolios, or existing market
rules or procedures is still undetermined. Further research should study these dif-
ferent designs with varying system characteristics to make conclusions on whether
certain market mechanisms do in fact fit different characteristics more than others.

A number of new scheduling software programs have been developed that show
ways of providing flexibility at low cost and improved reliability with increased
levels of VG. The ways in which the pricing is determined in these new scheduling
models is not always as straightforward. When new methods appear to reduce costs or
improve reliability, it is important that the resulting prices are analyzed to determine
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whether the resources providing the flexibility to improve system operations are
actually being incentivized to do so and that unintended consequences are avoided.
Otherwise, although it looks like costs are reduced or reliability is improved in the
short term, the resources may not be incentivized to do as directed; therefore, in the
long term, these improvements and projected cost savings may not be realizable.

Due to the complicated nature of the electric power system and the relationship
of all market products (e.g., energy, ancillary service, capacity) with each other, it
is important that any new modifications to one design do not adversely impact the
other. When new designs are made to improve the way that flexibility is incentivized,
careful analysis should determine whether this will affect how other markets incen-
tivize other required attributes. Research that goes into new designs should always
account for how it may affect other designs. In addition, metrics that are used to
show the benefits of any design should be all encompassing. If one design reduces
the system production costs, further evaluation should ensure that it either improves
or keeps constant the reliability and incentive structure of the system. Therefore, fur-
ther research into the new designs that may improve incentivizing flexibility should
consider all system metrics to the extent that it can, before promoting a new design
to be put into practice.

The electricity designs that have been developed in the United States are very
sophisticated due to the intricacies with including the physics of the power system
within the market mechanisms. Many of the trends of electricity market design evo-
lution, especially with the further improvements with software computational capa-
bilities, have moved toward greater complexity. Another debated topic is whether
this complexity is necessary. Should the energy markets be simple with one-part
bids and offers? This question will likely continue to be at the center of all market
design changes as the thinking continues to evolve.

Many of the mechanisms described in this chapter could have more significant
impacts when even greater penetrations of VG are integrated onto the system. Designs
such as primary frequency response markets, pay-for-performance ancillary services,
and convex-hull pricing are all in their infancy, and their impacts on a changing system
should be analyzed further. The research performed in these areas should help all of
the market areas find some consistency going forward when determining appropriate
market designs with these continually changing systems.
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Chapter 6

Long-Term Resource Adequacy, Long-Term
Flexibility Requirements, and Revenue
Sufficiency

Erik Ela, Michael Milligan, Aaron Bloom, Audun Botterud,
Aaron Townsend and Todd Levin

Abstract Variable generation (VG) can reduce market prices over time and also the
energy that other suppliers can sell in the market. The suppliers that are needed to
provide capacity and flexibility to meet the long-term reliability requirements may,
therefore, earn less revenue. This chapter discusses the topics of resource adequacy
and revenue sufficiency—that is, determining and acquiring the quantity of capacity
that will be needed at some future date and ensuring that those suppliers that offer
the capacity receive sufficient revenue to recover their costs. The focus is on the
investment time horizon and the installation of sufficient generation capability. First,
the chapter discusses resource adequacy, including newer methods of determining
adequacy metrics. The chapter then focuses on revenue sufficiency and how suppliers
have sufficient opportunity to recover their total costs. The chapter closes with a
description of the mechanisms traditionally adopted by electricity markets to mitigate
the issues of resource adequacy and revenue sufficiency and discusses the most recent
market design changes to address these issues.

This chapter is based on the detailed discussion of existing and evolving market designs to
ensure resource adequacy and revenue sufficiency to meet the increased needs from variable
generation [1, Sect. 3].
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6.1 Introduction

In this chapter, we focus on two related topics:

1. Resource adequacy, including newer methods of determining adequacy metrics.
2. Revenue sufficiency and how existing and evolving market designs may enable
resources to retrieve sufficient revenue to ensure long-term resource adequacy.

The focus here is on the investment time horizon and the installation of sufficient
generation capability. Operational issues, which are closely related, were addressed
in the previous chapter.

The topics of resource adequacy and revenue sufficiency—the process of deter-
mining the quantity and acquiring that quantity of capacity that will be needed at some
future date and ensuring that those resources that offer the capacity receive sufficient
revenue to recover their costs—are the focus here. Resource adequacy is generally
based on one or more metrics that quantify the long-term reliability of the generation
supply (and possibly demand-response resources) and its ability to meet load. When
sufficient capacity is acquired—whether through a market, payment, or other incen-
tive, or through a direct regulatory process—resources must have an opportunity
to earn sufficient revenue to remain in the market. Without revenue sufficiency to
recover both variable and fixed costs, it is likely that resources would retire from the
market, potentially compromising long-term reliability. Also, as more variable gen-
eration (VG) is brought online, there is a need for greater flexibility attributes from
new and existing market participants and technologies. This brings a new dimension
to the traditional resource adequacy question of whether there is enough capacity
and adds the question of whether there is sufficient flexibility within that capacity.

Several alternative approaches are available to solve the problems that we iden-
tify in this chapter. Rather than recommending any single approach, we present an
overview of these alternatives. First, we discuss the issues that make ensuring long-
term resource adequacy and revenue sufficiency in electricity markets challenging.
Then we discuss the current mechanisms for ensuring resource adequacy and the
importance of revenue sufficiency. Next, we discuss how the increased penetrations
of VG, with its diurnal and seasonal availability patterns, high capital costs and low
variable costs, and its increased variability and uncertainty can change the methods
and needs of resource adequacy and revenue sufficiency. We present the historical
designs that US wholesale electricity markets have used to address these issues.
Finally, we present a review of the most recent market design changes to address
resource adequacy and revenue sufficiency with a focus on how they are evolving to
meet the needs due to increased VG.
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6.2 Challenges to Ensuring Long-Term Reliability

In a perfect world, reliability would be bought and sold in a competitive market. This
market would feature consumer choice, as exercised by individual demand curves
that would be aggregated to the market level, and supply curves that would result in
economically efficient market equilibrium. In this perfect world, there is no market
power (among buyers or sellers), no free riders, and consumers are free to buy as
much (or as little) reliability as they desire at the market price. However, as is well
known, most retail consumers purchase electricity via administered prices that are
most often a characterization of average total cost plus an administered profit rate.
Most consumers are thus insulated from price swings that are, or would be, a function
of the relatively volatile cost and marginal wholesale prices of electricity at the bulk
system level. In addition, electrical neighbors who wish to purchase different levels of
electric reliability must instead purchase the same amount because there is currently
no way to differentiate reliability among customers on the same feeder. These issues-
that consumers are insulated from actual time-sensitive prices and consumers cannot
choose the level of their individual electric reliability-are the two primary demand-
side flaws that impact the way that electricity markets are designed.

To be economically efficient—by providing the level of product desired by soci-
ety at the lowest cost—markets must have functioning supply and demand functions.
Market equilibrium is achieved when the plans of buyers coincide with the plans of
sellers. In a free market, buyers can choose whether or not to purchase the product
at the market price. Price is related to cost, although this relationship may be com-
plex. However, the fundamental principle is that if cost, and therefore price, were to
increase, at least some consumers would withdraw from the market.

Well-functioning markets also allow for producers to differentiate among cus-
tomers—i.e., a customer who is not willing to pay a given price does not receive the
product. In the case of electric reliability, it is usually not technically or economi-
cally possible to differentiate levels of reliability to customers (especially residential
customers) who may be willing to pay more for reliable service—or, conversely,
customers who may be willing to receive a lower level of reliability in return for
lower prices.

Thus, resource adequacy is not based on a true market outcome. Instead, in most
cases itis based on a long-term reliability standard defined by policy. Instead of prices
that ration electricity usage, a somewhat-arbitrary reliability standard is introduced
along with administered pricing rules that have the effect of muting most forms of
price-response from most consumers. There is yet another complication: in some
regions, there is only an approximation of a reliability standard, known as a planning
reserve margin (PRM). The PRM is usually defined as the percentage by which
installed capacity exceeds annual peak demand. In some cases, there is an adjustment
to the PRM or to installed capacity that allows for some consideration of the reliability
target. This is discussed in more detail in the next section.

In general, markets require the ability of participants to define the product, its
quantity, and price. Price is determined by the intersection of the demand and supply
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curves of buyers and sellers. Reliability targets in the power system exist because the
two demand flaws [2] of the market for electricity prevent markets from function-
ing effectively. Thus, bridging the gap between reliability and electricity markets is
challenging. Fundamentally, there are several requirements, including the following:

e A method for choosing and assessing the resource adequacy target.

e Determining whether the resource adequacy target has been, or will be, achieved.

e Determining the contribution of each entity toward meeting the resource adequacy
target.

e Utilizing the right time horizon for meeting resource adequacy targets (e.g., 1 year
ahead, 3 years ahead, etc.).

When the resource adequacy target is achieved, will the energy and ancillary service
markets result in revenue sufficiency? If not, implement measures to ensure the long-
term viability of resources that are needed to achieve reliability or other objectives.

In systems with significant levels of VG, additional questions may need to be
addressed:

e How does the resource characteristics of VG influence reliability calculations and
resource adequacy targets?

e Does the capacity have the right flexibility attributes to effectively handle the
increased variability and uncertainty characteristics of VG in grid operations?

e How does VG itself contribute toward the required capacity adequacy require-
ments?

6.3 Achieving Long-Term Resource Adequacy
and Revenue Sufficiency

As described above, because of the limited price elasticity of demand and the inabil-
ity of suppliers to curtail load based on consumers’ reliability preferences, and also
because of the length of time involved to build new supply resources, the combined
wholesale and retail electricity markets will not function like other commodities
markets. Resource adequacy must be considered to ensure that the electricity supply
is sufficient to serve load that appears as an inelastic demand. Determining whether
resource adequacy targets are achieved is a probabilistic problem. Well-known meth-
ods exist and are based on loss-of-load probability (LOLP) and related metrics. PRM,
the ratio of installed capacity to peak demand, does not directly address resource ade-
quacy. This is why the existing capacity markets in the United States perform some
type of mapping to areliability-based metric. In nonrestructured areas, there is a mix-
ture of whether and how PRM and reliability-based metrics are used. In this section,
we show why the PRM, by itself, is an inadequate tool for measuring reliability and
why a probabilistic reliability-based metric is a more rigorous reliability target. This
is why some markets derive a PRM from a probabilistic assessment. Loss-of-load
expectancy (LOLE), or a related reliability-based metric, is essential to ensuring that
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the long-term supply is adequate, and it also gives a meaningful way of determining
whether resources are needed for long-term reliability and whether they should be
incentivized to remain in the market.

Because of the reasons described above, including the large capital costs for gen-
eration, effective inelasticity of demand, and regulatory price caps in the wholesale
markets, the level of revenue and profit determines whether a resource remains in
the market. A resource that is needed to maintain a reliable and secure power system
must earn enough revenue to recover both its variable and fixed costs. This concept
of revenue sufficiency is the second focus of this section.

6.3.1 Resource Adequacy Calculations

A common reliability target in the United States is a LOLE of 1 day in 10 years. This
means that generation supply is sufficient nearly all the time. Alternative targets can
be adopted if desired, and the choice of the reliability target is largely one of policy.
In modern interconnected systems, it is likely that the LOLE of any one particular
area is overstated because if there is insufficient generation within a given balancing
authority area, emergency imports may be available from neighboring systems as long
as transmission capacity is available. In any case, using reliability metrics provides
information regarding how often and/or how much of a generation shortfall might
exist.

Reliability models are used by system planners to calculate the LOLE or similar
metric for existing or future system configurations. If the calculated LOLE value
is higher than the target, alternative resources can be added until the actual LOLE
matches the target LOLE. Traditionally, LOLE was calculated using a single data
point per day, chosen from the peak hour of the day [3]. To calculate the daily LOLE,
each generating unit’s capacity and forced outage rate (FOR—the probability the
unit would be in an unplanned outage state) are used in a mathematical convolution
with forecast demand values [4]. This approach explicitly considers each of these
data points to the contribution of a generator to meeting load on a statistically-
expected basis. For example, a 100-MW unit with an FOR of 0.10 would have a
higher statistically expected output than another 100-MW unit with a 0.20 FOR.
Thus, the convolution of multiple units with differing capacities and FORs forms the
basis of the reliability calculation and related metrics. Using this simple example,
the first generating unit would be considered to have 90 MW of unforced capacity
(UCAP) [100 MW x (1 — FOR)].

Additional metrics may be used instead of LOLE. A relatively simple extension is
to apply the basic LOLE convolution algorithm to hourly data instead of to daily data.
Interest is increasing in evaluating the performance of this hourly metric, expected
loss-of-load hours (LOLH), with the increasing levels of VG that behave differently
than more conventional thermal generation.

The relationship between LOLH and LOLE (measured in days) is not straightfor-
ward. Unless otherwise specified, LOLE will be taken to mean a LOLE measured
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in days. The traditional LOLE calculation accounted for whether an outage might
occur in a given day, given the LOLE. Because no hourly data were used in the cal-
culation, there was no way to know, or to calculate, how many hours within the day
an outage might occur. Generally, the calculation assumed that if an outage occurred
in a given day, there could be anywhere from one hour to many hours of outage. The
LOLE days did not have that information. Conversely, LOLH explicitly calculates
the number of hours in a year in which there may be insufficient generation supply.
For further discussion on the differences between LOLE days and LOLH. From this
discussion, we can conclude that an LOLE of 1 d/10 y is not the same as an LOLH
of 2.4 hty.!

Another, simpler approach to measuring resource adequacy is the use of the PRM,
often expressed as a percentage of capacity above the forecasted peak demand.
Because the PRM includes only data regarding capacity and ignores data regard-
ing forced outages, it is easy to see that PRM is not fundamentally a reliability
metric-it cannot distinguish between two systems with the same installed capacity
and peak loads but with different FORs.

Milligan and Porter [5] provide an example in a parametric study of a system
based on the CAISO system. Increasing the FOR on a subset of the thermal units and
simultaneously increasing the number of new 100-MW units to maintain a 0.1 d/y
reliability target, they found that the PRM required to maintain reliability increased
from approximately 15% to nearly 24%, as illustrated in Fig.6.1.

The implications of this analysis seems clear: when establishing resource ade-
quacy targets, the PRM metric may not prove to be very useful, especially in systems
with large penetrations of VG (or any other generation that has a relatively low ratio
of capacity value to installed capacity). Although it is possible to calculate the PRM
that would resultin a 0.1 d/y LOLE target, which is done by some markets, the value
of the PRM metric is still questionable because it can no longer be used to compare
different systems, nor does it provide consistent information regarding resource ade-
quacy. Common values for a PRM on historical systems range from approximately
13-18% (North American Electric Reliability Corporation, or NERC [6]).

TEor example, SPP uses 2.4 h/y, which results in a lower reserve margin than 0.1 LOLE (see Astrape
Consulting [3]).
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The contribution of any resource, or group of resources, to resource adequacy can
be calculated using the effective load-carrying capability (ELCC) method, which
is built on one of the more fundamental reliability metrics, such as LOLE, LOLH,
or expected unserved energy (EUE). This approach can be applied to conventional
generation, and it can also be applied to VG. Details can be found in Keane et al. [7]
and NERC [8]. The ELCC represents the additional load that can be supplied by the
resource being evaluated, holding long-term reliability constant. Historically, this set
of calculations has been computationally demanding, so alternative approaches have
been developed to rate individual generators. These simplified methods, however,
should be benchmarked against the full reliability approach to ensure that they are
reasonable (see [5, 7-9]).

For example, a 200-MW gas unit with an FOR of 0.10 would have an ELCC
of approximately 180 MW. A 200-MW wind power plant with a capacity factor of
35% might have an ELCC of 30 MW, or 15% of its installed capacity. Note that
this example points out a fundamental difference in the ratio of capacity value, as
measured by ELCC, to installed capacity when resource types are compared. We
discuss the implications of this in more detail later in this section.

The ELCC calculation is graphically illustrated in Fig.6.2. The example uses a
target of 1 d/10 y LOLE. The left curve shows the relationship between the level of
peak load that can be served and the LOLE. At the target of 1 d/10y, a 10-GW load
can be served, and as the curve shows, a lower load will have a higher reliability
level and a higher load would have a lower reliability level. When a new generator
is added to this system, the reliability curve shifts to the right, and the distance of
this shift depends on a combination of system and generator attributes. The example
diagram shows that the additional load that can be served while maintaining the 1
d/10y level of reliability is 150 MW; thus, the new generator has a 150-MW capacity
value.

. = Original Rellability Curve
0.42 = Relabilty Gurve 2Her Adding New Generation
— Target Refiability
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Fig. 6.2 ELCC is the horizontal difference between the reliability curves evaluated at the target
reliability level (Source: from NERC)
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The usual mathematical formulation for LOLE is based on the daily or hourly
estimates of LOLP. The LOLE is the sum of these probabilities, converted to the
appropriate timescale. The discussion that follows is based on the calculation of the
LOLE in terms of days/year; however, the same procedure can be applied to the
LOLH calculation with minimal changes. The annual daily LOLE can be calculated
as:

N
LOLE = P[Ci < L;] (6.1)

i=l1

where P denotes the probability function, N is the number of days in the year, C;
represents the available capacity in day i, and L; is the daily peak load. To calculate
the additional reliability that results from adding VG, we can write LOLE’ for the
LOLE after the new capacity is added to the system as:

N
LOLE' = P[Ci+g < Li] (6.2)

i=1

where g; is the power output from the generator under evaluation during hour i.
The ELCC of the generator is the additional system load that can be supplied at a
specified level of risk (LOLP or LOLE).

N N
D P(Ci<L)=> PICi+g < (Li+AC)] 6.3)

i=1 i=1

Calculating the ELCC of any generator amounts to finding the values AC; that satisfy
Eq. (6.3). This equation states that the increase in capacity that results from adding a
new generator can support AC; more MW of load at the same reliability level as the
original load could be supplied (with C; MW of capacity). To determine the annual
ELCC, we simply find the value AC),, where p is the hour of the year in which the
system peak occurs after obtaining the values for AC; that satisfies Eq. (6.3). Because
LOLE is an increasing function of load, given a constant capacity, we can see from
Eq. (6.3) that increasing values of AC; are associated with declining values of LOLE.
Unfortunately, it is not possible to analytically solve Eq. (6.3) for AC),. The solution
for AC, involves running the model iteratively for various test values of AC, until the
equality in Eq. (6.3) is achieved to the desired accuracy. Historically, this calculation
was considered to be computationally expensive, and many simplified approaches
were developed as shortcuts [10]. However, modern computers can easily manage
the computations in a short amount of time.

In modern interconnected power systems, it is likely that during emergency events,
such as generation outages, neighboring systems can provide emergency capacity
provided there is an unconstrained transmission path and operational procedures in
place that allow this response. This may fundamentally alter the LOLE calculation,
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and this issue was recognized by the Integration of Variable Generation Task force
convened by the North American Electric Reliability Corporation. The task force
recommends full transparency in reliability assessments with regard to the way inter-
connected systems are modeled [8]. Examples of the impact that transmission plays
in resource adequacy have been shown in recent research [11, 12]. Transmission can
enhance long-term reliability, and in some cases it can reduce the need for generating
capacity [11].

Capacity contributions of any generator will be subject to interannual variations,
although the properties of this variability will differ among technologies. As an
example, a thermal plant with an ELCC of 90-95% of its installed capacity, can
experience a forced outage event during high-LOLE peak periods, and could con-
ceivably contribute nothing toward meeting load in that year. Similarly, wind and
solar generation is a function of the weather and thus may vary from one year to
another around the long-term value. More details on LOLE and ELCC for systems
with VG can be found in NERC [8].

Resource adequacy is measured in terms of a reliability metric. However, there
is no market (or market characteristic) for reliability. Because two otherwise identi-
cal plants with different FORs have different ELCC values, using installed capacity
as the metric for measuring resource adequacy will result in at least a small, but pos-
sibly a relatively large, divergence from the goal of resource adequacy. Conversely,
if a target level for installed capacity is utilized, no information about FORs are
incorporated in the market. The simplified methods for calculating wind capacity
value only include reliability information insofar as the input data represents the
time periods of high risk—high LOLP—and that data time series is sufficiently long.

One way to improve this approach is to utilize UCAP. This is done by each of the
existing capacity markets in the United States—PJM, MISO, and NYISO—although
the mechanisms are different [13]. The various capacity auctions are conducted so
as to account for UCAP, even though the market may directly address installed
capacity. This means that all capacity acquisitions via the market account for the units’
contribution to system reliability and do not simply account for installed capacity.
The specific UCAP value will vary based on resource type and by region. This allows
two plants of the same size but with different FORs to be differentiated.

Calculating resource adequacy for a future time period is complex. Resource
Adequacy targets are predicated on demand forecasts for future time horizons, and
the likelihood of over- or underestimating demand as these time horizons increase.
The contribution of different types of resources, including demand response, for
which characteristics may not be well-known today can be challenging to ascertain.
The future is always uncertain. Is it more appropriate to develop a range of targets
using multiple scenarios? Can they be combined to form a stochastic expected value,
or evaluated subject to a probabilistic hedge? Are there other strategies such as
minimizing maximum regret?
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6.3.2 Revenue Sufficiency

The missing-money problem [2] is the concern that even robust energy markets may
not provide sufficient revenue for at least some generators to earn sufficient revenue
to pay for both variable cost and fixed costs. It predates large amounts of VG. It occurs
fundamentally because of the market failures described in Sect. 6.2 and the concern
that insufficient revenue will result in insufficient installed capacity to serve the load,
especially during peak periods, because there is insufficient incentive for generators to
build new capacity or even maintain existing capacity. In particular, limited demand-
side participation may lead to inadequate scarcity pricing that suppress revenues
from the energy market.

Other technical characteristics of electricity markets will impede them from func-
tioning at or near the level of an ideal market. The two demand-side flaws of (1) the
inability for buyers to respond to price and (2) the inability for suppliers to supply
different levels of reliability imply that there will be some degree of market failure
unless a clever approach can be discovered to overcome these obstacles.

Therefore, the market for electricity does not possess the necessary characteristics
to perform as a perfectly competitive market; however, markets for specific electricity
products, such as bulk energy and ancillary services, can still perform well if there are
many buyers and sellers, along with limited congestion and limited market power (i.e.,
increasing the level of competition). These markets still suffer because the consumer
usually cannot respond to price. The system operator is then constrained to provide
energy up to an administered level of reliability. When reliability is compromised, or
if the operator has concerns that it might be, the threat of penalties or actual reliability
events can result in paying high prices for electricity that may exceed the value of
the energy from some consumers’ point of view. Additionally, it is also well-known
that outages are very costly, therefore a strong argument can often be made that the
system operator must incur high purchase costs to avoid outages. Thus, the value of
lost load (VOLL) has been estimated as high as $77 000/MWHh, although there is a
wide variation in estimates for different consumer groups and regions [14].

In the early periods of market design, industry and researchers have made numer-
ous arguments that energy-only markets cannot incentivize appropriate investment.
Crampton and Stoft [15] succinctly state several of the issues of energy-only markets
and conclude that a forward capacity market is required to ensure reliability:

“The misconception...is the notion that a cleverly designed ‘energy-only’ market can induce
optimal adequacy, or something close to it, even while the market has insufficient demand
elasticity...In an ideal market, with sufficient demand elasticity, the market always clears.
This means there can be no adequacy problem because involuntary load shedding occurs
only when the market fails to clear and demand exceeds supplyenergy prices do what every
economics text says they do, they determine the efficient (not reliable) level of capacity...The
concept of an energy-only market solving the reliability problem without selling a reliability
product is logically impossible. It suggests that ‘the market’ can do something ‘fairly well’
when logic shows that it cannot do it at all.”

Long-term reliability needs and short-term economic costs also contribute to rev-
enue sufficiency concerns. When the variable cost of resources unexpectedly goes
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down (e.g., reduced fuel costs compared to those originally anticipated), the revenues
made could be much less in certain years than they are in others. The expected load
may be less than anticipated as well. Although this might mean that some of these
resources are not needed for reliability, because of the reduced load, they may still
be needed in the near future, and building this capacity is a long-term investment.
At the same time, long-term markets for electricity are typically few and not very
liquid, making it difficult to hedge price and quantity risks for investors.

6.4 Increasing Penetrations of VG Impacts on Long-Term
Resource Adequacy and Revenue Sufficiency

The introduction of VG can have an impact on resource adequacy and revenue suffi-
ciency in many ways. First, determining the contribution of VG toward resource ade-
quacy is very different than the method used for conventional generation. Although
the FORs of an entire collection of wind turbines or photovoltaic (PV) cells is very
rare and not likely to contribute significantly to the resources’ unavailability, the
availability of the fuel source of VG can be quite variable. Changing weather pat-
terns drive how VG can contribute to meeting long-term reliability needs; it is not is
caused by the random forced outages that occur. Second, VG increases the amount
of variability and uncertainty on the system, which can require an increased need for
flexibility (see the previous chapter). Although certain changes to short-term energy
and ancillary service markets may be needed to ensure that the flexibility that is avail-
able is provided, this may not guarantee that sufficient flexibility is built or available in
the first place. This could lead to the need for new ways in which resource adequacy
evaluation is performed. Finally, VG has total costs that are almost entirely fixed
capital costs rather than variable operating costs. This can bring down the energy
prices further, while potentially increasing (or keeping constant) the total variable
and fixed costs in the power system. This could lead to further reliance on markets
or incentives other than the energy market to ensure that the resources needed for
long-term reliability can recover both variable and fixed capital costs.

6.4.1 Calculating the Capacity Value of VG

For VG, the recommended approach begins with the use of time-synchronized VG
data with load. This will implicitly capture the underlying weather that drives load,
solar generation, and wind generation. If data from different years are used for load
and VG, a situation could be easily envisioned in which the load on a given day is
based on hot, sunny weather that induces significant air-conditioning loads, whereas
wind data is based on a cloudy, stormy day. Many other similar examples can result
in a mismatch between the implicit weather driver of load and the VG resource.
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This mismatch would result in an implausible data foundation for the convolution
algorithm. The process underlying the calculation is essentially the same as that
described above for conventional power plants; the exception is that hourly VG
production data (real or simulated, depending on data availability and the specific
study requirements) replaces the use of the generator capacity and FOR. Details on
the method can be found in Keane et al. [7]. The ELCC of wind power plants typically
ranges from approximately 5-40% (see [7]).

Several regional transmission organizations (RTOs) in the United States use sim-
plified methods to calculate the capacity value for wind power. Generally, these
methods have been adopted because of their transparency, and they define a peak
time period and calculate the capacity factor during that period. For example, PIM
calculates the wind capacity factor for the hours ending 3:00 p.m. to 6:00 p.m., June
through August for the most recent 3-y period. For wind power plants with at least
3years of operational data, actual data is used for the calculation. For new wind
power plants, a default value of 13% is used initially, which is replaced as operating
data become available. Rogers and Porter [9] surveyed methods for calculating wind
capacity value during the period from Sept. 2010 to Feb. 2012.

The RTO/ISOs with capacity markets evaluate capacity values for wind resources
as described in [9]. Milligan and Porter [5] and Keane et al. [7] recommend peri-
odic analyses and refinements to ensure that the simplified approaches provide good
estimates of contributions toward resource adequacy using a more probabilistic
approach.

However, note that it is not possible to ensure that these simplified approaches
can accurately capture the reliability aspect of resource adequacy. A simple method
such as that used by PJM (or other similar approaches) may miss times of significant
risk. As an example, Kirby et al. [16] performed ELCC calculations on a 3-y data set
from 2001 to 2003, supplied by CAISO. In 2001, the top 20 peak hours all occurred
in July or August. In 2002, peak demand in July, September, and June ranked above
all hours of August. In 2003, as in 2001, June did not appear in the top 20 peak hours.
In the same study, one year experienced an unusually hot period in late September
and early October. In the early autumn, some generation was taken out of service
for scheduled maintenance as a result of prior planning, and hydro runoff was no
longer providing as much energy and capacity as it was during the usual peak season
from July to August. Some high LOLP hours thus occurred in the autumn, when load
was relatively low compared to levels during the peak season, some generation was
out on maintenance, and hydro was not contributing as much as it was during peak
periods. Thus, the use of predefined peak windows may miss times of system risk
when generating capacity is needed and therefore provide an incomplete picture of
the state of reliability of the generation fleet.

Several possible approaches can overcome some of these obstacles, although they
may also fall short of providing a true picture of resource adequacy. One approach
is to use the top daily or hourly loads. For example, the top 2% of load hours,
approximately 175h, could be evaluated post-hoc, and the VG capacity factor could
be calculated for that period.
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Table 6.1 ELCC does not always match peak-period capacity factors

Resource | 2002 2003 2004 3-Y Average
ELCC | Peak ELCC | Peak ELCC | Peak ELCC | Peak
(% of capacity | (% of capacity | (% of capacity | (% of capacity
rated factor rated factor rated factor rated factor
capacity) capacity) capacity) capacity)

Solar 88 97 83 93 79 94 83 95

Wind 24 19 25 20 30 24 26 21

(Northern

California)

Wind (San| 39 36 24 23 25 28 29 29

Gorgonio)

Wind 26 30 29 24 25 25 27 26

(Tehachapi)

One approach is to identify periods of time during which there is (or may be) high
LOLE. These time periods are closely linked to LOLE or related metrics as well
as the periods of time during which the capacity value of a resource is determined.
Examples of this type of approach have been incorporated into the methods used by
NYISO and PJM to determine the capacity value of wind energy. As described in
Porter et al. [9], these approaches calculate the capacity factor of the wind resource
during the critical time periods and use that as a proxy for the capacity value. In
some cases, the capacity factor may match the more rigorous ELCC fairly closely
[17], but this is not guaranteed. One example of inconsistent matches was shown in
Shiu [18].

In the study, the capacity value (ELCC) of wind and solar generation was evaluated
for a 3-y period. Note that the study suffered from some data anomalies; however,
the results discussed below are most likely robust against the data concerns.

Table 6.1 illustrates the results of comparing ELCC for three wind power plants
and one solar power plant with the capacity factors of these respective plants that were
calculated over the peak period, defined as June to September, 12:00 p.m. to 6:00
p.m. The calculations were based on hourly wind, solar, and load data. The utilities
and CAISO define this time period as the likely time when the system peak would
occur. The table shows that in some cases and for some years, the ELCC matches the
time-period factor method reasonably well. San Gorgonio in 2003 is a good match;
whereas Northern California in 2004 is not. The implication of these results is that
unless a comparison is made between ELCC (which is a reliability metric) and time-
period capacity factor (which is not a reliability metric but is used to approximate it),
the extent to which the approximation method matches the preferred metric of ELCC
is not known. This means that the ability of a capacity market to capture reliability is
not likely. This is not surprising, because there is no specific reliability information
content in capacity factors in spite of the possibility that high-risk (high-LOLP) hours
generally correspond to peak periods.



142 E. Elaetal.

43000

— Ranked by load
— Ranked by LOLP
—— Ranked by load net hydro and interchange

41000 -

39000 1

37000 1

Load (MW)

35000 1

33000 1

31000 T T T T T
0 50 100 150 200 250
Rank

Fig. 6.3 Relationship between rankings of load, LOLP (hourly), and load net of hydro and inter-
change for 2002 (based on [16])

In fact, the assertion that LOLP and load are highly correlated turns out to be
incorrect for at least some regions. Another part of the study by Shiu [18] examined
the change in imports and scheduled hydro energy into the CAISO system during
various peak and near-peak periods. During many of the highest peak demand periods,
additional energy imports were brought in to help support the load. At the same time,
to the extent that the hydro could be scheduled to support these peak periods, hydro
generation was higher during many of the peak periods. Conversely, at some near-
peak, and at many off-peak periods, imports and hydro were lower than at peak times.
This means that during near-peak periods when there was less hydro and imports,
LOLPs could sometimes be higher than during peak periods.

Figure 6.3 illustrates this condition for the 2002 study year [16]. The black curve is
aload duration curve that shows the top 300 h of load. In contrast to the monotonically
decreasing load duration curve, the more erratic behavior of the trace that shows the
ranking of load by LOLP (hourly) shows that there is only partial correlation between
load and LOLP. This partial correlation is clearly not linear, but the downward trend
of the LOLP ranking curve follows the trend of the load duration curve. A similarly
erratic trace is shown when the curve is ranked by load, net of hydro and imports.

Kirby et al.’s [16] analysis provides evidence that there is only a partial correla-
tion between demand and LOLP. A perfect correlation would imply monotonically
decreasing curves for the LOLP-ranking and load duration curve. From this, we can
conclude, that a capacity market that relies on peak periods instead of LOLP or
similar metrics to calculate the capacity value of VG will have difficulty achieving
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reliability targets and that approximations of capacity value by the use of capacity
factor calculated over peak periods will be unlikely to capture the reliability contri-
bution of wind and solar generation to resource adequacy.

Another view of these results can be taken. Because peak periods generally are
the highest risk times for loss-of-load events, system operators and markets will
schedule additional generation, including imports, during those times. The impact
of increasing imports is that LOLP will be reduced for the period of import. Thus,
the system was operated in the way it was intended. Instead, however, some hourly
LOLP values were higher during times that they may not have been expected to be
significant.

Improvements can be made to the time-period capacity factor approximations.
One approach is to perform a ranking of top loads, such as the top 5% or 10% of
loads. Multiple years would provide a more robust indicator of possible future critical
periods, but predicting the future based on the past is always somewhat problematic.
When the sorting exercise is done, it would then be possible to utilize the days/times
that are in the top of the ranking as the basis for a modified capacity factor calculation
for the VG.

As shown, even a load-based ranking does not necessarily capture reliability. To
utilize a simple approach that does not explicitly calculate ELCC, an LOLP ranking
of days or hours could be performed, proceeding similarly to that discussed above.
Rankings of LOLP could be done for 3 y or more, with the times noted, and VG
capacity factors could be calculated over that period. One advantage to either of
these ranking approaches is that it provides transparency to market participants with
regard to the times that capacity availability can help achieve resource adequacy.

6.4.2 Incorporating Flexibility into Resource Adequacy
Needs

As mentioned above, resource performance, in particular the flexibility attributes
of a resource, may be significant enough that these attributes should play a role in
long-term resource adequacy assessment, and potentially also in forward capacity
markets. As experience with VG has increased, there has been a growing recognition
that flexibility needs will change in the future, and how to plan for that flexibility has
become increasingly relevant. The precise mechanism(s) that would ensure resource
adequacy along with the required levels of flexibility are active areas of research.
As an example of one approach to extend the traditional resource adequacy tech-
niques to flexibility analysis, Lannoye et al. [19] adapted LOLP analysis, which is
based on the changing levels of load and generation, using the speed of how rapidly
resources could respond. The adaptation makes it possible to apply LOLP, ELCC,
and related metrics to ramping. Figure 6.4 shows how standard LOLP-related met-
rics map to ramping. This approach makes it possible to put ramping analysis in the
context of reliability because a generator’s ability to ramp will depend in part on
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Fig. 6.4 Proposed metrics to understand how effective load-carrying capability can similarly be
adapted to understand the capability of resources to meet expected flexibility needs (based on [19])

whether it is on forced outage. Generators that have high FORs will have a lower
effective ramping capability compared to a unit with a low FOR, all else equal. It
is not clear what target value to use for the inadequate ramp resource probability
(IRRP) because this is a new area of research. However, a good starting place is to
perform this analysis on existing systems to provide a benchmark that may be useful
in setting the target.

In some parts of the electricity market, a mandate to provide a certain service is
more useful than a market in which prices incentivize only some of those resources
to provide it. For example, some regions require all resources to have synchronous
inertia or a capability similar to inertia [20]. Some reasons that might lead to this
approach include the cost of such service, such as when it is extremely low, lower
than the cost of administering a market to achieve this service, when the market is too
complicated, or when there is low diversity in the costs to provide that service (i.e.,
when it is difficult to innovate and provide the service better or at a lower cost) [21]. If
a mandate requires all resources to have a given level of flexibility, then much of the
following discussion is not relevant. What may be relevant is how to determine how
much flexibility is needed relative to required new capacity and somehow pro-rate
that across units. For example, a requirement that all new generation must provide
a ramp rate of at least 30 MW/min could be based on an assessment that deter-
mines that there will be sufficient ramping if all units have this ramping capability.
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However, it is likely that any mandate like this for all resources would be very inef-
ficient because the cost to provide that flexibility would vary extensively between
different plants/providers and the required flexibility needs would not be achieved at
the least cost.

Ramping is only one part of flexibility. We defined and discussed flexibility in
the previous chapter, but for the discussion related to planning, we assume that key
flexibility attributes can be grouped into two categories:

e Operating range, the difference between maximum and minimum stable output. A
larger operating range suggests a more flexible unit than a small operating range.

e Rate of change from one state to another, including ramping, start-up, shut-down,
etc. A high rate of change per minute or per hour denotes a more flexible unit than
a low rate of change. Quick-start units that can ramp quickly are more flexible
than slow-start units with low ramp rates.

To assess forward flexibility needs, whether for a market or not, some relatively
simple approaches can be used as a starting point. One approach to assessing ramp
magnitude and timing utilizes hourly (or sub-hourly, if available) data for demand,
wind power, and solar power. Similarly to LOLE studies, these should be based
on the same weather year so that the often-complex underlying weather impact on
each of these variables is consistent. Recognizing that system balance is achieved
when the sum of all demand equals the sum of all supply, making maximum use
of the installed wind and solar energy means that the net load—demand less wind
less solar—must be balanced by the remaining fleet.” It remains a simple exercise to
calculate this net load. An example graph or up-ramp needs are shown in Fig.6.5.
The y-axis shows each of the 52 weeks of the year, and the x-axis shows the time of
day. Ramps in this example are average ramps, but the method can be adapted easily
so that the graph shows maximum, minimum, or other ramp metrics, such as mean
plus standard deviation, etc.

To read the graph, find a time and then examine the color/legend. For example,
the morning hours of approximately 5 a.m. to 11 a.m. in Week 26 show large up-
ramp needs. This can be compared to autumn morning up-ramp needs, which are
not as high, and do not last as long. These plots can be compared so that alternative
scenarios or data views can be analyzed. Some examples can be found in Western
Wind and Solar Integration Study Phase 1 [24] and King et al. [23].

Using the same data set as a starting point, various ramp envelopes can be gener-
ated and graphed, as illustrated in Fig. 6.6. This example calculates envelopes of up to
12 h, although there is no limit to the number of hours that can be considered in such
a graph. Each envelope corresponds to a given percentile boundary or probability.
For example, the blue “100% Prob.” curve states that all ramps are bounded by this
curve. The yellow 99% curve bounds 99% of all ramps.

2For the discussion, we ignore the possibility of wind/solar curtailment. In reality, some limited
curtailment or downward dispatch may help achieve economic and/or reliable system operation.
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Fig. 6.5 Estimates of ramp timing and magnitude (based on [22])
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6.4.3 Revenue Sufficiency Challenges as a Result of
Increased Amounts of Low-Variable-Cost Resources

Recent analyses of regions with high penetrations of wind generation indicate that
the low marginal cost of wind generation may decrease locational marginal prices
(LMPs) and thus reduce revenue of all suppliers in the energy market [25]. This may
add to the revenue insufficiency problem for some resources, preventing them from
recovering both variable and fixed costs. This impact of wind power on market prices
is not confined only to the United States but has been apparent in other countries
as well [26]. In addition to the empirical evidence regarding lower LMPs resulting
from VG, the Western Wind and Solar Integration Study Phase II (WWSIS-2) [27]
found that prices were suppressed under VG penetrations of approximately 33%. In
addition to reducing electricity prices, VG displaces other resources via the merit-
order effect, such that capacity factors for other generator types are also reduced.
The question is what the combination of lower energy prices and lower capacity
factors of existing plants implies for revenue sufficiency. It may be possible that even
though the majority of prices are being depressed, the occasions of high price spikes
may increase, helping to capture needed revenue. This may depend, however, on
price caps, market mitigation procedures, and the price levels of administratively-set
scarcity pricing. Finally, the existence and design of forward capacity markets can
have a large impact on the level of revenue sufficiency.

To demonstrate the reduction in operating profits as a result of price suppression
and reduced capacity factors caused by widespread deployment of wind and solar
generation, we examined archived results from WWSIS-2. WWSIS-2 used a unit-
commitment and dispatch model to analyze how the system would operate under
different penetration levels of wind and solar generation. For this analysis, revenues
and costs for each generator type (nuclear, coal, gas combined cycle, gas steam
boiler, and gas combustion turbine) from electricity sales were calculated from the
model results. WWSIS-2 was not intended to study price formation, and the results
included penalty prices that significantly impacted the conclusions from this analysis
of revenues and operating profits. After controlling for the penalty prices by applying
a price cap, the analysis found that capacity factors of certain generator categories
decline and electricity prices are suppressed, leading to lower revenues and operating
profits. This analysis emphasizes the importance of a model providing accurate price
formation in addition to operations, especially in the context of high penalty prices,
such as reserve shortage penalties. The full analysis is presented in [1].

In a separate study, summarized in [1], capacity adequacy and revenue sufficiency
were analyzed using a generation expansion model that finds the optimal portfolio of
thermal power plants for a given wind penetration level considering the variability
in the wind resource and the increased need for operating reserve due to wind power
forecast uncertainty. After the optimal expansion plan was determined for a given
wind level, expansion variables were fixed, and the model was solved again to derive
the prices for energy and spinning reserve that would result under the optimal expan-
sion plan. A case study found that increasing wind penetration reduces energy prices
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while the prices for operating reserve increase. Moreover, scarcity pricing for oper-
ating reserve through reserve shortfall penalties significantly impacts the prices and
profitability of thermal generators. This was the case regardless of the wind penetra-
tion level. Without scarcity pricing, no thermal units are profitable; however, scarcity
pricing can ensure profitability for peaking units, also at high wind penetration levels.
Capacity payments can also ensure profitability, but the payments required for base-
load units to break even increase with the amount of wind power. The results indicate
that baseload units are most likely to experience revenue sufficiency problems when
wind penetration increases.

The study builds on a number of simplifying assumptions. For instance, expan-
sion decisions were based on a system-wide least-cost objective function assumed
to represent a fully competitive market. Also, spinning reserve up was the only
reserve product considered in the analysis. Moreover, similar to the study of revenue
sufficiency for the WWSIS-2 results, it was found that the level of reserve short-
falls and corresponding frequency of scarcity prices were very sensitive to minor
changes in parameters inputs, as discussed in more detail in [1]. However, the study
still provides some insights into what a future electricity market with high levels of
renewable generation may hold in terms of prices and revenue sufficiency. A more
detailed summary of assumptions and results are presented in [1].

6.4.4 Revenue Sufficiency Challenges as a Result of
Increased Flexibility Needs

With increasing penetrations of VG anticipated during the next several years, it has
become clear that a system design perspective is needed to determine the best resource
mix for the non-VG fleet. Markets that incentivize both the investment in and use
of flexible generation should be designed from a perspective of how they can best
achieve an economically optimal solution subject to various reliability constraints.
What is needed is a clear market signal to investors that communicates how much
flexibility is needed at some future date. Of course, there are many uncertainties
around this question and about how the need for flexibility will change over the
lifetime of a new generator. This chapter provides a discussion of potential market
structures that can incentivize investment in new flexible resources. This can be
broken into two areas of exploration:

e Whether the market design provides incentives for new resources entering the
market to have the flexibility attributes that are needed.

e Whether the market design provides incentives for existing resources to increase
their ability to provide flexibility (e.g., through retrofits), subject to technical bar-
riers and economic trade-offs.

This discussion focuses on long-term investment in flexibility.
There is no widespread agreement as to whether volatile energy prices will induce
suppliers to invest in the needed level of flexibility, or whether an explicit market for
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flexibility is required. Another open question is whether existing capacity markets
(whether modified to better capture resource adequacy aspects) should be conducted
in tranches of differing flexibility needs or whether there should be separate, linked
markets for capacity (resource adequacy) and flexibility. Adding to these compli-
cations is that the electric power system is not in a steady state, but is rather in
a transition between a low-VG past and a potentially high-VG future. Thus, it is
unlikely that current price signals can provide a good indication of the flexibility
requirements 5 or 10 years from now. Therefore, investors in flexibility will need to
determine the needed level of flexibility over the lifetime of potential new flexible
technologies, such as demand response. This is a difficult determination to make
because there is a large number of variables that can influence the need for flexibility
that cannot easily be determined over the asset life of the flexible resource.

The question as to whether a given suite of flexibility attributes should be required
from all new generators is an important one. Proponents of setting a requirement that
applies to all new generation argue that this way there is no discrimination between
different types of units, and that markets may result in unintended arbitrage that,
coupled with market power, may needlessly increase costs. Proponents of the market
view argue that specifying a requirement for all new market entrants will result in
some types of technology that may be able to provide the required flexibility at a
very high cost compared to others. This can result in getting the flexibility at a much
higher cost compared to a least cost solution or getting more flexibility than is really
needed, driving up costs further without apparent benefit.

6.5 Traditional Market Design Elements to Ensure
Resource Adequacy and Revenue Sufficiency

Several potential approaches can be used to help address potential revenue sufficiency
issues. Revenue sufficiency has been discussed since the initial stages of electricity
market design [2, 28]. Market designs had traditional ways of meeting this issue
from the inception of wholesale electricity markets. The extent to which existing
market designs provide revenue to recover the fixed costs of enough resources to
remain available in the market for long-term reliability is still an ongoing debate.
Also, the way in which they incorporate the changing resource adequacy needs
of systems with increasing VG penetrations is also somewhat unclear. Two distinct
directions in terms of market designs for long-term resource adequacy have emerged.
First, scarcity pricing, both through administrative prices as well as offered prices,
may provide prices that go above the variable costs of the most expensive operating
resources for short periods of time, when capacity is scarce, such that those prices can
help recover the fixed costs of the peaking units. Second, forward capacity markets
have been a part of several US wholesale electricity markets for a long time. These
markets look ahead to ensure that enough available capacity will be available to meet
load in peak periods and aim to provide incentives for new capacity to be built in
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locations where it is most needed. Below, we provide a brief summary of these two
designs that many of the US wholesale markets have traditionally adopted to mitigate
the issues of revenue sufficiency.

6.5.1 VOLL or Ancillary Service Scarcity Pricing

In markets that approach perfectly competitive markets, price volatility provides
signals to both buyers and sellers. In the absence of market power and with the
other attributes of perfectly competitive markets, prices would be free to fluctuate.
The interplay between buyers and sellers in the market would result in an economic
profit of zero in the long-run. In cases such as this, there is no concern regarding
market power or a level of profit that is above and beyond what is needed to elicit
the economically efficient level of supply.

The VOLL evaluates the potential cost of supply shortages where load must be
involuntarily curtailed. It may be used to determine price caps in the energy market.
The importance of the VOLL concept in electricity markets stems from the limited
demand response, which may prevent end-users’ preferences to be reflected in prices
during times of scarcity. In typical power system operations, shortages will first
result in insufficient reserve while load is maintained. Therefore, ancillary service
scarcity prices rather than VOLL are more frequently used to determine prices during
scarcity. Stoft [2] shows that the system operator can induce the same optimal capacity
expansion as under VOLL pricing by setting an administratively determined price cap
for operating reserve. Sometimes the administratively-set ancillary service scarcity
prices use the VOLL in its calculation so that VOLL is still reflected in the resulting
prices. Research studies have looked at many new ways of incorporating VOLL in
the ancillary service pricing explicitly [29, 30], accounting for the probability of not
being able to meet load (e.g., [28, 31]). The VOLL and associated administratively-
set ancillary service scarcity prices are typically very high because of the large
economic losses that are usually associated with outages, such as food spoilage,
failure of expensive industrial processes, etc. For example, ERCOT VOLL estimates
vary from $110/MWh to $6979/MWh for residential and commercial customers,
respectively. However, estimated VOLL ranges even more widely elsewhere, up to
$42 256 for MISO’s small commercial/industrial consumers [14]. In New Zealand,
VOLL has been estimated as high as $77 687/MWh. In practice, a price cap based
on VOLL exists only to protect the purchaser from market power, which could
potentially cause prices to move even higher than VOLL pricing.

These administratively-set ancillary service scarcity prices will set the price for
both operating reserve and energy when the system is short of reserve because it
means there is an overall capacity shortage (or ramping capability shortage). The
scarcity prices are set such that they are triggered only during rare instances when
capacity (or ramping capability) is unavailable and therefore no supply resource is
marginal to set the price. The number of times these prices are triggered combined
with their high price are intended to provide the revenue needed to make the peaking
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units (those that have the highest variable cost, but still nonzero capital cost) recover
their capital costs over the lifetime of the resource. Thus, these administratively-
set scarcity prices, when triggered an appropriate number of times to reflect the
reliability target of how often the reserve requirements should be scarce, would
help resources recover sufficient revenue to recover their capital cost. In practice,
operators still attempt to reduce the number of times scarcity pricing occurs, and it
is extremely difficult to predict the number of occurrences. Hence, for investors in
new generation capacity, it is difficult to secure financing based on revenues from
volatile scarcity prices and it is being questioned whether these prices alone provide
sufficient investment incentives.

In practice, the administratively-set scarcity prices throughout the United States
vary significantly. The prices for various services have different meanings, and the
ways in which these are triggered are also very different. Some regions have fixed
stepwise curves, in which the greater the scarcity, the higher the price. Others have
more dynamic prices depending on the system conditions. For example, Midwest
Independent System Operator (MISO) bases its regulation reserve scarcity price on
the monthly peaker proxy price, whereas it bases its spinning reserve scarcity price
according to a formula that evaluates the VOLL and the probability of an outage for
resources that are online. Other scarcity prices are very low, thereby not strictly in
place to assist in capital cost recovery. For example, the ISO-NE spin scarcity price, at
$50/MW-h, may be in place to reflect that a system operator sometimes prefers to be
scarce by a small amount rather than make additional costly commitment decisions.
Table 6.2 shows a summary of some of the scarcity prices in the market areas in the
United States.

In theory, VOLL pricing in the energy markets can be shown to support the optimal
mix of generation capacity, because the generators recover their capital and operating
costs from the resulting market-clearing prices as a result of the infrequent periods of
very high prices at VOLL (e.g., [2]). The optimal level of reliability is also obtained
if the price cap is set equal to the true VOLL. However, VOLL pricing gives rise to
extreme price volatility, high investment risks, and the potential exercise of market
power. Therefore, in practice, whether VOLL pricing will appropriately compensate
peaking units to provide sufficient revenue to cover fixed costs when operating only
during a limited number of hours is in question.

In some ways, the introduction of demand response for energy provision can
provide a similar effect to scarcity pricing. During times when otherwise the system
would be in scarcity conditions, demand response can be utilized to avoid the scarcity
condition. When this demand response is used, the price can rise above the cost of
the peaking units but below that of VOLL or even ancillary service scarcity price.
For example, in both NYISO and PJM, the real-time LMP will be set to $500/MWh
whenever emergency demand response is called upon [32]. Depending on frequency
of occurrence of the emergency demand response and the level at which the price is
set, the affect can similarly provide additional revenue for capital cost recovery.

Depending on how it is done, VOLL energy pricing or ancillary service scarcity
pricing may directly link reliability to economics. For example, a price cap may be
established so that it corresponds to a target LOLE, LOLH, or EUE. One example
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Table 6.2 Administrative ancillary service scarcity prices for selected US markets

Market Regulation Spin reserve Total contingency | Other
NYISO? e $400 if scarcity | e $500 e $450 30-min reserve
greater than or o $200 if scarcity
equal to 80 MW greater than or
o $180 if scarcity equal to 400 MW
between 25 and 80 e $100 if scarcity
MW between 200 and
e $80 if scarcity is 400 MW
less than 25 MW o $50 if scarcity is
less than 200 MW
ISO-NE" | e N/A ® $50 * $850 30-min operating
reserve®
e $500
MISO¢ Monthly peaker e $98 if scarcity is | System-wide o N/A
proxy price® greater than 10% of | operating reserve!
requirement e Min: $1 100
® $65 if scarcity ® Max:
less than 10% VOLL-RegDC
CAISO&! | Regulation up e $100 o $700 if scarcity | e N/A

e $200 Regulation
down

e $700 if scarcity
greater than

84 MW

e $600 if between
32 and 84 MW

e $500 if scarcity
less than or equal
to 32 MW

greater than 210
MW

© $600 if scarcity
between 70 and
210 MW

® $500 if scarcity
less than or equal
to 70 MW

ANYISO Market Services Tariff
PISO-NE Market Services Tariff, Sect. Il — Market Rule 1
“These results represent the system-wide thirty-minute operating reserve. Local rules exist for this
product as well, not shown here
dMISO Business Practices Manual-002, Energy and Operating Reserve Markets

®The monthly peaker proxy price is equal to the average cost per MW of committing and running
a peaking unit for an hour. The price is updated on a monthly basis

[The scarcity price for operating reserve is determined based on the product of VOLL and the
conditional probability that a resource contingency will occur. The minimum price of $1 100 is set
based on the sum of the energy and reserve offer price caps ($1 000 + 100). The maximum price is
set based on VOLL (~ $3 500) minus the regulating reserve demand curve price

£California ISO, Final Draft Proposal: Reserve Scarcity Pricing Design

hThe scarcity prices depend on the bid cap. The numbers presented here assume a $1 000 bid cap.
A lower bid cap would result in lower scarcity prices
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is the NEM in Australia, which establishes the price cap for energy at an EUE of
0.002%. Assuming that the VOLL is precisely calculated, this would appear to allow
prices to rise up to the cap so that the reliability target is achieved. The price cap is
applied to energy prices so it does not explicitly account for ancillary service pricing
or reserve pricing, which could potentially be used as substitutes to VOLL pricing.

6.5.2 Forward Capacity Markets

In the United States, PJM, ISO-NE, and NYISO all have mandatory forward capacity
markets, which establish the level of needed capacity and allow for fixed cost recovery
in a transparent market environment. The mechanisms to procure the capacity are
somewhat different, but several common steps are undertaken.

1. Establish a capacity target. A forward capacity market is designed to procure
capacity for a future period that is above and beyond what exists today. Existing
resources and bilateral power purchase agreements can be used to count toward
a load-serving entity’s capacity obligation.

2. Determine the future capacity need for the period(s) in question.

3. Determine how existing resources will count toward the target. When this has
been accomplished, the difference between the future capacity need in (2) and
the existing resources in (3) is the new capacity that must be acquired via the
forward capacity market.

A recent white paper [33], published by the Federal Energy Regulatory Commis-
sion (FERC), categorizes some of the key features of the capacity markets currently
operating in the United States. The main design elements include:

Demand curves for capacity.
Forward and commitment periods.
Definition of the capacity product.
Performance requirements.
Market power mitigation [33].

M.

The overall objective of a forward capacity market is to provide a mechanism to send
signals to investors regarding the need for new capacity at a future date. As noted
above, the existing markets in the United States have different forward and commit-
ment periods, and the shorter periods can provide a challenge because they may not
be long enough to adequately stimulate the needed investment and construction time
required for needed resources in the future.

The ultimate objective of resource adequacy, and the associated capacity markets,
is to achieve some level of long-term reliability that is consistent with society’s
preferences. The existing capacity markets use differing measures of the product and
different methods of “trueing up” or adjusting for the difference in what was acquired
by the market compared to what was delivered in the key operating periods during
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which capacity resources are expected to perform. Thus, the market attempts to link
resource adequacy/long-term reliability of supply to a market.

In general, the existing forward capacity markets have a somewhat general def-
inition of capacity that is resource neutral, although this may not be strictly true in
all cases. Demand response, for example, does not always qualify or is limited in
how it is able to participate. However, several types of resources can participate in
these markets, including VG. The methods for calculating the contribution of these
resources may be different than those used for conventional generation. Also capac-
ity needs are differentiated by constrained transmission zones, which may result in
different capacity prices even within the same overall market.

Two aspects of generator performance may be relevant for capacity markets. The
first aspect relates to the capability that the unit can provide in terms of ramping, min-
imum up/down times, and generally flexible operations. It is likely that the increase
in renewable generation will increase the need for flexibility in the system. Current
markets do not explicitly recognize this issue, which is the subject of intense interest,
research, and debate although some concepts are being developed.

The second aspect of generator performance is how the unit responds as a capacity
resource during the critical system times. Generally, this is the question of how
the level of installed capacity relates to delivered capacity, and markets can handle
this issue in different ways. The US markets address this by using either installed
capacity (ICAP) or UCAP—i.e., accounting for a resource’s likelihood of forced
outage at a certain time—in their capacity auctions [13]. This linking of the capacity
market to a reliability metric is key, and it results from the absence of total price
transparency from generation to end user. In general, system operators in the United
States use a probabilistic assessment to assess how much capacity is needed to meet
the required reliability standard (1 event in 10 y), but the specific approaches and
software packages used differ [13].

The details regarding the size and composition of the jurisdiction that establishes
and operates the capacity market, along with the rules for how and what capacity
counts toward the target, may have significant impacts. For example, consider an RTO
market that includes multiple load-serving entities (LSEs). Each LSE is allowed to
acquire its own capacity via long-term power purchase agreements or other similar
mechanisms. Thus, a long-term purchase of 100 MW would result in 100 MW,
derated as per its ELCC, to count toward the capacity that is needed to serve the
load obligation of the LSE. Consider the case that multiple LSEs secure long-term
capacity in this manner, each acquiring capacity toward its own target. Generally,
such LSEs will have noncoincident peak loads, and absent significant transmission
constraints between them, they will be able to share contingency reserve under some
circumstances. As shown in [11], there is capacity value that can be acquired via
aggregation: if a pooled area considers its combined adequacy needs, it will often be
lower than the required capacity needed if each area undertakes its own individual
assessment. Therefore, the assessments of resource adequacy, even when considered
on a reliability basis, are affected by the level of aggregation in establishing the
appropriate target, crediting LSEs for capacity acquired via power purchase or other
mechanisms, and establishing a resource gap that must be provided via a capacity



6 Long-Term Resource Adequacy and Revenue Sufficiency 155

Table 6.3 Design features for US capacity markets

Market Longest forward | Longest Demand curve Auction product
period commitment
period
ISO-NE 3y Sy Vertical with ICAP
descending clock
auction
NYISO 30d 6 mo Downward UCAP
sloping
PIM 3y 3y Downward UCAP
sloping

market. The ultimate level of reliable supply that is “in the ground” is what it is.
However, whether there is a need for additional capacity to be secured via a market
mechanism can be driven in part by the assessment level. This means that the market
may incorrectly assess the quantity and price of new capacity unless a regional (such
as within an RTO) target is developed first and then allocated to the appropriate
load-serving entities.

Table 6.3 outlines general differences of the mandatory capacity markets including
time horizon, resource qualification, slope of the demand curve, and type of capacity
product (ICAP or UCAP). The forward period is defined as the length of time the
auction takes place ahead of when the capacity resource is needed. The commitment
period is the length of time that the capacity resource must provide capacity. The
administratively-established demand curve, discussed further below, is used to deter-
mine the amount of capacity that is procured by the market. The auction product is
either installed or unforced capacity.

The table shows some of the key characteristics of these markets and illustrates
that there is significant variation. For example, the NYISO capacity market considers
periods of 30 d and required selected resources to continue providing its capacity
service for 6 months. Conversely, both ISO-NE and PJM use a 3-y forward period
and require selected resources to perform for 5 y and 3 y, respectively. A forward
period of 30 d is clearly insufficient to incentivize the development of new resources
that have not been built, thus the NYSIO mechanism secures operating capacity
over a short forward horizon. A period of 3 y is sufficient to develop some forms of
generation, such as natural gas combined-cycle or peaking units, along with wind or
solar generation.

Thus, the longer forward periods aim to balance the time necessary to construct
new resources with the risk of over-procurement. If the forward period is too short, a
resource may incur significant costs before being able to participate in an auction to
cover those costs. If the forward period is too long, there is a risk that an inefficient
level of capacity will be procured. NYISO has elected to use a comparatively short
forward period; whereas ISO-NE and PJM have longer periods and realignment
auctions closer to the commitment period [33]. The final two columns in the table
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illustrate the different approaches for setting the capacity target and valuing capacity
additions as well as the type of capacity product being auctioned.

6.6 Evolving Market Design Elements to Ensure Resource
Adequacy and Revenue Sufficiency

The impact of renewable energy on resource adequacy and future capacity needs
is receiving increasing attention in US electricity markets. In regions with existing
capacity markets, there are discussions regarding the potential need to revise market
designs to ensure that sufficient flexible capacity is procured in the capacity auc-
tions [33]. Other developments include improved scarcity pricing through dynamic
operating reserve demand curves (ORDCs) in ERCOT and the introduction of spe-
cific requirements for flexible capacity in the centralized resource adequacy pro-
gram in CAISO. We discuss these two developments, which represent two different
approaches to address different challenges, in more detail below.

6.6.1 Dynamic Demand Curves for Operating Reserve

ERCOT is the only electricity market in the United States that relies on an energy-only
market design to ensure capacity adequacy. Under the energy-only design, prices in
the electricity market need to reach high levels during periods of scarcity to ensure
that generators recover their fixed and variable costs, as discussed above. There-
fore, scarcity pricing therefore becomes particularly important to obtain revenue
sufficiency and reduce the missing-money problem, because there are no additional
incentives for generation investment.

ERCOT has recently taken two steps to improve scarcity pricing. First, offer caps
in the energy market are gradually being increased (e.g., to $5000/MWh in June
2013, $7 000/MWh in June 2014, and $9 000/MWh in June 2015). Increasing offer
caps mean that energy prices can increase to higher levels during periods of extreme
scarcity. Second, a demand curve for operating reserve is being introduced in the
real-time market to better reflect the marginal value of reliability from reserve on
electricity market prices [34]. The ORDC influences the prices for both reserve and
energy because the two products are closely linked through opportunity costs.

The proposed ORDC is derived based on a probabilistic assessment of the LOLP
for different reserve levels and an estimate of VOLL. Ideally, the ORDC should be
used in a co-optimization of energy and reserve markets. However, because there is
currently no co-optimization in the ERCOT real-time market, a post calculation that
mimics co-optimization and derives prices for reserve and price adders for energy is
used instead. The procedure involves the following main steps [35]:
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Fig. 6.7 Illustration of ORDC:s for different seasons in ERCOT for the time period from 3 a.m. to
6 a.m. based on data from 2011 (Source: from: [36])

e Estimate probability distributions for LOLP based on historical differences
between hour-ahead scheduled reserve and available reserve in real time. These
estimates are done for 4 seasons and 6 time-of-day blocks, a total of 24 time seg-
ments. The resulting LOLP probability distributions, assumed to take the shape
of a normal distribution, reflect the likelihood of forced outages, load forecasting
errors, and wind power forecasting errors for the 24 different time segments.

e An adjusted LOLP distribution, LOLP’, is derived by assuming that a certain
minimum level of contingency reserve, X, is required to avoid load shedding.
LOLP is assumed equal to 1 whenever the available reserve is below X. Moreover,
the LOLP’ probability distribution is shifted to the right by X compared to the
original LOLP distribution. Separate LOLP’ curves are also derived for spinning
and nonspinning reserve to reflect the different response times.

e The price on the demand curve for operating reserve for a given reserve level, R,
equals LOLP’(R) multiplied by (VOLL minus LMP).

e Price adders for spinning and nonspinning reserve are derived based on the actual
available reserve in real time.

e The LMP is increased by the calculated price adder for spinning reserve. ERCOT
does not currently co-optimize energy and reserve in the real-time market, so this
adder must be manually added to the energy price.

e An ancillary service market imbalance settlement ensures that resources are indif-
ferent between energy and reserve in real time.

Figure 6.7 compares the proposed ORDC:s for four different seasons to the current
practice of using a fixed reserve requirement and scarcity price, which is equivalent
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to a vertical demand curve (in black). The downward-sloping demand curves will
result in higher prices whenever the reserve margin is above the current requirement
of 3300 MW, but it may actually give lower prices when the reserve level drops
below 3 300 MW. Simulation results for ERCOT [35] indicate that if the ORDC had
been in place in 201 1—i.e., a year with several extreme weather events—the average
energy price would have increased in the range of $7/MWh to $26/MWh, depending
on the VOLL parameter and the minimum contingency reserve, X. In contrast, in
2012 the average energy price increase would have been much more modest, in the
range of $1/MWh to $4.5/MWh. Overall, any increases in the prices for energy and
reserve would increase the incentives to invest in new system resources. Improved
scarcity pricing could also provide improved operational incentives for both supply
and demand resources. The ORDC concept does not prevent the introduction of
additional incentives for capacity and flexibility. In fact, several other ISO/RTOs
have simple ORDC:s in place already, along with other capacity adequacy incentives.
Current demand curves for ancillary services in other markets are versions typically
not based on the same dynamic, rigid, probabilistic assessment as the one proposed
for ERCOT. For instance, other ORDCs do not account for the actual probability of
load shedding for that particular time. However, improved scarcity pricing through
the ORDC and increased offer caps are currently the main new resource adequacy
initiatives in ERCOT, which continues to rely on the energy-only market design to
provide adequate investment incentives as wind energy penetration continues to rise.

An ORDC is not a new idea in the academic literature (see, e.g., [28]). However,
the current ERCOT initiative represents the first rigorous implementation based on a
first-principles probabilistic assessment of the reliability impacts and marginal value
of reserve. Still, the ERCOT implementation could be enhanced in several ways. For
instance, full co-optimization of energy and reserve in the real-time market would
ensure more efficient operation and pricing. Moreover, the ORDC could also be
considered in the day-ahead market to avoid inconsistencies and to achieve better
price convergence between day-ahead and real-time markets. The ORDCs could be
derived based on a dynamic assessment of relevant information in real time rather than
using predefined LOLP distributions for different time segments. Zhou and Botterud
[31] propose to calculate ORDCs dynamically, accounting for the uncertainty in
wind power through a probabilistic wind power forecast along with load forecasting
uncertainty and the probability of forced outages from thermal generators. Hence, the
expected forecast uncertainty, which is likely to change depending on the weather
situation, would be factored into the ORDC. Zhou and Botterud [31] conducted
simulations of scheduling, dispatch, and market-clearing prices in co-optimized day-
ahead and real-time markets with different reserve strategies. The results also indicate
that the ORDC would lead to higher prices in many hours, whereas extreme price
spikes are less likely to occur because of the downward-sloping demand curve (see
Fig.6.8).
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Fig. 6.8 Simulated price duration curves in a day-ahead market for energy (left) and spinning
reserve (right) with an ORDC and a fixed reserve requirement for one month (based on [37])

6.6.2 Forward Flexible Capacity Requirements

CAISO is proposing a different approach to ensure resource adequacy in the long
term. Since 2005, a resource adequacy program has been in place in which load-
serving entities are required to meet a local PRM. Certain deliverability criteria are
in place for resources to qualify and count toward the PRM, which must be doc-
umented at monthly and yearly levels. Moreover, qualified resources must make
themselves available to the system operator. There is no centralized capacity market,
but market participants can use bilateral trading to ensure that sufficient capacity is
available to meet reserve margins [38]. The bilateral resource adequacy market pro-
vides generators with a potential source of income to help ensure revenue sufficiency.

Until recently, the focus of the resource adequacy program has been to ensure that
sufficient capacity was available to meet peak load. However, several developments
in recent years have prompted an ongoing revision and extension of the resource
adequacy program. In particular, California’s renewable portfolio standard, which
requires the state to meet 33% of its load with renewable resources by 2020, has raised
concerns about whether or not there will be sufficient system flexibility to efficiently
operate the system with the rapid increase in renewable energy. Therefore, changes
to the resource adequacy program are being introduced so that LSEs will be required
to not only procure sufficient capacity to meet forecasted peak load but also to meet
additional flexibility requirements with their capacity. In short, the current proposal,
scheduled to be introduced in 2015 if approved, requires that LSEs in aggregate
have sufficient flexible capacity available to meet forecasted system needs. The new
flexible capacity initiative includes six measures [39].

1. Flexibility requirement determination for the system for the upcoming year. This
is based on net load forecasts (Fig.6.9) considering the most current RPS con-
tracts. In the figure, Category 1 is base flexibility, Category 2 is peak flexibility,
and Category 3 is super-peak flexibility. “A” refers to the maximum 3-h net load
ramp in a month, and “C” refers to the largest secondary 3-h net load ramp for
the month [39].
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Fig. 6.9 Capacity requirements for different flexibility categories as a function of forecasted net
load ramps (based on [39])

2. An allocation methodology that translates the system flexibility requirements to
the individual LSEs based on their historical contributions to net load ramps.

3. Flexible capacity showings in which LSEs are required to demonstrate adequate
flexible capacity procurement. Flexible capacity can come from several sources
(generation, storage, demand).

4. Assessment of the capacity showings in which the ISO uses a flexibility counting
methodology to ensure that LSEs’ flexible capacity requirements have been met.

5. Must-offer obligations—i.e., flexible capacity must provide economic bids to the
ISO’s day-ahead and real-time markets from 5 a.m. through 10 p.m.

6. Backstop procurement, which allows the ISO to procure flexible capacity on a
one-year forward basis if there is a deficiency in the aggregate supply of flexible
capacity to the system.

Overall, the approach taken by CAISO relies on administrative and centralized plan-
ning procedures to ensure both the amount of future capacity and level of flexibility
in the future resource mix. This is in contrast to the approach in ERCOT, which
relies on price incentives in the short-term markets for energy and reserve to ensure
capacity adequacy and revenue sufficiency.

6.7 Conclusion

At this point, it should be clear that designing a market for the reliability of supply—
resource adequacy—is a very difficult proposition. The large-scale expansion of VG
adds further complexities to resource adequacy assessments and market design to
ensure revenue sufficiency. Whether current market designs provide the incentives
that are needed to ensure adequacy in the long run or if new approaches are needed
is still an open debate.

If electricity market designs rely on the energy-only approach, the key challenge is
to ensure that the short-term prices for energy and reserve provide sufficient incentives
for investments in a resource mix with sufficient capacity and flexibility. Appropriate
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scarcity pricing has been and still is the main solution that is required to ensure
that resources recover both capital and operating costs in an energy-only market.
This will require clever regulatory market interventions that allow prices to rise
during scarcity conditions without creating opportunities for market manipulation.
Renewable resources may lead to higher frequency of low and negative energy prices
and increase the variability in market prices, increasing the reliance on scarcity
pricing under the energy-only designs. At the same time, prices for operating reserve
may increase because of higher reserve requirements associated with the increased
variability and uncertainty of renewables. However, it is an open question whether
future prices for energy and reserve will adequately compensate ramping capabilities
to meet system flexibility needs as well as the required need for available capacity.
Analyzing revenue sufficiency is difficult because it depends on having an accurate
model of price formation in a future system, which is in itself a challenging problem
that deserves more research. Finally, stochastic programming approaches have been
proposed to more efficiently handle the challenges of renewables in electricity market
operations, but setting prices for energy and reserve under stochastic scheduling is
not straightforward.

If the solution is to use an additional incentive mechanism for resource adequacy,
such as a capacity market, several other questions need to be addressed:

e What reliability metric should be used at the system level: LOLE, LOLH, EUE,
or other?

e What target reliability level should be used? Is the traditional target of 1 d/10 y
the right target?

e Is a separate metric required to ensure sufficient flexibility, in addition to capacity?

e How many years should be used in rolling reliability and capacity assessments?

e Do time-period capacity factor approximation methods sufficiently capture the
link between performance attributes and resource adequacy?

e Does the combination of metric and reliability target exhibit consistency across
generator types and their contribution to resource adequacy?

e What type of performance assessment should be required to ensure and incentivize
resources to be available when needed?

e How should capacity market auctions be designed to minimize the potential exer-
cise of market power?

In this chapter, we have argued that it may be useful to consider ELCC itself as a candi-
date metric for a capacity/resource adequacy market, because it would better capture
aresource’s contribution to reliability than current metrics such as unforced capacity.
However, there are several challenges to implementing such a probabilistic ELCC
metric. As illustrated, ELCC is highly nonlinear and potentially sensitive to several
other influences. Clearly, more work would be needed to develop an ELCC-based
auction for resource adequacy. As an alternative, more rigorous mapping between
ELCC and UCAP or a similar metric may result in achieving the goal of retaining
some reliability information in the market, yet perhaps overcome some of the con-
cerns regarding the nonlinearity and other issues, such as sensitivity to ordering, that
may exist.
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A variety of market designs are considered and being introduced in different
ISO/RTO markets to address the issues of long-term flexibility needs, resource ade-
quacy, and revenue sufficiency. We believe that the industry will go through several
iterations before consensus emerges on the specific best practices on these com-
plex topics of resource adequacy and revenue sufficiency in electricity markets with
large-scale penetrations of renewable resources.

Several other open research questions remain, many of which exist independently
of the future structure of long-term resource adequacy and flexibility markets.

e What is the behavior of VG ELCC over multiple years, and what is the appropriate
number of years of data to use in a resource adequacy study to achieve statistically-
expected results and/or behavior and quantification of statistical tails?

e What metric, or family of metrics, can best describe future flexibility needs? What
is an appropriate choice for a target level of flexibility, especially given that there
is some uncertainty surrounding the levels of VG that will be experienced during
the next several decades?

e What are the desired properties of these flexibility metrics, and how do they per-
form when considering multiple technologies? Are the metrics robust enough to
provide consistent evaluations of new, possibly unknown, technologies that may
emerge?

e How can multiple flexibility metrics be established within an incentive mecha-
nism? Will it incentivize both new and existing resources to have flexibility capa-
bilities?

e [s there a right combination of scarcity pricing and forward capacity markets that
can take the best attributes of both concepts?

e Is it important to have standard resource adequacy and flexibility definitions and
markets across all regions? If there are differences in product definitions and/or
assessment algorithms, will that create gaming from entities that could potentially
sell into multiple markets?

As these markets undergo changes and potentially new markets evolve to address
long-term issues described here, it will also be critical to identify and correct any
unintended consequences that undermine one or more markets and the way they
interact. And, as always, the potential for market power must be assessed and man-
aged.
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Chapter 7
Requirements for Strategic Reserves
in a Liberalized Market with Wind Power

Lennart Soder

Abstract The requirements concerning the reliability in power supply are high. This
chapter addresses the issue of system adequacy, i.e., the need of enough installed
capacity in each area to meet the load with an acceptable reliability. The challenge in
liberalized markets is that the utilization time of rarely used peak units is so low that
they will require extreme prices in order to be profitable. This has led to different
methods including the creation of different types of capacity markets. The aim of this
chapter is to analyze the connection between peak prices, system adequacy, needed
size of a strategic reserve, i.e., the volume of the capacity market, and the impact of
wind power on strategic reserves. The chapter uses data from Sweden to perform a
detailed analysis of the influence of renewable generation on the capacity adequacy
requirements for three different situations.

7.1 Introduction

A power market involves producers and traders who supply power at prices that are
set by the market. The basic role of the system operator (SO) is to keep the technical
continuous consumption-production balance. This means that it is not fair from the
market point of view if some companies keep a high generation adequacy when
they sell power while others neglect the risk of high demand and rely on “system
resources”. The basic principle should be: if you sell power you should have power
to sell.

The challenge for the market designer and the SO is on the border between “system
security” and “system adequacy” [1-4]. Keeping the continuous physical production-
consumption balance means that there must be resources available and such resources
should be (in the basic approach) financed by market participants, i.e., not by the
SO. But in many places there are some pressure and expectations that the SO should
be involved in this business. One reason is associated with blackouts or adequacy
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problems: in case of a blackout or adequacy problem the physical balance is kept by
the SO (and not by the market), so journalists and politicians normally ask the SO:
why this “does not work”? At the same time, there is a criticism when prices are “too
high”, since they can be an incentive to the exercise of market power. So, there are
several challenges in order to get an economically efficient and market based way to
get enough capacity in the market.

There are several drawbacks of a system with a large role of the SO concerning
financing and operation of peak power plants. These include:

1. The liberalization is based on a clear separation between production and trans-
mission. In a system with transmission system operators (TSOs), as in Europe, a
lot of questions including cross subsidization can be raised, with one of the actors
involved in both areas.

2. Ttis not a trivial task to define how large the role of the SO should be: 1000 MW?
3000MW?

3. For rarely used units the solution of demand flexibility is probably the cheapest
solution (cheaper than open cycle gas turbines, OCGTs) [5]. But in a market
framework, the demand is supplied by retailers/traders/suppliers and these actors
have probably the best contacts and the best possibilities to introduce a system
with flexible consumers. And not the SO/TSO.

4. If the SO is involved in peak power investments, there will be a negative incentive
for “ordinary market players” (e.g., producers) to be involved in peak power
investments. Why should they invest, e.g., in open cycle gas turbines to be used
during 10h/year with high prices, if they know that the system operator takes the
responsibility for this and finances the investment in a socialized way?

But there is still another challenge when the SO is a central player. The question
is, what happens to the prices for imbalances when there is a “lack of power”? If
there is “a lack of power” (i.e., demand > available capacity) then, in reality, there
is at least one trader/retailer who sells power without having power to sell. In the
legal framework they do not have to do this (they are only “balance responsible” =
economically responsible to keep the balance), but it is important that the imbalance
price be so high in order to have an incentive to not come into this situation, i.e., an
incentive to invest in peak capacity.

To obtain a relevant system adequacy a capacity market can be created. If there
is not a specific capacity market, then this is denoted: (a) energy-only market [6].
There are different set-ups of capacity markets including: (b) long-term contracts or
options for energy, (c) payment mechanisms for capacity, (d) quantity requirements
for capacity and (e) demand curves for capacity [6].

According to the economic theory a capacity market is not required, but some
practical difficulties arise in real markets from the generators’ viewpoint that prevent
the straightforward results from this theory [4]. One consequence is, e.g., the impact
of extreme prices, which causes the need of price-caps if the load price sensitivity is
low [7].
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The method of long-term contracts or options for energy implies a regulatory
requirement that those who sell power to consumers should hold long-term contracts
of options for energy [6]. An alternative is forward reliability markets [8], where
physical capacity bundled with financial options supplies energy above a strike price.

Payment mechanisms for capacity were introduced, e.g., in Sweden where every
year, in a tender process, the SO pays for originally up to 2000 MW of capacity to
be used during the coming winter in peak load situations. According to a parliament
decision, this level is going to be decreased and about the year 2020 there should
be no SO responsibility. The capacity includes both production and reduction of
consumption. For the winter of 2014/2015, the levels are 626 MW of production and
874 MW of demand [9]. This type of market is defined as selective capacity market
[3] or strategic reserve [1].

Quantity requirements for capacity include the ICAP (installed capacity) market
which implies a target level of system generating reserves and the allocation of
responsibilities for meeting that target [6, 10]. France is on the way of starting up a
capacity market for 20162017 [11], and the idea is that obligations will be assigned
to suppliers based on the actual consumption of their customers during peak periods.

Demand curves for capacity mean that the system operator creates a downward
sloping demand curve that pays more for capacity if reserves are short and provides
some payment even when there is significantly more capacity than the amount needed
[6, 12-14].

An important issue for all these different setups is the connection between the
price-cap, the system reliability and the amount of needed reserves, i.e., the volume
of the capacity market. The amount of needed capacity is treated in [15], but here
this issue will get a more detailed description which will also be expanded and
commented for systems with large amounts of wind power. The critical role of the
SO concerning purchase or investments in reserve power in a liberalized market is
treated in Sects.7.2—7.5. The situation of a system with wind power is considered in
Sect.7.6. In order to draw conclusions for wind power, a comparison is made with
a case with the same yearly energy production in nuclear power (Sect.7.7). Finally,
the main conclusions are drawn in Sect.7.8.

7.2 Peak Power Requirements

The aim of this section is to analyze the connection between risk of capacity deficit,
power prices and the function of the market. The section will show that there are
three central variables: the amount of subsidized reserve power (= strategic reserve),
R, the risk of capacity deficit, LOLP, and the maximal accepted price, A,,,,. For a
certain system, one of these variables can be estimated from the other two.

An important question is as follows: what is an “acceptable” supply reliability (=
generation adequacy)? It will be shown that this question is directly related to the
amount of strategic reserves and the maximal accepted price.
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First, assume a simplified future power system involving:

. One area, i.e., no bottlenecks.
. An assumed distribution of future power consumption, available as a duration

curve.

. An assumption that the consumption is price independent.
. Power stations, assumed to be 100% reliable, i.e., the installed capacity is always

available.

. A power production consisting only of a certain type of open cycle gas turbines.
. An assumption of perfect information and perfect competition (if a power station

can get its total costs—both investments and operation costs—covered, then it is
built by some producer).

We consider first an analysis based on these assumptions and then we comment

the assumptions themselves. The analysis is illustrated with an example with the
following data, denoted Data-1:

The future power consumption is the Swedish consumption for the studied period
(the years 1996-2001 and 2007-2013). This period was chosen because good wind
data are available for it.

The cost of an OCGT is assumed to include a capitalized investment cost (discount
rate of 6%) of 36 k€/MW-year, an availability of 95% and an operation cost of
cg = 0.12k€/MWh. This means that the cost per MW is ag = 36/0.95 = 37.89
k€/MW-year. The cost data are from a Swedish report [16] and an assumed
exchange rate of 10 SEK/€. This means that the limited availability is, for sim-
plicity, not assumed to be stochastic, but 95% of the installed capacity is always
available.

Figure 7.1 shows the yearly load duration curve, F'(x), and the needed market price,

Ay, if this price alone should cover the total costs for investments and operation of
the OCGT. Assume that, e.g., the OCGT is used 60h/year and has an availability of
100%. The needed price is then:

aG
A (60) = —
(60) = cg + 0

= 120 4+ 36,000/60/0.95 = 120 + 632 = 752 €/MWh (7.1)
The load duration curve, F(x), is defined as follows:
F(x) = number of hours per year that the load is > x (7.2)

It can be noted that, e.g., the level of 0.5h/year in reality means, perhaps, 2 h

every 4th year, since the power consumption varies between different years. This is
illustrated in Fig. 7.2, where the situations with high load, during the studied period,
are shown.
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Yearly load duration curve
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Fig.7.1 Duration curve for the consumption (top) and needed price level for a profitable investment
in OCGT (bottom)

The needed price corresponds to an energy price that covers the total cost of
the power plant (including investment costs) at an utilization time that the power
consumption has at this level.

The needed price level, A (x), can be calculated as follows:

aG

Ax) =cg + o) (7.3)

Table7.1 shows some of the values depicted in Fig.7.1. In Fig.7.3, some new
variables are introduced and the same data as in Fig.7.1 are shown, but for the
interval when the load is larger than 23,500 MW, i.e., high load situations.

Now we introduce some new variables and use Fig.7.3 for an illustration (i.e.,
Data—1): P = total installed capacity, A, = maximal accepted price level, M =
load level corresponding to A, (= capacity installed by the market), and R = P —
M = subsidized reserve capacity.

In Fig. 7.3, this corresponds to the following:

e P =nstalled capacity = x2 = 25,689 MW. This is not the same level as the max-
imum load, and the load increases this level during 2 h/year. This means that the
LOLP is 2h/year.
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Fig. 7.2 Occasions with high load during 13 years in Sweden

® Auq =maximal accepted price level = 0.75 k€/MWh. This means that the market
will only perform investments for OCGTs which have an utilization time higher
than 60h/year. If there are no other power plants, then there will be a LOLP of

60h/year.

e M = load level corresponding to the maximal accepted price level A,,,. This
means that the market will only make investments which cover the load up to the

level M = 24,028 MW.

e R=P— M =x2 —x1 = need of subsidized reserve capacity since the market
will only invest in M (MW) and P (MW) if a LOLP of 2h/year is requested.

Table 7.1 Utilization time and needed price depending on load level in Fig. 7.1

x: load level (MW) F(x): duration (h/year) A(x): needed price (k€/MWh
=€/kWh)

>23,000 191.3 >0.32

>23,500 118.1 >0.44

>24,000 62.6 >0.73

>24,500 29.3 >1.41

>25,000 11.6 >3.38

>25,500 2.7 >14.20

>26,000 0.85 >44.9

>26,250 0.08 >492.75
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Fig. 7.3 Duration curve for the consumption (top) and needed price level for profitable investment
in OCGT (bottom)

Relevant questions are now the following:

1. How much installed capacity (P) is needed?
This is the same question as: what reliability level, LOLP = F(P), is required?
2. How high prices (A,,4,) can be accepted?

This is the same question as: how much power (R) has to be subsidized (but see
below).

Considering the first question, if one has P = 25,689 MW installed, then there
will be a deficit of power during 2 h/year (P = LOLP). If one accepts a LOLP during
2 h/year then it is necessary to install 25,689 MW (LOLP => P). The lower the risk,
the more power has to be installed. This example is illustrated in Fig.7.3.

Now assume that one, in an analysis, have come to the conclusion that 25,689 MW
of capacity is enough, i.e., accepts a capacity deficit with a mean value of 2h/year.
In reality, the amount of hours per year with capacity deficit varies.

If one assumes that all power stations should only be paid with the current power
price, then the price has to be 1(25,689) = 20.65k€/MWh, at this consumption
level, in order to make it profitable to invest in the last MW of an OCGT which is
only used 2 h/year. This is outside the figure.
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Table 7.2 Needed amount of

‘ Accepted price Ay Needed amount of reserve

reserve power for different (KE€/MWh) power (MW)
accepted power prices and an
accepted LOLP of 2 h/year 0.32 2689

0.44 2189

0.73 1689

1.41 1189

3.38 689

14.20 189

7.3 Maximum Price

Now assume that the society considers that there are too many problems if one
accepts a price higher than A,,,,. If this is the case, then only M = 24,028 MW will be
installed by market participants without any extra payment since power stations with
lower utilization time will not be profitable. Figure 7.3 (bottom) shows a combination
of Apar = 0.75k€/MWh which corresponds to M = 24, 028 MW. More power will
not be installed since the total cost (investment + operation cost) is higher than the
revenue. If the risk of capacity, LOLP = F (M), is considered too high, F(24,028) =
60h/year, then investments in more power stations have to be subsidized in some
way. If the assumption that LOLP = 2h/year is acceptable, as in Fig.7.3, then R =
P — M = 1661 MW has to be subsidized.

Considering now the second question (above), if a price higher than 0.75 k€/MWh
(Mmax = 0.75) is not accepted, then this implies that one has to subsidize R = P —
M = 25,689 — 24,028 = 1661 MW. This means: (A, and LOLP) = R. If one, on
the other hand, has decided how much reserve power can subsidize, then it is possible
to estimate which price can be accepted: (R and LOLP) = A4y The higher the price,
the lower the amount of reserve power that has to be subsidized. Table 7.2 shows the
required amount of reserve power as a function of the accepted price. There are some
important conclusions from this discussion:

1. If one has a maximum price, A,.., but no subsidized power stations, R = 0,
it is then possible to estimate the resulting LOLP. In the example: A, =
0.75k€/MWh = LOLP = 60h/year (Ayqr, R =0 = LOLP).

2. If one sets a maximum price, A, and a certain amount of reserve power, R,
then it is possible to estimate the resulting risk of capacity deficit. With A, =
0.75k€/MWh and R = 1661 MW the load up to 24,028 MW will be covered
(without subsidies) by the market since the costs are covered, while the load
between 24,028 and 25,689 MW will be covered by subsidized plants. Higher
loads cannot be covered: LOLP = 2h/year (A, R = LOLP).

3. If one assumes a maximum price (X, ), and accepts the concept of strategic
reserve (i.e., subsidized power plants), and also considers an acceptable risk of
capacity deficit, then it is possible to estimate how much reserve capacity (=
volume of capacity market) that has to be subsidized. With 1,,,,, = 0.75k€/MWh
and LOLP = 2h/year, itis necessary to subsidize R = 1661 MW of reserve power,
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(Amaxs LOLP = R). It can be noted that if the reserve power is bid into the market
at a lower price than A, then a larger amount of reserve power is needed to
keep down the LOLP at 2h/year (see below).

4. If one assumes a certain amount of reserve power (R) and a given risk of capacity
deficit, then its is possible to estimate the bidding price of the reserve power into
the market in order to avoid replacing market financed power stations. In the exam-
ple, this means that with R = 1661 MW of reserve power and LOLP = 2h/year,
it is possible to bid this power into the market at a price Apyq, = 0.75k€/MWh
(LOLP, R = Xpax)-

As shown in this analysis, there are three central variables: size of the strategic
reserve, R, risk of capacity deficit, LOLP, and maximum accepted price, A,,. For a
certain system, one of the variables can be estimated based on information about the
other two.

Data—1b. This considers a slight change in the data in order to make a com-
parison with wind and nuclear power. Assume that the maximum accepted price is
1.4kE€/MWh, the accepted LOLP is 0.2h/year, i.e., 1 h every 5th year, and OCGTs
are the most expensive market financed power plants. Also, assume that the price
to the market for the strategic reserve is not lower than the needed market price to
finance the last market financed MW of power. The load is the Swedish load for
period 1 (as above). The amount of strategic reserve is shown in Fig.7.4.

Duration for consumption 1996-2001, 2007-2013 and needed price
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Fig. 7.4 Amount of needed strategic reserve in a system with LOLP = 0.2h/year and a max price
of 1.4k€/MWh
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7.4 On the Bid Price for Reserve Power

Assume now that there is no formal maximum price, but a decision on which price
that the subsidized reserve power will use when it is bid into the market. An example
based on Data—1 is shown in Fig.7.5. In this figure, there are two types of reserve
power: Ry = subsidized reserve power and Ry, = other reserve power financed only
by the market, i.e., by market price. The following is valid:

1. The subsidized reserve power (Rg = 1000MW) is bid at 0.75k€/MWh. This
means that it is only when this is not enough that more reserve power is needed.
This occurs at the following consumption level: 24,028 + 1000 = 25,028 MW.

2. For load levels above 25,028 MW, the reserve power plants have to be financed
by the market, since the subsidized reserve power plants are already used. This
corresponds to the following: the first extra MW that comes in at load level
25,028 MW has to get a price of A(M; = M + Rs) = 3.47k€/MWh. For more
power even higher prices are needed, since the utilization time decreases.

3. The amount of subsidized reserve power (Ry,) that is needed depends on the
accepted price level or required reliability level (corresponding to a certain LOLP
level). In the example in Fig. 7.5, market finance reserve power Ry; = P — Ry —
M = x2 — x,;, =611 MW. This corresponds to a LOLP of 2 h/year and an accepted
price of 20.65k€/MWh.

MNeeded price
T

10 T T

T T
2 = 25689 MWh/h
£ x1 = 24028 MWh/h X, = 25% MWL
= = X2-X
© R, =x _-x1 M =
‘5 5t 5 s .
W A(x ) = 3.47 kEuro/MWh
3 W/j
= Alx1) = 0.75 kEu
D L L L L L
2.35 2.4 2.45 25 2.55 26 2.65
MWh/h x10*
Needed price
4 T T T T T
=
g 3r x1 = 24028 MWh/h x2 = 25689 MWh/h
s X, = 25028 MWh
S5 2F 4
w
1=
Z1F 1
-
0 1 1 L 1 L
2.35 2.4 2.45 25 2.55 26 2.65

MWh/h 10

Fig. 7.5 A(M) = 0.81k€/MWh. Needed price for a market financed gas turbine (top) and actual
marginal price to the market at different load levels (bottom)
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Fig. 7.6 Needed price for a market financed gas turbine (top) and actual marginal price to the
market at different load levels (bottom)

In this example, there is a need to accept the price of 20.65k€/MWh in order to
geta LOLP of 2h/year. If one instead has set the price of subsidized reserve power to
1.97 k€/MWh, AL(P — Rg) = 1(25,028) = 1.97k€/MWh, then the maximal price
becomes 1.97 k€/MWh (and not 20.65 k€/MWh) for an accepted LOLP of 2 h/year.
This case is illustrated in Fig. 7.6. The conclusion is that pricing of subsidized reserve
power is essential, since subsidized power on the market will compete with fully
market financed power plants. If subsidized plants lower the price on the market, this
will reduce the interest of the market to invest in market financed power plants. This
can lead to very high prices and/or a high risk of capacity deficit and/or requirements
of more subsidized reserve power plants.

7.5 Comments on the Assumptions of the Illustrative
Examples

Important comments concerning the basic assumptions used in the examples in
Sects.7.2—7.4 are as follows:



176 L. Soder

1. One area, i.e., no bottlenecks: the analysis can be made for a whole system
involving bottlenecks. But this means that there will be different price levels and
different risks of capacity deficit in different areas, since load and transfer capacity
varies.

2. A known distribution of future power consumption available as a duration curve:
the results are naturally dependent on the structure and accuracy of this curve.
If it is not appropriate then the results will be poor. The main problem is: if one
overestimates the duration curve then one overestimates the interest of the market
to construct power plants with low utilization times, which has an impact on the
risk of capacity deficit.

3. An assumption that the consumption is price independent: price dependent load
can be modeled as a production source, where the load decreases at a certain price
instead.

4. Power stations assumed to be 100% reliable, i.e., the installed capacity is always
available: it is possible to include outages in the duration curve by the use of the
theory of probabilistic simulation, including the equivalent load duration curve
(ELDC) [17]. However, this method is based on an area approach, which needs
to be extended if a multi-area system is to be studied.

5. The power production consists only of a certain type of gas turbines: in a real
power system there are a lot of types of power plants with different operation and
investment costs. This has no principal impact on the price curve A(x). At high
utilization times (x is small), high investment costs per MW are not the dominant
problem, since there are many MWh that can share the investment cost. But at
low utilization times (x is large), low investment costs are essential, since the
investment costs can only be distributed to comparatively few produced MWh.

6. Ifapower station can get its costs covered, then it is built: this is probably not true
since the future is uncertain and there needs to be an expected profit (including
risk premium) before an investment decision should be made. Probably, this can
be included by raising the costs of new power plants, i.e., using a higher discount
rate.

7.6 Peak Power Requirements in the Presence of Wind
Power

In this section, we analyze the impact of wind power on the requirements of reserve
power. We start by defining two new data-sets, which change the basic set up con-
sidered in Data—1b:

e Data—2a. The same production system and load duration curve as in Data—1b,
but adding 4000 MW of wind power installation. The first part of the data set
consists of wind power data, namely synthetic data from an assumed installation
of 4000MW of wind power in Sweden for the period 1996-2001 [18]. For this
period, both hourly load and hourly wind power production are available.
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Fig. 7.7 Production of Swedish wind power in the period 2005-2007

e Data-2b. The second part of the data set consists of real Swedish wind power
production data for the period 2007-2013. A time curve of Swedish wind power is
shown in Fig. 7.7. The idea is to use the data in order to estimate a possible variation
of 4000 MW of wind power to get a longer time series of both load and 4000 MW
of wind power. The amount of Swedish wind power is shown in Table7.3. The
hourly data are then scaled assuming a linear expansion of the installed amount
of power during the year. We assume data for 07:00-08:00 on March 15, 2011,
i.e.,hour31 x 24 4+ 28 x 24 + 14 x 24 +7 = 1759. If we assume a total amount
of 4000 MW of wind power then the formula becomes the following (using data
from Table 7.3):

4000 8760 — 1759 4000 1759

scaling = X + X
2899 8760 3745 8760

—13172 (74

which means a weighted value of the installed capacity at the beginning of the
year (4000/2899 = 1.3798), and at the end of the year (4000/3745 = 1.0681). For
years 2005-2006, the data in Fig.7.7 are not so reliable since there were a lot of
wind power in the distribution grid that was not reported. So, these two years are
not used. Data—2b then consists of the true wind power production data for the
period 2007-2013 scaled to 4000 MW.

Table 7.3 Installed wind power capacity in Sweden at Dec. 31, for the period 2004—2013

Year 2004 2005 2006 2007 2008
MW 442 525 580 788 1021
Year 2009 2010 2011 2012 2013
MW 1560 2163 2899 3745 4470
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4000 MW wind power, 1996-2001 and 2005-2013
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Fig. 7.8 Data—-2: production of 4000 MW of Swedish wind power for the period 1996-2001 and
2005-2007

e Data-2. If one then applies this method to the whole period 2007-2013 and add the
data from Data—2a above, then the whole Data—2 series can be obtained, which is
shown in Fig. 7.8. One can note that Data—2a provides a slightly higher production
(which depends on good wind sites and 2 MW units with rather high towers), while
the real data for Data—2b also includes slightly smaller units (and not so good
wind sites). The duration curve for this wind power is shown in Fig.7.9 (top).
The mean yearly wind power production is 9.0 TWh, corresponding to a mean
value of 1022 MW, a capacity factor of 0.26 and an utilization time of 2240 h. It
is assumed that this wind power is base loaded which means that the other units
have to meet the excess demand. For the whole period then both wind power and
load are available as hourly values. This means that it is possible to calculate the
net load (net load = load — wind power) which has to be covered by other units.
This is shown in Fig. 7.9 (bottom).

Data-2b. Now assume the same as for Data—1b, i.e., maximum accepted price is
1.4k€/MWh, accepted LOLP is 0.2h/year, i.e., 1 hour every 5th year, and OCGTs
correspond the most expensive market financed power. It is also assumed that the
price to the market for the strategic reserve is not lower than the needed market price
to finance the last market financed MW of power. The load is the Swedish load for
the selected period and the wind power is as indicated for Data—2 (as described above
and shown in Fig.7.9).

We now have a new situation where the OCGTs should cover the load that is not
covered by wind power, i.e., the net load. This situation is shown for the peak load
situation together with the resulting amount of strategic reserve in Fig. 7.10.
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7.7 Peak Power Requirements in the Presence of Nuclear
Power

In this section, we analyze the impact of nuclear power on the requirements of reserve
power. The basic idea is to compare the impact on the strategic reserve from both
wind power and nuclear power. Specifically, we compare the impact of two set-ups
with the same expected yearly energy. The 4000 MW of wind power above produced
9.0TWh, as a mean value during the 13 years. We will then use a set-up with 2
nuclear stations with an expected production level of 9.0 TWh/year. Hourly data
have not been available for this period for the nuclear stations, so another approach
is applied.

An annual production of 9.0 TWh corresponds, roughly, to the annual produc-
tion of the Swedish nuclear reactors Oskarshamn—-1 (473 MW) and Ringhals—1
(854 MW). This gives a total installed capacity of 473 4+ 854 = 1327 MW, i.e., about
1/3 of what is needed in the form of wind power. With an assumed utilization
time of 6780h/year, these units will deliver 9.0 TWh/year. Assuming 90% avail-
ability and seven week summer maintenance/refuel, they will receive an expected
annual production of O1: 45/52 x 0.9 x 473 x 8760 = 3.2TWh, and R1: 45/52 x
0.9 x 854 x 8760 = 5.8 TWh, respectively. This gives a total annual production of
3.2 4 5.8 = 9TWh. Annual production of these stations for the same years as wind
power, i.e., both older and some newer data, are shown in Table 7.4.

It may be noted that some power upgrades have been made. The above numbers
for installed power (473 and 854) are from 2012, but in 2001 the installed capacity
of these power plants were 445 MW (O1) and 835 MW (R1). As shown in Table 7.4,
the above assumptions are optimistic, since we have not achieved an average of 90%
availability and/or 7 weeks of maintenance. However, in the analysis below, the data
are used to obtain a size of the contribution.

It is assumed that maintenance can be neglected, as it cannot have any influence
over the hours of interest, since it is performed during low load periods. What is

Table 7.4 Yearly production in nuclear stations Oskarshamn—1 and Ringhals—1 for the period
1996-2001 and 2007-2013

Yearly production 2007 2008 2009 2010 2011 2012 2013
Oskarshamn-1 2.6 35 2.8 32 3.0 0.0 0.5
Ringhals—1 6.0 4.5 3.9 5.0 42 4.0 6.1
Total 8.6 8.0 6.7 8.2 72 4.0 6.6
Yearly production 1996 1997 1998 1999 2000 2001 Mean
Oskarshamn-1 2.4 29 1.3 33 3.1 3.1 2.4
Ringhals-1 6.5 22 5.6 49 32 5.0 4.8
Total 8.9 5.1 6.9 8.2 6.3 8.9 72
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Table 7.5 Probability for different nuclear production levels during high demand

O1:473MW | R1: 873MW | Total power (MW) | probability = share of time
State 1 | Available Available 1346 0.9 x0.9=081+=81%
State 2 | Available Not available | 473 0.9 x 0.1 =0.09+ = 9%
State 3 | Not available | Available 873 0.1 x 0.9 =0.094+ = 9%
State 4 | Not available | Not available 0 0.1 x0.1 =0.01+= 1%

important during high load hours is that plants may not be available. During high
load, plants may have four different possible states (see Table7.5).

If we now start with the load duration curve, F(x), as shown in Fig.7.1, then we
can calculate the net load duration curve, i.e., the load-nuclear power:

Fret—toad(x) = 0.01 x F(x) + 0.09 x (x + 473)

+0.09 x F(x + 873) +0.81 x F(x + 1346)  (7.5)

The load duration curve and two net load duration curves are shown in Fig.7.11,
for peak load situations, when nuclear is 100 and 90% available. We will now define
one new data-set, for the case with nuclear power, which changes Data—1.
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=1.4k€/MWh and 2 nuclear stations

Data—3b. Assume the same as for Data—1b, i.e., the maximum accepted price is
1.4 k€/MWHh, the accepted LOLP is 0.2 h/year, i.e., 1 h every Sth year, and OCGTs
are the most expensive market financed power. It is also assumed that the price to the
market for the strategic reserve is not lower than the needed market price to finance
the last market financed MW of power. The load is the Swedish load for the selected
period and the nuclear power is as described above. The amount of strategic reserve
is shown in Fig.7.12.

7.8 Conclusion

This chapter analyzed three different cases about the amount of strategic reserve and
how that amount is influenced by the installation of wind and nuclear power. The
results are shown in Figs. 7.4, 7.10 and 7.12. We now comment on the capacity credit
for the different cases, defined as a small modification of the traditional “effective load
carrying capability” [19]. The version used here is the “equivalent firm capacity”,
calculated as follows:



7 Requirements for Strategic Reserves in a Liberalized Market with Wind Power 183

Table 7.6 Amount of strategic reserve and capacity credit for 9 TWh of wind or nuclear power
(maximum price = 1.4€/kWh and accepted LOLP = 0.2)

Example Figure Power/EnergyMarket Strategic Total Capacity
investment | reserve capacity credit (MW)
Only load |74 — 24,497 1681 26,178 —
Wind power | 7 10 4000MW, | 23,717 2018 25,735 443
9TWh
Nuclear |71 1346MW, |23,338 1941 25279 899
power 9TWh
1. Assume that a power plant has the capacity X (MW).
2. Calculate the LOLP of the system without this power plant = LOLP;.
3. Install the X (MW) power plant and calculate the LOLP = LOLP;.
4. Decrease the amount of installed capacity in the system with Y (MW) until

LOLP = LOLP;.
5. This means that the X (MW) power plant has a capacity credit of Y (MW).

The data from the figures can be summarized and the results are presented in
Table 7.6. From the table, the following can be summarized:

e 4000MW of wind power decreased the needed amount of installed capacity from
26,178 to 25,735 MW while keeping the same LOLP = 0.2h/year. This means
a capacity credit of 26,178 — 25,735 = 443 MW, which is 11% of the installed
capacity.

e Wind power decreases the amount of market financed power with 24,497 —
23,717 = 780 MW, but increases the needed strategic reserve with 337 MW. This
depends on the net-load curve, which is slightly “sharper” than the load curve.

e 1346 MW of nuclear power decreased the needed amount of installed capacity from
26,178 to 25,735 MW while keeping the same LOLP = 0.2h/year. This means a
capacity credit of 26,178 — 25,279 = 899 MW, which is 66% of the installed
capacity.

e Nuclear power decreases the amount of market financed power with 24,497 —
23,338 = 1159 MW, but increases the needed strategic reserve with 260 MW. This
depends on the net-load curve (still slightly “sharper” than the load curve). But
nuclear power varies slightly less (81% of time is installed capacity available), so
the increase of strategic reserve is smaller than the increase caused by wind power
(260 MW instead of 337 MW).

e When one compare the capacity credit values, it looks that wind power capacity
credit is 6 times lower than nuclear (11% compared to 66%). If one compares the
MW level, i.e., the capacity credit for the same yearly energy production, then
wind power capacity credit is around 2 times lower (443 instead of 889 MW).

We now recalculate all data in Table7.6 using LOLP = 0.1, i.e., one hour in
10years, and an accepted maximum price of 3 €/kWh. The results are shown in
Table7.7. From the table, the following can be summarized:
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Table 7.7 Amount of strategic reserve and capacity credit for 9 TWh of wind or nuclear power
(maximum price = 3 €/kWh and accepted LOLP = 0.1)

Example Power/Energy | Market Strategic Total capacity | Capacity
investment reserve credit (MW)
Only load — 24,936 1387 26,323 —
Wind power | 4000 MW, 24,127 1683 25,810 513
9TWh
Nuclear power | 1346 MW, 23,807 1735 25,542 781
9TWh

More capacity is needed in all cases. This depends on a higher LOLP requirement.

e The market will make higher investments in all cases. This depends on the higher
accepted price.
e The needed amount of strategic reserve decreased in all cases. This depends on the
higher accepted price, which had a higher impact on the requested volume than
the stricter LOLP requirement.
e 4000MW of wind power increased the capacity credit from 443 MW (11%) to
513MW (13%). This result indicates the challenge of having long time series in
order to get a realistic estimation of the wind power availability during high load.
e 1346 MW of nuclear power decreased the capacity credit from 899 MW (66%) to
781 MW (58%). This depends on the stricter LOLP requirement, which in general
decreases the capacity credit for thermal stations (see, e.g., [20]).

This chapter evaluated the basic principles for the volume of the strategic reserve
and how this is strongly connected to the required reliability level and accepted
maximal price. Also, the chapter showed that the price that the strategic reserve of
the market uses when it bids into the market has an important impact on the interest of
the non-subsidized part of the market to make investments. Furthermore, it analyzed
the impact of wind power on the volume of needed market investments and strategic

reserve.
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Chapter 8
MATREM: An Agent-Based Simulation
Tool for Electricity Markets

Fernando Lopes

Abstract This chapter presents the key features of an agent-based simulation tool,
called MATREM (for Multi-Agent TRading in Electricity Markets). The tool allows
the user to conduct a wide range of simulations regarding the behavior and out-
comes of electricity markets (EMs), including markets with large penetrations of
renewable energy. In each simulation, different autonomous software agents are
used to capture the heterogeneity of EMs, notably generating companies (GenCos),
retailers (RetailCos), aggregators, consumers, market operators (MOs) and system
operators (SOs). The agents are essentially computer systems capable of flexible,
autonomous action and able to interact, when appropriate, with other agents to meet
their design objectives. They are able to generate plans and execute actions according
to a well-known practical reasoning model—the belief-desire-intention (BDI) model.
MATREM supports two centralized markets (a day-ahead market and an intra-day
market), a bilateral market for trading standardized future contracts (a futures mar-
ket), and a marketplace for negotiating the terms and conditions of two types of
tailored (or customized) long-term bilateral contracts: forward contracts and con-
tracts for difference. The tool is currently being developed using both JADE—the
JAVA Agent DEvelopment framework—and Jadex—the BDI reasoning engine that
runs over JADE, enabling the development of BDI agents. A graphical interface
allows the user to specify, monitor and steer all simulations. The human-computer
interaction paradigm is based on a creative integration of direct manipulation inter-
face techniques with intelligent assistant agents. The target platform for the system
is a 32/64-bit computer running Microsoft Windows.
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8.1 Introduction

The computer-controlled operating processes at most real-world applications (e.g.,
automated factories and telecommunication centres) are complex by nature. As this
complexity grows, it will be increasingly difficult to control such applications with
centralized management and scheduling policies that are both robust in the face
of unexpected events and flexible at dealing with operational and environmental
changes that might occur over time. The inherent distribution of competence, con-
trol, and information, as well as the complexity of the theoretical problems underly-
ing such applications call for new ways of domain modeling and problem-solving.
The ability of different autonomous components to interact, exchange information,
and coordinate their actions—that is, interoperability—is often considered a central
requirement. Accordingly, a promising approach to model and analyze the behavior
of real-word applications consists in distributing—along such dimensions as space
and function—the control of operations to a number of software agents. Intelligent
agents and multi-agent systems (MAS) are indeed a relatively new way to concep-
tualize and implement complex systems (see, e.g., [1-3]).

Traditionally, the electric power industry was dominated by a few, often publicly
owned, entities with monopoly control over both large power generation plants and
power grids. Increasingly, however, this centralized paradigm has been replaced by
deregulated and unbundled markets with a large number of stakeholders involved
in power generation, transmission, distribution, and network development. Policy
makers have introduced wholesale and retail markets and encouraged different forms
of transaction that compelled market entities to compete both for generation and
for serving customers (see, e.g., [4, 5]). Conceptually, the agent-based approach
is an ideal fit to the naturally distributed domain of EMs. As a result, agent-based
simulation of EMs has attracted considerable attention over the last years and a
number of simulation tools have emerged (e.g., SEPIA [6], EMCAS [7], NEMSIM
[8], AMES [9], PowerACE [10], MASCEM [11, 12], and GAPEX [13]; see also
[14—17] for comprehensive reviews and critical surveys).

The share of variable generation (VG), such as wind and photovoltaic solar power,
in the energy mix, has increased significantly in recent years. The European Union
(EU) has been one of the major drivers of the development of renewable energies.
The Renewable Energy Roadmap [18] kick-started the real growth in the renewable
energy sector. The EU Renewable Energy Directive [19] has laid the ground for a
policy framework on renewable energy sources until 2020. The core of the legislative
framework involves binding targets for the production of renewable energy (RE) of
individual member states, and also requires priority grid access for such production.
However, the rules regulating the integration of RE in the marketplace are neither
mandatory nor quantified. Even though there is potential for a large penetration of RE
in the European grid infrastructure, the electricity markets of individual members are
still designed for power systems based on predictable production from centralized,
conventional sources, like coal and nuclear power.
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At present, it is unclear whether or not existing market designs cater well to
the needs of the increasingly complex and interdependent power systems with high
penetrations of variable generation [20]. There is, therefore, a growing need to mon-
itor the potential impacts of RE to determine if existing designs are still effective.
Furthermore, and although the agent-based approach presents itself as an advanced
modeling approach to simulate the behavior of power markets over time, most exist-
ing agent-based tools for EMs were arguably developed to simulate traditional market
models, proposed when the vast majority of generation units were controllable and
fuel-based, meaning that production could be shifted in time with limited economic
impact.

Against this background, this chapter presents the key features of an agent-based
simulation tool for EMs, called MATREM (for Multi-Agent TRading in Electricity
Markets). MATREM allows the user to conduct a wide range of simulations regarding
the behavior and outcomes of energy markets, including markets with large penetra-
tions of variable generation. The tool is currently being developed using the JAVA
Agent DEvelopment framework (JADE) [21], an agent-oriented middleware, offer-
ing a framework for developing multi-agent systems, and fully integrated with the
JAVA programming language. The remainder of the chapter is organized into the
following three major parts:

1. Overview of the tool. This part begins by describing the six types of market enti-
ties currently supported by MATREM: generating companies, retailers, aggre-
gators, consumers, market operators and system operators. It then presents the
two exchanges simulated by the tool: a power exchange, comprising a day-ahead
market and an intra-day market, and a derivatives exchange, comprising a futures
market for trading standardized bilateral contracts. Finally, the part describes
the marketplace supported by MATREM: a bilateral marketplace for negotiating
the details of tailored (or customized) long-term contracts, particularly forward
contracts and contracts for difference.

2. The user interface. This part is devoted to the graphical user interface of the sys-
tem. First, the major interface functions are discussed. Next, the two main styles
of human-computer interaction are briefly introduced: direct manipulation and
indirect management via interface agents. Following this introductory material,
some important design choices are presented and analyzed. Finally, the human-
computer interaction paradigm adopted within this work is described in detail.

3. Autonomous software agents. This part begins by describing the various types
of agents defined in MATREM, notably assistant agents and market agents, and
then presents a Unified Modelling Language (UML) class diagram showing the
relationships among the different agent types. Next, it delves into the technical
details of the conceptual agent model. First, the model initially adopted—a “tra-
ditional” deliberative model—is presented and then the model currently being
implemented—a simplified belief-desire-intention (BDI) model—is described in
detail. The part closes with details of the implementation of the BDI model.



192 F. Lopes

8.2 Overview of the Tool

MATREM relies on multiple autonomous agents to simulate the commercial func-
tions of wholesaling (essentially sales to resellers) and retailing (basically sales to
final customers). The current version of the tool supports two centralized markets
(a day-ahead market and an intra-day market) and a bilateral market for trading
standardized future contracts (a futures market).! Accordingly, the tool supports a
(power) exchange in which supply bids and demand offers are aggregated to find
a clearing price at which supply and demand are equal. Also, the tool supports a
(derivatives) exchange where private parties can trade standardized contracts. This
exchange uses an electronic trading system that automatically matches the bids and
offers from various market participants. Worthy of mention is the possibility of mar-
ket participants to negotiate the details of tailored (or customized) long-term bilateral
contracts, specifically contracts designed to cover the delivery of large amounts of
energy over long periods of time. The parties are able to negotiate the terms and
conditions of both forward contracts and contracts for difference (see Fig.8.1).

Furthermore, the tool supports four key types of agents participating in the afore-
mentioned markets: generating companies (GenCos), retailers (RetailCos), aggre-
gators and consumers.? It also supports two key types of agents responsible for all
markets: market operators (MOs) and system operators (SOs). The target platform
for MATREM is a 32/64-bit computer running Microsoft Windows. A graphical
interface allows the user to specify, monitor and steer all simulations. The remainder
of this section is structured as follows. Section 8.2.1 describes the entities that take
part in the different markets, Sect. 8.2.2 presents the centralized day-ahead and intra-
day markets, Sect. 8.2.3 introduces the market where standardized bilateral contracts
are traded (referred to as futures market), and finally Sect. 8.2.4 introduces the main
phases involved in the negotiation of tailored long-term bilateral contracts.

8.2.1 Key Market Entities

Generating company agents (GenCos) own the power plants that are in charge of
producing electrical energy. They may own a single plant or a portfolio of plants of
different technologies. Non-dispatchable GenCos are agents with non-dispatchable
sources, such as solar-thermal or wind power plants (see Fig.8.1).

10ther markets are expected to be available soon. In particular, a market for trading standardized
option contracts is currently under development. Also, future work aims at extending the simulation
tool by incorporating a market to match the imbalances caused by the variability and uncertainty
present in power systems.

2To date, our focus has been on four key types of market participants. One important area for
future work is to consider other types of traditional power industry agents, including transmission
company agents (TransCos) and distribution company agents (DistCos).
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Fig. 8.1 Simulation tool: power and derivatives exchanges and key market entities

GenCos strive to maximize their profit from selling energy either in the organized
markets or directly to retailers and consumers through bilateral contracts. Retailer
agents (RetailCos) do not own production units and need to purchase all the electric
power needed to provide energy to their clients. They buy energy in the organized
markets and re-sell it to end-use customers who are not allowed, or do not want, to
participate in these markets. Also, they may deal indirectly with end-use customers
through aggregators—that is, agents that support groups of customers in trading
electrical energy. The key objective of RetailCos is to maximize the profit obtained by
selling energy to their clients. Since clients can change retailer when they are offered
abetter price, RetailCos try to buy energy as cheap as possible to provide clients with
the lowest possible prices. Large consumers can take an active role in the market by
buying electrical energy through the centralized markets, or alternatively they may
sign customized (or tailored) bilateral contracts with producers or may be supplied by
retailers. They aim at minimizing their procurement cost (or maximizing the utility
obtained from electricity usage). Small consumers either buy energy (directly) from
retailers or deal (indirectly) with retailers through aggregators (see Fig.8.1).
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Aggregators are essentially entities that combine end-use customers into buying
groups pursuing the objective of buying large blocks of electric power at cheaper
prices (when compared to prices for single customers). Accordingly, the tool supports
coalitions of end-user customers—that is, various customers ally into coalitions to
enhance the likelihood of achieving their individual outcomes (i.e., covering their
needs at better energy prices). In other words, two or more customers intentionally
form a coalition—represented by an aggregator—who interacts with a retailer in
search for a superior outcome (but see [22, 23]).

8.2.2 Day-Ahead and Intra-day Centralized Markets

The power exchange comprises a day-ahead market and a shorter-term market known
as intra-day market. The day-ahead market (DAM) buys energy from sellers and sells
energy to buyers in advance of time when the energy is produced and consumed (see,
e.g., [24, 25]). For a given day d, the DAM is cleared in the previous day (d —1),
typically at 12 noon.® The intra-day market sets prices and schedules a few hours
ahead to facilitate balancing on advance of real time. For day d, the intra-day market
is cleared several times once the DAM has been cleared (e.g., at 7 p.m. and 10 p.m. of
dayd—1,and2a.m.,5a.m.,9a.m. and 1 p.m. of day d).* Producers that deal with the
intermittency and time-dependent nature of non-dispatchable sources—that is, non-
dispatchable GenCos—tend to rely more on the intra-day market than conventional
producers, since the time that elapses between the closure of this market and the
delivery of electrical energy allows a higher accuracy on actual power production
forecasts.

Most energy transactions take place in the day-ahead market, i.e., the intra-day
market is mainly used to make adjustments in the positions of market participants as
delivery time approaches. Accordingly, we present next a description of the operation
of the DAM only.’> Generating company agents submit bids to sell energy at some
price for every hour of the market horizon. Also, retailer agents and large consumers
submit offers to purchase electricity at some price for every hour of the market
horizon. A market operator agent then collects the bids and offers and sort them
according to the price. In a next step, the marker operator clears the market and
determines the prices and traded quantities. All bids to sell energy with prices lower
than or equal to the market-clearing price are accepted. Likewise, all offers to buy
energy with prices greater than or equal to the market-clearing price are accepted.

3The gate closure time of the DAM is a simulation parameter. Thus, the tool allows the user to
specify market simulations involving different gate closures (e.g., 10 a.m. or 6 p.m. of the day
before the day of operation).

4The number of intra-day market sessions is also a simulation parameter, meaning that the tool
allows the user to phase the intra-day market into different sessions (e.g., only two sessions a day,
or twenty-four sessions a day, one for each hour).

SThe operation of the intra-day market is essentially identical to that of the day-ahead market, and
is therefore omitted.
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Both system marginal pricing (SMP) and locational marginal pricing (LMP) are
supported. Under SMP, a more detailed description of the market operation is as
follows:

e GenCos submit bids to sell energy in the form of price and quantity pairs—that is,
bids to supply a certain amount of energy at a certain price for each of the 24-hours
of the day of operation (i.e., 24 price/quantity pairs).

e RetaiCos and large consumers submit offers to buy a certain quantity of energy at
a specific price for each of the 24-hours of the day under consideration.®

e The market operator collects the two-part bids, ranks them from the lowest price
to the highest price, and builds a supply curve (i.e., a curve showing the price as
a function of the cumulative quantity). Also, if the previous step was not omitted,
this agent collects the two-part purchase offers, ranks them from the highest energy
price to the lowest energy price, and builds a demand curve.

e The market operator agent clears the market and determines the market-clearing
prices and the traded volumes. For each hour, the market-clearing price is defined
by the intersection of the supply and demand curves. The traded volume is the
sum of all energy quantities specified in the purchase offers that are satisfied at the
market-clearing price.

e The market operator instructs GenCos to produce the energy corresponding to
their accepted bids. Similarly, this agent informs RetailCos and large consumers
of the amount of energy that they are allowed to draw from the system.

e The market operator manages a simple invoici