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Preface

New and recent advances in technology have opened a new era in our understanding
of the fundamental principles that govern the evolution and dynamics of organic
macromolecules, tissues, and cells under a large set of physical conditions and a
wide range of time and length scales. In a successful assembly among cutting-edge
experimental techniques, theoretical frameworks imported by physics and math-
ematics, and powerful and efficient computer algorithms, our current knowledge
on the dynamics of biological phenomena has certainly witnessed a tremendous
expansion in the last two decades. Now, it is possible to perform precise quantitative
analysis of biological phenomena at different scales of times and space, ranging
from picoseconds to weeks and from angstroms to meters for studying protein
folding and peptide translocation to collective behavior in bird flocks and self-
organization patterns in tissues. This vast knowledge has arisen only as an effective
interdisciplinary research at the interface of physics, math, molecular biology,
computer sciences, and systems biology.

Biological physics deals with the application of physical principles to accomplish
computational simulations and analytical models in order to generate, analyze, and
discuss mathematical and physical models for biological microscopic phenomena. A
paradigmatic and classical example of this is the so-called protein folding problem,
which refers to the passage of a one-dimensional primary structure of a protein into
a three-dimensional quasicrystalline compact structure known as the native state.
The first works of C. B. Anfinsen in 1960–1970 yielded the crucial observation
that the native state, in fact, corresponded to a free energy minimum state for the
intra- and intermolecular interactions of the protein and the solvent. This paramount
observation opened up the door to physics in molecular biology. On another scale,
systems biology associates the phenotype of a cell or tissues as a collective behavior.
In this sense, emergent properties that result from the interaction of genes, proteins,
and metabolites inside the cell and/or organism not present on single entities
arise. Both areas have currently made relevant breakthroughs in natural sciences
at different degrees of granularities involving fundamental question at microscopic,
such as the structure of proteins, or macroscopic scales such as the computational
modeling of genome scale metabolic networks to link the phenotype for precision
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medicine. Such research fields are in the frontiers of science and, consequently,
constantly evolving with the technological advances. To be a participant in this
scientific revolution, there is an imperative need to discuss the direction and new
trends in the field, identify potential developments in our specific context, and
broadcast the knowledge to prepare the new generation of scientist with interest
in these amazing and challenging areas.

With these purposes in mind, we organized the Biological Physics Mexico
City 2017 (BioPhys 2017), which was held from 17 to 19 of May 2017 at the
Center for Complexity Sciences, C3- UNAM, México (https://sites.google.com/site/
biologicalphysicsmexico2017/). During this time, experts from the UK, Mexico,
USA, Israel, and Europe discuss selected topics in physics, computer sciences,
mathematics, and systems biology applied to numerous cutting-edge research prob-
lems at the interface of these disciplines. The meeting gathered a large number of
audience including researchers, graduate and undergraduate students with a variety
of backgrounds including biophysics, genomic sciences, physics, mathematics, and
computational sciences. Our expectations and goals were satisfactorily reached.
The outcome of this effort has had a two-fold positive result: On one side the
establishment of collaboration between Mexican and international institutions, and
on the other side, it has motivated young minds in the scientific community to
pursue new research goals inspired by some of the lectures given. In this book,
we have included a selection of these topics presented in the meeting, all these in
the frontiers that embrace the fine modeling of protein folding to the computational
interpretation of high-throughput technologies in cancer. In chapter one, Gumbart
et al. present a detailed description of protein-folding pathways and function of
beta-hairpins and beta-sheets. In second chapter, de la Rosa Perez et al. provide
a description of microRNA, a short noncoding RNAs that regulate fine regulation
in cancer. They present a study in prostate cancer. Then, the subdiffusive transport
in heterogeneous environment is depicted by Fedorev et al. Afterwards, F. Sevilla
discusses the nonequilibrium nature of the active motion. Then, two different and
complementary chapters by Fussion et al. and Ana Leonor et al. describe some
applications of the analysis of series analysis to describe the behavior of diseases
through noninvasive methods of diagnostics in patients. The chapter “An Agent-
Based Model to Study Selection of Pseudomonas aeruginosa Quorum Sensing by
Pyocyanin: A Multidisciplinary Perspective on Bacterial Communication” describes
a mathematical modeling of quorum sensing, one important phenomenon occurring
in the population of bacteria. Subsequently, Torres-Romero et al. present a chapter
titled “Zinc Efflux in Trichomonas vaginalis: In Silico Identification and Expression
Analysis of CDF-Like Genes.” Then, Armengol at al provide a summary of the state
of the art in systems biology and metabolism of breast cancer with a special interest
in clinical applications Finally, Victor Breña presents a dynamical analysis of the
biochemical interaction in a plant root hair cell.

We are sure that this book will provide a guide to introduce some of the current
topics of physics and systems biology. It is a pedagogic resource to motivate new
talent in Mexico and stimulate the interdisciplinary research in biological sciences.

https://sites.google.com/site/biologicalphysicsmexico2017/
https://sites.google.com/site/biologicalphysicsmexico2017/
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Diverse Protein-Folding Pathways
and Functions of ˇ-Hairpins and
ˇ-Sheets

Curtis Balusek, Hyea Hwang, Anthony Hazel, Karl Lundquist, Anna Pavlova,
and James C. Gumbart

Abstract One of the most common fundamental secondary-structure elements of
proteins is the ˇ-sheet. Folding of ˇ-sheets into various structures, e.g., ˇ-hairpins,
ˇ-barrels, and amyloids, is believed to provide the energy required to drive various
processes, including membrane-protein insertion into and translocation across the
outer membrane of Gram-negative bacteria. The folding of the ˇ-hairpin has
also been proposed to function as a conformational switch in some systems. In
this chapter, we review the contributions of molecular dynamics simulations to
resolving the energetics of ˇ-hairpin folding, the mechanics of ˇ-barrel insertion
into the membrane by the BAM complex, the dynamics of ˇ-hairpin conformational
switching, and the structures of disease-causing amyloids.

Keywords ˇ-Sheets · ˇ-Barrels · Protein folding · Outer-membrane proteins ·
Amyloids

1 Introduction

Along with ˛-helices, ˇ-sheets are one of two common secondary-structure ele-
ments. They can take on a variety of shapes and sizes. The simplest element is
a single ˇ-hairpin, formed by two adjacent protein strands that make hydrogen
bonds between their respective backbones with a short turn between them. A ˇ-
sheet contains multiple ˇ-strands, which are not necessarily contiguous. These can
further fold into three-dimensional structures such as ˇ-barrels, commonly found
in the outer membrane of Gram-negative bacteria as well as the outer membranes
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of mitochondria and chloroplasts [1], and amyloids, exceedingly large structures
implicated in a number of diseases. These structures often possess a high stability,
e.g., ˇ-barrels in the outer membrane have folding free energies in the range of �18

to �32 kcal/mol [2]. But when necessary, their structures can be dynamic, such as
in the designed conformational switch peptide A [3]. Molecular dynamics (MD)
simulations, which integrate Newton’s equations of motion for all particles in the
system iteratively in time, provide one way to observe these dynamical features
of proteins. In the following chapter, we describe a handful of distinct structure-
function relationships for ˇ-sheet-containing proteins and the contributions MD
simulations have made to our understanding of them.

2 The Gram-Negative Bacterial Outer Membrane

Bacteria are typically subdivided into two distinct groups based upon their cell
envelope composition. Gram-positive bacteria have a relatively simpler envelope
with an inner membrane surrounded by a thick peptidoglycan cell wall [4]. Gram-
negative bacteria are distinguished from their positive counterparts by the presence
of an outer membrane (OM) beyond the peptidoglycan cell wall, with a large (�25-
nm) periplasmic space separating the two membranes (Fig. 1a).

The outer membrane is distinct from other lipid bilayers, in both pro-
and eukaryotes, due to an asymmetric leaflet composition. It is this intrinsic
asymmetry of the OM that prevents most small molecules from diffusing
across the membrane spontaneously, as can occur in symmetric bilayers [5–7].
Comparing the two leaflets, the inner leaflet of the OM is primarily composed
of phospholipids, such as phosphatidylethanolamine, phosphatidylglycerol, and
cardiolipin (approximately 15:3:1) [8, 9], whereas the outer leaflet of the OM
is composed of lipopolysaccharides (LPS), which have 5–6 aliphatic tails, a
core-oligosaccharide, and in some species O-antigen repeats [10] (Fig. 1b). The
hydrophilic core-oligosaccharide of LPS combined with the hydrophobic tails
prevents almost all molecules from easily traversing the OM. This is due in part
to divalent cations cross-linking the core-oligosaccharide phosphates, reducing the
lateral mobility of LPS and inhibiting the permeation of small molecules [9, 11].
Computational simulations have also shown that the core-oligosaccharide plays a
critical role in the function of OM proteins [12–14].

The OM is believed to comprise approximately 50% protein by mass [8], most
of which are transmembrane spanning ˇ-barrel porins (Fig. 1c), which permit the
passive diffusion of small molecules (<600 Da) into and out of the periplasm.
The existence and abundance of porins prohibit OM proteins from utilizing typical
cellular energy sources, such as ATP and ionic gradients. These limitations have
been studied extensively using computational simulations to quantify dynamical
properties and functions of OM porins, such as exclusion limitation, ion specificity,
enzymatic activity, etc. [8, 15–17]. Furthermore, in vitro experiments have shown
at least some ˇ-barrel proteins can spontaneously insert into the OM, albeit
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Fig. 1 Gram-negative cell envelope. (a) Gram-negative bacteria are characterized by their cell
envelope, which contains two membranes and a cell wall, shown atomistically in the enlarged
region. The inner and outer membrane are separated by the periplasm, which contains the cell wall
and a diverse set of proteins, including chaperones, assembly machineries, and degradases. OM
proteins (yellow and purple) shown left to right are ˇ-barrel assembly machinery (BAM) complex,
autotransporter pertactin, and OmpA porin. (b) An enlarged representation of LPS with lipid A
in magenta, core-oligosaccharide in red, and the O-antigen subunit in green hues, above a typical
inner leaflet phospholipid (blue). (c) OmpA, an OM porin, shown with its periplasmic domain

slowly [18]. Therefore, it has been hypothesized that OM proteins can utilize the
energy from ˇ-sheet folding to drive various other processes, e.g., folding OM
proteins (see Sect. 4) and importing/exporting substrates [19].

While small molecules can diffuse across porins, large, scarce substrates still
require active transport across the OM. One such uptake pathway is through TonB-
dependent transporters (TBDTs), which import metal-containing complexes such as
siderophores, chelates, and cobalamins across the OM. TBDTs are characterized by
a 22-stranded ˇ-barrel motif and a moderately conserved plug domain that occludes
the barrel [20, 21]. This plug contains a highly conserved N-terminus, the so-called
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Ton-box, which binds to TonB, an inner-membrane anchored, periplasm-spanning
protein. TonB utilizes energy generated by the inner-membrane proton motive force
to drive substrate transport at the OM [20–22].
ˇ-sheet interactions play a critical role in TonB-mediated substrate transport.

The plug domain contains a four-stranded ˇ-sheet with the strands oriented roughly
parallel to the membrane plane [20]. Alternatively, when bound, TonB and the Ton-
box, which form their own ˇ-strand/strand interaction, are oriented perpendicular to
the membrane plane. Simulations on the cobalamin transporter BtuB and the iron-
pirate TbpA tested a hypothetical force transduction model, demonstrating that the
TonB/Ton-box interaction is stable under the application of force whereas the plug
domain unfolds readily [23, 24]. The distinct behavior is due to the fact that breaking
the TonB/Ton-box interaction would require shearing, i.e., breaking all hydrogen
bonds in the ˇ-sheet simultaneously, whereas unfolding the plug domain requires
only unzipping, i.e., breaking one hydrogen bond at a time [20, 23]. Recent atomic
force microscopy studies have all but confirmed this force transduction model and,
furthermore, suggested that each TBDT has a plug domain that unfolds only as
much as necessary to create a pathway for its substrate [25].

3 GB1 as a Model Peptide for Studying the Folding of
ˇ-Sheets

In order for most proteins to function, they must first acquire a specific three-
dimensional “native” structure, that is encoded within the sequence of amino
acids [26]. Proteins typically “fold” into their native structure starting from some
unstructured, disordered state after being extruded from the ribosome during mRNA
translation. Understanding the mechanism by which proteins find their native
structure is important in elucidating how structure is encoded within the amino acid
sequence. Model peptides—small sequences with one or a few secondary structural
motifs—are often used to study folding mechanisms. Because widely different
sequences can give rise to surprisingly similar structures, results from model
peptides are broadly applicable to many sequences containing similar structures.
The B1 domain of streptococcal protein G (GB1) has often been used to study the
folding of ˇ-sheets. The full-length GB1 has 56 residues and contains four ˇ-sheets
and one ˛-helix (see Fig. 2a). The C-terminal ˇ-hairpin (residues 41–56, i.e., ˇ3
and ˇ4 in Fig. 2a) is also used to study a single, isolated ˇ-hairpin (see Fig. 2b).

While NMR experiments were successful in finding natively folded, isolated ˇ-
hairpin peptides [27–32], which had been elusive to researchers due to either their
instability or tendency to aggregate in solution, they were unable to determine the
folding kinetics or folding mechanisms of these peptides. Muñoz et al. performed
the first experiments to investigate the folding mechanisms of a ˇ-hairpin peptide
in 1997 [33]. Using nanosecond laser temperature-jump experiments for the single
tryptophan residue, W43, in the hydrophobic core, they observed that the C-terminal
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Fig. 2 Structure of GB1 (PDB: 1GB1). (a) Full structure of B1 domain of protein G. Protein
backbone shown in cartoon representation and colored by secondary structure: (yellow) ˇ-sheet,
(cyan) ˇ-turn, (magenta) ˛-helix, and (white) random coil. (b) GB1 residues 41–56 (ˇ3 and ˇ4 in
a) shown in licorice representation. Backbone atoms colored by atom name and side chain atoms
transparent. Left: native backbone hydrogen bonds between residue pairs 42–55, 44–53, and 46–
51. Right: hydrophobic core residues 43, 45, 52, and 54 shown in green

ˇ-hairpin of GB1 folds in �6�s and is about 50% folded at room temperature. In
addition, they observed that GB1 obeys many of the physical mechanisms believed
to be involved in protein folding: it’s a two-state folder, has a funnel-like free-energy
landscape, and is stabilized by both hydrogen bonding and hydrophobic interactions.
The turn region containing residues 45–52 is in its native conformation in the
transition state, and a simple statistical model where each residue flips between a
random coil and ˇ-sheet conformation [33] suggests this may be the main reason
for ˇ-hairpins folding about 30 times slower than ˛-helices [34, 35]. Lastly, Muñoz
et al. calculated the enthalpic and entropic contributions of GB1 folding to be
�H D �11:6 kcal mol�1 and �S D �39 cal mol�1 K�1, respectively.

Since the GB1 ˇ-hairpin is such a small molecular system, amenable to MD
simulations, the Muñoz et al. study [33] inspired a deluge of computational studies
between 1998 and 2002. Some of these studies challenged the turn-first folding
mechanism of Muñoz et al. Dinner et al. were the first to use an MD simulation
to calculate a free-energy landscape of GB1 [36]. Using collective variables
defined by the native hydrogen bonds and hydrophobic core residues shown in
Fig. 2b, an L-shaped free-energy landscape suggested that the hydrophobic core
collapses first before any native hydrogen bonds form. Formation of hydrogen
bonds then propagates outwards from the hydrophobic core, with central hydrogen
bonds formed most often. Although these results used an implicit solvent model,
two other studies utilizing high-temperature simulations found similar results for
explicit solvents [37, 38]. The latter two studies by Pande et al. and Garcia et al.
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additionally observed that some structural elements are present in the hydrophobic
collapsed state, while native hydrogen bonds had yet to form. Interestingly, short
simulations (5 ns) of GB1 at low temperatures found the native structure to still
be stable after replacing the nitrogen atoms involved in native hydrogen bonding
with fluorines [39]. The hydrophobic core was stable enough to keep the structure
intact, suggesting that the hydrophobic core may be the stabilizing element for the
ˇ-hairpin. Very long trajectories (38�s in total) of GB1 in implicit solvent showed
kinetic traps along the extended!collapsed pathway due to non-specific hydrogen
bonding [40]. By comparing explicit and implicit solvent models with the same
force field, Zhou and Berne found that ˇ-hairpin folding may be entropically driven,
given that the higher energy hydrophobically collapsed state is the global free
energy minimum in implicit solvent, whereas the native state is the global minimum
in explicit solvent [41]. The same effect was not observed for helices, where
local interactions are the driving force for folding. Therefore, implicit solvents
are probably underestimating the total entropy of the water, particularly for the
folded state. The implicit solvent model, GBOBC, however, appears to work well
enough in this regard with the AMBER96 force field to reproduce the correct two-
state behavior for GB1 [42]. While most of these early studies found the folding
mechanism to involve either hydrophobic collapse or turn formation proceeded by
hydrogen bond formation, one study found an alternative, “reptation” mechanism
where an offset ˇ-hairpin with non-native contacts is formed first, which then slides
into the correct conformation with native contacts [43]. A later study, however,
found that the non-native hairpin must first completely unfold before forming the
native hairpin [44], rejecting reptation as a possible mechanism.

After a rush of molecular simulation studies in the 5–6 years following the
Muñoz et al. paper, a consensus began to form for the folding mechanism of GB1.
The ˇ-hairpin exists as a two-state folder, with the unfolded state being a collapsed
structure, rather than an extended one. While there was some debate on the precise
structure of the collapsed state, it did appear that some structural elements were
present in this state before the native hydrogen bonds formed. The central hydrogen
bonds are the most stable, usually forming first, whereas those near the turn region
or the termini are formed least often, if at all, often resulting in a frayed structure
in the native state with a fluctuating number of hydrogen bonds. However, with
the nature of the unfolded state still ambiguous, further studies were needed to
pinpoint the exact mechanisms and driving forces for folding. Some evidence points
to the turn region being the more important factor over the hydrophobic core. For
example, Santiveri et al. showed that for a designed ˇ-hairpin peptide, folding is
driven primarily by the turn region, although transition states are stabilized by a
hydrophobic tyrosine–tryptophan interaction [45]. Smith et al. later found a more
direct connection between hydrophobic collapse and turn formation for another
designed ˇ-hairpin peptide, TZ2, using isotope-edited 2D IR spectroscopy [46].
Davis and Dyer also recently showed that salt bridges in the turn region can
significantly enhance stability of ˇ-sheets [47]. GB1 has a potential salt bridge
pairing in the turn region, but experiments showed that although this salt bridge
appears in crystal structures, there are no salt bridge interactions in solution [48],
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so these interaction don’t appear to affect GB1. Simulations by Evans and Wales
found that electrostatic forces appear to be driving the hairpin to fold for their
system [49], not van der Waals forces, contrasting the results of Ma and Nussinov,
which suggested that hydrophobicity was enough to stabilize the structure. However,
Evans and Wales utilized an implicit solvent and found folding times that were
an order of magnitude longer than experiments. Yoda et al. examined a third
reaction coordinate that monitored the turn region, in addition to two coordinates
for the number of native hydrogen bonds and the size of the hydrophobic core, and
found a large free energy basin containing unfolded, hydrophobically collapsed, and
turn-forming structures [50]. For their system, hydrophobic collapse preceded turn
formation. De Sancho et al. found that slow dynamics in the unfolded state are due to
the formation and melting of helical structures [51], similar to results from Zagrovic
et al. Lastly, although they did not investigate the unfolded state directly, Best et
al. observed distinct differences in the free-energy landscape of GB1 for different
protein force fields and explicit water models [52]. In particular, water models with
stronger water–protein interactions can shift the stability away from the native state
towards a more extended, unfolded state.

In conclusion, while GB1 displays typical two-state folding behavior, MD
simulations disagree somewhat on the unfolded structure and how the folded
structure arises from that unfolded state. While there is strong evidence that the
turn region may ultimately play the more important role over the hydrophobic
interactions, its relative importance for GB1 specifically is not so clear. Hydrophobic
collapse does appear before hydrogen bond formation, but some studies have found
turn structure arising either before or during collapse. Additionally, dynamics in the
unfolded regime are complicated by short-lived, non-native helical segments. As
force fields are better optimized to reproduce experimental data, and protein–water
interactions are better characterized, molecular simulations should be able to resolve
this discrepancy.

4 Assembly of ˇ-Barrel Proteins

As noted in a previous section, the outer membrane (OM) in Gram-negative bacteria
is asymmetric and populated by a number of outer-membrane proteins (OMPs)
with ˇ-barrel transmembrane domains [53]. The primary machinery responsible for
insertion and assembly of OMPs in Gram-negative bacteria has been identified as a
five-protein complex called the ˇ-barrel assembly machinery (BAM) [53] (Fig. 3).

While the exact number of BAM-complex components depends on bacterial
species [54, 55], in E. coli, the BAM complex is a five-protein assembly. The
BAM complex consists of BamA, the central and essential transmembrane unit,
along with four accessory lipoproteins, BamB, BamC, BamD, and BamE [53, 56].
An understanding of how this system accomplishes its task has been advanced
significantly by the steady release of structures for all its components over the
last 10 years. The structures of BamB, BamC, and BamD were first published in
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Fig. 3 The E. coli BAM complex from Gu et al. (PDB entry 5D0O). BamA is shown in grey,
BamB in blue, BamC in red, BamD in yellow, and BamE in green. The helix grip domains are
missing from BamC. BamB and BamD interact directly with BamA, while BamC and BamE
interact primarily with BamD

2011 [57], while the structure of BamE was published in 2008 [58]. The structure
of BamB revealed a ˇ-propeller motif with eight blades and a central pore in
what has been called a “doughnut” shape [59]. The structure of BamC consists
of an unstructured N-terminal domain (75–100 residues) and two structurally
similar helix-grip domains, each of which includes six ˇ-strands and three ˛-
helices [57, 60, 61]. BamD contains five tetratricopeptide (TPR) domains, each of
which consists of two ˛ helices of varying lengths [57, 62, 63]. Crystal structures
for BamA periplasmic domains were first released in 2007 [64], but did not exist for
the ˇ-barrel domain until 2013 [65]. At its N-terminus, BamA was determined to
possess five periplasmic domains called polypeptide transport-associated (POTRA)
domains, which have a conserved ˇ˛˛ˇˇ fold and a 16-stranded ˇ-barrel at its C-
terminus [65–67]. In 2016, the first high-resolution structures for the BAM complex,
with and without BamB, were released [68–71].

Fueled by a number of crystal structures for BAM-complex components released
over the course of the last 10 years, molecular dynamics simulations have played
a critical role in revealing a mechanistic understanding of OMP assembly [65,
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69, 72, 73]. Beginning with the release of structures for the ˇ-barrel domain for
BamA, simulations revealed several key features of the dynamics of BAM-complex
components. The first of these features was a spontaneous separation between the
first and last ˇ-strands (ˇ1 and ˇ16, respectively) on the �s timescale, forming
a putative “lateral gate” [65]. To verify the existence and relevance of this gate,
cross-linking was performed with disulfide mutagenesis to prevent the gate from
opening [72]. This mutation was lethal to bacterial cultures, giving support to
the biological existence and importance of the separation event. A second feature
revealed in BamA simulations was a destabilized region of the membrane near the
strand interface caused by an abnormally thin hydrophobic section of the barrel
exterior. Together, these features have targeted the gate region as functionally
relevant for OMP insertion, although they do not unambiguously establish the
actual insertion mechanism. Following the initial simulations of BamA, later MD
simulations demonstrated the existence of an exit pore in the extracellular loops
above the lateral gate, with cross-linking experiments showing that its opening is
required for proper function [72]. It was proposed that this exit pore is necessary to
allow the passage of large extracellular loops of nascent OMPs during assembly.

More recently, simulations were used to carry out a systematic study of the
POTRA domains of BamA. In this study, Fleming et al. showed that the periplasmic
OM surface can bind to the POTRA domains and modulate their conformational
flexibility [73]. Based on their findings, they propose that binding to lipoproteins
and to the membrane helps the POTRA domains to maintain functionally relevant
conformations of the BAM complex. Moreover, due to their amphiphilic nature, ˇ-
strand segments of nascent OMPs may find a favorable environment at the interface
of the OM inner leaflet and adsorb to the surface. The binding of POTRA domains
to this interface may help to arrange these segments into hairpins or ˇ-sheets along
the assembly pathway.

Simulations of the full-complex structures released in 2016 have served to
broaden an understanding of dynamic features of the complex [69]. The two
C-terminal helix-grip domains of BamC were previously suggested to be cell-
surface exposed in vivo, likely indicating that they are not closely associated with
the complex [74]. In all simulations of BAM complex structures, the C-terminal
domains of BamC were observed to be the most mobile of all the domains [69].
Likewise, in one of the BamACDE complexes, electron density was only visible
for the N-terminal loop of BamC, indicating that the C-terminal region was highly
dynamic [69]. The BamACDE and BamABCDE systems were otherwise shown
to be stable in simulations [69]. Removal of BamB or BamD caused an increase
in mobility, while the removal of BamC had a minimal effect. Gu et al. conclude,
based on their simulations and functional studies, that the entire periplasmic part
of the complex rotates about the ˇ-barrel domain of BamA, cycling between
conformations to somehow assist in OMP assembly.

Inspired in part by the recent structures and simulation results, three prominent
models now exist to explain the role of BamA in substrate insertion [75, 76]. The
passive model posits that the substrate is inserted directly into the disordered mem-
brane region created by BamA, and otherwise the BamA barrel plays practically no
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functional role. The lumenal folding model asserts that nascent proteins fold entirely
inside the lumen of the barrel before exiting through the lateral gate opening.
Finally, the hybrid barrel model supposes that the strand separation at the lateral
gate creates a ˇ-strand-folding template upon which the strands of the nascent barrel
are constructed. The BamA ˇ-barrel grows as each nascent strand is added until the
newly formed barrel buds off and is released into the membrane.

A number of questions and possible shortcomings exist with each of the
aforementioned models. The passive model appears to have almost no role for
the BamA ˇ-barrel, other than to create a membrane defect. The lumenal folding
model would require BamA to accommodate and fold proteins in its lumen, some
of which are much larger than BamA itself. In addition, lumenal folding without
gate opening would fail to provide an amphiphilic interface to stabilize both the
hydrophobic exterior and hydrophilic interior of nascent OMP strands. The hybrid
barrel model would provide this amphiphilic interface as well as a template to assist
ˇ-sheet formation, but the enormous degree of structural reorganization required
to accommodate some OMPs (up to 26-strands [77]) appears untenable on its
face [75, 76].

5 Amyloid Fibrils

Misfolding of proteins can have very serious consequences. For humans, the forma-
tion of amyloid fibers, or amyloids, which are insoluble and resistant to degradation,
is particularly problematic [78–80]. These fibers are formed by normally soluble
proteins or peptides that misfold and aggregate into long cross ˇ-sheet structures
(see Fig. 4). The fibers are typically 10 nm wide and 0.1–10�m long and their
formation is believed to be responsible for many serious and incurable conditions
such as Alzheimer’s, Parkinson’s, Type II diabetes, and others [78–80].

There is a lot of interest in understanding the formation of amyloid fibers and
in developing drugs that can inhibit their formation. Experimental studies have

Fig. 4 (a) Structures of a ˇ-peptide as collapsed coil in solution [83] (P DB code 1AML) and
assembled into amyloid fibril [90] (pdb code 5KK3). (b) Structure of a ˇ-helix [91] (PDB code
1EZG)
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shown that the aggregation process requires a nucleation step and that several
intermediate structures that differ from the final form of the fibers are formed
during the assembly [80–82]. After nucleation, the protein monomers are added
through a “dock and lock” model, where the monomer first associates with the
growing fiber and then locks into the fiber structure by adapting the correct fiber-like
conformation [80]. In many cases, the intermediate protein oligomer structures are
more toxic to humans than the final amyloid fibers [79].

To date, the most studied case of amyloid formation is the aggregation of amyloid
ˇ-peptides (ˇ-peptides), which leads to development of Alzheimer’s disease [79].
These 39–43 amino-acids-long peptides are created from cleavage of the amyloid
precursor protein; their normal function is not known. NMR studies have shown
that the peptide in solution cannot be described by one single structure, and that it
mainly adopts collapsed coil structures [83]. Therefore, transition from solution to
amyloid would require a large conformational change.

Atomistic MD simulations have been used to study the solution conformations
of the Aˇ-peptide monomer, oligomerization of small peptide models and fiber
elongation [81]. The first MD simulations of an Aˇ-peptide were done by Strauss
and co-workers [84–86]. It was shown that the WT peptide is disordered in solution
and that mutants can enhance the aggregation process by making the peptide more
flexible, potentially enabling a faster transition into the nucleation state. Other
simulations [87, 88] confirmed that peptide flexibility correlates with aggregation
by showing that factors contributing to aggregation, such as longer peptide length,
lower pH and high temperature, also increase peptide flexibility. Simulations by
Daidone et al. also observed formation of ˇ-hairpin and strand-loop-strand (SLS)
conformations [88], similar to the ones found for the monomers in aggregates,
suggesting that these conformations are important intermediates in the aggregation
and fibril growth processes. Application of replica-exchange molecular dynamics
(REMD) by Garcia and coworkers showed that much larger structural ensembles
could be generated for the Aˇ-peptide compared to conventional MD [89].

Atomistic MD simulations have also been used to look into the structures of
early aggregates of amyloid peptides. Although simulations of fiber nucleation
and elongation for the full peptide are too computationally demanding due to the
system size, several shorter segments of Aˇ-peptide, taken from residues 16–42,
are able to form fibers by themselves. Simulations of these shorter peptides are
much more feasible; for example, models consisting of a few (6–8) residues long
amyloid peptides have been used to better understand aggregation [92, 93]. It was
found that the peptides could organize into both parallel and anti-parallel ˇ-sheets.
Smaller peptides preferred anti-parallel structures, while longer peptides preferred
parallel or anti-parallel structures, depending on the sequence. Aromatic residues
were found to contribute to the stability of parallel ˇ-sheets. Buchete et al. have
simulated Aˇ-dimers in their preferred parallel ˇ-sheet conformation [94]. The
simulated structures were very compact and rigid; additionally, it was found that
interior hydration of the ˇ sheets could contribute to the stability of the structures
by stabilizing the interior salt bridges. These bridges are believed to be important for
the high stability of amyloid fibers. Baftizadeh et al. studied polyvaline peptides as a
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model of general peptide aggregation into amyloids [95]. They found that structures
of less than six smaller peptide chains are unstable on time scales of 100 ns, while
clusters of eight or more chains are stable. Bias exchange metadynamics was used
to create a free energy profile of aggregation based on the number of parallel and
anti-parallel ˇ-sheets as well as the number of steric zippers. Formation of anti-
parallel ˇ-sheet structures is more favorable initially, until a large nucleus is created.
After that, introduction of more parallel ˇ-sheets into the structure was observed.
The final free-energy-minimum structures consist mostly of parallel ˇ-sheets. Their
later study of Aˇ-peptide aggregation [96] showed very similar trends, suggesting
that there is a common mechanism for peptide aggregation into fibrils. The main
difference compared to the polyvaline peptide was that the barrier for the nucleation
was much lower.

The process of fibril elongation has been studied by Han et al. by using replica-
exchange MD and a hybrid PACE model, consisting of a united-atom model of the
proteins and a coarse-grained model of water, to decrease computational costs and
accelerate sampling [97]. The simulations showed that Aˇ-monomers can associate
with the growing fiber in a wide range of different conformations, both disordered
or fiber-like, in agreement with experimental kinetic studies. In most cases, the
association started from the N-terminal of the monomer and then proceeded to other
parts of the peptide. Formation of the SLS structures was often observed after the
initial contact with the fiber, confirming their role in fibril growth.

6 The ˇ-Hairpin as a Conformational Switch

The coupling between electrons and protons plays a vital role in a wide range
of biological processes, enzyme reactions, solar cells, chemical sensors, and
electrochemical devices. Therefore, the mechanism of the electron transfer (ET)
reactions and proton-coupled electron transfer (PCET) reactions, involving the
transfer of an electron and a proton, has been a subject of great interest. Using both
MD simulations and spectroscopy experiments, Hwang et al. studied the potential
contribution of the underlying protein’s motions in ET and PCET reactions, by
observing redox-induced conformational changes in tyrosine-containing ˇ-hairpin
maquettes and their variants [3]. In this study, they used a synthetic 18 amino-acid
ˇ-hairpin, which contains a tyrosine or a radical-state tyrosine, and a cross-
strand amino acid (histidine or cyclohexylalanine), where a kinetically significant
PCET reaction is carried out. Their simulations and analysis, which were focused
on the stability and dynamics of the ˇ-hairpin, showed that the redox-driven
conformational change is associated with a loss of inter-strand backbone hydrogen
bonding, as well as �-� stacking between aromatic and cross-strand amino acids
due to the rearrangement of charge on the aromatic side chain in the radical state
(see Fig. 5).
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Fig. 5 A conformational transition (folded to unfolded state) of a ˇ-hairpin maquette. Hydrogen
bonds are in red. The two aromatic residues involved, tyrosine and histidine, are shown as sticks

A protein’s structure is influenced and malleable by several external and envi-
ronmental factors, such as mechanical force, light, reducing/oxidizing agents, ions,
small molecules, and temperature. Resolving the unique influences of each of
these factors on protein folding often requires detailed, atomistic investigations.
For example, several all-atom MD simulations have been used to illustrate the role
of external forces on protein folding/unfolding. The binding of glycoprotein Ib
(GPIb˛) to von Willebrand factor (vWF) is triggered by flow-induced shear, and
it initiates blood clotting. It is suggested that ˇ-hairpin folding of the b-switch
region of glycoprotein Iba (GPIb˛) increases the affinity of GPIb˛ binding to
vWF. Simulation studies have investigated how readily proteins transitioned from
an unstructured to a structured conformation in the presence of a water flow. Chen
et al. [98] identified that the entropy of the protein is a dominant factor in transition;
the existence of a free-energy barrier prevents spontaneous transition from a loop
state, which is entropically more favorable, to a ˇ-hairpin state. This conformational
transition can be accomplished in two major steps: flow-induced backbone dihedral
rotation followed by a side-group packing. Zou et al. [99] simulated the b-switch
with different flow velocities, demonstrating that the mechanism of the flow-induced
folding is initiated by hydrophobic collapse, followed by inter-strand hydrogen-
bond formation and turn formation.

In another example of investigating controlled conformational change, MD
simulations have been applied to a photo-switchable ˇ-hairpin [100, 101]. The ˇ-
turn-like structure can be synthesized by replacing the central amino acid pair of
a ˇ-turn with a diazobenzene-containing linker. This synthesized peptide is then
photo-switchable thanks to the characteristics of diazobenzene, which can undergo
a conformational change from trans to cis when exposed to light of appropriate
wavelength. Moreover, the fact that diazobenzene can revert back to trans from cis
enables the peptide’s conformation to be reversibly controlled in solution.
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7 Methodological Challenges

Practically all examples cited in the preceding sections involved classical atomistic
MD simulations. This class of simulations has proven utility demonstrated over
more than three decades of applications, but will that utility continue into the future?
Limitations abound, including an inability to model processes involving charge
transfer, covalent bond formation or breaking, or even ones that just take place over
long (millisecond and above) time scales. However, all of these are being addressed.
For example, polarizable force fields, e.g., Drude [102], allow for the charge on a
given atom to separate in response to electric fields created by its environments.
Such separation could be critically important to capture the fine-grained details of
the folding of ˇ-sheets just as it has for ˛-helices [103].

Reactive force fields, which permit covalent bonds to form and break [104], are
not routinely utilized for biomolecular simulations. A more common alternative
is some variant of hybrid quantum-mechanical/molecular-mechanical (QM/MM)
simulations [105]. These simulations maintain a small QM region, usually focused
on the active site where bond formation/breaking is occurring, with the rest
of system simulated using classical MD. However, this approach brings a new
set of challenges, including the appropriate level of theory for the QM region,
how to communicate forces between the two regions, and optimizing the overall
computational speed between the two disparate types of calculations. Addressing
these challenges will increase the range of QM/MM applications, e.g., studying
enzymatic reactions such as those mediated by ˇ-hairpin switches.

Finally, reaching appropriate time scales is an omnipresent problem for MD
simulations. Typical MD simulations, such as those described in this chapter,
range from nanoseconds to microseconds. However, many of the processes of
interest take place over milliseconds to seconds or even more. Faster computers
can certainly alleviate this problem momentarily, although the gains in time scales
have begun to plateau. One recently successful alternative is the development
of specialized hardware, namely the Anton supercomputer, which has permitted
classical atomistic simulations to reach into the millisecond range [106, 107]. Novel
sampling algorithms have also made an impact, e.g., accelerated MD [108], Markov-
state models [109], and simulated tempering [110]. Both approaches, namely longer
simulations and enhanced sampling, will be required to study, e.g., outer-membrane-
protein folding, as well as many other processes, especially those that occur far from
equilibrium.

8 Conclusion

While it is clear that MD simulations have made significant contributions to
our understanding of ˇ-sheet structures, folding, dynamics, and mechanics, the
aforementioned examples are merely a beginning. Improved force fields [102],
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simulations extending to milliseconds [106], and creative new approaches [109] will
almost certainly provide an accelerating number of breakthroughs in the coming
years.
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Abstract Since the discovery of microRNAs (miRNAS) in 1993, findings in
gene regulation have increased in the biological scenery. miRNAs have shown an
important role in the modulation of a wide collection of physiological and patho-
logical processes, starting on embryonic evolution with carcinomas development.
Nowadays, the high availability of gene expression data and the development of
computational approaches that predicts miRNA targets are continuously increasing
the knowledge about miRNA functions, as well as the sources and consequences of
miRNA deregulation within a wide interaction network. In this chapter, knowledge
of miRNA expression and its function on prostate cancer is presented.

Keywords MicroRNA · Circulating miRNA · Biomarkers · Cancer · Prostate

1 Introduction

MicroRNAs (miRNAs) are a family of small regulatory RNAs that control the
expression of specific genes in a post-transcriptional level by base-pairing typically
to the 30-untranslated regions (30UTRs) of a target messenger RNAs (mRNAs)
to direct a reduction in either translation or stability [1]. They are members
of the family of small non-coding RNAs that are endogenous small interfer-
ing RNAs (endo-siRNAs), such as PIWI-single-stranded non-coding RNAs ofo
20–23 interacting RNAs (pi-RNAs) [2, 3]. MiRNAs are involved in a broad range
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Fig. 1 Canonical and non-canonical (mitrons) microRNA genesis

of cellular functions, as developmental, cell differentiation and cell maintenance
functions [4]. MiRNAs are distributed throughout the genome, they can be found
as isolated transcript units or clustered and co-transcribed as polycistronic primary
transcripts [5] and can either be encoded within protein coding genes in both introns
and exons or transcribed from independent genes as intergenic regions. MiRNA
transcription can be carried out by RNA polymerase III and II to produce the
primary transcripts (primiRNAs) [6, 7], which are thousands nucleotide long capped
and polyadenlylated hairpin-shaped transcripts. In the canonical miRNA genesis
pathway, pri-miRNAs are recognized and cleaved in the nucleus then the mature
miRNAs are generated by several processing steps of endonucleolytic cleavages in
the cytoplasm. The cleave in the nucleus is carried out by an RNase III enzyme
named Drosha, which acts with the microprocessor complex subunit DGCR8 (a
molecular anchor necessary for the recognition of pri-miRNA at dsRNA-ssRNA
junction) and cleaves 11 bp away from the junction to release hairpin-shaped pre-
miRNAs that are subsequently cut by the cytoplasmic RNase III enzyme called
DICER to generate mature miRNAs [8–13] (Fig. 1). An alternative miRNAs biogen-
esis pathway called Mitrons-pathway has been described, miRNAs is embedded in
short mRNA introns, then pre-miRNAs are produced unending Drosha cleave, those
are completed from splicing and debranching [14, 15]. In both miRNAs pathways,
pre-miRNAs are transported into the cytoplasm by exportin 5 and Ran-GTP. In the
cytoplasm Dicer joined to TRBP (Trans activated response [TAR] RNA Binding
protein) cleaves the terminal loop end of the pre-miRNA producing a short double-
stranded RNA duplex that measure around 20–23 bp length. The strand of the
duplex with a less thermodynamically stable 50 end is preferentially conjugated to
an Argonaute protein forming the miRNA-induced silencing complex (RISC) [16],
however in some cases the complementary strand can be used in the RISC complex
[17, 18].
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The mature miRNA joined to RISC binds to the mRNA in the 30 UTR, or in
less cases in the coding region, based on complementarity between the miRNA and
the mRNA target. Seed sequence, nucleotides 2–8 (counted from the 50 end) of
the mature miRNA [1, 19] is critical for target recognition and hybridizes nearly
perfectly with the target mRNA [5].

The understanding of miRNA functions into a network context and the signaling
or metabolic pathways with the consequences that their deregulation can produce
has been achieved by novelty advances, as the genome-wide identification of
miRNA–target, the RNA sequencing.

In the last two decades, several strategies have been used to identify miRNA
targets, physical association and/or the correlation of gene expression. Lists of
target genes can then be examined collectively in the contexts of KEGG pathways
(KEGG PATHWAY is a collection of manually drawn pathway maps representing
our knowledge on the molecular interaction, reaction and relation networks for:
(1) Metabolism, (2) Genetic information processing, (3) Environmental information
processing, (4) Cellular processes, (5) Organismal systems, (6) Human diseases,
and (7) Drug development) (http://www.genome.jp/kegg/pathway.html) [20–22],
protein–protein interaction networks [23–26] and enrichment analysis for common
gene ontology terms [27, 28]. Several computational tools for target enrichment
analysis facilitate the identification of hierarchical functions of miRNAs in gene
regulatory networks (Table 1). The involvement of miRNAs in signaling pathways
and genetic networks provides a challenge to understanding their function. The level
of evidence required to establish miRNA–target relationships is set too low that the
genuine interactions are eclipsed by noise.

Recently it has been proposed five steps (or levels) to unravel the specific role of
miRNA. In the level 1 the objective is to find or identify a specific microRNA (from
the vast list of known microRNAs) and enlist pathways expected to be involved
in a disease under study, increasing the probability to associate a miRNA with the
disease and create a base to identify the pathway. The condition of a miRNA under a
cellular condition can be achieved by the micro-array/transcriptome technique; level
2 The next step is to identify the status of the miRNA and the key pathway specific
genes expression in the selected disease. This is achieved through a database search.
Alternatively, the absence of enough published information, conducting a case-
control or a pair (tumor and normal tissue) study in cancer could help to establish
the status of the microRNA and the key genes, preferably representing the pathway
specific markers; level 3 the predicted miRNA targets need to be experimentally
validated. Many human miRNAs are released in the latest version of miRBase
(Release 20), but yet many remain to be identified. In the last ten years several
algorithms have been developed to identify targets for miRNAs, those are based on
the conservation of seed region and binding energy, however, recently some of the
algorithms (TargetScan, miRanda, RNA22, PICTAR, PITA, RNAhybrid, DIANA-
microT, mirSVR, microInspector, mirTarget2) have incorporated expression profiles
in their scoring function [29], helping to increase the accuracy of prediction. It
has been observed that the stability of miRNA seed sequences was evolutionarily
selected according to the adaptive temperature of each organism, however non-

http://www.genome.jp/kegg/pathway.html


24 D.A. de la Rosa Pérez et al.

Table 1 Bioinformatics tools used for miRNA target prediction

Name Web site Observations

miTEA (miRNA
target enrichment
analysis)

http://cbl-gorilla.cs.technion.ac.
il/miTEA

miTEA is a tool for identifying and
visualizing enriched miRNA targets in
ranked lists of genes It searches for
enriched miRNA targets that appear
densely at the top of a ranked list of
genes The search is commanded by a list
of genes provided by the user which also
select the species and the prediction tool,
obtaining a list of miRNAs predicted to
target the gene list

DIANA mirPath http://snf-515788.vm.okeanos.
grnet.gr/

DIANA-mirPath is a miRNA pathway
analysis web-server, providing accurate
statistics, while being able to
accommodate advanced pipelines.
mirPath can utilize predicted miRNA
targets (in CDS or 30-UTR regions)
provided by the DIANA-microT-CDS
algorithm or even experimentally
validated miRNA interactions derived
from DIANA-TarBase. Using this
analysis the user will achieve schematics
pathways marking the proteins that can
be affected by the selected miRNA

miRTrail http://mirtrail.bioinf.uni-sb.de miRTrail allows to do an analysis for
potential relationships between a set of
miRNAs and a set of mRNAs, the
miRNA and mRNA information must be
uploaded. At the moment, miRTrail
supports miRBase identifiers for
miRNAs and GeneSymbol identifiers for
the mRNAs

CoMeTa http://cometa.tigem.it/index.php CoMeTa allows the Co-expression and
Meta-analysis of miRNA Targets, based
on the assumption that the targets of a
given miRNA are likely to be
co-expressed and therefore to belong to
the same miRNA gene network. The
CoMeTa tool aims at the inference of
miRNA targets and miRNA-regulated
gene networks by integrating expression
data from hundreds of cellular and tissue
conditions

mirTarVis http://hcil.snu.ac.kr/~rati/
miRTarVis/index

miRTarVIs is a visual analysis tool for
miRNA–mRNA expression profile data,
the tool is downloadable to a personal
computer with all the database, making
the analysis available without an internet
connection

(continued)
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Table 1 (continued)

Name Web site Observations

miRNet http://www.mirnet.ca miRNet is a tool with comprehensive
support for statistical analysis and
functional interpretation of data
generated in miRNAs studies Able to
support several inputs and statistics,
comprehensive functional annotations,
creating miRNA–Target interaction
networks (miRNA-gene,
miRNA-disease, miRNA-small
molecule, miRNA-lncRNA,
miRNA-epigenetic modifier)

Mirin http://mirin.ym.edu.tw Mirin is an online tool for identification
of microRNA-mediated module which is
formed by protein–protein interactions
(PPIs). Mirin integrates microRNA
regulations and PPIs with
microRNA/mRNA expression data to
identify the perturbed microRNA
regulatory modules and reveals their
functional roles in specific biological
conditions

MAGIA (miRNA
and genes
integrated
analysis)

http://gencomp.bio.unipd.it/
magia

Magia tool is able to do miRNA target
predictions and analysis of miRNA and
gene expression profiles by a
combination of expression profiles and
statistical measures

miEAA (miRNA
enrichment
analysis and
annotation)

http://www.ccb.uni-saarland.de/
mieaa_tool

This tool (miEAA) facilitates the
functional analysis of sets of miRNAs. It
is based on GeneTrail, which is an
enrichment analysis tool for gene sets

miRSystem http://mirsystem.cgm.ntu.edu.tw miRSystem is a database which
integrates seven well-known miRNA
target gene prediction programs:
DIANA, miRanda, miRBridge, PicTar,
PITA, rna22, and TargetScan, supporting
only Homo sapiens and Mus musculus
miRNAs

CORNA http://corna.sf.net CORNA is a tool written in R, which
allows users to test for
over-representation of microRNA-target
associations using one of three separate
statistical tests

(continued)

http://www.mirnet.ca
http://mirin.ym.edu.tw
http://gencomp.bio.unipd.it/magia
http://gencomp.bio.unipd.it/magia
http://www.ccb.uni-saarland.de/mieaa_tool
http://www.ccb.uni-saarland.de/mieaa_tool
http://mirsystem.cgm.ntu.edu.tw
http://corna.sf.net
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Table 1 (continued)

Name Web site Observations

MMIA (miRNA
and mRNA
integrated
analysis)

http://epigenomics.snu.ac.kr/
MMIA/mmia_main.html

MMIA integrates microRNA and mRNA
expression data with predicted
microRNA target information for
analyzing microRNA-associated
phenotypes and biological functions by
Gene Set Enrichment Analysis (GSEA).
To assign biological relevance to the
integrated microRNA/mRNA profiles,
MMIA uses exhaustive human genome
coverage (5782 gene sets), including
various disease-associated genes as well
as conventional canonical pathways and
Gene Ontology

FAME
(functional
assignment of
miRNAs by
enrichment)

http://acgt.cs.tau.ac.il/fame FAME is a tool that uses computational
target predictions in order to infer the
processes affected by human miRNAs.
The approach improves upon standard
statistical tools by addressing specific
characteristics of miRNA regulation

miSEA (miRNA
set enrichment
analysis)

http://www.baskent.edu.tr/
~hogul/misea

miSEA, which evaluates the enrichment
of predefined sets in a microRNA
expression profiling experiment with two
biological conditions, e.g. control vs.
treatment. miSEA allows users to select
amongst a large set of microRNA
grouping categories, such as family
classification, disease association, and
genome coordinate

conserved binding sites also mediate repression in translation, so new algorithms
should incorporate non-conserved binding sites to avoid false negatives predicted
results. In the level 4, it is needed to co-relate the gene and the miRNA expression
data. Those pathways should be regulated directly by the miRNA according to the
results obtained in the first three levels. Bioinformatics tools as Central Pathway
or Cytoscape could be used for this propose. In the level 5 it should be proved the
association of miRNA with the identified pathway experimentally and preferably in
a tissue specific manner in concordance with the settled in level 1 [30].

2 MiRNAs in Cancer

As it has been discussed, miRNAs play a main role in gene expression control
at post-transcriptional level, when the miRNAs are deregulated several kinds of
pathological diseases can occur, one of the diseases with a main interest in the

http://epigenomics.snu.ac.kr/MMIA/mmia_main.html
http://epigenomics.snu.ac.kr/MMIA/mmia_main.html
http://acgt.cs.tau.ac.il/fame
http://www.baskent.edu.tr/$\sim $hogul/misea
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study for miRNAs is the cancer. Key processes in cancer biology are related to the
“hallmarks of Cancer” (HC). The HC comprise six biological capabilities acquired
during the multi-step development of human tumors, and constitute an organizing
principle for rationalizing the complexities of neoplastic disease. They include
sustaining proliferate signaling, evading growth suppressors, resisting cell death,
inducing angiogenesis, and activating invasion and metastasis. Underlying these
hallmarks is genome instability, which generates the genetic diversity that expedites
their acquisition, evasion of the immune system, deregulation of energy metabolism
and inflammation, which fosters multiple hallmark functions [31].

Apoptosis plays a significant role in both animal development and disease,
the deregulation of this process has been invariably linked to the progression of
various neoplastic processes. miRNAs that regulate apoptosis, termed apoptomiRs,
can be either pro- or antiapoptotic [32]. The first miRNA described as a regulator
of apoptosis was the Drosophila bantam gene, which directly suppressed the
proapoptotic factor hid, thus facilitating proliferation [33, 34]. Several miRNAs
that play a role in modulating apoptosis have also been linked to the initiation and
progression of various neoplastic processes. Approximately 50% of miRNAs are
located at genomic sites that are disrupted or amplified in various cancers [35]. The
first evidence of miRNAs playing a role in cancer development came to light in 2002
in a study [36] that attempted to find tumor suppressor genes at chromosome 13q14,
which is frequently deleted in chronic lymphocytic leukemia (CLL) [37]. CLL is
characterized by the presence of substantial increased numbers of predominantly
non-dividing malignant B cells over-expressing the antiapoptotic B-cell lymphoma
2 (Bcl2) protein. In patients with CLL, the tumor suppressor locus on chromosome
13q14 was found to be frequently altered. However, instead of coding for a tumor
suppressor protein, this region contained two miRNA genes, miR-15a and miR-
16-1, which are overexpressed, regulating negatively the antiapoptotic bcl2 gene at
posttranscriptional level. Later, many miRNAs with tumor suppressor roles were
identified. The miR-34 family, for example, has been shown to exert significant
tumor suppressor capabilities. Up-regulation of p53 (a potent tumor suppressor/cell
cycle regulator) caused increased miR-34 expression that resulted in G1 arrest in
a complementary and parallel fashion to mRNAs that are directly activated by
P53 [35, 38]. Also, miR-34 was shown to inhibit the silent mating information
regulator 1 (SIRT1) gene resulting in the upregulation of P53, P21, and PUMA
(P53-upregulated modulator of apoptosis), thus regulating cell cycle and apoptosis
and functioning as a tumor suppressor by modulating the SIRT1-P53 pathway
[39]. Furthermore, miR-34 has mediated growth arrest via direct regulation of cell
cycle regulatory factors, such as cyclin E2 (CCNE2), cyclin-dependent kinase 4
(CDK4), the transcription factor E2F3, and the hepatocyte growth factor receptor
(c-MET), ultimately leading to increased caspase-dependent cell death [34]. In
a separate study, miR-34 inhibited the proliferation/growth of human pancreatic
tumor–initiating cells, and its overexpression in P53-deficient human pancreatic
cancer cells partially restored the tumor-suppressing function of P53 [68]. MCL-1,
a member of the BCL-2 family, was also demonstrated to be posttranscriptionally
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regulated by miR-29a, b, and c [40, 41]. Forced expression of miR-29b to
induce tumor cell apoptosis by reducing MCL-1 expression may represent a novel
intervention for cancer therapy. Along similar lines, let-7a exerts tumor suppressor
functions by directly targeting the expression of ras and hmga2, 2 widely recognized
oncogenes [42, 43]. Other examples of tumor suppressor miRNAs include miR-
7, miR-124, miR-137, miR-146b, miR-15b, miR-128, and miR-326. Furthermore,
knockdown of mature miRNAs by selectively targeting dicer1, rnasen, and its
cofactor dgcr8 increased the oncogenic potential of transformed cell lines, resulting
in the accelerated tumor formation in mouse models of K-RAS-driven lung cancer
and Rb-driven retinoblastoma [44–47].

MiRNAs can also promote tumor development (oncomiRs) depending on the
functions of the target protein(s) they regulate. These oncogenic miRNAs include
miR-155 and the miR-17-92 cluster that accelerates the tumor development in
B-cell lymphomas [48, 49]. Ectopic expression of miR-155 in transgenic mice
resulted in pre-B-cell expansion, splenomegaly, and lymphopenia that preceded the
development of lymphoblastic leukemia and lymphoma [50]. Now it is known that
mir-155 plays a critical role in the development of lymphomas, the components of
its regulatory pathways upstream and downstream of the targets remain unclear. It
is interesting to note that even before the discovery of miRNAs in mammalian cells,
Tam et al. [54] had reported that “bic” locus, the common retroviral integration
site for the avian leukosis virus, generated a non-coding RNA. Later, after the
discovery of miRNAs, it was found that this transcript harbored the mature miR-
155 coding sequence, thus offering a potential explanation for the function of bic
[55]. Members of the mir-17-92 cluster are potent activators of cell proliferation and
are frequently overexpressed in several neoplasms, including lymphoma, multiple
myeloma, medulloblastoma, and cancers of the lung, colon, breast, and prostate
[44]. miR-21 is another commonly upregulated miRNA in cancers that include
glioblastoma, lymphomas, and cancers of the breast, ovary, colon, rectum, pancreas,
lung, liver, gallbladder, prostate, stomach, thyroid, and cervix [44, 51]. Increased
expression of miR-21 was found in glioblastoma tumors and cell lines, and its
inhibition resulted in increased cell death, suggesting that miR-21 could play the
role of an oncogene that inhibited cell death in these tumors [85]. For example,
in prostate cancer it has been found that miR21 controls the expression of many
mRNA targets related to micro-vascular proliferation and tumor invasiveness,
correlating with weak biochemical recurrence-free survival having a predictive
value for biochemical recurrence risk in prostate cancer patients after radical
prostatectomy [68], and also correlating with castration resistance and metastatic
disease. Furthermore, in glioblastoma cells, knockdown of miR-21 induced the
activation of caspase-3, transforming growth factor-“, P53, and mitochondrial apop-
totic pathways mainly through upregulation of its validated targets, heterogeneous
nuclear ribonucleoprotein K, P53-related TAP63, and PDCD4, acting in synergy
with the aforementioned proteins [51–53].
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3 miRNAs in Prostate Cancer

Prostate cancer is the second place occurring cancer in men worldwide and the
first place in mortality [54]. Prostate cancer (PCa) occurrence and mortality are
up to 20-fold higher in developed countries with respect to emerging ones, diet and
lifestyle have been proposed as factors causing this discrepancy, both modify serum
factors that slow down the growth and induce apoptosis in androgen-dependent PCa
cells, while high body mass index, blood pressure, and several metabolic factors
were correlated with high risk of prostate cancer death [54]. Mortality rates are
clearly differentiated by ethnicity. Caribbean hold the highest rates in the world
(26.3%), following sub-Saharan Africans (10%) and, at last, the Asians show the
lowest (2.5%). In the United States of America it was found that the risk of
developing prostate cancer is highest in African Americans, in compared to other
populations [55].

As it was discussed above miRNAs are deregulated in several disorders also in
cancer. Deregulation can increase or decrease their concentration into the affected
cell, and according to their function in normal concentrations miRNAs can be clas-
sified as oncogenic miRNAs (oncomiR) and tumor suppressor miRNAs. It has been
reported several miRNAs with their respective functions in prostate cancer (Table 2).

4 Circulating miRNAs as Possible Biomarkers in Prostate
Cancer

Prostate cancer can be clinically diagnosed as local or advanced and different treat-
ments including observation, radiotherapy, radical prostatectomy, and androgen-
deprivation treatment are expected [56–59].

The main screening exams to diagnose prostate cancer include digital rectal exam
(DRE), serum level of prostate-specific antigen (PSA), and transrectal ultrasound
guided biopsy. A suspected DRE alone reveals prostate cancer, regardless of normal
PSA level (in about 18% of all patients; moreover, a suspected digital rectal exam
has a positive predictive value of 5–30% in patients who have a PSA level up to
2 ng/mL). Nowadays, PSA assessment is the most usual marker able to correlate
with prostate cancer risk, aggressiveness, and outcome in order to detect prostate
cancer [60]. Nevertheless, it has been found that several patients develop prostate
cancer in spite of low PSA levels though a higher PSA level shows the presence
of prostate cancer [61, 62]. High PSA levels could be the result of several factors
as well as benign prostatic hyperplasia, gland inflammation, prostatitis, infection,
and some drugs [63–66]. PSA screening is usually associated with over-diagnosis,
although it has decreased the death rate of prostate cancer [67]. For this reason,
efforts to find new biomarkers that enhance the accuracy of screening should be
continued.
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Table 2 List of miRNAs founded in prostate cancer cell lines and prostate cancer tissue

Oncogenic
miRNAs Function

Tumor suppressor
miRNAs Function

miR-221/
miR-222

Enhances cell
proliferation, invasion,
cell survival, increases
clonogenicity and
enhances
tumorigenicity in vivo

miR-34a Induces cell–cycle arrest, cell
senescence, and apoptosis and
inhibits cell proliferation and cell
invasion

miR-375 Promotes early
diagnosis

miR-145 Inhibits invasion, migration and
arrests cell cycle

miR-18a Promotes cancer
progression

miR-224 Inhibits invasion and migration of
PCa cells

miR-4534 Induces pro-cancerous
characteristics in
non-cancer cell line

miR-452 Regulates cell cycle, cellular
adhesion, and motility

miR-650 Suppresses the cellular
stress response1
(CSR1) expression

miR-200b Inhibits PCa cell growth and
invasion

miR-32 Inhibits apoptosis and
enhances proliferation

miR-382 Inhibits PCa cell proliferation,
migration, invasion, and metastasis

miR-106/
miR-25

Facilitates the tumor
progression

miR-372 Inhibits proliferation, migration,
and invasion of DU145 cells

miR-125b Enhances cell
proliferation and
inhibits apoptosis

miR-17-92a Decreases cell cycle regulatory,
proteins and the expression of
mesenchymal markers

miR-27a Suppresses MAP2K4 in PCa cell
has-miR-135-a-1 Inhibits cell growth, cell cycle

progression, migration, invasion,
and xenograft tumor formation

miR-204-5p Promotes apoptosis by targeting
BCL2 in PCa cell

miR-30a Reduces expression of cell cycle
protein, cyclin E2

let-7 Regulates cell cycle, cell
miR-133/miR-
146a

Suppresses tumor progression via
targeting EGFR

Circulating miRNas in blood were described by Mitchell et al. [70, 71]. miRNAs
are released to the blood stream from the tumoral tissue through several ways, as free
miRNAs, into exosomes, into microvesicles, into big oncosomes, joined to apoptotic
bodies, associated with high density lipoproteic complexes or joined to proteins. The
presence of miRNA in the extracellular environment ignited the hypotheses that
cells selectively release miRNAs which mediate cell–cell signaling via paracrine
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or even endocrine routes [78–80]. Some research groups have demonstrated that
extracellular miRNAs entrapped within apoptotic bodies and exosomes can be
transferred to recipient cells, alter gene expression, and mediate functional effects
[78, 81–85]. Patterns of mRNAs in exosomes and their donor cells correlate poorly,
suggesting specific sorting of miRNA “for export” [78, 84–86]. The mechanism
behind this sorting needs to be investigated in more detail.

The miRNAs released in the bloodstream are protected against degradation and
readily detectable by PCR methods; mainly in cancer specific miRNAs levels have
been used to correlate disease status, stage, aggressiveness, and response to therapy
performing the miRNA profiling in plasma or serum. In the case of prostate cancer,
cell-free miRNAs levels are able to differentiate between localized and metastatic
prostate cancer or correlate with the risk score or Gleason grade, associating
miRNAs with aggressiveness or indolent disease and may aid in tumor staging and
treatment decisions at the time of diagnosis [72–75].

Agalogu et al. [69] assessed serum levels of three miRNAs in 51 patients with
prostate cancer (subdivided into localized/locally advanced and metastatic) and
20 healthy controls. They identified increased levels of miR-21 and miR-221 in
the prostate cancer group as a whole compared to the controls. miR-141 was not
significantly elevated in the group as a whole, but when the metastatic group was
considered in isolation, all three miRNAs were significantly elevated, with mir-141
being the most elevated of the three.

Lodes et al. [70] analyzed sera from patients with a number of malignancies
using a micro-array hybridization technique, identifying 15 upregulated miRNAs
in the sera of prostate cancer patients vs. healthy controls (miR-16, -92a, -103, -
107, -197, -34b, -328, -485-3p, -486-5p, -92b, -574-3p, -636, -640, -766, -885-5p).
This study did not confirm the finding of increased miR-141 expression; however,
the group of prostate cancer patients was small (n D 6). Additionally, no qRT-PCR
confirmation of the micro-array results was performed.

Several miRNAs have been found over-expressed in plasma/serum of patients
with prostate cancer, some of them as miR-21, and miR-141 were validated
about the cellular function respect prostate cancer context following the five levels
assessment. Some studies [70, 76, 77] have reported an over-expression of the
miRNA-107, which is encoded at 10p23.11, this miRNA has a fold change around
10; a study in a court of thirty-eight prostate cancer patients at different clinical
stages (from I to IV) revealed that miR-107 is over-expressed at each clinical stage
of prostate cancer relative to the control group (Fig. 2), there was not significative
difference between media value at each clinical stage of cancer (t-test), however
there is a shape showing an increasing of relative expression for miR-107 related to
the clinical stage of cancer.

It should be necessary to increase the size of the assessed groups to find a clear
correlation between the clinical stage of prostate cancer and the relative expression
of miR-107.
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Fig. 2 Relative expression of miRNA-107 in plasma of patients with conformed PCa, diagnosis,
PCa column shows the relative expression of all patients that participate in the study, EC I, II, III,
and IV are the patients classified by cancer clinical stage

5 Conclusion

MicroRNAs are small biomolecules with a great number of possible targets in
the cellular functions, when those are deregulated several diseases can occur, one
of the most studied is cancer, miRNAs can be relevant as therapeutic targets or
biomarkers, in prostate cancer there are several miRNAs that have been validated
as oncogenic miRNAs and tumor suppressor miRNAs, some of the over-expressed
miRNAs in plasma/serum of patients with prostate cancer have been proposed as
possible biomarkers of the disease as miR-21 and miR-141, recently miR107 has
been relevant by their high relative over-expression in plasma/serum, it has been
tested in a cohort of patients with prostate cancer at different clinical stages showing
that it is possible to find a correlation between their relative expression in plasma
and the clinical stage of cancer. It makes necessary to increase the efforts to find
either miRNAs functions in prostate cancer or possible new biomarkers to shelter
the current prostatic specific antigen test.
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Subdiffusive Transport in Heterogeneous
Patchy Environments

Sergei Fedotov and Helena Stage

Abstract Transport across heterogeneous, patchy environments is a ubiquitous
phenomenon spanning fields of study including ecological movement, intracellular
transport and regions of specialised function in a cell. These regions or patches
may be highly heterogeneous in their properties, and often exhibit anomalous
behaviour (resulting from e.g. crowding or viscoelastic effects) which necessitates
the inclusion of non-Markovian dynamics in their study. However, many such
processes are also subject to an internal self-regulating or tempering process due
to concurrent competing functions being carried out. In this work we develop a
model for anomalous transport across a heterogeneous, patchy environment subject
to tempering. We show that in the long-time an equilibrium may be reached with
constant effective transport rates between the patches. This result is qualitatively
different from untempered systems where subdiffusion results in the long-time
accumulation of all particles in the patch with lowest anomalous exponent, 0 <
� < 1.

Keywords Anomalous transport · Subdiffusion · Tempering · Patches

1 Introduction

Transport processes in heterogeneous, patchy environments is an active area of
research with a multitude of applications (depending on what is meant by a patch,
what is being transported and the variables affecting this transport). The notion of
patches is particularly prevalent in biophysical and ecological models, describing
the movement and competition of animals across different terrains or territories [1],
the transport of proteins between cellular organelles with different functions [2], and
large scale transport between tissues of different utility in an organism [3, 4].
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It is of particular importance for cellular transport given the wealth of processes
which rely on transport from centrosomes or peripheral organelles to e.g. the
cell membrane [5–7]. That is, where the transport taking place is dependent on
local changes in function. It has previously been shown that the breakdown of
these transport processes is intrinsically linked to certain diseases such as diabetes,
Alzheimer’s, cancer and cardiovascular problems [6, 8, 9].

It is well-known that cell environments are crowded, leading to the trapping of
particles (be they vesicles, enzymes or protein complexes), or subject to significant
viscoelastic forces, inhibiting efficient transport, such that the overall transport
is observed to be subdiffusive [10–13]. Such transport is understood to occur
more slowly than the Brownian equivalent and is often observed via mean square
displacement (MSD) measurements of the form

˝
X2.t/

˛
� t� where 0 < � < 1

[14]. Models which study transport in these environments often assume that the
anomalous exponent � is constant throughout the environment. However, cells are
known to be highly heterogeneous structures such that this assumption is (mostly)
not a realistic approximation.

A natural consequence of the cell heterogeneity is switching between passive
and active transport. The latter case, e.g. movement aided by motor proteins along
microtubules or actin filaments, can lead to superdiffusive behaviour which has
an MSD

˝
X2.t/

˛
� t� where 1 < � < 2 [14–18]. Both sub- and superdiffusive

transport can be regarded as anomalous. However, due to the diverging first moment
of subdiffusive transport, we shall refer to these patches as being anomalously
trapping. In the superdiffusive case the transport is faster than what arises from
standard Brownian motion. Here also it is usually assumed that � is constant, which
again may be an oversimplification.

We are interested in the effects of allowing for heterogeneities in anomalous
transport processes. Previous work on the topic of heterogeneous anomalous
exponents can be found in [19–24].

The full morphology (and associated consequences for a transport process) in a
cellular region is often analytically intractable, leading to the creation of simplified
models which preserve the key features of the transport process in question. This
is often done by the introduction of patches (regions of similar properties) and
the transport of cargo between these. However, by including additional tempering
effects in the patches we feel this assumption is better justified. By this local
similarity assumption we shall regard patches as independent of each other.

The aim of this work is to formulate the transport equations for a patchy
heterogeneous environment subject to tempering effects. That is, we consider effects
such as volume filling, continued transport via other pathways out of the patch,
‘leakage’ and so on. The main challenges in doing so for a comprehensive model is
to account for three different aspects: the heterogeneity of the patches, the tempering
effects which may take place in each of them, and the subdiffusive transport
resulting from ageing effects in each patch. In the following section we describe
the approach employed to treat these effects.
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2 Structural Density Approach

Let us consider a system containing � patches with different escape rates. Particles
jump from one patch to another according to these rates, such that the location of a
particle at a certain point in time is given by X.t/. So if X.0/ D 4, the particle is in
fourth patch at t D 0. In general, X.t/ takes values according to the subscript i with
values i D 1; : : : � depending on which patch we are in.

We assume the residence time (or age) since arrival spent by a particle in a patch
i at time t is a random quantity given by Ui. Once the particle leaves the patch
their age Ui is reset, such that the age of any particle in the patch is independent of
previous visits to the patch. Movement between patches happens with rates �i .�/,
where

�i.�/ D lim
��!0C

�
P.� � Ui < � C�� jUi � �/

��

�
(1)

[25]. Notice that these rates �i depend on the residence time � the particle has
spent so far in the patch. Taking into account the variable ages spent in a patch,
we introduce the structural probability densities 	i .t; �/ which obey

	i .t; �/ D
@

@�
Pr fX.t/ D i;Ui < �g : (2)

That is, 	i.t; �/�� gives the probability of finding particles in patch i at time t with
residence times in the interval .�; � C ��/. 	i will thus give us the distribution of
residence times in each patch as desired. The total rate of change of our probability
density must balance with the escape rates from the patches, which gives the balance
equations for 	i .t; �/:

@	i

@t
C
@	i

@�
D ��i .�/ 	i: (3)

Another interpretation of (3) is that changes in the current patch are purely a result
of those particles which leave. Whether �i increases or decreases depends on the
chosen functional form.

If instead of studying each individual particle, we are concerned with the
aggregate of all particles, we can assume that the particles are independent of each
other and study their mean. In particular, we can consider the transport in terms of
the mean density of particles in a patch with a certain residence time. We call this
quantity the mean structural density ni.t; �/ where

ni .t; �/ D N	i .t; �/ (4)
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for a total of N particles in the system. Equation (4) is the statement that the
average number of particles in each patch is representative of the probabilities
which describe their movement; a mean-field approximation has been applied to the
number of particles in each patch. However, this result is independent of the total
number of particles, and we may well want to work with the renormalised structural
density


i.t; �/ D
ni.t; �/

N
; 0 < 
i.t; �/ < 1 (5)

which describes the proportion of the whole number of particles to be found in
each patch. Of course, 
i.t; �/ D 	i.t; �/ but 	i was introduced as a probability
density for a single particle moving between patches, and 
i is a renormalised
number of particles of certain residence time in a patch resulting from a mean-field
approximation. From here on out we shall use the notation 
i.t; �/ to stress that we
are working with the mean ensemble of particles, and not just an individual one. In
analogy to (3), we can thus write

@
i

@t
C
@
i

@�
D ��i .�/ 
i: (6)

This mean structural density is in principle measurable but cumbersome to obtain
experimentally for crowded biological systems where particle tracking becomes
challenging. A more tractable measurement is Ni.t/, the (renormalised) mean
number of particles in a certain patch i at time t. Then, 1 D

P�
iD1 Ni.t/. Note that

Ni.t/ is simply the sum of all particles with different residence times in the patch to
give

Ni.t/ D

Z t

0


i.t; �/d�: (7)

Hence, we can decompose the particles such that 1 D
P�

iD1

R t
0

i.t; �/d� . Now that

we have established the framework for the particles, we must specify the conditions
on the system.

The particles that arrive in a patch are accounted for in the boundary conditions
of zero residence time. One must also provide some initial conditions regarding the
patches at t D 0. Here we assume all patches to have initial renormalised particle
distributions 
0i with no age, such that


i .0; �/ D 
0i ı .�/ : (8)

Of course, practically one does not expect all particles to simultaneously have zero
residence time, but this simplification should not affect the long-term dynamics of
the system. Similarly, the boundary conditions consider the effects of new arrivals in
each of the patches. We place no limitations on which of the other patches a particle
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enters once leaving the current patch. The likelihood of entering another patch j if
currently in patch i is governed by the redistribution kernel �. jji/. We thus obtain


i.t; 0/ D

�X

jD1

Z t

0

�j .�/ 
j .t; �/ �.ij j/d�; (9)

which corresponds to the statement that new arrivals .� D 0/ in a patch i are those
particles which left the other patches and subsequently entered i. This formulation
of the transport has the advantage that it can be generalised to the non-linear case;
an easier undertaking than attempting to generalise the linear renewal equations we
shall introduce in the following section. By starting from the escape rate we also
allow for inclusion of effects starting from a smaller scale.

The results until now are valid for any number of patches. However, there
is a wealth of evidence that cellular transport can be understood as a two-patch
problem, e.g. in the spreading and proliferation of glioma cancer [26], the interaction
of the motor proteins with ATP when moving cargo [27, 28] or the associated
conformational changes [13, 29]. These patches can also be considered via their
pairwise interactions as discussed in multi-stage cancer growth in [30]. Other
examples of the applications of such two-patch models include spiny dendrites
[31, 32]. For ease in following the calculations we shall now be concerned with
a two-patch system (� D 2) which we believe retains the essential features of larger
patchy systems.

3 Two-Patch Theory

In this section we consider two patches with different escape rates �i.�/. We assume
there are two different, and independent, processes which affect the escape rate:
the residence time since arrival in the patch and the total volume capacity or
transportation rate from the patch. This latter effect is assumed constant for each
patch; any patch may have a small but non-zero escape constant escape rate. Then,

�i.�/ D ˇi.�/C ˛i; (10)

is composed of ageing affects via ˇi and tempering effects (such as volume
exclusion, depolymerisation rate of protein complexes, etc.) via ˛i. Clearly, if a
particle leaves one patch it must enter the other with zero residence time. We call
this escape process an ‘event’. There are thus two types of events corresponding to
entry in either patch i D 1; 2. We introduce the mean renewal density for event of
type i

hi.t/ D 
i.t; 0/ (11)
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to denote each of these possibilities. We can use the method of characteristics to
solve (3) where we consider the residence time �.t/ to be a function of time. That is,
the time at any given point t equals the time when the last renewal event happened
(and a particle entered the patch) which we denote t0 and the residence time � in the
patch since then:

t D t0 C � (12)

such that t � � D t0 > 0. It is important to note that this assumes that the
residence time is less than the total time that has passed. That is, at the start of our
measurements we assume that all particles are newly arrived in their initial patches.
The solution is given by


i.t; �/ D 
i.t � �; 0/ exp

�
�˛i� �

Z �

0

ˇiŒv�dv

�
: (13)

We notice that (13) has the form of arrivals at a time t � � which then remain for a
residence time � . This is consistent with a survival probability P.Ui > �/ D ‰i.�/,
which is the likelihood of remaining in the ith patch for a duration � starting from
the time t. Then,

‰i.�/ D exp

�
�˛i� �

Z �

0

ˇiŒv�dv

�
; (14)

such that, using (11), the solution of (13) becomes


i.t; �/ D 
i.t � �; 0/‰i.�/ D hi.t � �/‰i.�/: (15)

By substitution of this result into (7), we find

Ni.t/ D

Z t

0


i.t � �; 0/‰i.�/d�: (16)

If we consider each component of the escape rate separately, they have associated
survival probabilities ˆ˛i .�/ D exp .�˛i�/ and ˆˇi .�/ D exp

�
�
R �
0
ˇi.u/du

�
which

are linear relationships. These individually have probability density functions (PDF)
which follow 
˛i .�/ D ˛iˆ

˛
i .�/ and similarly 
ˇi .�/ D ˇi.�/ˆ

ˇ
i .�/. This is a

direct result of the relation 
i.t/ D �@ˆi=@t. Then, one can write the total survival
probability as

‰i.�/ D ˆ
ˇ
i .�/e

�˛i� : (17)

This is simply the standard survival probability one obtains for an age-dependent
escape rate, with an additional tempering factor resulting from the constant escape
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rate. That is, net survival requires not leaving to due ageing in a certain time interval,
and not leaving due to ˛i contributions in that same duration. It follows from (17)
that the residence time PDF is given by

 i.�/ D ‰i.�/ .˛i C ˇi.�// D �i.�/‰i.�/: (18)

So the PDF is the survival probability apportioned by the rate at which particles
leave (dependent on current residence time) and the constant small escape rate ˛. In
the two-patch system all particles which leave one patch enter the other, such that
the redistribution kernel

�.ij j/ D 1 � ıij D

(
0ifi D j

1ifi ¤ j
: (19)

That is, all particles leaving patch 1 enter patch 2 and vice versa. We can thus
apply (9) by multiplying (15) by �i to obtain

�i.�/
i.t; �/ D hi.t � �/‰i.�/�i.�/ D hi.t � �/ i.�/; (20)

where in the last step we have used (18). By integrating both sides with respect to
time and using (8) and (11), we obtain the renewal equations

h1.t/ D
02

h


ˇ
2 .t/C ˛2ˆ

ˇ
2 .t/

i
e�˛2�

C

Z t

0

h2 .t � �/
h


ˇ
2 .�/C ˛2ˆ

ˇ
2 .�/

i
e�˛2�d�;

(21)

h2.t/ D
01

h


ˇ
1 .t/C ˛1ˆ

ˇ
1 .t/

i
e�˛1�

C

Z t

0

h1 .t � �/
h


ˇ
1 .�/C ˛1ˆ

ˇ
1 .�/

i
e�˛1�d�:

(22)

Equations (21) and (22) describe an alternating renewal process, and are the classical
starting point in the treatment of two-patch transport processes [33, 34]. A standard
approach to their solution is to apply a Laplace transformation Ltf f .t/g.s/ Dbf .s/ DR1

0
e�stf .t/dt which allows us to simplify the convolution of the two quantities.

Since ˛i is constant, this leads to

bh1.s/ D

02
b 2 .s/C 
01

b 1 .s/b 2 .s/

1 � b 1 .s/b 2 .s/
; (23)
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and

bh2.s/ D

01
b 1 .s/C 
02

b 1 .s/b 2 .s/

1 � b 1 .s/b 2 .s/
; (24)

where b i.s/ D b
ˇi .s C ˛i/ C ˛ib̂
ˇ
i .s C ˛i/. One reason why the renewal density

approach is often applied is that since the renewal density corresponds to the density
of new arrivals in the patch (see (11)), the integral

Z t

0

hi.t/dt (25)

gives the mean number of type i events in the time interval .0; t/, which is often a
quantity of interest.

An alternative to the renewal density is the introduction of a switching term Ii.t/
for each patch defined as

Ii.t/ D

Z t

0

�i.�/
i.t; �/d�: (26)

This switching term can be interpreted as the renormalised flux of particles leaving
a patch, where these particles can have any residence time. Hence we integrate over
all values of � < t. From (10) it follows that

Ii.t/ D˛iNi.t/C

Z t

0

ˇi.�/‰i.�/
i.t � �; 0/d�;

D

Z t

0

 i.�/
i.t � �; 0/d�;

(27)

where we have used (7), (15) and (18). Taking the Laplace transform of (16),
we find that bNi.s/ D b
i.s; 0/b‰i.s/. Further, (27) in Laplace space obeysbIi.s/ D
b i.s/b
i.s; 0/, such that we can write

bIi.s/ D
b i.s/
b‰i.s/

bNi.s/ � bKi.s/bNi.s/: (28)

Ki.t/ is defined as above in Laplace space, such that we can write bKi.s/ D ˛i C
b
ˇi .s C ˛i/=b̂

ˇ
i .s C ˛i/ � ˛i CbKˇ

i .s C ˛i/. By inversion of (28), we thus find that

Ii.t/ D ˛iNi.t/C

Z t

0

Kˇ
i .�/e

�˛i�Ni.t � �/d�; (29)
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where it is important that the additional term ˛i not only leads to a separate flux, but
also affects the flux resulting from the escape rate ˇ.�/ via the term e�˛i� . So even
if these escape rates are assumed to be independent of each other, they still couple
in the total switching between the two patches. By differentiating (7) and using (6)
and (26) it follows that

dNi

dt
D
i.t; t/C

Z t

0

@
i.t; �/

@t
d�

D
i.t; 0/ �

Z t

0

�i.�/
i.t; �/d�

D
i.t; 0/ � Ii.t/:

(30)

For patch 1 we can then use (9) to write

dN1
dt

DI2.t/ � I1.t/;

D˛2N2.t/C

Z t

0

Kˇ
2 .�/e

�˛2�N2.t � �/d�

� ˛1N1.t/ �

Z t

0

Kˇ
1 .�/e

�˛1�N1.t � �/d�;

(31)

where we have used (29) in the second step. The number of particles in the other
patch can be found by recalling our assumption that N1.t/C N2.t/ D 1. In order to
obtain the final equations we must now specify the form of Kˇ

i .t/. In the following
section we consider the simple case where tempering is not present in the dynamics
of the system. These results are already known, but form a good basis of comparison
with later results when tempering is included.

4 Transport Between Patches Without Tempering

We shall begin by considering a classical two-patch model where there are no
tempering effects on the following movement. This corresponds to large systems
wherein volume exclusion effects are negligible, the depolymerisation rate is
negligibly small, or arriving particles in the patch are subsequently transported
elsewhere in the cell leaving room for new arrivals. In any case, this corresponds
to the case where �i.�/ D ˇi.�/. There may thus still be anomalous trapping or
active transport as a result of other components of the patch properties.

We remind the reader that when transport between the two patches is Markovian
such that �i.�/ D �i for constant �i, we obtain in the long-time limit as t ! 1
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the result that b i.s/ D �i=.s C �i/ ' 1 � s=�i. This is a direct consequence of
the long-time limit corresponding to the case s ! 0 in Laplace space. This simple
system is governed by the equations

dN1
dt

D �2N2.t/ � �1N1.t/; (32)

dN2
dt

D �1N1.t/ � �2N2.t/: (33)

A stationary state is thus reached where Nst
1 D �2=.�1 C �2/ and similarly Nst

2 D

�1=.�1C�2/. From the definition of the renewal measure, we know that hst
1 D �2Nst

2

and hst
2 D �1Nst

1 . From the above stationary distributions, it follows that both patches
have renewal density

hst
i D

�1�2

�1 C �2
; (34)

which has been the subject of exhaustive research over the years [33].
It is important to note that a small change in these escape rates has no qualitative

impact on the long-term distribution of the particles in the patches. If both patches
have the same escape rate �1 D �2 D �, then we expect half of the total number
of particles to be found in each patch. If one perturbs this and slightly alters the
rates such that �1 < �2, there will be a proportion of particles �2=.�1 C �2/ and
�1=.�1 C �2/ in patches 1 and 2, respectively. Hence, even a patch with a high
escape rate contains a non-zero number of particles. In the following we explore
what happens when the transport becomes anomalous.

4.1 Two Anomalous Patches

It is well-established that many intracellular transport processes are not Markovian,
and thus are not described by a constant escape rate [16–18]. Instead, a measure of
persistence is introduced such that the likelihood of leaving the patch decreases with
the residence time of the particle in the patch. This can be modelled via the escape
rates

�i .�/ D
�i

�0 C �
; 0 < �i < 2; (35)

and is characteristic of patches which we shall call anomalous. �0 > 0 is a parameter
for the time scale of the movement between patches and �i the constant anomalous
exponents. 0 < � < 1 corresponds to subdiffusion (anomalous trapping). If �1 ¤
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�2 the rates at which particles leave either patch differ, and one intuitively expects
to find more of the particles in the patch with a smaller escape rate. From (30) we
find that

dN1
dt

D

Z t

0

Kˇ
2 .�/N2.t � �/d� �

Z t

0

Kˇ
1 .�/N1.t � �/d� (36)

and

dN2
dt

D

Z t

0

Kˇ
1 .�/N1.t � �/d� �

Z t

0

Kˇ
2 .�/N2.t � �/d�: (37)

In this case where ˇi.�/ D �i=.� C �0/; ˛i D 0, we find that  i.�/ D �i�
�i
0 =.� C

�0/
1C�i and ‰i.�/ D �

�i
0 =.� C �0/

�i . Then, bKi.s/ D bKˇ
i .s/ D b i.s/=b‰i.s/ cannot

be inverted to obtain an expression of Ki.t/ for all times. Instead, we can examine
the long-time limit when t ! 1. From (18) and applying a Laplace transformation,
we can obtain expressions for b i.s/. In the long-time limit we find

b i .s/ '

(
1 � �.1 � �i/ .�0s/

�i 0 < �i < 1

1 � s�0=.�i � 1/ 1 < �i < 2:
(38)

Note that the case 1 < �i < 2 is qualitatively similar at long times to the PDF
one obtains from a patch with a constant escape rate. However, instead of a rate we
have �i � .�i � 1/=�0.

In the case when both patches are anomalous with small escape rates �1 <
�2 < 1, we are concerned with the very slow transport of particles between two
anomalously trapping regions. Substituting the results from (38) into (23)–(24) we
find the long-time limits of the renewal densities to be

bh1.s/ 'bh2.s/ D
1

�.1 � �1/ .�0s/
�1 C �.1 � �2/ .�0s/

�2

'
1

�.1 � �1/ .�0s/
�1
;

(39)

where in the second line we have used the result that �1 < �2, indicating that this
patch is more trapping than patch 2. This leads to the number of switching events
between the patches being entirely dictated by the anomalous exponent �1; a result
in stark contrast with the findings from (34) for the Morkovian case. Naturally, if
�1 D �2 (39) yieldsbhi.s/ ' Œ2�.1��i/.�0s/�i ��1 which is equal for both patches,
but as soon as the anomalous exponents change one patch completely dominates the
system. All particles will tend to be found in the patch with smallest �i, regardless
of other �i-values. This is an important result as larger systems with more patches
can be affected by minor heterogeneities found in the anomalous exponents of each
patch.
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Note that there is nothing specific about either of these patches and the reverse
effect can be obtained by reversing the relation �2 < �1. The aim now is to study
what occurs when the patches differ and there is only one anomalously trapping
patch.

4.2 One Anomalously Trapping Patch

We start by noting that an anomalous patch with �i > 1 is equivalent in the long-
time limit to a patch with constant escape rate as shown in (38). The result in this
limit of having two different anomalous patches (one with �1 < 1 and one with
�2 > 1) is thus the same as that of a comparison between a trapping anomalous
patch with �1 < 1 and a patch with constant escape rate �2. By the same method as
before, we find

h1.t/ D
t�1�1

�.1 � �1/�.�1/�
�1
0

(40)

as t ! 1. So in the long-time limit patch 1 is dominant if �1 < �2. Note that (40)
is independent of the escape process from patch 2: because patch 1 dominates the
trapping of particles, even if these temporarily leave the patch before returning, the
time spent in patch 2 tends to zero and consequently the renewal between the two
patches becomes effectively equivalent to a single patch renewal process. That is,
the renewal process effectively describes particles entering and leaving patch 1 with
no dependence on patch 2. Heuristically, this corresponds to letting �2 ! 1.

These results are qualitatively sound: the more trapping patch will aggregate
more of the particles. However, a perhaps surprising result is that the long-time
results are independent of patch 2. We can write these findings in terms of the
renormalised structural density of the number of particles in patch 1, such that


1.t; �/ D h1.t � �/‰1 .�/ D
‰1 .�/ t�1�1

�.1 � �1/�.�1/�
�1
0

(41)

as t ! 1. So the (mean, renormalised) number of particles in patch 1 at time t
with a certain residence time � tends to the number of particles which entered the
patch at a time t � � (described by h1.t � �/) and which remained there for a time �
(the probability of which is given by the survival probability ‰.�/ D

R1

�
 .u/du).

In what follows we model this aggregation of particles in the anomalously trapping
patch.
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5 Linear Anomalous Aggregation

When the renewal density follows (40) we know that a non-stationary anomalous
aggregation

N1 .t/ ! 1 N2 .t/ ! 0 (42)

occurs in the long-time limit as t ! 1. Heuristically, this should not be surprising:
if patch 1 traps more particles and does not contain limiting factors on its size (such
as a carrying capacity of the patch or volume exclusion effects) then all particles
will accumulate there such that the particles which enter the patch never leave.
Consequently, patch 2 will eventually be depleted.

For simplicity, let us assume that the non-trapping patch has a constant escape
rate such that

�i D

(
�1
�C�0

.˛1 D 0/ i D 1

�2 .�2 D 0/ i D 2
(43)

are our escape rates. This is a reasonable assumption as we have already motivated
the aggregation of particles in the anomalously trapping patch. Applying (43) to (6)
we obtain

@
1

@t
C
@
1

@�
D �

�1
1

�0 C �
; �1 < 1; (44)

and

@
2

@t
C
@
2

@�
D ��2
2; �2 > 0: (45)

Solving these equations analogously to (3) via the method of characteristics we find
that


1.t; �/ D 
1.t � �; 0/‰1.�/; (46)

where 
1.t � �; 0/ is the mean (renormalised) number of newly arrived particles
in the patch. These come from patch 2 where from (9) we know that 
1.t; 0/ DR t
0
�2
2.t; �/d� D �2N2.t/. Similarly, for patch 2 we find that 
2.t; �/ D 
2.t �

�; 0/e��2� . It follows that


1 .t; �/ D �2N2 .t � �/‰1.�/; t > � (47)
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where ‰1.�/ D
R1

�
 1.u/du is the standard power-law survival function

‰1.�/ D

�
�0

�0 C �

��1
: (48)

We are further interested in those particles transported to the other patch. To do so,
we apply a more formal definition of hi.t/ than what was given in (11). If we define
an event as a particle leaving a patch, then in Laplace space the renewal density
follows [33]

bhi.s/ D
b i.s/

1 � b i.s/
D

b i.s/

sb‰i.s/
; (49)

where b i; b‰i are the Laplace transformations of the residence time PDF and
survival probability, respectively. We can thus rewrite (28) as

bIi.s/ D bKi.s/bNi.s/ D sbhi.s/bNi.s/: (50)

By applying an inverse Laplace transformation we then recover a new equation for
the switching term

I1 D
d

dt

Z t

0

h1.t � �/N1.�/d�; I2.t/ D �2N2.t/ (51)

which can be compared with (29) if desired. The switching is now entirely expressed
in terms of the renewal density, and we can thus find the equations for the total
number of particles in each patch. From (30) and (31) we can use (51) to find that

dN1
dt

D �2N2 .t/ �
d

dt

Z t

0

h1.t � �/N1.�/d� (52)

which is valid for all time. As we have assumed a constant number of particles,
N1.t/ C N2.t/ D 1. From (38) we know that bK1.s/ D s1��1=Œ��10 �.1 � �1/� in
the long-time limit. This expression can be interpreted via the fractional derivative
imposed by the Riemann-Liouville operator

0D1��i
t ŒNi.t/� D

d

dt

Z t

0

Ni.t � �/d�

�.�i/�1��i
(53)

which in Laplace space obeys Ltf0D1��i
t ŒNi.t/�g.s/ D s1��ibNi.s/ as s ! 0 [35]. It

follows that we can write

dN1
dt

D �2N2 .t/ �
1

�
�1
0 �.1 � �1/

0D1��1
t ŒN1.t/�: (54)
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This does not immediately provide a clearer way of understanding the movement
between the two patches, but it illustrates the fractional (slow) nature of escape
events from the anomalously trapping patch. However, in the long-time limit we
know that aggregation of the particles will occur in patch 1. While there may still be
fluctuations in the number of particles occupying said patch, it is not unreasonable
to assume it is approximately constant at larger times when the aggregation has
occurred. We can then neglect the derivative dN1=dt � 0 such that

�2N2 .t/ '
d

dt

Z t

0

h1.t � �/N1.�/d�: (55)

This is the statement that the rate at which particles enter patch 1 (�2N2.t/) equals
the rate at which particles leave the same patch, but which is only valid for large
times. By using our assumption that the net number of particles is constant, we find

1 D N1 .t/C
1

�2

d

dt

Z t

0

h1.t � �/N1.�/d�: (56)

This simple rearrangement patches that the particles are either found in patch 1 or
among those which have left patch 1 up until now.

In the long-time limit we can use (49) to determine the behaviour of the renewal
density. Using (38) the renewal density follows bh1.s/ D Œ.s�0/�1�.1 � �1/�

�1as
indicated by (39). By applying an inverse Laplace transformation we obtain

h1.t/ D
t�1C�1

�.1 � �1/�.�1/�
�1
0

(57)

as t ! 1 in analogy with (40). That is, as time goes by, the number of renewal
events in the patch decreases and is power law slow. This indicates that there is a
slowing down in the number of particles leaving the patch. By substituting this result
into (56), we find

N1 .t/ D 1 �
h1.t/

�2
N2 .t/ D

h1.t/

�2
; (58)

which is consistent with the qualitative findings suggested already in (42). However,
we now have a greater amount of detail as to how this aggregation occurs. It is
important to note that while anomalous aggregation in patch 1 is observed, we do
not reach a steady-state distribution of the patch population. Movements can and do
still occur between the two patches, albeit very slowly.

We shall now consider what occurs in the case when this aggregation is tempered
by an additional escape rate of the system.
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6 Anomalous Tempering

Having now detailed the process which occurs in the presence of anomalous patches,
we shall now proceed to consider the effects of an additional tempering rate. By
adding a constant ˛i to the basic description in (35), we obtain

�i.�/ D
�i

�0 C �
C ˛i 0 < �i < 1; (59)

where ˇi.�/ D �i=.� C �0/ is consistent with (10). This could change the effects
observed in (58), by e.g., increasing the escape rate so as to maintain a minimum
non-zero escape rate from the patch. The value (and sign) of ˛i can be chosen
according to, e.g., saturation limits in the concentration of ions present in a certain
transporter channel [36] or to regulate the presence of enzymes required in protein
folding [37]. The details and extent of this tempering are entirely determined by
choices in the values of ˛i.

An anomalously trapping patch with �i < 1 could thus be subject to internal
regulation in the form of the tempering term which maintains the escape rate even
when a large number of particles are trapped. Another possible interpretation of
such a system is one wherein there is a limited binding radius beyond which arriving
particles are very weakly bound, thus resulting in a constant associated escape rate.
This is the simplest possible form of a self-regulating process [36].

As we now have two escape rates, the switching terms for these patches (defined
in (29)) become:

Ii.t/ D ˛iNi.t/C

Z t

0

Kˇ
i .�/e

�˛i�Ni.t � �/d�; (60)

where we again must find the long-time limit of the integral term. Since b
ˇi .s/ D

1 � �.1 � �i/ .�0s/
�i and b̂ˇi .s/ D �.1 � �i/ .�0s/

�i =s, we find from (28) that
bKˇ

i .s/ D s1��i=Œ�
�i
0 �.1 � �i/�. The Laplace transformation of (60) yields

bIi.s/ D ˛ibNi.s/C
.s C ˛i/

1��i

�
�i
0 �.1 � �i/

bNi.s/ (61)

as s ! 0. We notice that this expression is analogous to the form of a modified
Riemann-Liouville operator (see (53) and [35]), such that we can write

Ii.t/ D ˛iNi.t/C
e�˛it

�
�i
0 �.1 � �i/

0D1��i
t Œe˛itNi.t/�: (62)
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This is equivalent to a tempered Riemann-Liouville operator (see, e.g., [38]). By the
same method as employed for (30)–(31), we obtain equations for the rate of change
of particles in each patch:

dN1
dt

D˛2N2.t/C
e�˛2t

�
�2
0 �.1 � �2/

0D1��2
t Œe˛2tN2.t/�

� ˛1N1.t/ �
e�˛1t

�
�1
0 �.1 � �1/

0D1��1
t Œe˛1tN1.t/�;

(63)

and

dN2
dt

D˛1N1.t/C
e�˛1t

�
�1
0 �.1 � �1/

0D1��1
t Œe˛1tN1.t/�

� ˛2N2.t/ �
e�˛2t

�
�2
0 �.1 � �2/

0D1��2
t Œe˛2tN2.t/�;

(64)

We thus have two expressions for the number of particles entering and leaving
each patch which are analogous to the results of the previous section, but which
contain a faster (though still slow) transfer between the patches via the tempered
Riemann-Liouville operator. However, for sufficiently large times the tempering
effect introduces a cut-off in the operator and we are left with a modified constant
escape rate such that

dN1
dt

D ��
2N2.t/ � ��

1N1.t/; (65)

where these escape rates follow

��
i D ˛i C

˛
1��i
i

�
�i
0 �.1 � �i/

: (66)

Note that the tempering from ˛i is observed in both terms, despite the initial
description of �i considering two independent processes. This is a result of the non-
Markovian behaviour of ˇi.�/. If the tempering effects disappear (˛i D 0) this rate
��

i is no longer valid. However, when there is tempering we find that a non-zero
distribution of particles can be expected across both patches. In the stationary case
dN1=dt D 0, we find that

Nst
1 D

��
2

��
1 C ��

2

; Nst
2 D

��
1

��
1 C ��

2

(67)
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which mirrors the results obtained in the case with two constant escape rates
between the patches. What we conclude from this is that the presence of the
tempering in ˛i removes the anomalous effects in the long-time limit. However,
over shorter time scales the anomalous aggregation effects may still dominate the
dynamics. For the simplified case of (65), we obtain an analogous renewal density
to (34)

hst
1 D hst

2 D
��
1 �

�
2

��
1 C ��

2

: (68)

If instead of two anomalous tempered patches we consider patch 1 to have an
escape rate as given by (59), and patch 2 to have a constant escape rate �2, then (63)
becomes

dN1
dt

D�2N2.t/ � ˛1N1.t/

�
e�˛1t

�
�1
0 �.1 � �1/

0D1��1
t Œe˛1tN1.t/�:

(69)

In this case the mean renormalised structural density from (6) follows

@
1

@t
C
@
1

@�
D ��1.�/
1: (70)

Because there is tempering in effect, it is interesting to consider what occurs over
longer time scales where the system has presumably equilibrated to a stationary
distribution. Then, the particles are still ageing, but there is balance in the number
of particles entering and leaving such that @
st

1 =@t D 0 (note that st refers to any
quantity in the stationary patch). Equation (70) thus becomes

@
st
1

@�
D �

�
�1

�0 C �
C ˛1

�

st
1 : (71)

Using the fact that new arrivals in patch 1 are given by 
1.t; 0/ D �2N2.t/, we can
solve the above equation to give


st
1 .�/ D �2N

st
2

�
�0

�0 C �

��1
e��˛1 ; (72)

where Nst
2 is the number of particles in patch 2when a steady state has been reached.

Here we have identified the survival function ‰1.�/ D �
�1
0 e��˛1=.�0 C �/�1 . So

the number of particles with lower residence times is still high, but there is a
tempering in the number of particles with long residence times. This is seen by
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the decaying exponential effectively ‘cutting off’ the longer power-law tail in ���1 .
By integration over all residence times, the mean renormalised number of particles
in patch 1 at equilibrium is given by

Nst
1 D�2N

st
2

Z 1

0

�
�0

�0 C �

��1
e��˛1d�

D�2N
st
2 �

�1
0 e�0˛1˛�1�11 �.1 � �1; �0˛1/;

(73)

where �.a; x/ D
R1

x ta�1e�tdt is the incomplete Gamma function [35]. By
definition, we know that the mean residence time spent in a patch is given by
hTii D

R1

0
‰i.�/d� . This is exactly the form we find in the above equation, such

that we can write

Nst
1 D �2N

st
2 hT1i ; (74)

where hT1i D �
�1
0 e�0˛1˛�1�11 �.1 � �1; �0˛1/. However, this result is only valid in

the case when ˛1 > 0, as the integral otherwise diverges for �1 < 1. Similarly for a
constant escape rate we can write hT2i D 1=�2. Since the total number of particles
is preserved, we find that

Nst
1 D

hT1i

hT2i C hT1i
; Nst

2 D
hT2i

hT2i C hT1i
: (75)

Unsurprisingly, this result also mimics what we obtained when studying two patches
both with constant escape rates. If we are in the long-time limit this result is
equivalent to that of (65) as one can argue hTii � 1=�i. Both patches here influence
the final distribution of the particles, but we also observe that likely the particles
will aggregate in the anomalous patch.

The above nicely illustrates the effects of tempering of the anomalous effects:
accumulation still occurs with preference for the anomalously trapping patch, but
the presence of ˛i is such that particles could still be found in either patch. If both
patches are tempered, this dominates the long-term dynamics completely (but is still
a function of the anomalous exponents �i).

7 Discussion and Conclusion

We have formulated the transport of particles in a heterogeneous, patchy environ-
ment and illustrated the effects of heterogeneities in the transport via the close
study of transport between two patches. It has been shown that in contrast to the
Markovian case (where the escape rates from patches or patches are constant),
small heterogeneities in the escape rates via the anomalous exponents can lead to
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significant and qualitatively different distributions of particles across the system.
This result remains true when constructing a larger patchy environment via the
pairwise links between different patches.

We have shown that a large number of particles will aggregate in the anomalous
nodes (wherein the likelihood of leaving decreases with residence time), but
that significant qualitative differences arise depending on whether the patch is
anomalously trapping 0 < � < 1 or not 1 < � < 2. We have further demonstrated
the effects of tempering terms in the transport processes which lead to a more even
distribution of the particles than one obtains for a solely anomalously trapping patch.
This is consistent with finite size effects whereupon the trapping can only occur for
a binding up to a certain limit—there is thus always a minimum escape rate.

The transport of particles in cell membranes or subcellular structures is known to
be subject to both non-Markovian (anomalous) transport effects and the ones intro-
duced in the paper (volume exclusion, finite concentration of reaction components
in producing patches, and so on).

In the long-time limit particles are observed to aggregate in the anomalous (more
highly trapping) patch at a power law slow rate compared to patches with a constant
escape rate. This is summarised in (58). For non-trapping anomalous patches with
1 < � < 2, an equilibrium is reached between the two patches. The combination
of these two cases with the effects resulting from tempering can be combined
according to the biological system of interest.

It is clear that these effects can have large implications for understanding trans-
port mechanisms in cells. Anomalous and tempering effects are both important and
significant contributions to our understanding of cell transport which in combination
yield results unseen when modelling these aspects separately.

Aggregation of particles can only occur over time scales shorter than the lifetimes
of the particles in question. Naturally, one expects each cell to be subject to
birth–death dynamics such that certain particles may ‘perish’ before reaching the
attractive patch. One can also consider degradation rates and corruption of certain
transcription processes as other inherent limits to the process. These, along with the
introduction of carrying capacities in the limitations of the patches, are directions of
future work to be explored.
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The Non-equilibrium Nature of Active
Motion

Francisco J. Sevilla

Abstract In this contribution chapter, the non-equilibrium nature of active motion
is explored in the framework of the Generalized Langevin Equation. The persistence
effects that distinguish active motion, observed in a variety of biological organisms
and man-made colloidal particles, from the passive one, are put in correspondence
with the memory function that characterizes the retarded dissipative effects in
the equation. The non-equilibrium aspects of this approach rely on the relaxation
of the fluctuation-dissipation relation, that couples the memory function with the
autocorrelation function of the fluctuating force in order to describe the equilibrium.
In the case of freely diffusing active particles, the Fokker-Planck equation is derived
and an effective temperature can be identified if the total overlap between the
deterministic solutions of the Generalized Langevin Equation at two times, weighted
by the noise correlation function, exists and is finite. Active motion confined by
the harmonic, external potential is analyzed on the same framework leading to
analogous conclusions.

Keywords Active motion · Generalized Langevin equation · Confined active
particles · Fluctuation-dissipation theorem · Persistent Brownian motion

1 Introduction

The systems in out-of-equilibrium conditions are ubiquitous in nature and have
been the subject of intense study in many fields of knowledge during the last
two centuries, at least. Among those systems, the biological ones are the most
representatives of non-equilibrium situations, which despite the most obvious non-
equilibrium feature, life, other non-equilibrium aspects of biological organisms have
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received considerable attention, for instance: biological micromotors or molecular
motors, which are able to travel along polymer filaments inside a cell [1]; motile
organisms, like bacteria, that employs diverse motility patterns to traverse complex
habitats [2, 3], for example E. coli which performs the so-called run-and-tumble
dynamics [4] as pattern of motion. More recent advances have allowed the design
of artificial particles that take advantage of different physical and/or chemical
mechanisms, to self-induced motion that mimics that of biological organisms [5],
as such, the design of artificial micromotors, which use locally supplied fuels, to
autonomously deliver and release therapeutic payloads and manipulate cells [6].

All these examples have in common that the mobile entities involved, either
biological or man-made, are able to develop their own motion by using the locally
available energy from the environment and transform it, by complex internal mech-
anisms (micromotor or microengine) or by ingeniously self-phoretic mechanisms,
into self-locomotion [5, 7, 8]. These particles are called self-propelled or active
particles, in contrast to the motion of a pollen grain in water (effect observed by the
botanist Robert Brown) that moves passively due to the myriads of collisions with
the molecules of the embedding liquid. Systems composed of a collection of self-
propelled or active particles receive nowadays the name of active matter and are the
subject of intense research, mainly because the non-equilibrium features exhibited
in the collective and single particle behavior give the possibility to discover new
physics, and as consequence, their potential applications.

The intrinsic non-equilibrium aspects of active matter have attracted the attention
on these systems, and a front of intense research in different disciplines, mainly in
statistical physics and biology, is still growing [5, 7, 8]. From the point of view of
non-equilibrium statistical physics, active matter has become a well-defined class
of non-equilibrium systems and a fertile field of research, that has allowed the
rapid theoretical advancements in the field. Succinctly, active matter escapes from
a description of equilibrium since, at microscopic scales, detailed balance between
injection and dissipation of energy is not satisfied, which leads inexorably to the
production of entropy.

One aspect to highlight in regard to the motility of active particles is that active
motion is persistent, that is to say, the particles approximately retain the state of
motion for a characteristic finite time scale, called the persistence time. This feature
is indeed observed in the patterns of motion of different biological organisms and in
the motility behavior of some artificial particles. For instance, the run-and-tumble
pattern of motion alternates periods of time for which E. coli moves almost with
constant speed and in a straight line along a randomly chosen direction, with short
periods of time for which the particle is almost in rest tumbling. On a statistical
description of this process, run-and-tumble dynamics can be characterized by finite
time scale of persistence, which makes motility behavior strongly correlated in time,
making non-equilibrium signatures conspicuously observable.

On the other hand, a finite persistence time scale can be induced on micron silica
spheres through a diffusion-phoretic mechanism (Janus particles). Such mechanism
confer out-of-equilibrium fluctuations on a region of the particle surface (by coating
one of the particle hemispheres with a suitable metal for instance), breaking, locally,
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the symmetry of the effects of fluctuations on the particle [9, 10]. This breaking of
symmetry causes an overdamped description of the translational degree of freedom
(particle usually diffuses in aqueous solutions), and an underdamped description of
rotational diffusion that leads to the appearance of persistence effects. The pattern
of motion generated by this process is called active Brownian motion.

Many of the accomplished advancements in the understanding of active matter
partly rely on the intuition built from equilibrium systems [11–13]. In reference [14]
the authors provide arguments that show that the transition to collective motion in
the Vicsek model [15]—a system of active particles under the influence of mutual
motion alignment and non-thermal angular noise—can be best explained as a liquid-
gas transition rather than an order-disorder one. Indeed, the inhomogeneous phases
(smectic arrangements of traveling ordered bands surrounded by particles that form
a gaseous-like phase) observed at intermediate noise and density are reminiscent of
the coexistence liquid-gas phases in the transition.

Other non-equilibrium aspects exhibited in systems of interacting active particles
refer to the observed motility induced phase separation (MIPS) [11, 13, 16–19],
that corresponds to the coexistence of liquid-gas phases of repulsive self-propelled
particles where no collective motion emerges. Attempts to give a description of
MIPS in terms of equilibrium concepts have appeared, however these are limited
and debated [16]. In some models that exhibit MIPS [19], time-reversal symmetry
is preserved if the persistence time is small but finite, this endows such systems
with an effective fluctuation-dissipation theorem akin to that of thermal equilibrium
systems. In systems of spherical active Brownian particles it has been possible to
derive an expression for the equation of state of the mechanical pressure of the
system as function of particle density. Previous attempts identified the contribution
to the pressure exerted by a suspension of active particles that originates upon the
notion that an active body would swim away in space unless confined by boundaries
[11]. This observation allowed the authors to find a non-equilibrium equation of
state whose phase diagrams resemble a van der Waals loop from equilibrium gas-
liquid coexistence.

Another equilibrium concept that has resulted valuable in the description of out-
of-equilibrium systems is that one of effective temperature [20–22], in particular
in systems of active particles [23–30]. In general, the possibility of defining
an effective temperature relies on the fulfillment of a non-thermal fluctuation-
dissipation relation. This is the case for time scales larger than the persistence one,
since in this regime the motion of free active particles is well characterized by an
effective diffusion coefficient, and can be interpreted as the motion of a passive
Brownian particle diffusing in a fictitious environment at the effective temperature.

The out-of-equilibrium nature of systems of active particles is revealed markedly
when the system is under confinement. Particularly, in the regime for which the char-
acteristic length scale of confinement is smaller, or of the order, of the persistence
length scale. Under such conditions, the zero-current probability distribution of non-
interacting active particles deviates conspicuously from the equilibrium distribution
of Boltzmann and Gibbs. Such effects have been certainly predicted by theory in
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models of active particles under the confinement of an external potential [31, 32]
and observed experimentally, for instance, in acoustically confined active Brownian
particles [33], in confined worker termites [34], and in passive Brownian particles
swimming within an active Bath [35].

The non-Boltzmann-Gibbs distributions that correspond to the stationary dis-
tributions of run-and-tumble particles, that move with constant speed under the
confinement of an external potential, can be understood as the distributions of
passive Brownian particles diffusing under the influence of the external potential
and of a fictitious inhomogeneous thermal bath (Sevilla, Vasquez-Arzola, Puga-
Cital, 2017, unpublished), where the precise spatial dependence of the effective
temperature profile can be put in an exact manner in correspondence with the
trapping potential. In contrast, models that consider the case for which particle
speed fluctuates can lead to Boltzmann-Gibbs-like distributions at least when the
particles are confined by an external harmonic potential, as has been shown in a
one-dimensional model of active motion [29]. For this particular model of active
particles (also known as active-Ornstein-Uhlenbeck particles), the existence of a
uniform effective temperature is shown.

The existence of many different theoretical frameworks that consider persistence
in their own formulation makes worthy their study and analysis in relation with
concepts of non-equilibrium statistical mechanics, partly because some aspects
may well correspond to qualitatively distinct phenomena, as has been described
in the last paragraph, but mainly because many of these frameworks incorporate
straightforwardly the important effects of correlations that leads, for instance, to
a proper description of anomalous diffusion. Among these frameworks, we can
cite: the persistent random walks, recurrently used in biology [36] and studied
intensively in statistical physics towards the last decade of the last century [37, 38];
the continuous-time random walk [39] which endows random walk with correlations
in continuous time; and the generalized Langevin Equation [40], which endows the
standard equation of Langevin of Brownian motion with finite time correlations.
The generalized Langevin equation usually models systems in equilibrium with
a viscoelastic bath, which describe the equilibrium of the retarded effects in the
viscous drag term of the equation and correlated noises.

A straightforward way to model the active motion of Brownian-like particles,
is to include a non-linear dissipative term in the Langevin equation, i.e., by the
introduction of a non-linear friction term that keeps the speed of the particles almost
constant in time [41, 42], as approximately occurs in many active systems. The non-
equilibrium nature of these systems, when particles move under the influence of an
external potential, has been analyzed by the calculation of the entropy production
[43]. However, given the non-linear nature of the equations involved, no exact
expressions for the stationary distributions of the particle positions exist.

In this contribution, we explore the non-equilibrium nature of confined active
motion in an external potential, by making a correspondence of the persistence
effects of active motion with the memory function that characterizes the retarded
dissipative effects in the linear generalized Langevin equation. The non-equilibrium
aspects of this approach rely on the relaxation of the fluctuation-dissipation relation,
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which describes equilibrium if and only if the memory function in the retarded
friction term is proportional to the autocorrelation function of the fluctuating force
in the equation.

1.1 The Generalized Langevin Equation: Diffusion of a Free
Particle in an Equilibrium Bath at Temperature T

The Generalized Langevin Equation, that describes the kinematic state of a Brown-
ian particle of mass m in one dimension, are

m
d

dt
v.t/ D ��

Z t

t0

ds
.t � s/v.s/C 	.t/; (1a)

d

dt
x.t/ D v.t/; (1b)

where x.t/ and v.t/ denote the position and velocity of the particle, respectively.
The retarded effects in the dissipation term are encoded in the memory function 
.t/
which has units of [time]�1, while the coefficient � , the Stokes dragging coefficient,
is used as a scale of the net friction force. In the cases of interest, the memory
function vanishes after some characteristic time scale that can well be assumed
smaller than t0, therefore t � t0 is the time span for which the memory effects
are important and thus, any effect prior to time t0 can be neglected. In the of-
equilibrium processes where the effects of ageing are not important, of particular
physical relevance are those cases for which Eq. (1) describe a stationary process,
i.e., a process whose statistical properties are invariant under temporal translations,
in such a case, t0 can be set to zero without loss of generality. For simplicity the
noise term, 	.t/, is assumed to be stationary and Gaussian with vanishing average
h	.t/i D 0 and autocorrelation function

h	.t/	.s/i D h	2ieq�.jt � sj/; (2)

with h	2ieq is the parameter that characterizes the fluctuations of thermal equilib-
rium at temperature T , and �.t/ is a dimensionless function of time.

If in addition to the physical assumptions framed in Eq. (1), it is supposed that
the effects of the correlated thermal fluctuations over the particle—induced by
a surrounding thermal bath at equilibrium and characterized by the temperature
T—are balanced by the dissipation term, then the stochastic process v.t/ reaches
a stationary regime for which the distribution of velocities, Peq.v/, corresponds to
that of equilibrium. Under these conditions, one can safely assume that equipartition
is valid for the kinetic energy of the Brownian particle and an explicit relation
among the functions 
.t/ and �.t/ can be obtained. Such relation has been called
the fluctuation-dissipation relation [40]. In contrast, since the particle diffuses freely,
the stochastic process x.t/will not reach a stationary regime. Indeed, the distribution
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width of the particle positions, measured by the distribution variance, is expected to
grow with time indefinitely. Thus, in regards to the joint dynamics of both processes,
v.t/ and x.t/, we say that the system equilibrates partially.

Though formal derivations of the fluctuation-dissipation relation are known [44],
the following derivation is heuristically straightforward. Consider the solution of
Eq. (1a), given explicitly by

v.t/ D v.0/ˆ.t/C
1

m

Z t

0

dsˆ.t � s/	.s/; (3)

where v.0/ is the initial velocity and ˆ.t/ is the function that satisfies the equation

m
dˆ.t/

dt
C �

Z t

0

ds
.t � s/ˆ.t/ D 0; (4)

which in the Laplace domain has the explicit dependence on e
.�/ through the
relation

ê.�/ D
h
� C

�

m
e
.�/

i�1

: (5)

A symbol with tilde,ef .�/, denotes the Laplace transform of f .t/ given by

ef .�/ D L ff .t/I �g D

Z 1

0

dt e��tf .t/ (6)

with � the Laplace variable, a complex number.
The assumption that the distribution of velocities of the Brownian particle

reaches a stationary regime characterized by thermal equilibrium implies that an
equipartition-like theorem applies for the Brownian particle velocity, i.e.

m

2
hv2.t/i D

kBT

2
; (7)

where kB is the Boltzmann constant. If the square of (3) is taken and then multiplied
by m=2 we have that the ensemble average over all possible realizations of the
random force 	.t/ gives

m

2
hv2.t/i D

m

2
v2.0/ˆ2.t/C

h	2ieq

m

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/�.s1 � s2/; (8)

where we used the fact that h	.t/i D 0 and the explicit dependence on the initial
conditions v.0/ is shown. However, if the initial velocities of the Brownian particle
were distributed according to thermal equilibrium, we must have that

m

2
v2.0/ D

m

2
hv2.t/i D

kBT

2
; (9)
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must be satisfied, where the v2.0/ denotes the ensemble average over initial
velocities. We have straightforwardly that

kBT
�
1 �ˆ2.t/

�
D

h	2ieq

m

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/�.s1 � s2/; (10)

where use of the relation (2) has been made. Now take the time derivative on both
sides of the last expression, and after making some rearrangements we get

�
2mkBT

h	2ieq

dˆ.t/

dt
D

Z t

0

ds2 ˆ.s2/�.t � s2/; (11)

whose Laplace transform is given by

2mkBT

h	2ieq
Œˆ.0/ � �ê.�/� D ê.�/e�.�/: (12)

We must assume that 
.t/ is such that lim�!1
e
.�/=� goes to zero, then, by the

Tauberian theorems we have that ˆ.0/ D 1 and thus

2mkBT

h	2ieq

�
1

ê.�/
� �

	
D e�.�/: (13)

After substitution of (5) we finally get

e�.�/ D
2kBT

h	2ieq
�e
.�/ (14)

or by recalling that h	2ieq�.t/ D h	.s/	.s C t/i we get

h	.s/	.s C t/i D 2kBT�
.t/: (15)

This is the fluctuation-dissipation relation [40], that establishes the equilibrium
temperature T as the proportionality factor between the autocorrelation function
of the thermal force (internal noise [45–47]) and the function that characterizes
the retarded effect of the dragging force. Such a relation guarantees the reach of
equilibrium for the process v.t/ at the temperature of the bath T , for arbitrary time
dependence of the noise autocorrelation function as long as this decays to zero with
time.

P.v; t/ and Its Associated Fokker-Planck Equation

As a consequence of the fluctuation-dissipation relation (15), the stationary distri-
bution of the particle velocities is given by the Maxwell distribution at the fluid
temperature T , but evidently with the mass m of the Brownian particle.
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The conditional probability distribution, P.v; tjv.0//, of a particle having the
velocity v at time t given that had velocity v.0/ at time t D 0 is defined by

P.v; tjv.0// � hıŒv � v.t/�i ; (16)

where v.t/ is the solution of Eq. (1a) given by (3), and the ensemble average h i is
made over the noise realizations of 	.t/ with fixed initial conditions. We have then
that

P.v; tjv.0// D
1

2�

Z 1

�1

dk eikŒv�v.0/ˆ.t/�
D
ei k

m

R t
0 dsˆ.t�s/	.s/

E
: (17)

The quantity
D
ei k

m

R t
0 dsˆ.t�s/	.s/

E
(18)

is the characteristic functional of the stochastic process variable 	.t/, since it has
been assumed to be Gaussian has the explicit expression [48]

exp



�

k2h	2ieq

m2

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/�.s1 � s2/

�

and therefore we have that

P.v; tjv.0// D
1

2�

Z 1

�1

dk eikŒv�v.0/ˆ.t/�e�k2
h	2ieq

m2

R t
0 ds1

R s1
0 ds2 ˆ.s1/ˆ.s2/�.s1�s2/:

Last expression can be evaluated explicitly and gives

P.v; tjv.0// D

exp

(

�
Œv � v.0/ˆ.t/�2

2hŒv � v.0/ˆ.t/�2i

)

p
2�hŒv � v.0/ˆ.t/�2i

; (19)

where we have used (3) and (15) to write explicitly in terms of 
.t/

˝
Œv � v.0/ˆ.t/�2

˛
D 2

� kBT

m2

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/
.s1 � s2/: (20)

In the stationary regime t ! 1, we have ˆ.t/ ! 0 and hŒv � v.0/ˆ.t/�2i !

hv2.1/i D kBT=m and therefore

Pst.v/ D
1

p
2�kBT=m

exp



�

mv2

2kBT

�
; (21)

which corresponds to the Maxwell distribution of velocities at the bath’s tempera-
ture T .
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For the purposes that will be clear in Sect. 2, we present a derivation of
the Fokker-Planck equation that corresponds to the linear Generalized Langevin
Equation (1) of the process v.t/, where 	.t/ is a Gaussian stochastic process with
vanishing average and autocorrelation function (2). The derivation of this Fokker-
Planck has been considered by several authors before [49–52], here we present a
heuristic, yet rigorous, derivation of such equation.

First notice that for the Gaussian white noise, i.e. 
.t/ D ı.t/, and therefore
ˆ.t/ D e�� t=m, the relation (15) turns (1) into the Ornstein-Uhlenbeck process for
which the conditional probability distribution, P.v; tjv.0// is given by well-known
result

P.v; tjv.0// D

exp



�

mŒv � v.0/e�� t=m�2

2kBT.1 � e�2� t/

�

p
2�kBT.1 � e�2� t/=m

; (22)

which satisfies the Fokker-Planck equation [53]

@

@t
P.v; tjv.0// D

@

@v

h �
m
vP.v; tjv.0//

i
C

�

m2
kBT

@2

@v2
P.v; tjv.0//: (23)

Given the linearity of the Langevin equation (1a), it is tempting to propose as a
suitable anzats, the following Fokker-Planck equation

@

@t
P.v; tjv.0// D

@

@v

h �
m
�1.t/vP.v; tjv.0//

i
C
�

m2
kBT�2.t/

@2

@v2
P.v; tjv.0//; (24)

where �1.t/ and �2.t/ are functions to determine with the initial condition
P.vjv.0// D ıŒv�v.0/�: The function �1.t/ in the first term in the right-hand side of
Eq. (24) accounts for the retarded effects of the friction force in (1a), characterized
by 
.t/, while �2.t/ in the second term represents the effects of the correlations of
the internal noise that arise from the fluctuation-dissipation relation (15). In such a
case, a connection between �1.t/ and �2.t/ is expected.

The solution to (24) can be found by the use of Fourier transform which turns the
second order partial differential equation (24) into the first order one

@

@t
OP.k; tjv.0// D �

�

m
�1.t/ k

@

@k
OP.k; tjv.0// �

�

m2
kBT �2.t/ k2 OP.k; tjv.0//; (25)

where a function with hat, Of .k/, denotes its Fourier transform

Of .k/ D

Z 1

�1

dx eikxf .x/; (26)

with Fourier variable k.
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By the use of the well-known method of the characteristics, we have to solve the
following pair of ordinary differential equations

d

dt
k.t/ D

�

m
�1.t/ k.t/;

d

dt
OP.t/ D �

�

m2
kBT�2.t/ k2 OP.t/;

where OP.t/ D OPŒk.t/; tjv.0/� denotes the solution of (25) along the characteristic
trajectory k.t/. The solutions to the last equations are given, respectively, by

k.t/ D k.0/e.�=m/
R t
0 ds�1.s/; (27a)

OP.t/ D OP.0/e�.�=m2/kBT
R t
0 ds�2.s/ k2.s/: (27b)

From this, the solution in Fourier space is explicitly written as

OP.k; tjv.0// D OP
�

ke�.�=m/
R t
0 ds�1.s/jv.0/




exp



�.�=m2/kBT k2

Z t

0

ds�2.s/e
�2.�=m/

R t
s ds0 �1.s0/

�
; (28)

where the first factor corresponds to the Fourier transform of the initial distribution
P.vjv.0// D ıŒv � v.0/�. After inversion of the Fourier transform we have that

P.v; tjv.0// D

exp

8
<̂

:̂
�

h
v � v.0/e�.�=m/

R t
0 ds�1.s/

i2

4.�=m2/kBT
R t
0

ds�2.s/e�2.�=m/
R t

s ds0�1.s0/

9
>=

>;
q
4�.�=m2/kBT

R t
0

ds�2.s/e�2.�=m/
R t

s ds0�1.s0/

: (29)

The functions �1.t/ and �2.t/ are determined by comparison of expression (29)
with (19), we have, respectively, that

e�.�=m/
R t
0 ds�1.s/ D ˆ.t/; (30a)

2
�

m2
kBT

Z t

0

ds�2.s/e
�2.�=m/

R t
s ds0�1.s0/ D

˝
Œv � v.0/ˆ.t/�2

˛
: (30b)

The explicit relation of �1.t/ with the memory function 
.t/ is indirect via the
Laplace transform

L
n
e�.�=m/

R t
0 ds�1.s/I �

o
D

1

� C �

m
e
.�/

; (31)
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where we have used that ê.�/ D Œ� C �

m
e
.�/��1: In terms of ˆ.t/ we have

�

m
�1.t/ D

d

dt
lnˆ.t/�1: (32)

To determine �2.t/, notice that the integral in left hand side of Eq. (30b) can be
written in terms of ˆ.t/ as

Z t

0

ds�2.s/
ˆ2.t/

ˆ2.s/
(33)

thus rearranging (30b) we have that
Z t

0

ds
�2.s/

ˆ2.s/
D

1

ˆ2.t/

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/
.s1 � s2/ (34)

and therefore, after taking the derivative with respect to time

�2.t/ D

�
d

dt
lnˆ�2.t/

	 Z t

0
ds1

Z s1

0
ds2 ˆ.s1/ˆ.s2/
.s1 � s2/Cˆ.t/

Z t

0
ds
.t � s/ˆ.s/:

(35)

With expressions (32) and (35), the Fokker-Planck equation corresponding to the
generalized Langevin equation (1a) is determined.

The Mean Square Displacement

As it was commented above, the stochastic process x.t/ does not reach a stationary
regime in the framework of the generalized Langevin equation (1) and therefore the
distribution of the particles positions P.x; t/ is not stationary, in fact, it is expected
the distribution to become broader as time is passing on. The scaling of how fast
the distribution becomes broader depends exclusively on the time dependence of the
noise autocorrelation function. This fact has allowed the use of (1) [45, 54] to give an
alternative to fractional diffusion equations [55] and other mathematical frameworks
to describe anomalous diffusion, by properly choosing the time dependence of 
.t/
[or equivalently of �.t/ if (15) holds]. The mean squared displacement (second
moment of the probability distribution of positions) is the quantity commonly used
to describe anomalous diffusion.

From the explicit expression for v.t/, given in Eq. (3), the particle position is

x.t/ D x.0/C v.0/ˆI.t/C
1

m

Z t

0

dsˆI.t � s/	.s/;

where

ˆI.t/ �

Z t

0

dsˆ.s/: (36)
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By noting that hx.t/i D x.0/C v.0/ˆI.t/ we have that the variance of the position
or mean squared displacement with respect to the average trajectory, namely

�xx.t/ �
D
Œx.t/ � hx.t/i�2

E
; (37)

can be written as

�xx.t/ D
4kBT

m

Z t

0

dsˆI.s/ Œ1 �ˆ.s/� : (38)

The asymptotic behavior of the memory function 
.t/ determines the long-
time regime of the mean squared displacement (38), through Eqs. (5) and (36). A
sufficient condition for the standard linear dependence on time (the so-called normal
diffusion) to emerge is that as � goes asymptotically to zero, then �e
.�/ � �, for
which the corresponding asymptotic behavior of ˆ.t/ and ˆI.t/ is obtained from
ê.�/ � C and êI.�/ � ���1, by the Tauberian theorems respectively, where C is a
dimensionless constant and � a constant with units of time, then we have

�xx.t/ �
4kBT�

m
t: (39)

Examples Consider as a simple example the case of a memory that decays
exponentially fast with time, i.e., 
.t/ D ˛e�˛t.

In the limit of infinitely rapid decay, i.e., ˛ ! 1 we have that 
.t/ D ı.t/ and
we recover the standard Langevin equation

m
dv.t/

dt
C �v.t/ D 	.t/; (40)

for the so-called Ornstein-Uhlenbeck process, which gives the well-known result

hŒx.t/ � x0�
2i D

m

�
v20

�
2t �

m

�
.1 � e�2

�
m t/

	
; (41)

from which the ballistic result, v20 t2, is obtained when �

m t � 1, and the standard
diffusion result, m

�
hv20it, is recovered in the regime �

m t 	 1.
For finite ˛ we have that

e
.�/ D
˛

� C ˛
; (42a)

ê.�/ D
� C ˛

�.� C ˛/C ˛
�

m

: (42b)
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Power Law Memory

Let’s consider the case e
.�/ D 1
�˛
; and therefore ê.�/ D �˛

�˛C1C.�=m/˛C1 which

corresponds, in time-domain, to E˛;1Œ�.
�

m t/˛�; where E˛;1.z/ is the Mittag-Leffler
function. It is straightforward to check that then ˆI.t/ D tE˛;2Œ�.

�

m t/˛�: By
considering the asymptotic behavior of the Mittag-Leffler function we have

�xx.t/ � 2hv2.0/t2�˛: (43)

1.2 Diffusion of a Free Particle Under External Noise:
The Out-of-Equilibrium Case (The Effective Temperature)

In the previous section, the partial equilibration of a freely diffusing Brownian
particle was considered in the context of the fluctuation-dissipation relation. The
equilibrium distribution of velocities requires the satisfaction of this relation and
implies basically that the time scale involved in the persistence effects of the particle
motion, taken into account by the memory function of the retarded friction term, is
the same as the time scale of the correlations of fluctuation of the random force.

We consider now the case when the fluctuation-dissipation relation (15) does not
hold, therefore the time dependence of the memory function 
.t/ in the retarded
term in Eq. (1a) is independent of the autocorrelation function of the fluctuating
force. Under this circumstance, the fluctuating force 	.t/ is called external noise
[47] and is assumed a Gaussian process with autocorrelation function

h	.t/	.s/i D h	2i�.jt � sj/; (44)

where h	2i is a factor that characterizes the intensity of non-thermal fluctuations.
The retarded dissipative force is now decoupled from the fluctuating one, and

the effects of the first one, do not necessarily balance those of the other, therefore,
in the general case, the system will not reach the equilibrium state [45, 54], not
even the equilibrium stationarity of the process v.t/, as it does in the case described
when the fluctuation-dissipation relation holds. This, however, does not preclude
the possibility that the process v.t/ reaches a non-equilibrium stationary regime. In
consequence, there has been fairly interest in systems out of equilibrium and in the
search of quantities that could serve as a measure or indicators of a “distance” from
equilibrium [19, 22]. Though it is well-known that the rate of entropy production is a
clear indicator of the out-of-equilibrium nature of a system, a more straightforward
concept to describe this condition is the effective temperature. This is not directly
built from the concept of temperature in equilibrium thermodynamics, but on a
generalization of the fluctuation-dissipation relation [22].
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Last considerations make the conditional probability density, given by (19), still
valid, however we must have now that

˝
Œv � v.0/ˆ.t/�2

˛
D

˝
	2
˛

m2

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/�.s1 � s2/; (45)

where the left-hand side in the last expression depends implicitly on 
.t/ and �.t/,
through ˆ.t/ and the ensemble average over noise realizations, respectively. The
right-hand side on the other hand makes explicit the appearance of �.t/, and as
before, 
.t/ appears implicitly through ˆ.t/.

If a non-equilibrium stationarity of the process v.t/ is expected, it must happen
that

˝
Œv � v.0/ˆ.t/�2

˛
�!
t!1

kBTeff

m
; (46)

and an effective temperature Teff can be defined if and only if

� � lim
t!1

Z t

0

ds1

Z s1

0

ds2 ˆ.s1/ˆ.s2/�.s1 � s2/ (47)

exists. If that is the case, then Teff can be related to the intensity of noise through

Teff D

˝
	2
˛

kBm
�: (48)

Thus, the existence of an effective temperature requires that the time dependence of

.t/ and �.t/ be such that � remains finite and constant.

A plausible physical situation corresponds to the case of external noise exponen-
tially correlated,

h	.t/	.s/i D h	2ie�.jt�sj/=�cor ; (49)

with correlation time �cor and a memory function that decays exponentially as


.t/ D ��1
perse

�t=�pers ; (50)

where �pers denotes the persistence time. In such a case we have, after use of the
Tauberian theorem, that

� D �cor
m

�
(51)

and therefore, the prescription (48) gives
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Teff D

˝
	2
˛
�cor

kB�
; (52)

which is independent of the persistence time �pers.

2 Generalized Langevin Equation for Brownian Motion
Confined by an External Potential

We now turn to the case of our interest, which corresponds to that one for which
both processes, v.t/ and x.t/, attain a stationary state under out-of-equilibrium
conditions, and we focus on the non-equilibrium nature of the zero-flux stationary
distributions of the particle positions Pst.x/. Stationary solutions for the process x.t/
are expected if the Brownian particle is confined either by hard walls or by the
external potential U.x/. For this case the generalized Langevin equation is given by
[40, 56]

m
d

dt
v.t/ D �

@

@x
U.x/ � �

Z t

0

ds
.t � s/v.s/C 	.t/; (53a)

d

dt
x.t/ D v.t/: (53b)

In the physically plausible cases for which the fluctuation-dissipation relation (15)
holds, the stochastic processes v.t/ and x.t/ can be treated as statistically indepen-
dent, and the joint equilibrium distribution Peq.x; v/ can be factorized as the product
of their corresponding equilibrium distribution of Maxwell Peq.v/, Eq. (21), and

Peq.x/ D Z�1e�U.x/=kBT (54)

of Boltzmann-Gibbs, both characterized by the equilibrium temperature T . Evi-
dently the probability distribution (54) has local maxima at the minima of U.x/,
i.e., particles accumulate around the stable states of U.x/. Such conclusions can be
reached from the zero-flux stationary solution of the corresponding Fokker-Planck-
Kramers equation associated to Eq. (53).

Even though there is no general solution to (53) for arbitrary U.x/—due to
the non-linear character of the equation—there are solutions for the case of the
harmonic potential 1

2
m!2x2 which makes Eq. (53) linear in v.t/ and x.t/. Due to

this simplification, this case has been treated almost exhaustively.
In the following section we revisit the procedure to obtain the equilibrium

distribution of a Brownian particle trapped in arbitrary external potential U.x/
subject to Gaussian white noise and under the assumption that the fluctuation-
dissipation relation (15) holds.
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2.1 Fokker-Planck-Kramers Equation for a Trapped Brownian
Particle in an External Potential U.x/: The Equilibrium
Distribution for Gaussian White Noise

In the case when the fluctuation-dissipation relation (15) holds, and the internal
noise corresponds to Gaussian white noise, we have that Eq. (53) reduce to the
Markovian Langevin equation

m
d

dt
v.t/ D ��v.t/ �

@

@x
U.x/C 	.t/; (55a)

d

dt
x.t/ D v.t/: (55b)

We are interested in the long-time regime where the system reaches the expected
equilibrium regime. Thus one may avoid the currents due to the effects of the initial
data. The probability distribution P.x; v; t/ of finding a Brownian particle at position
x, moving with velocity v at time t satisfies the so-called Fokker-Planck-Kramers
equation

@

@t
P.x; v; t/C

@

@x
vP.x; v; t/ �

1

m

@

@v

�
@

@x
U.x/P.x; v; t/

	

D
�

m

@

@v

�
v C

kBT

m

@

@v

	
P.x; v; t/: (56)

Under the assumption that P.x; v; t/ is normalizable, then Eq. (56) can be written as
a continuity equation, namely

@

@t
P.x; v; t/C rx;v 
 J.x; v; t/ D 0; (57)

where

rx;v �

�
@

@x
;
@

@v

�
(58)

and J.x; v; t/ is a two-dimensional vector that denotes the total probability current
which can be decomposed as the sum of two contributions [53]: the deterministic
one

Jdet.x; v; t/ D

�
vP.x; v; t/;�

1

m

@

@x
U.x/P.x; v; t/

	
I (59)

and the irreversible one

Jirr.x; v; t/ D

�
0;�

�

m

�
v C

kBT

m

@

@v

�
P.x; v; t/

	
: (60)
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The stationary solution is obtained as a consequence of imposing the so-called
detailed balance conditions, namely,

Jirr D .0; 0/; (61a)

rx;v 
 Jdet D 0; (61b)

which lead to the equilibrium solutions Peq.x; v/. The first condition, which
establishes the vanishing of the current due to balance of dissipation and thermal
fluctuations, implies that

�
v C

kBT

m

@

@v

	
Peq.x; v/ D 0; (62)

whose solution can be obtained straightforwardly as

Peq.x; v/ D Peq.x/e
�mv2=2kBT ; (63)

where Peq.x/ is a function that depends only on x and is determined by the other
detailed balance condition (61b). After substitution of the last expression into (61b)
we have

@

@x
Peq.x/C

1

kBT

�
@

@x
U.x/

	
Peq.x/ D 0; (64)

whose solution corresponds exactly to the Boltzmann-Gibbs weight

Peq.x/ D Z�1e�U.x/=kBT ; (65)

where the constant Z is found from the normalization condition for Peq.x; v/, i.e.

Z D

Z 1

�1

dv
Z 1

�1

dx Peq.x; v/: (66)

Thus, the equilibrium distribution is given by the equilibrium distribution of
Maxwell and Boltzmann-Gibbs

Peq.v; x/ D Z�1 e�U.x/=kBTe�mv2=2kBT : (67)

3 Non-Markovian Trapped Brownian Motion in an External
Potential: The Harmonic Oscillator

We consider the generalized Langevin equations (53) for a Brownian particle
diffusing under the influence of the harmonic potential (non-Markovian Brownian
harmonic oscillator)

U.x/ D
1

2
m!2x2: (68)
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It has been argued that the stationary distribution that corresponds to equilibrium,
which in the particular case considered in this section is given by

Peq.v; x/ D Z�1 e�m!2x2=2kBTe�mv2=2kBT ; (69)

is a consequence of the fluctuation-dissipation relation, independently of the specific
time dependence of the noise autocorrelation function. This can be proved explicitly
for this particular case as follows in the next section.

Due to its linear character, this linear process has been studied comprehensively
in the case of internal and external noise as well [46, 47, 57–60], where attention
has been paid mainly to the mean values, variances, and velocity autocorrelation
function.

3.1 Fluctuation-Dissipation Relation and the Equilibrium
Distribution

Consider the non-Markovian Brownian harmonic oscillator

m
d

dt
v.t/ D ��

Z t

t0

ds
.t � s/v.s/ � m!2x.t/C 	.t/; (70a)

d

dt
x.t/ D v.t/; (70b)

where we have kept explicitly the characteristic time t0.
As before, our purpose is to compute the quantity h	.t0 C t/	.t0/i: From (70) we

have that 	.t0 C t/, 	.t0/ are given, respectively, by

	.t0 C t/ D m Pv.t0 C t/C �

Z t0Ct

t0

ds
.t0 C t � s/v.s/C m!2x.t0 C t/;

	.t0/ D m Pv.t0/C m!2x.t0/; (71)

where the dotted symbols denote the change in time of the corresponding symbols
without dot.

Besides the assumptions made in the last case we will also assume that
h	.t/x.t0/i D 0 for t � 0; and that x.t/ is also stationary. Since the Laplace
transforms of x.t/ and v.t/ are required to carry out the calculation, we simply give
the corresponding expressions, explicitly

ex.�/ D
e	.�/C mv.t0/C x.t0/Œm� C �e
.�/�

�Œm� C �e
.�/�C m!2
; (72)

ev.�/ D
�Œe	.�/C mv.t0/� � x.t0/m!2

�Œm� C �e
.�/�C m!2
: (73)
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Thus,

Z
1

0

dt e��th	.t0 C t/	.t0/i D

Z
1

0

dt e��t

"

m2h Pv.t0 C t/ Pv.t0/i C m2!4hx.t0 C t/x.t0/i

Cm2!2Œh Pv.t0 C t/x.t0/i C hx.t0 C t/ Pv.t0/i�

Cm!2�
Z t0Ct

t0

ds
.t0 C ts/hv.s/x.t0/i

Cm�
Z t0Ct

t0

ds
.t0 C ts/hv.s/ Pv.t0/i

#

We compute each term by following the same procedure as before. For the first
term we have

Z 1

0
dt e��tm2h Pv.t0 C t/ Pv.t0/i D m2�

Z 1

0
dt e��thv.t0 C t/ Pv.t0/i � m2hv.t0/ Pv.t0/i

D �m2�
Z 1

0
dt e��th Pv.t0 C t/v.t0/i C m2!2hv.t0/x.t0/i;

where we have used that v.t/ is stationary, therefore hv.t0 C t/ Pv.t0/i D �h Pv.t0 C

t/v.t0/i; and since hv.t0/	.t/i D 0 that hv.t0/ Pv.t0/i D �!2hv.t0/x.t0/i: To simplify
the analysis consider that hv.t0/x.t0/i D 0: With this we get

Z 1

0

dt e��tm2h Pv.t0 C t/ Pv.t0/i D �m2�2hev.�/v.t0/i C m2�hv2.t0/i:

The quantity hev.�/v.t0/i is computed by using (73), we get

hev.�/v.t0/i D
�he	.�/v.t0/i C m�hv2.t0/i � m!2hx.t0/v.t0/i

�Œm� C �e
.�/�C m!2
;

but since h	.t/v.t0/i D 0; and the assumption hv.t0/x.t0/i D 0, we simply get that

Z 1

0

dt e��tm2h Pv.t0 C t/ Pv.t0/i D m2�
��e
.�/C m!2

�Œm� C �e
.�/�C m!2
hv2.t0/i: (74)

Similarly,

m2!2
Z 1

0

dt e��th Pv.t0 C t/x.t0/i D m2!2�hev.�/x.t0/i

D �
m3!4�

�Œm� C �e
.�/�C m!2
hx2.t0/iI (75)
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m�e
.�/
Z 1

0

dt e��thv.t0 C t/ Pv.t0/i D �m�e
.�/
Z 1

0

dt e��th Pv.t0 C t/v.t0/i

D �m�e
.�/�hev.�/v.t0/i C m�e
.�/hv2.t0/i

D m�e
.�/
��e
.�/C m!2

�Œm� C �e
.�/�C m!2
hv2.t0/iI

(76)

m!2�e
.�/
Z 1

0

dt e��thv.t0 C t/x.t0/i D m!2�e
.�/hev.�/x.t0/i

D �
m2!4�e
.�/

�Œm� C �e
.�/�C m!2
hx2.t0/i: (77)

To compute m2!2
R1

0
dt e��thx.t0 C t/ Pv.t0/i we use that x.t0 C t/ D x.t0/ C

R t0Ct
t0

ds v.s/ and since hx.t0/	.t/i D 0; that hx.t0/ Pv.t0/i D �!2hx2.t0/i; thus

m2!2
Z 1

0

dt e��thx.t0 C t/ Pv.t0/i

D �
m2!4

�
hx2.t0/i C m2!2

Z 1

0

dt e��t
Z t

0

dshv.t0 C s/ Pv.t0/i

D �
m2!4

�
hx2.t0/i C

m2!2

�

Z 1

0

dt e��thv.t0 C t/ Pv.t0/i

D �
m2!4

�
hx2.t0/i �

m2!2

�

Z 1

0

dt e��th Pv.t0 C t/v.t0/i

D �
m2!4

�
hx2.t0/i �

m2!2

�

�
�hev.�/v.t0/i � hv2.t0/i

�

D �
m2!4

�
hx2.t0/i C

m2!2

�Œm� C �e
.�/�C m!2

�
�e
.�/C

m!2

�

	
hv2.t0/iI (78)

m2!4
Z 1

0

dt e��thx.t0 C t/x.t0/i D
m2!4Œm� C �
.�/�

�Œm� C �e
.�/�C m!2
hx2.t0/i: (79)

By adding (74) to (79) we get
Z 1

0

dt e��th	.t0 C t/	.t0/i D m�e
.�/hv2.t0/i C
m2!2

�

�
hv2.t0/i � !2hx2.t0/i

�
:

(80)
Finally by inverting the expression (80) we get

h	.t0 C t/	.t0/i D m�
.t/hv2.t0/i C m2!2
�
hv2.t0/i � !2hx2.t0/i

�
: (81)

This is the fluctuation-dissipation theorem for the non-Markovian Brownian har-
monic oscillator.
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If the initial conditions correspond to those in thermodynamic equilibrium,
equipartition theorem assures that mhv2.t0/i D kBT and m!2hx2.t0/i D kBT ,
therefore (81) reduces to the previous one h	.t0 C t/	.t0/i D m�
.t/hv2.t0/i:

The Mean Squared Displacement for Internal Noise

The formal solution to the generalized Langevin equations (70) can be computed
straightforwardly by use of the Laplace transform, and is explicitly given by

ex.�/ D x.0/êII.�/C v.0/êp.�/C
1

m
e	.�/êp.�/; (82a)

ev.�/ D v.0/ê.�/
�
1 � !2êp.�/

�
� x.0/!2êp.�/C

1

m
e	.�/ê.�/

�
1 � !2êp.�/

�
;

(82b)

where we have assumed without loss of generality that t0 D 0 in Eq. (70). The
function ê.�/ is given by expression (5), êII.�/ explicitly by

êII.�/ D
�
� C !2ê.�/

��1
; (83)

and

êp.�/ D ê.�/êII.�/

D
n
�
h
� C

�

m
e
.�/

i
C !2

o�1

: (84)

From expressions (82), the mean values hx.t/i and hv.t/i are

hx.t/i D x.0/ˆII.t/C v.0/ˆp.t/; (85a)

hv.t/i D v.0/

�
ˆ.t/ � !2

Z t

0

dsˆ.t/ˆp.t � s/

	
� x.0/!2ˆp.t/; (85b)

respectively, and the respective mean squared displacement, with respect to the
average, is given by

hŒx.t/ � hx.t/i�2i D
1

m2

Z t

0

ds1 ˆp.t � s1/
Z t

0

ds2 ˆp.t � s2/h	.s1/	.s2/i

D 2
h	2i

m2

Z t

0

ds1 ˆp.s1/
Z s1

0

ds2 ˆp.s2/�.s1 � s2/: (86)
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Define �2xx.t/ � hŒx.t/�hx.t/i�2i, then by differentiating expression (86) with respect
to time we get

m2

2h	2i
P�2xx D ˆp.t/

Z t

0

dsˆp.s/�.t � s/; (87)

and therefore that

L



m2 P�2xx

2h	2iˆp.t/

�
D êp.�/e�.�/: (88)

If the fluctuation-dissipation relation (15) holds, we get

L



m2 P�2xx

2ˆp.t/

�
D 2kBT� êp.�/e
.�/: (89)

The product êp.�/e
.�/ in the right-hand side of the last expression can be
computed straightforwardly from (84) in terms of êp.�/ alone as

êp.�/e
.�/ D
m

�

"
1

�
�
êp.�/

�

�
�2 C !2

�
#

; (90)

then after inversion of the Laplace transform in (87) and rearranging the resulting
terms we get

P�2xx D
4kBT

m

�
ˆp.t/ �ˆp.t/

d

dt
ˆp.t/ � !2ˆp.t/

Z t

0

dsˆp.s/

	
; (91)

where we have used that ˆ.0/ D 0 as this can be proved by taking the limit �ê.�/
as � goes to 1. Therefore after integration of last expression we finally have

hŒx.t/ � hx.t/i�2i D
4kBT

m

"Z t

0

dsˆp.s/ �
1

2
ˆ2p.t/ �

!2

2

�Z t

0

dsˆ.s/

�2#

: (92)

Let us discuss the case of algebraically correlated noise, specifically the continu-

ous time fractional Gaussian noise (ctfGn) h	.t/	.s/i D hv20ieq
�2H

m2H�2 2H.2H�1/jt�
sj2H�2: The long-time limit may be found with the help of the Tauberian theorem.
In this particular case we have

ˆ.t/ D
1

m
L�1



1

�2 C �2�2H�2H C !2

�
; (93)
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where we have defined �2H �
� �

m


2H
�.2H C 1/. Therefore
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We used the fact the 1 < 2H < 2 and that the equilibrium distribution is given by
the Maxwell distribution.

3.2 The Brownian Harmonic Oscillator: The
Out-of-Equilibrium Case (The Effective Temperature)

We discussed in the previous section that the Boltzmann-Gibbs factor,

e�U.x/=kBT ; (95)

(e�m!2x2=2kBT for the Brownian harmonic oscillator) is an explicit consequence of the
balance of the effects of the retarded dragging force and the correlated fluctuating
noise, which makes the irreversible component of the probability current to vanish,
at least for the case of Gaussian white noise.

Motivated by the observation that the persistent motion is the cause for which
the distribution of positions of confined active particles does not correspond to the
one of Boltzmann-Gibbs, we explore the consequences of relaxing the fluctuation
dissipation relation in Eq. (70), on the stationary distribution of positions Pst.x/.
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That is to say, we ask the question: What are the corresponding effects on Pst.x/
when the dissipative effects are decoupled from the fluctuating ones?

The method followed in Sect. 2.1 does not apply directly since the Fokker-
Planck-Kramers equation corresponding to Eqs. (70) involves time dependent trans-
port coefficients as the ones obtained for Fokker-Planck-Kramers equation that
corresponds to the generalized Langevin equation of the free Brownian particle [see
Eq. (24)].

Our starting point is, instead, the conditional probability density,

P.x; tjx.0/; v.0// D hıŒx � x.t/�i; (96)

of finding a particle located at position x at time t, given that it was located at x.0/
moving with velocity v.0/ at time t D 0, where the explicit dependence of x.t/ on
the external noise 	.t/ is given by the Laplace inversion of (82b), namely

x.t/ D x.0/ˆII.t/C v.0/ˆp.t/C
1

m

Z t

0

dsˆp.t � s/	.s/: (97)

The linear nature of Eqs. (70) ensures that x.t/ is a Gaussian process. We have then
that

P.x; tjx.0/; v.0// D
1

2�

Z 1

�1

dk eikŒx�x.0/ˆII .t/�v.0/ˆp.t/�
D
ei k

m

R t
0 dsˆp.t�s/	.s/

E
; (98)

where
D
ei k

m

R t
0 dsˆp.t�s/	.s/

E
(99)

is the characteristic functional of the stochastic process 	.t/, which now has the
explicit expression [48]

exp



�

k2h	2i

m2

Z t

0

ds1

Z s1

0

ds2 ˆp.s1/ˆp.s2/�.s1 � s2/

�
; (100)

since the process 	.t/ has been assumed Gaussian. We have that

P.x; tjx.0/; v.0// D
1

2�

Z 1

�1
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�e�k2 h	2i

m2

R t
0 ds1

R s1
0 ds2 ˆp.s1/ˆp.s2/�.s1�s2/ (101)

from which, we obtain

P.x; tjx.0/; v.0// D

exp
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�
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�2
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The quantity
D�

x � x.0/ˆII.t/ � v.0/ˆp.t/
�2E

is given explicitly in (86). In this case,

the probability density of positions attains a stationary form, Pst.x/ if and only if, in
the asymptotic regime

N� � lim
t!1

h	2i

m2

Z t

0

ds1 ˆp.s1/
Z s1

0

ds2 ˆp.s2/�.s1 � s2/ (103)

is finite.
For the exponentially correlated external noise (49), and the exponentially

decaying memory function (50), we have that

Pst.x/ D Z�1 exp



�

m!2x2

2h	2i.�cor=m!/

�
; (104)

from which the effective temperature can be recognized to be

Teff D
h	2i �cor

kB m!
: (105)

4 Conclusions and Final Remarks

We have investigated the effects of persistent motion on the stationary distribution
of positions of trapped active particles. The persistence of motion has been taken
into account within the theoretical framework of the generalized Langevin equation,
more precisely, we have assumed that the time dependence of the memory function,
that appears in the non-Markovian dissipative force, describes persistent motion.
We have shown that the intrinsic non-equilibrium aspects of active motion can
be incorporated into such description, when unbinding the dissipative dynamics
from the fluctuating one, both binded in equilibrium by the fluctuation-dissipation
relation. Thus, no connection between the autocorrelation of noise and the memory
function is assumed. We found that the probability density of the particle positions
is akin to the Boltzmann distribution, but with an effective temperature, as occurs in
some other models of active motion, particularly in the model of Szamel of Ornstein-
Uhlenbeck active particles [29].

To the author’s knowledge, this is the first time the intrinsic non-equilibrium
aspects of active motion have been considered within the framework of the gen-
eralized Langevin equation, and certainly, there are general aspects, and particular
ones as well, still to be investigated. For instance, a derivation of a Fokker-Planck-
Kramers equation for arbitrary trapping external potential is still missing in the
literature and the generalization of the present analysis (70) to the case of non-
Gaussian noise is worthy to be pursued.
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effector variables. The loss of homeostasis is the basis to understand chronic-
degenerative disease and age-associated frailty. Technological advances presently
allow to monitor a large variety of physiological variables in a non-invasive and
continuous way and the statistics of the resulting physiological time series is
thought to reflect the dynamics of the underlying control mechanisms. Recent years
have seen an increased interest in the variability and/or complexity analysis of
physiological time series with possible applications in pathophysiology. However,
a general understanding is lacking for which variables variability is an indicator
of good health (e.g., heart rate variability) and when on the contrary variability
implies a risk factor (e.g., blood pressure variability). In the present contribution, we
argue that in optimal conditions of youth and health regulated variables and effector
variables necessarily exhibit very different statistics, with small and large variances,
respectively, and that under adverse circumstances such as ageing and/or chronic-
degenerative disease these statistics degenerate in opposite directions, i.e. towards
an increased variability in the case of regulated variables and towards a decreased
variability for effector variables. We demonstrate this hypothesis for a simple
mathematical model of a thermostat, and for blood pressure and body temperature
homeostasis for healthy controls and patients with metabolic disease, and suggest
that this scheme may explain the general phenomenology of physiological variables
of homeostatic regulatory mechanisms.

Keywords Homeostasis · Physiological regulation · Control theory · Control
systems · Continuous monitoring · Time series · Early-warning signals ·
Complexity · Fractal physiology · Variability · Heart rate variability · HRV ·
Blood pressure variability · BPV · Body temperature

1 Introduction

Homeostasis is one of the core concepts of physiology [1]. The origins of this
concept can be found with the French physiologist Claude Bernard (1813–1878)
who observed that living systems possess an internal stability that buffers and
protects the organism against a continuously changing external environment [2].
Although Bernard was highly honoured and was the most famous French scientist
during his lifetime, his hypothesis of a constant milieu intérieur, first proposed in
1854, was largely ignored for the next 50 years, one of the reasons being that the
technology necessary to measure the internal environment was not yet available
[3]. These ideas were expanded and popularized by the American physiologist,
Walter Cannon (1871–1945), who coined the term homeostasis from the Greek
words όμοιος [omoios] “similar” and στάσις [stasis] “standing still”, together to
mean “staying similar” (but not to be misunderstood as “staying the same”) [4].
Homeostasis thus describes the self-regulating processes by which a biological
system maintains internal stability while adapting to changing environmental
conditions [1, 4]. Homeostatic ideas are shared by the science of cybernetics,
from the Greek κυβερνητικός [kybernitikos] “steersman”, defined in 1948 by the
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Jewish American mathematician Norbert Wiener (1894–1964) in collaboration with
the Mexican physiologist Arturo Rosenblueth (1900–1976) as “the entire field of
control and communication theory, whether in the machine or in the animal” [5].
Negative feedback is a central homeostatic and cybernetic concept, referring to how
an organism or system automatically opposes any change imposed upon it that could
move it away from a predefined setpoint [6]. More recently, it has been proposed that
there may be other or additional mechanisms important for physiological regulation,
not explicitly contained within the original homeostatic concept, in particular antic-
ipatory regulation, behavioural homeostasis and feedforward or positive feedback,
such that numerous alternative explanatory models have been suggested in an
effort to address these apparent gaps in homeostatic thinking, as listed in Ref. [7]:
enantiostasis [8], predictive homeostasis [9], reactive homeostasis [9], homeorhesis
[10–13], homeorheusis [14], homeokinetics [15], rheostasis [16], homeodynamics
[17–19], teleophoresis [20, 21], poikilostasis [22], heterostasis [23], allodynamic
regulation [24, 25] and allostasis [26–28]. Others argue that it is not clear whether
these alternative concepts offer anything that was not already apparent, or at least
readily derivable, from the original concept of homeostasis, and—on the contrary—
criticize that these neologisms may unnecessarily complicate the understanding of
the unifying principles of physiological regulation [29, 30].

Recently, technological advances allow to monitor a great variety of physiolog-
ical variables in a non-invasive and continuous way and it came as a surprise that
most—if not all—of these variables spontaneously fluctuate in time, even when
the monitored subject is in rest. Often, these fluctuations behave in a stochastic
and fractal-like way and without obvious periodic patterns [31]. The variability
of these time series can be studied with various statistical techniques and is
conjectured to correlate with the health status of the organ, process or system
under study [32], as found, e.g., for the variability of blood oxygen saturation
(SpO2) [33], blood glucose variability [34], variability of gastro-esophageal acidity
[35], brain signal variability [36], gait variability [37], heart rate variability (HRV)
[38], blood pressure variability (BPV) [39], variability of breathing dynamics [40],
skin temperature variability [41, 42] and variability of core body temperature
[43, 44], variability of electrodermal activity (EDA) [45], variability of equilibrium
and balance function [46] and variability of physical activity (actigraphy) [47–
50]. Measurement devices capable of continuous physiological monitoring have
become ubiquitous, not only in the medical world but also in the consumer market
with a wide variety of activity trackers, smartphones, smartwatches and dedicated
applets for data collection, analysis and visualization [51]. These specialized and
commercial devices generate huge amounts of data, which are also continuous in
time. It is not always clear how to extract the useful information from this new type
of continuous data, which is exactly the quest of time series analysis [52] in the
so-called Big Data problem [53]. Also, the phenomenology of these physiological
time series is not always well understood, where curiously, for some variables a
high variability is interpreted an indication of good health, as in the case of HRV
[38], whereas in other cases—on the contrary—it has been suggested to imply a risk
factor, as in the case of BPV [39].
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In literature, at least two different theoretical frameworks have been proposed
to explain the variability of experimental time series in physiology and other
fields of knowledge. The loss of complexity hypothesis of Goldberger and Lipsitz
proposes that the geometrical patterns of anatomical organ structures and the time
series of the dynamics of physiological processes are inherently “complex” with
a large variability that is increasingly lost with ageing and/or chronic-degenerative
disease [31, 54–57]. In the same context, based on the empirical observation that
physiological time series tend to follow long-tailed distributions with rare but
large deviations away from the mean as opposed to a gaussian distribution with
frequent but small fluctuations around a setpoint, Bruce West suggested that the
ideas of homeostasis and normality are obstacles for the progress of medicine and
that a new paradigm, fractal physiology, is needed [58–60]. On the other hand,
the framework of early-warning signals of Scheffer, Carpenter and collaborators,
particularly popular in complex dynamical systems such as the climate, ecology and
finance, states that—on the contrary—variables of a system in a state of stability and
equilibrium behave in a gaussian way with low variability and little correlation or
memory of past events, whereas when the system approaches a critical threshold
at the brink of collapse, statistical parameters such as variability, non-gaussianity,
correlations and memory tend to increase, and—if they are detected early enough—
offer the opportunity to take countermeasures to avoid a catastrophe [61–65].

Homeostatic thinking divides physiological variables in two broad categories of
regulated variables as opposed to effector variables, see Table 1 and Ref. [1]. Regu-
lated variables, such as blood pressure (BP) or core body temperature, are variables
that are to be controlled and to be maintained within a very restricted homeostatic
range to ensure the stability of the milieu intérieur and they are anatomically
distinguishable because of the presence of specific sensors that measure the value
of these variables directly; an alternative name could be that of essential variables
[66]. On the other hand, effector variables and the corresponding physiological
responses, such as heart rate (HR) or skin temperature, have an adaptive function,
they oppose and thereby buffer against perturbations from the inner and outer
environment with an objective to maintain the regulated variables as constant as
possible; they do not have their own specific sensors,1 which may suggest that their
absolute values are not of primary importance but matter only because of the effect
they have on the regulated variables. In the present contribution, we hypothesize
that time series of regulated and effector variables can be expected to exhibit very
contrasting statistical properties given their different functions in a homeostatic
regulatory mechanism, which may explain the apparent contradictions between the
loss of complexity and early-warning paradigms. We test this hypothesis in various
systems, in Sect. 2 using a simple mathematical model of a thermostat, in Sect. 3

1The skin of course does have its own thermosensors, but they are part of a reflex loop and not of
a local homeostatic control loop: when touching something extremely warm or cold, there will be
an automatic reaction to move the fingers away, but not a physiological response to locally cool off
or warm up the skin to maintain a constant skin temperature.
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Table 1 As a first approximation, different homeostatic mechanisms may be considered to coexist
in a more or less independent way. The focus of each homeostatic mechanism is a specific regulated
variable that is to be maintained within a restricted homeostatic range, and therefore use is made
of one or more supporting effector variables and corresponding physiological responses whose
function it is to absorb or adapt to variations of the inner and outer environments, with as an
objective to safeguard the constancy of the regulated variable as much as possible, based on Refs.
[1, 67]. In the present contribution, we will focus on the first few mechanisms of which the variables
can be monitored in a continuous and non-invasive way

Homeostatic regulatory mechanisms

Regulated variable Effector variable(s) and physiological
response(s)

(specific sensors available for direct
measurement)

(indirect estimation by effect on regulated
variable)

Arterial blood pressure (BP) Cardiac output (heart rate, stroke volume)

(baroreceptors) Vasomotor (vasodilatation, vasoconstriction)

Core body temperature Vasomotor and superficial skin temperature

(thermoreceptors) Metabolism

Shivering vs. sudomotor

Behaviour and physical exercise

Blood oxygen saturation (SpO2) Respiration dynamics (rate, volume)

(chemosensors) Erythropoietin (EPO) increasing hematocrit
(Ht)

Blood oxygen PO2 and carbon dioxide Respiration dynamics (rate, volume)

partial pressure PCO2 (chemosensors) PCO2 closely related to extracellular fluid pH

Extracellular fluid pH Bicarbonate concentration [HCO3]

(chemosensors) Carbonic acid concentration [H2CO3]

Blood glucose Insulin

(chemosensors) Glucagon

Plasma ionized calcium concentration
[Ca2C]

Parathyroid hormone (PTH)

(chemosensors) Calcitonine

Extracellular sodium concentration [Na] Renin and related aldosterone

(chemosensors)

Extracellular potassium concentration [K] Aldosterone

(chemosensors)

Volume of body water and electrolyte-water
balance

Vasopressin or antidiuretic hormone (ADH)

osmolality or osmolarity Atrial natriuretic peptide (ANP)

(osmosensors) Thirst

analysing HR and BP time series of healthy controls and diabetic patients, in Sect. 4
focussing on time series of skin temperature as a function of body weight, while
in Sect. 5 we propose an intuitive scheme that may explain the phenomenology of
variability of physiological variables in general, and finally, in Sect. 6 we present
our conclusions.
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2 The Thermostat as a Paradigm for Homeostasis

The term thermostat is derived from the Greek words θερμός [thermos] “hot” and
στατός [statos] “standing, stationary” and refers to a controlling component which
senses a system’s temperature and allows for this temperature to be maintained near
a desired setpoint. In cybernetics and control theory, a setpoint is the desired or
target value for a specific regulated variable of a system. A thermostat can often
be the main control unit for a heating or cooling system, in applications such as
ambient air control and sometimes a thermostat combines both the sensing and
control action elements of a controlled system, such as in an automotive thermostat,
see Fig. 1. It is an example of a closed-loop control device and departure of a variable
from its setpoint is the basis for error-controlled regulation, that is, the use of
negative feedback to return the system to its norm, as in homeostasis. A thermostat
is most often an instance of a bang-bang controller where the heating system is
switched on and off as often as necessary. It works by sensing the air temperature,
switching on the heating when the air temperature falls below the thermostat setting,

Fig. 1 The control mechanism of a thermostat. The control mechanism is based on a negative
feedback loop which acts to maintain the regulated variable of the room temperature within a
narrow homeostatic range. The effector variables of the heater and/or the airconditioning allow for
the system to adapt to perturbations from the outside and inside environment. A negative feedback
loop necessarily consists of an odd number of inhibitory/negative couplings (dashed lines) where
connected components are inversely related (an increase in one component induces a decrease
in the other component and vice versa) and an arbitrary number of excitatory/positive couplings
(continuous lines) where connected components are directly related (an increase in one component
induces an increase in the other component and vice versa). Image based on Refs. [1] and [67]
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and switching it off once this set temperature has been reached. The heating
or cooling equipment runs at full capacity until the set temperature is reached,
then shuts off. Other, more advanced controller mechanisms include proportional
controllers, proportional–integral–derivative controllers (or PID controllers) and
optimal controllers. More advanced controllers will be more adaptive, will absorb
the perturbations of the inner and outer environment more effectively in the effector
variables, or will incorporate a memory of past events, to predict and anticipate
future perturbations, with a general objective to minimize more efficiently the error
signal between the expected and the obtained values of the regulated variable.

In what follows, in Figs. 2 and 3, we will show the numerical results for a
simple mathematical model of the thermostat of Refs. [68, 69], which includes a
heater but no airconditioning, to illustrate the statistical differences of time series
corresponding to a regulated variable (the inside air temperature) and an effector
variable (the heater). The model includes the following variables: outdoor air
temperature To, indoor air temperature Ti, water temperature of the radiators Tw

and a binary function �f that indicates whether the furnace of the boiler is active
(state 1) or not (state 0). The initial values at t D 0 are Ti.0/ D 13 ıC and
Tw.0/ D 10 ıC. The thermostat is fixed at the constant setpoint Ts D 20 ıC. Heat is
transferred between the radiators and the indoor air at a rate r1 D 0:03 proportional
to the temperature gradient, heat is lost from the indoor to the outdoor air at a rate
r2 D 0:01 due to imperfect insulation, heat is transferred between the indoor air and
the water of the boiler at a rate r3 D 0:02, and r4 D 1:0 is the rate at which the water
of the boiler heats up when the furnace is switched on. The system is controlled by
three coupled difference equations that update the values at time t C1 depending on
the values at the previous time step t. We assume that the system updates its values
each minute.

�f .t C 1/ D



1 if Ti.t/ < Ts.t/
0 if Ti.t/ � Ts.t/

(1)

Ti.t C 1/ D Ti.t/C r1
�

Tw.t/ � Ti.t/



C r2
�

To.t/ � Ti.t/



(2)

Tw.t C 1/ D Tw.t/C r3
�

To.t/ � Tw.t/



C r4�f .t/ (3)

Figure 2 shows results for a numerical simulation of Eqs. (1)–(3) during three
successive hypothetical winter days. The variation of the outside air temperature To

was modelled using a slow linear trend and small random fluctuations superposed
on a 24-h periodic cycle, with day temperatures being higher than temperatures
during the night, but always lower than the thermostat setpoint To < Ts D 20 ıC,
such that the thermostat control system is always active. The thermostat controller
�f of Eq. (1) does not include memory of past events, it does not think ahead,
and the value for t C 1 is updated taking into account only the last known inside
air temperature Ti.t/. It can be appreciated that the thermostat switches on and
off at a faster rate during the night when it is cold outside, and at a slower rate
during the day when the outside air temperature is higher. The switching on and



94 R. Fossion et al.

°C

°C
P

P
P

Fig. 2 Mathematical simulation of a simple thermostat based on Refs. [68, 69] for three successive
hypothetical winter days. The main figure shows the dynamics of the central heating �f switching
on and off (black curve, states 1 and 0, respectively), the water temperature in radiators Tw (blue
curve) and the inside air temperature Ti (red curve) in response to the outside temperature To

(grey curve of inset A). Shown are also the probability distributions P.T 0/ of the fluctuations T 0

of temperature time series Ti;Tw and To as a percentage of their respective average values (inset
B), the Fourier power spectrum P. f / for To (inset C) and for Tw and Ti (inset D). The horizontal
gridline indicates the temperature setpoint 20 ıC and vertical gridlines indicate midday of the three
successive days (main figure and inset A). Frequency f is in units of total number of oscillations
for the whole duration of the time series

off rate of the thermostat is reflected in small but rapid fluctuations of the water
temperature of the radiators, but also slower and larger periodic oscillations are
present because the water of the radiators will be heated up to a higher average
temperature during the night than during the day to offset the day-night difference
of the outside air temperature. As a result of the heating of the radiators, the inside
air temperature always stays very close and within very small rapid fluctuations from
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Fig. 3 Similar to Fig. 2 but for three successive hypothetical spring days

the setpoint, Ti � Ts D 20 ıC. Indeed, when we compare the probability distribution
functions P.X0/ for the fluctuations X0 around the average value� of time series X.t/
expressed as a percentage of this average value,

X.t/0 D 100 �
X.t/ � �

�
; (4)

for the inside air temperature Ti, the outside air temperature To and the water of
the radiators Tw, then it is clear that the variability of Ti is well controlled within
a restricted range and is much smaller than the variance of Tw and that both are
smaller than the variations of To. A Fourier spectral analysis of the corresponding
time series offers additional insight into how the control mechanism works. The
power spectrum P. f / of the time series for To shows a dominant peak at f D 3,
reflecting the periodic day-night cycle over three successive days, and is rather flat
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for higher frequencies indicating random white noise. The power spectrum P. f /
for Tw shows the same dominant peak at f D 3 and an additional broad peak at
higher frequencies 50 < f < 100 corresponding to the rapid cycles of heating and
cooling of the water in the radiators at multiple times during the day. On the other
hand, the power spectrum P. f / for Ti shows that the outside perturbation at f D 3 is
successfully suppressed with over 2 orders of magnitude and the dominant feature
of P. f / is the peak at 50 < f < 100 in response to the rapid heating and cooling
cycle of the radiators. In other words, it appears that the automatic thermostat system
creates its own intrinsic rhythms, which have small amplitude but high frequency,
and with which the larger but slower outside perturbations are canceled out. For
more advanced types of controllers, e.g., capable of incorporating memory about
past events, we can expect that more of the outside perturbations will be absorbed in
the effector variable Tw to keep the error signal e.t/ D Ti.t/�Ts closer to 0; in those
cases, the statistical differences between the time series of the effector variable Tw

and the regulated variable Ti will be even larger than in the present example.
Figure 3 shows the behaviour of the system during three successive hypothetical

days in spring time when the temperature during the night is still below the setpoint,
To < Ts, but the temperature during the day rises above the setpoint, To > Ts.
Therefore, the thermostat will be inactive for most of the daytime, during which the
system is incapable to influence neither the water temperature of the radiators Tw

nor the inside air temperature Ti, and both are subjected to the perturbations of the
outside air temperature To. Of course, a heating system can only correct for too-low
temperatures, and an extra cooling effector device would be needed to correct also
for too-high temperatures, as shown for the full climate control system of Fig. 1,
but here, we are interested in studying time series of a control system where the
control fails. The probability distributions functions P.T 0/ show that the fluctuations
T 0 of the would-be regulated variable Ti now exhibit a larger variability than the
fluctuations of the effector variable Tw. The power spectrum P. f / shows an almost
absence of intrinsic rhythms with which the outside perturbations were controlled
in Fig. 2 and consequently Ti and Tw follow here the same dynamics as To.

3 Arterial Blood Pressure and Heart Rate

Figure 4 shows the control mechanism for blood pressure homeostasis where blood
pressure (BP) is the regulated variable and with heart rate (HR), stroke volume
(SV) and total peripheral resistance (TPR) as physiological responses of the effector
variables, where

cardiac output D heart rate .HR/ � stroke volume .SV/ (5)

blood pressure .BP/ D total peripheral resistance .TPR/ � cardiac output: (6)
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Fig. 4 Similar as for Fig. 1 but for the control loop of arterial blood pressure. The control centrum
of the barostat is located in the central nervous system (CNS) which passes commands through the
sympathetic (SNS) and parasympathetic (PNS) branches of the autonomous nervous system to the
effector variables of heart rate (HR) and stroke volume (SV), whose product is the cardiac output,
and the total peripheral resistance (TPR), which together act to maintain blood pressure (BP) in a
restricted homeostatic range as measured by the baroreceptor. Image based on Refs. [1] and [67]

Of all the variables mentioned here, HR is easiest to measure on a continuous
(beat-to-beat) basis, using, e.g., a common electronic electrocardiographic (ECG)
registration. Also BP can be measured continuously, although in this case very
specialized (and expensive!) equipment is required, such as a Finapres®, Portapres®

or CNAP® device. Using a Portapres®, we collected 5-min HR and BP time series
in supine resting position in 30 control subjects, 30 asymptomatic subjects with
recently diagnosed type-2 diabetes (DMA) and 15 long-standing patients with
type-2 diabetes (DMB), see Refs. [70, 71]. Exclusion criteria included cardiac
arrhythmia, hypertension and having taken medication up to 48 h previous to the
study. Time series for individual subjects are shown in Fig. 5 (left-hand panels).
Average heart rate hHRi was similar for controls and the DMA group, but was
significantly higher for the DMB group, whereas hSBPi was comparable for the
three groups, see Fig. 6. Subtle group differences were found between the three
populations for the higher-order moments of the distributions of HR and BP, such
as standard deviation (SD), the coefficient of variation (CV=SD/mean) skewness
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Fig. 5 Time series of individual subjects (left-hand panels) and probability distributions for
populations (right-hand panels) for heart rate (HR) and blood pressure (BP) during 5min of supine
rest. Shown for (a-b) healthy control(s), (c-d) recently diagnosed patient(s) and (e-f) long-standing
patient(s). HR (continuous curves) is measured in beats per minute (bpm), BP (dashed curves) in
millimeters of mercury (mmHg) and time in units of beat number. In the case of the probability
distributions, in order to show both HR and BP in the same graph, fluctuations of both variables
are shown as a percentage of their average value according to Eq. (4). Data from Refs. [70, 71]

(Skew) and kurtosis (Kurt), but statistical significance was obtained only when
combining heart rate variability (HRV) and blood pressure variability (BPV) in a
single parameter,

˛ D
HRV

BPV
; (7)
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Fig. 6 Box whisker charts of (a) average heart rate hHRi and (b) average systolic blood pressure
hBPi, for the control group (blue), recently diagnosed patients DMA (orange) and long-standing
patients DMB (red). According to a Kruskal-Wallis nonparametric test, there are significant
differences between the control-DMB and DMA-DMB pairs for hHRi at the p D 10�4 level,
but no significant group differences for hBPi. Data from Refs. [70, 71]

where ˛ is large for the control group and is found to decrease as a function of the
development of the disease [70]. The interpretation of ˛ is that HRV is a protective
factor whereas BPV is a risk factor and that there is a correlation between both.
Furthermore, it would seem that more than the absolute values of HRV or BPV
separately, it is the relative magnitude of HRV with respect to BPV that appears to
correlate with the health status of the populations considered here.

Figure 5 (right-hand panels) shows for each population the probability density
functions for the fluctuations of HRV and BPV, where positive values indicate
fluctuations above the average and negative values fluctuations below the average.
It can be appreciated that for the control group the distribution for HRV is wider
than for BPV, in particular, for HRV there is a long tail towards positive fluctuations
up to 40% whereas BPV is contained within the range from �20% to C20%. In
the case of the DMA group, the width of the HRV probability distribution is greatly
reduced and in particular the positive HRV fluctuations have decreased below 30%,
whereas now the probability distribution of BPV has become wider than that of
HRV towards the negative side. In the case of the DMB group, the probability
distribution of BPV has become wider than that of HRV, in particular, the positive
HRV fluctuations are now limited to 20%, whereas the negative BPV fluctuations
have increased up to 30%. It has been argued that 5-min HR registrations are
too short to contain modulations by the sympathetic nervous system (SNS) [72],
especially if the registrations are made in supine resting position. Therefore, in
the case of the controls, the large positive HRV fluctuations are most probably
due to vagal withdrawal (vagolysis) causing temporary HR accelerations, which
are probably necessary for the homeostatic control of BP. In the case of DMA,
vagolytic capacity is reduced, possibly resulting in a loss of BP control and episodes
of hypotension. In the case of DMB, vagolytic capacity is lost completely and BP
excursions towards hypotension dominate the probability distribution of BP. It is
possible that in the DMB group HR is significantly increased to counter this danger
of hypotensive episodes.
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4 Body Temperature

The regulation of body temperature depends on the species and the specific body
part under study, see Fig. 7. Reptiles, such as lizards, are called exotherms and their
core temperature adapts to the temperature of the outside environment. Mammals,
on the other hand, are endotherms, and their core temperature is—over a certain
range—approximately independent from the outside temperature. Humans achieve
a core temperature near a constant setpoint of about 36:5 ıC independent from the
outside circumstances by creating a dynamic balance between thermogenesis (heat
production) and thermolysis (heat dissipation), see Fig. 8. In striking this balance,
adaptive mechanisms play a very important role, such as cutaneous vasoconstriction
when it is cold outside and cutaneous vasodilatation when it is warm, which control
the amount of heat radiated from the body towards the outside environment, and
consequently skin temperature can be expected to exhibit a large variability in order
to keep core temperature constant.

We carried out a pilot study where we monitored skin temperature continuously
over seven successive days as a function of the body mass index (weight divided by
height squared, BMI D kg=m2). We considered three groups, a control group with
normal weight (ten subjects with 18 < BMI < 25), a group of overweight subjects
(ten subjects with 25 < BMI < 30), and a group with obese subjects (ten subjects
with BMI > 30) [42]. Skin temperature can be measured easily and continuously,
using, e.g., a thermochron iButton® fixed at the non-dominant wrist using medical
tape; core temperature is much more difficult to measure, because a probe should be
introduced in a body orifice (mouth, anal, etc.) which is uncomfortable, especially in

(a) (b)

Fig. 7 Schematic representation of body temperature vs. the temperature of the outside environ-
ment, (a) for endotherms (e.g., humans, continuous red curve) and exotherms (e.g., reptiles, dashed
orange curve), based on Ref. [73], and (b) for human core temperature (red continuous curve) and
human skin temperature (purple continuous curve), based on Ref. [74]
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Fig. 8 Similar as for Fig. 1 but for the control loop of core body temperature. The control centrum
of core temperature is located in the preoptic anterior hypothalamus (POAH) which activates
thermogenetic or thermolytic responses which together act to maintain core temperature in a
restricted homeostatic range. Physiological responses include vasomotor effects which determine
skin temperature. Behavioural responses include seeking shade when it is hot or putting on a
sweater when it is cold. Image based on Refs. [67] and [75]

an ambulatory setting on a long-term basis. In another study, in agreement with our
working hypothesis, we have found that skin temperature variability is much larger
than core temperature variability [51]. Here, we restrained to the monitoring of skin
temperature. Figure 9 shows an example of a continuous 7-day time series of skin
temperature in a control subject with normal weight, and the probability distribution
of skin temperature for the control group, the overweight group and the obese
group. It is clear that the probability distribution is wider for the controls, becomes
narrower for the overweight group, and is narrowest for the obese group. The box-
whisker plots of Fig. 10 show that there would seem to be a trend for average skin
temperature hTi to increase with body weight but without statistical significance,
possibly because of the small population sizes; on the other hand, variability as
measured with the standard deviation (SD) can be seen to decrease with body
weight, obtaining statistically significant differences between the control group and
the obese group at the p D 0:022 level; the skewness of the distribution increases
with body weight, but without statistical significance; the kurtosis increases with
body weight, from a platykurtic (Kurt < 3) distribution for the controls towards a
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Fig. 9 Continuous monitoring of skin temperature during seven successive days in controls with
normal weight, overweight and obese subjects, (a) example of a time series of a control subject
with vertical gridlines at midnight, and (b) probability distribution of the time series of the three
groups. Data from Ref. [42]

leptokurtic (Kurt > 3) distribution for the obese population, and in this case there
is again statistical significance in the difference between the control group and the
obese group at the p D 0:033 level.

5 Discussion

When studying a new physiological variable, it is not always clear a priori what
type of statistics to expect for the corresponding time series, how this statistics may
degenerate under adverse circumstances, and whether any physiological meaning
may be contributed to these fluctuations in a clinical context. Although it has been
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Fig. 10 Box-whisker plots of the moments of the distribution of the skin temperature time series
of the control group with normal weight, the overweight group and the obese group, (a) mean,
(b) standard deviation (SD), (c) skewness (Skew), and (d) kurtosis (Kurt). According to a Kruskal-
Wallis nonparametric test, there are significant differences between the control group and the obese
group for SD at the p D 0:022 level and for Kurt at the p D 0:033 level. Horizontal gridlines
indicate values for a normal distribution SkewD 0 and Kurt D 3. Data from Ref. [42]

proposed that blood pressure variability (BPV) is a risk factor [39] and heart rate
variability (HRV) an indicator of good health [38], it is not clear whether BPV
has diagnostic relevance for specific pathologies such as hypertension [76]. Core
body temperature time series have been analysed from the perspective of periodic
circadian rhythms, e.g. when studying the effect of body weight and obesity [77–
79], but without taking into account the ultradian fluctuations. Fluctuations of skin
temperature have been studied, e.g. in intensive care patients [41], but without an
interpretation of the physiological implications of the different statistics observed in
patients and healthy controls. The research question of the present contribution is
whether it is possible to propose a universal guiding principle that helps to explain
the statistical behaviour of time series of physiological variables in general, and
which can predict how this behaviour degenerates with adverse circumstances such
as ageing and/or chronic-degenerative disease.

In the present contribution, we focussed on control theory and the concept of
homeostasis, where it is common to distinguish between regulated variables and
effector variables, which perform very different functions in the corresponding
regulation mechanisms, see Table 1. We studied a variety of different homeo-
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static mechanisms: in Sect. 2, we investigated a simple mathematical model of
a thermostat, in Sect. 3 we focussed on blood pressure homeostasis in healthy
controls and diabetic patients, and in Sect. 4, we analysed time series related to
body temperature homeostasis as a function of body weight. Regulated variables
are explicitly controlled by the pre-programmed feedback loop, whereas the control
of effector variables is implicit and may self-organize [80] by interacting with
other effector variables and the associated regulated variable. In all the examples
that we studied, in optimal conditions, we found that effector variables are more
variable than the corresponding regulated variable, reflecting the adaptive function
of the former and the narrow homeostatic range to which the latter is confined. In
adverse conditions, these variables do not adequately play their distinctive roles in
the homeostatic regulation mechanism, i.e. effector variables become less adaptive
and the corresponding time series less variable, whereas control over regulated
variables is increasingly lost, and consequently the variability of their time series
increases. The appropriate framework to describe the degeneration of effector
variables would appear to be the loss of complexity paradigm [31, 54–57], whereas
regulated variables seem to degenerate according to the predictions of the early-
warning signals paradigm [61–65], see Table 2. This may be a universal principle
obeyed by all physiological variables of Table 1 and which may explain the rich
phenomenology observed in the statistics of physiological variables.

The field of fractal physiology was first proposed after technological advances
allowed to monitor physiological variables in a non-invasive and continuous way.
We noted that it is more difficult to monitor regulated variables (such as BP and core
temperature) than effector variables (such as HR and skin temperature), possibly
due to the fact that effector variables mediate between the internal and the external

Table 2 Hypothesis of a general guiding principle to interpret the statistics of experimental time
series of physiological variables depending on their role in the homeostatic control mechanism

Homeostatic regulatory mechanism

Regulated variable Effector variable(s)

Synonyms: controlled or essential
variable

Synonyms: supporting, non-regulated,
regulating or self-organized variables

e.g., blood pressure (BP) e.g., heart rate (HR)

Youth Properties: controlled, stable, confined Properties: adaptive, variable

health Framework: gaussian statistics Framework: fractal physiology

Small variance Large variance

Gaussian statistics Non-gaussian (fractal and long-tailed)
statistics

Non-correlated (no memory) Correlated (memory)

Ageing Framework: early-warning signals Framework: loss of complexity

disease Increased variance Decreased variance

Increased non-gaussianity Increased gaussianity
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environment and thus are more readily accessible from outside, whereas regulated
variables by definition are related to the milieu intérieur which is more difficult to
access. Because of these practical reasons, the best studied time series tend to be
effector-like variables, which might have introduced the bias that all physiological
variables are highly variable and fractal-like, and leading to the impression that
gaussian statistics and the concept of homeostasis are obstacles for the advancement
of medicine. The main conclusion of the present contribution is that health needs
both the fractal (adaptive) properties of effector variables and the gaussian (stability)
characteristics of regulated variables to survive.

6 Conclusions

Technological advances allow to monitor an ever larger variety of physiological
variables in a non-invasive and continuous way. It is not clear a priori how the
time series of newly measured variables should behave statistically, or why a large
variability of one variable represents a risk factor (e.g., blood pressure) whereas
a large variability of another variable could be an indication of health (e.g., heart
rate). In the present contribution, we argue that the role a particular variable plays
in the homeostatic control mechanism, a regulated variable vs. an effector variable,
determines the way the corresponding time series will behave statistically. With
youth and health, a regulated variable such as blood pressure is maintained within a
restricted homeostatic range with low variability, whereas effector variables and
the corresponding physiological responses that adapt to perturbations from the
inner and outer environment are characterized by a large variability. With ageing
and/or chronic-degenerative disease, the capacity of these variables to play their
respective roles is increasingly lost which is reflected by diminished statistical
differences of the corresponding time series, or the regulated variable can become
even more variable than the effectors variables. We demonstrated these concepts for
a mathematical model of a thermostat, for experimental data of heart rate and blood
pressure for healthy controls and diabetic patients, and for experimental data of skin
temperature as a function of body weight. We make the prediction that other pairs of
homeostatic variables, such as blood oxygen saturation vs. respiration dynamics, or
blood glucose vs. insulin and glucagon concentrations, will follow similar patterns.

Acknowledgements We acknowledge the financial support from the Dirección General de
Asuntos del Personal Académico (DGAPA) of the Universidad Nacional Autónoma de México
(UNAM) grants IN106215, IV100116 and IA105017, from the Consejo Nacional de Ciencia y
Tecnología (CONACYT) grants Fronteras 2015-2-1093, Fronteras 2016-01-2277 and CB-2011-
01-167441, and the Newton Advanced Fellowship awarded to R.F. by the Academy of Medical
Sciences through the UK Government’s Newton Fund programme. We are grateful to Alejandro
Frank and Christopher Stephens for fruitful discussions.



106 R. Fossion et al.

References

1. Modell H, Cliff W, Michael J, McFarland J, Wenderoth MP, Wright A (2015) A physiologist’s
view of homeostasis. Adv Physiol Educ 39:259–266

2. Bernard C (1957) Introduction à l’étude de la Médecine Expérimentale. J.B. Baillière et Fils,
Paris; 1865 (English Translation by Greene HC, Dover, New York, NY, 1957)

3. Gross CG (2009) Three before their time: neuroscientists whose ideas were ignored by their
contemporaries. Exp Brain Res 192:321–34

4. Cannon WB (1963) The wisdom of the body, revised and enlarged edition (first published
1939). W.W. Norton & Co, New York, NY

5. Wiener N (1961) Cybernetics or the control and communication in the animal and the machine,
2nd edn. MIT Press, Cambridge

6. Schneck DJ (1987) Feedback control and the concept of homeostasis. Math Model 9:889–900
7. Ramsay DS, Woods SC (2014) Clarifying the roles of homeostasis and allostasis in physiolog-

ical regulation. Psychol Rev 121(2):225–247
8. Mangum CP, Towle DW (1977) Physiological adaptation to unstable environments. Am Sci

65:67–75
9. Moore-Ede MC (1986) Physiology of the circadian timing system: predictive versus reactive

homeostasis. Am J Physiol 250(5 Pt 2):R737–R752
10. Bauman, DE (2000) Regulation of nutrient partitioning during lactation: homeostasis and

homeorhesis revisited. In: Cronjé P, Boomker EA (eds) Ruminant physiology: digestion,
metabolism, growth, and reproduction. CABI Pub, Wallingford, Oxon, pp 311–328

11. Bauman DE, Currie WB (1980) Partitioning of nutrients during pregnancy and lactation: a
review of mechanisms involving homeostasis and homeorhesis. J Dairy Sci 63(9):1514–1529

12. Waddington CH (1957) The strategy of the genes; a discussion of some aspects of theoretical
biology. Allen & Unwin, London

13. Waddington, CH (1968) Towards a theoretical biology; an IUBS symposium (International
Union of Biological Sciences), vol. 1. Edinburgh University Press, Edinburgh (prolegomena)

14. Nicolaidis S (2011) Metabolic and humoral mechanisms of feeding and genesis of the
ATP/ADP/AMP concept. Physiol Behav 104(1):8–14

15. Soodak H, Iberall A (1978) Homeokinetics: a physical science for complex systems. Science
201(4356):579–582

16. Mrosovsky N (1990) Rheostasis: the physiology of change. Oxford University Press, New York
17. Yates FE (1982) The 10th J. A. F. Stevenson memorial lecture. Outline of a physical theory of

physiological systems. Can J Physiol Pharmacol 60(3):217–248
18. Yates FE (1994) Order and complexity in dynamical-systems - homeodynamics as a general-

ized mechanics for biology. Math Comput Model 19(6–8):49–74
19. Yates FE (2008) Homeokinetics/homeodynamics: a physical heuristic for life and complexity.

Ecol Psychol 20(2):148–179
20. Chilliard Y (1986) Bibliographic review: quantitative variations and metabolism of lipids in

adipose tissue and the liver during the gestation-lactation cycle. 1. In the rat. Reprod Nutr Dev
26(5A):1057–1103

21. Chilliard Y, Ferlay A, Faulconnier Y, Bonnet M, Rouel J, Bocquier F (2000) Adipose
tissue metabolism and its role in adaptations to undernutrition in ruminants. Proc Nutr Soc
59(1):127–134

22. Kuenzel WJ, Beck MM, Teruyama R (1999) Neural sites and pathways regulating food intake
in birds: a comparative analysis to mammalian systems. J Exp Zool 283(4–5):348–364

23. Selye H (1973) Homeostasis and heterostasis. Perspect Biol Med 16(3):441–445
24. Berntson GG, Cacioppo JT (2000) From homeostasis to allodynamic regulation. In: Cacioppo

JT, Tassinary LG, Berntson GG (eds) Handbook of psychophysiology, vol 2. Cambridge
University Press, Cambridge, pp 459–481



Homeostasis from a Time-Series Perspective 107

25. Berntson GG, Cacioppo JT (2007) Integrative physiology: homeostasis, allostasis, and the
orchestration of systemic physiology. In: Cacioppo JT, Tassinary LG, Berntson GG (eds)
Handbook of psychophysiology, vol 3. Cambridge University Press, Cambridge, pp 433–452

26. Sterling P (2004) Principles of allostasis: optimal design, predictive regulation, pathophysi-
ology, and rational therapeutics. In: Schulkin J (ed) Allostasis, homeostasis and the costs of
physiological adaptation. Cambridge University Press, New York, pp 17–64

27. Sterling P (2012) Allostasis: a model of predictive regulation. Physiol Behav 106(1):5–15
28. Sterling P, Eyer J (1988) Allostasis: a new paradigm to explain arousal pathology. In: Fisher S,

Reason JT (eds) Handbook of life stress, cognition, and health. Wiley, Chichester, pp 629–649
29. Carpenter RHS (2004) Homeostasis: a plea for a unified approach. Adv Physiol Educ 28:S180–

S187
30. Day TA (2005) Defining stress as a prelude to mapping its neurocircuitry: no help from

allostasis. Prog Neuro-Psychopharmacol Biol Psychiatry 29:1195–1200
31. Goldberger AL, Rigney DR, West BJ (1992) Chaos and fractals in human physiology. Sci Am

262:34–41
32. Seely AJE, Macklem PT (2004) Complex systems and the technology of variability analysis.

Crit Care 8:R367
33. Chaudhary B, Dasti S, Park Y, Brown T, Davis H, Akhtar B (1998) Hour-to-hour variability of

oxygen saturation in sleep apnea. Chest 113(3):719–722
34. Churruca J, Vigil L, Luna E, Ruiz-Galiana J, Varela M (2008) The route to diabetes: loss

of complexity in the glycemic profile from health through the metabolic syndrome to type 2
diabetes. Diabetes Metab Syndr Obes 1:3–11

35. Gardner JD, Young W, Sloan S, Robinson M, Miner PB Jr (2005) The fractal nature of human
gastro-oesophageal reflux. Aliment Pharmacol Ther 22:823–830

36. Garrett DD, Samanez-Larkin GR, MacDonald SWS, Lindenberger U, McIntosh AR, Gradye
CL (2013) Moment-to-moment brain signal variability: a next frontier in human brain
mapping? Neurosci Biobehav Rev 37:610–624

37. Hausdorff JM (2005) Gait variability: methods, modeling and meaning. J NeuroEng Rehabil
2:19

38. Malik M et al (1996) Heart rate variability. Standards of measurement, physiological interpre-
tation, and clinical use. Eur Heart J 17:354–381

39. Parati G, Ochoa JE, Lombardi C, Bilo G (2013) Assessment and management of blood-
pressure variability. Nat Rev Cardiol 10:143–155

40. Papaioannou V, Pneumatikos I (2012) Fractal physiology, breath-to-breath variability and
respiratory diseases: an introduction to complex systems theory application in pulmonary
and critical care medicine. In: Andrade AO, Alves Pereira A, Naves ELM, Soares AB
(eds) Practical applications in biomedical engineering, Chap 3. ISBN 978-953-51-0924-2,
Published: January 9, 2013 under CC BY 3.0 license

41. Varela M, Calvo M, Chana M, Gomez-Mestre I, Asensio R, Galdos P (2005) Clinical
implications of temperature curve complexity in critically ill patients. Crit Care Med
33(12):2764–2771

42. Fossion R, Stephens CR, García-Pelagio DP, García-Iglesias L (2017) Data mining and time-
series analysis as two complementary approaches to study body temperature in obesity. In:
Proceedings of DH’17, London, UK, July 02–05, 2017, p 5

43. Kelly G (2006) Body temperature variability (part 1): a review of the history of body
temperature and its variability due to site selection, biological rhythms, fitness, and aging.
Altern Med Rev 11(4):278–293

44. Kelly G (2006) Body temperature variability (part 2): masking influences of body temper-
ature variability and a review of body temperature variability in disease. Altern Med Rev
12(1):49–62

45. Visnovcova Z, Mestanika M, Galac M, Mestanikova A, Tonhajzerova I (2016) The complexity
of electrodermal activity is altered in mental cognitive stressors. Comput Biol Med 79:123–129



108 R. Fossion et al.

46. Yamagata M, Ikezoe T, Kamiya M, Masaki M, Ichihashi N (2017) Correlation between
movement complexity during static standing and balance function in institutionalized older
adults. Clin Interv Aging 12:499–503

47. Hu K, Ivanov PCh, Chen Z, Hilton MF, Stanley HE, Shea SA (2009) Non-random fluctuations
and multi-scale dynamics regulation of human activity. Proc Natl Acad Sci USA 106(8):2490–
2494

48. Ivanov PCh, Hu K, Hilton MF, Shea SA, Stanley HE (2007) Endogenous circadian rhythm
in human motor activity uncoupled from circadian influences on cardiac dynamics. Proc Natl
Acad Sci USA 104(52):20702–20707

49. Hu K, Van Someren EJW, Shea SA, Scheer FAJL (2009) Reduction of scale invariance
of activity fluctuations with aging and Alzheimer’s disease: Involvement of the circadian
pacemaker. Proc Natl Acad Sci USA 106(8):2490–2494

50. Fossion R, Rivera AL, Toledo-Roy JC, Ellis J, Angelova A (2017) Multiscale adaptive analysis
of circadian rhythms and intradaily variability: application to actigraphy time series in acute
insomnia subjects. PLoS One 12(7):e0181762. https://doi.org/10.1371/journal.pone.0181762

51. Fossion R, Sáenz A, Zapata-Fonseca L (accepted) On the stability and adaptability of human
physiology: Gaussians meet heavy-tailed distributions. INTERdisciplina (CEIICH-UNAM)

52. Hamilton JD (1994) Time series analysis. Princeton University Press, Princeton, NJ
53. Anderson A, Semmelroth D (2015) Statistics for big data for dummies. Wiley, Hoboken
54. Lipsitz LA, Goldberger AL (1992) Loss of complexity and aging: potential applications of

fractals and chaos theory to senescence. JAMA 267:1806–1809
55. Goldberger AL (1992) Non-linear dynamics for clinicians: chaos theory, fractals and complex-

ity at the bedside. Lancet 347:1312–1314
56. Goldberger AL, Amaral LAN, Hausdorff JM, Ivanov PCh, Peng C-K, Stanley HE (2002)

Fractal dynamics in physiology: alterations with disease and aging. Proc Natl Acad Sci U
S A 99(supp.1) 2466–2472

57. Goldberger AL (2006) Complex systems. Proc Am Thorac Soc 3:467–472
58. West BJ (2006) Where medicine went wrong: rediscovering the path to complexity. World

Scientific, Singapore
59. West BJ (2010) Homeostasis and Gauss statistics: barriers to understanding natural variability.

J Eval Clin Pract 16:403–408
60. West BJ (2013) Fractal physiology and chaos in medicine, 2nd edn. World Scientific, Singapore
61. Scheffer M (2001) Catastrophic shifts in ecosystems. Nature 413:591–596
62. Scheffer M, Bascompte J, Brock WA, Brovkin V, Carpenter SR, Dakos V et al (2009) Early-

warning signals for critical transitions. Nature 461:53–59
63. Carpenter SR, Cole JJ, Pace ML, Batt R, Brock WA, Cline T et al (2011) Early warnings of

regime shifts: a whole-ecosystem experiment. Science 332:1079–1082
64. Scheffer M, Carpenter SR, Lenton TM, Bascompte J, Brock W, Dakos V et al (2012)

Anticipating critical transitions. Science 338:344–348
65. Scheffer M (2009) Critical transitions in nature and society. Princeton University Press,

Princeton, NJ
66. Ashby WR (1960) Design for a brain: the origin of adaptive behaviour, 2nd edn. Chapman &

Hall, London
67. Billman GE (2013) Homeostasis: the dynamic self-regulatory process that maintains health

and buffers against disease. In: Sturmberg JP, Martin CM (eds) Handbook of systems and
complexity in health, Chap. 10. Springer, New York, pp 159–170

68. Schelling TC (1978) Thermostats, lemons and other families of models. In: Micromotives and
macrobehavior, Chap. 3. W. W. Norton & Company, London

69. Kitts JA (2005) Replication of Schelling’s (1978) thermostat model in MatLab and R,
webpage on modelling of social dynamics, University of Massachusetts, retrieved from http://
socdynamics.org/id4.html on 21 May 2017

https://doi.org/10.1371/journal.pone.0181762
http://socdynamics.org/id4.html
http://socdynamics.org/id4.html


Homeostasis from a Time-Series Perspective 109

70. Rivera AL, Estañol B, Sentíes-Madrid H, Fossion R, Toledo-Roy JC, Mendoza-Temis J et
al (2016) Heart rate and systolic blood pressure variability in the time domain in patients with
recent and long-standing diabetes mellitus. PLoS One 11(2):e0148378. https://doi.org/10.1371/
journal.pone.0148378

71. Rivera AL, Estañol B, Fossion R, Toledo-Roy JC, Callejas-Rojas JA, Gien-López JA et al
(2016) Loss of breathing modulation of heart rate variability in patients with recent and long
standing diabetes mellitus type II. PLoS One 11(11):e0165904

72. Schaffer F, McCraty R, Zerr CL (2014) A healthy heart is not a metronome: an integrative
review of the heart’s anatomy and heart rate variability. Front Physiol 5:article number 1040

73. Dawson TJ (1973) Primitive mammals. In: Whittow GC (ed) Comparative physiology of
thermoregulation. Special aspects of thermoregulation. Chap. 1, vol III. Academic Press, New
York, pp 1–46

74. Gisolfi CV, Mora F (2000) The hot brain. MIT Press, Cambridge
75. Romanovsky AA, Almeida MC, Garami A, Steiner AA, Norman MH, Morrison SF et al (2009)

The transient receptor potential vanilloid-1 channel in thermoregulation: a thermosensor it is
not. Pharmacol Rev 61:228–261

76. Schillaci G, Pucci G, Parati G (2011) Blood pressure variability: an additional target for
antihypertensive treatment? Hypertension 58:133–135

77. Heikens MJ, Gorbach AM, Eden HS, Savastano DM, Chen KY, Skarulis MC et al (2011) Core
body temperature in obesity. Am J Clin Nutr 93:963–967

78. Hynd PI, Czerwinski VH, McWhorter TJ (2014) Is propensity to obesity associated with the
diurnal pattern of core body temperature? Int J Obes 38:231–235

79. Grimaldi D, Provini F, Pierangeli G, Mazzella N, Zamboni G, Marchesini G et al (2015)
Evidence of a diurnal thermogenic handicap in obesity. Chronobiol Int 32:299–302

80. Seeley T (2002) When is self-organization used in biological systems? Biol Bull
202(3):314–318

https://doi.org/10.1371/journal.pone.0148378
https://doi.org/10.1371/journal.pone.0148378


Looking for Biomarkers in Physiological
Time Series

Ana Leonor Rivera, Bruno Estañol, Adriana Robles-Cabrera,
Juan C. Toledo-Roy, Ruben Fossion, and Alejandro Frank

Abstract From the point of view of Complexity Sciences, health can be considered
as the state of dynamical balance between robustness and adaptability to the
changes in the environment. We consider that any human disease can be found
in physiological time series by deviations from this point that reflects the loss
of this balance. Thus, it is possible to find biomarkers based on non-invasive
physiological parameters that characterize the critical healthy state, and could help
as early warnings auxiliary for clinical diagnoses of different diseases. In this work,
we present a time-domain analysis using the distribution moments, autocorrelation
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function, Poincaré diagrams, and the spectral analysis of interbeat intervals and
blood pressure time series for control subjects of different age and gender, and
diabetic patients. As a preliminary result, a statistical significant difference was
found between health and disease in the statistical moments of blood pressure and
heart rate variability that can be proposed as biomarkers.

Keywords Physiological time series · Biomarkers · Non-invasive physiological
parameters · Heart rate variability · Blood pressure variability

1 Introduction

New technological advances allow to monitor in real time a great variety of physio-
logical observables in inexpensive non-invasive ways. The time series resulting from
the continuous monitoring of these physiological observables are characterized by
complex fluctuations that reflect the adaptive control mechanisms of the body. In
order to understand these mechanisms a careful analysis of these physiological time
series is indispensable. Here, we made a short-review of some relevant parameters
of these analyses that can be used as biomarkers (characteristics of health).

Human health is determined by the functionality of its various organs and the
interaction between them that can be understood from the physical point of view
as a complex system [1–4]. Health can be considered as a condition that allows
an adequate dynamic balance between its robustness (fixed values of the various
parameters that characterize the organism in a deterministic way) and its adaptability
(ability to respond to changes in the environment, which are stochastic). In this sense
disease can be considered as a deviation from this state. This novel approach to the
physics of complex systems is starting to be applied in medicine with the goal to
find biomarkers (early warnings) that may aid in the diagnosis of various diseases
[5–9].

Blood pressure and heart rate variability played an important role in the search
for early warnings of various diseases [10–14]. This is because the cardiovascular
system reflects not only the functioning of the heart, arteries, and veins but also the
respiratory and central nervous systems. The autonomic nervous system modulates
the cardiac cycle through central oscillations (generated by the respiratory and
vasomotor centers) and peripheral oscillations (due to respiratory and arterial
movements). Parasympathetic modulation decreases the heart rate and its contrac-
tility, while sympathetic modulation opposes these effects by regulating peripheral
vasoconstriction [15]. The loss of this balance is associated with different diseases
and aging. Due to this, there is an interest in the analysis of physiological time series
both in the frequency domain and in the time domain to characterize the variability
of heart rhythm and blood pressure obtained by non-invasive techniques [9, 11, 16–
20]. In this work, we show some biomarkers in the time and frequency domains
based on blood pressure and heart rate variability that allow to distinguish control
subjects from patients with type 2 diabetes mellitus.
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2 Hints for Biomarkers

2.1 Time-Series Analysis

Physiological time-series variability can be seen simply by a plot in the time domain
(see Fig. 1a), with histograms (Fig. 1b), in an autocorrelation plot, Fig. 1c [21], and
in a Poincaré plot, Fig. 1d [22, 23], a graph of the series with a lag of one point with
itself. In the frequency domain, common plots are of the Fourier transform where it
is defined a low-frequency region from 0.04 to 0.15 Hz and a high-frequency section
that goes from 0.15 to 0.4 Hz (Fig. 1e), and a log-log plot, known as Power Spectral
Density, Fig. 1f [20].

Quantitatively, the histograms are centered at the population average �:
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Fig. 1 Typical control Interbeat interval (IBI). IBI of a control male subject, 32 years old, in supine
position for 5 min: (a) Time-series, vertical line is on the average value. (b) Histogram, continuous
line corresponds to a normal distribution. (c) Autocorrelation function. (d) Poincaré plot, ellipse
encloses 95% of the data. (e) Magnitude of the Fourier transform of the series; the circle shows
the proportion between LF and HF areas. (f) Power spectral density (log-log of part label e). In
(e) and (f), the horizontal line at 0.15 Hz corresponds to the separation between low (LF) and high
frequency (HF)
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where N is the number of data points recorded, summation is over all data points
xi. Another useful central distribution measure is the median m, a quantity not as
strongly affected by outliers or large deviations in the data, which is defined as the
central value after the observations have been sorted in increasing order. When the
distribution is symmetric all central measures are equal (� D m). For IBI, m is
inversely proportional to the average heart rate. The variability of the time-series is
measured by the standard deviation (SD) of the values, that is the square root of the
variance [24]:

SD D

vuut 1

N � 1

NX

iD1

.xi � �/2: (2)

SD reflects all the cyclic components responsible for variability in the recording
period, gives the total power of spectral analysis, and is a measure of the “rigidity”
of the distribution. It is important to be careful with SD, because it is not a well-
defined statistical quantity due to its dependence on the length of the recording: SD
increases with this length [25].

The symmetry of a distribution can be evaluated by the skewness, sk:

sk D
1

SD3

1

N

NX

iD1

.xi � m/3: (3)

Because a Gaussian (normal distribution) is a symmetric distribution, it has a null
skewness.

Another useful measure of the distribution is the kurtosis, �, a measure of how
concentrated the data is around the mean, reflecting not only the “rigidity” of the
time series but also its “planarity” [16]:

� D
1

SD4

1

N

NX

iD1

.xi � m/4 � 3: (4)

For a Gaussian, the kurtosis is zero, while positive › corresponds to a leptokurtic
distribution (more peaked than a Gaussian) and negative � describes a platykurtic
one (flatter than a Gaussian).

Power spectral density (PSD) evaluates how power distributes as a function of
frequency [26]. Three main spectral components are distinguished in a spectrum
calculated from short-term recordings of 2–5 min (Fig. 1e) reflecting changes in
autonomic modulations of the heart period [20, 27, 28]:

• Very low frequency (VLF), less than 0.04 Hz,
• Low frequency (LF), between 0.04 and 0.15 Hz,
• High frequency (HF), between 0.15 and 0.4 Hz.
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VLF is affected by algorithms of baseline or trend removal, so it is common
to ignore it in short recordings. It is common to report the quantity LF/HF [20,

29], the frequency radius rf (
p

LF2 C HF2) [9] or the exponent in the power-law of
the linear interpolation drawn through the log(power)-log(frequency), Fig. 1f [30].
Zero exponent is obtained from the flat spectrum of white noise (all frequencies
are present with the same intensity in all the spectrum), non-zero values suggest
data correlations, while a value close to 2 suggests there are primarily short-term
correlations analogous to a random walk (Brownian motion or brown noise) [31].
One drawback of the power spectrum analysis is that it is highly influenced by non-
stationarities in the data, making these exponent estimates sometimes unreliable
[32].

Physiological time-series reflect the complex characteristics of the human body;
thus, many non-linear aspects can appear on the series. Non-linear measurements
of a time series variability can be evaluated through the Poincaré plot, in which
each RR interval is plotted against the next RR interval. It is usual to draw in
it, an ellipse that contents the 95% of the data and define using the dispersions
SD1 (SD of points in the line perpendicular to the identity axis) and SD2 (SD of
points in the identity axis), Fig. 1d [22, 23, 33]. The Poincaré plot is probably
the most used and studied non-linear diagram for the analysis of the heart rate
variability over short time periods because it is a measure of the parasympathetic
nervous system activity [22]. It establishes the first-order correlation between
the points of the series, and it quantifies the root mean square of successive
differences (RMSSD), a traditional heart rate variability metrics [34]. For white
noise (stochastic dynamics), SD1 D SD2, thus the 95% of the data is on a circle,
in the case of a complete deterministic signal SD1 D 0 (the data is almost on a
line). Another non-linear parameter is the approximate entropy that measures the
“transmission of information” on the signal, given as [35–38]:

S D �

NX

iD1

xi log xi: (5)

Other parameters that have been used to measure non-linear properties of
physiological time-series variability include 1/f scaling of Fourier spectra [25, 30,
38, 39], methods derived from chaos theory and fractal analysis, including scaling
exponents derived from the power spectrum [31, 40, 41], H scaling exponent, Coarse
Graining Spectral Analysis (CGSA) [42], detrended fluctuation analysis DFA [32,
43, 44], empirical mode decomposition [45], and non-linear mode decomposition
[46].

2.2 Ising Model

One of the most famous physical models that exhibits a phase transition is the Ising
model [47], in which the magnetization of a material as a function of temperature is
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modeled as a 2D lattice of spin sites that can adopt one of two orientations (which
can be thought as up or down). The net magnetization of the lattice, M, is determined
by the degree of alignment of the sites: when most sites point the same way, M is
high and the material acts as a magnet; when no alignment direction dominates, the
material is not magnetized. The value and statistical behavior of M are dictated by
a single parameter, the temperature T of the model, which determines the balance
between alignment and random orientation of spin sites. What’s interesting is that
the model exhibits two distinct dynamical phases separated by a phase transition
that occurs at a very well-defined critical temperature Tc. This phase transition has
been studied extensively both analytically and through numerical simulations of the
lattice.

Figure 2 offers an overview of the main characteristics of this paradigmatic model
of phase transitions. In the low-temperature regime, that is, at temperatures below
Tc (panels in the left column of Fig. 2), the natural tendency of the spin sites to
align with their neighbors wins over thermal fluctuations and most of the spins
remain aligned in the same orientation (top-left panel). In this ordered phase, the
magnetization remains very high, fluctuating in time close to its maximum value
of 1 (center-left panel). The power spectrum (bottom-left panel) confirms that these
fluctuations are uncorrelated (i.e. random), as indicated by a flat power spectrum.
In the high-temperature regime at temperatures above Tc (right-most column of
Fig. 2), thermal fluctuations dominate, and the sites can’t maintain any large-scale
alignment and the lattice has a noise-like appearance (top-right panel). This is the
stochastic phase, in which random thermal fluctuations dictate the dynamics. The
net magnetization fluctuates very close to zero (center-right panel), and the power
spectrum is also consistent with random noise (bottom-right panel). Finally, near the
critical temperature Tc (center column of Fig. 2) rich structure appears in the spin
lattice, with “islands” of similarly aligned spins forming and disappearing over time,
this occurs at many different spatial scales (top-center panel). The magnetization
time series is no longer stationary, instead exhibiting temporary trends that result in
the magnetization wandering across the whole interval from no net magnetization to
almost full magnetization, never remaining near a fixed value for long (center panel).
The power spectrum confirms this behavior (bottom-center panel): the fluctuations
follow a very clear power-law, as indicated by the straight line in this log-log PSD
plot. This means that the time correlation length is maximized: the behavior of the
time series exhibits memory to very long timescales.

This phase transition can also be understood by computing several statistical
parameters and studying their behavior as a function of temperature. Because their
behavior changes as the critical point is approached, these parameters act as early-
warnings of the phase transition, and can be used as indicators of the proximity to
the critical point. In the case of the Ising model, the moments of the distribution,
the lag-1 autocorrelation and the PSD crossover frequency have been shown to be
robust early-warnings [47].

Figure 3 shows the net magnetization and several statistical properties of its
time series that act as early warnings as a function of temperature. The shaded
region indicates the phase transition. As can be quickly glanced, the values of
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Fig. 2 Ising model. Results for numerical simulations of the model for temperatures below Tc

(left-most column), near Tc (center column), and above Tc (right-most column), which show two
distinct dynamical phases separated by a critical point. The rows of panels show the 2D state
of the lattice (top row), where the colors represent the spin-up and spin-down orientation, the
magnetization time series for each case (middle row), and the power spectral density plot obtained
through Fourier analysis (bottom row)

these parameters change abruptly as the critical point is approached. The first three
statistical moments of the time series, the standard deviation (the square root of
the variance; panel b), the skewness (panel c) and the kurtosis (panel d) all show
that the distribution is essentially Gaussian (skewness and kurtosis close to zero)
with a low variance at low or high temperatures, but changes to a high-variance
skewed and leptokurtic (high kurtosis) distribution near the critical point. The lag-1
autocorrelation (panel e), an indicator of the short-term memory of the time series,
approaches its maximum value of 1 near the critical point, and tends towards zero
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(b) Standard deviation,SD (c) Skewness,sk(a) Magnetization,M
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towards low or high temperatures. Finally, the PSD crossover frequency (panel
f), which is defined as the frequency in the power spectrum at which the power-
law behavior transitions to random noise, and which is an indicator of long-range
memory, shows that as the critical point is approached the power-law behavior
extends all the way to very short frequencies, indicating that correlations have a
very long range.

2.3 Kuramoto Model

Another simple model that exhibits a phase transition and showcases the competi-
tion between ordered and stochastic dynamics is the Kuramoto model [48], a model
of synchronization that has found successful application in neurosciences [49]. In
its original formulation, it consists of N coupled harmonic oscillators, each having
a time-dependent phase � i(t), and fixed natural frequency ! i (chosen randomly
from a fixed distribution). The oscillators are coupled, with the interaction strength
determined by the coupling constant K. From the values of the phases at any given
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Fig. 4 Kuramoto model. Coherence time series (top row) and power spectra (bottom row) for the
Kuramoto model for three different regimes as determined by the value of the coupling constant
K: left-hand panels (a, d) unordered phase, K < Kc; middle panels (b, e) phase transition; K � Kc;
and right-hand panels (c, f) synchronized phase, K > Kc

instant in time one can compute the coherence parameter r, which measures the
strength of synchronization between the oscillators at that point in time. As with
the net magnetization in the Ising model, the coherence r is an order parameter,
measuring the degree to which ordered dynamics dominate. When the Kuramoto
is simulated for a range of values of the coupling constant K, a phase transition is
discovered at a well-defined value Kc. The top row of Fig. 4 shows this transition
graphically. When the coupling is weaker than Kc, the oscillators fail to maintain
synchronization and each oscillator simply vibrates at its natural frequency, and the
global coherence remains low (Fig. 4a). When the coupling is stronger than the
critical value, the oscillators very quickly and spontaneously synchronize, vibrating
in phase despite having different natural frequencies; thus, coherence remains very
near its maximum value of 1, indicating total synchronization (Fig. 4c). Near the
critical point Kc, the oscillators vibrate in a dynamic balance between disorder and
synchronization, with the coherence r exhibiting large oscillations around a value.
The power spectra in the bottom row of Fig. 4 show that near the critical value a
power-law is formed, very much like what we saw in the Ising model.

Furthermore, as with the Ising model, it is possible to find computable parameters
that provide early warnings of the phase transition. Apart from the apparition of
a power-law in the power spectrum, the statistical moments of the distribution
and the lag-1 autocorrelation all display notable changes as the phase transition is
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approached. In Fig. 5 the variance (square of SD), the skewness and the kurtosis
of the time series of the coherence parameter r are shown as a function of the
coupling constant K. As before, the shaded regions indicate the region of the phase
transition, with the dotted vertical line indicating the theoretical critical value Kc.
From this figure, it is clear that the behavior of these statistical moments trace the
phase transition.

These two models of phase transitions between ordered and stochastic regimes
share many properties, which suggests that some of these properties are universal
and should be found in a wide range of systems exhibiting marked shifts in their
dynamics. In particular, these models indicate that the proximity to the critical
point can be determined by measuring suitable early warnings of the system, such
as the statistical moments (mean, standard deviation, skewness, and kurtosis), the
autocorrelation function, the lag-1 autocorrelation, and the presence of a power-law
in the power spectral density. Our hypothesis is that these parameters can be used as
biomarkers of health.

3 Biomarkers of Heart Rate Variability

Heart beat depends on time showing non-linear, non-periodic features due to long-
range correlations and fractal aspects that can be destroyed under pathological
conditions [50] and with advanced aging [51]. Although cardiac activity is due
to various pacemaker tissues, heart rate and rhythm are largely under the control
of the autonomous nervous system. The parasympathetic influence on heart rate
is mediated via release of acetylcholine by the vague nerve while the sympathetic
influence on heart rate is mediated by release of epinephrine and norepinephrine
[18]. Efferent sympathetic and vagal activities directed to the sinus node can
be modulated by central (e.g., vasomotor and respiratory centers) and peripheral
(e.g., oscillation in arterial pressure and respiratory movements) oscillators [28].
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These oscillators generate rhythmic fluctuations that allow physicians to infer the
state and function of the central oscillators, the sympathetic and vagal efferent
activity, humoral factors, and the sinus node. A way to evaluate these fluctuations
is analyzing the Heart Rate Variability (HRV) by non-invasive measures as the
interbeat interval (IBI) providing a method for understanding cardiac autonomic
control [11] and the sympathetic/vagal balance [18]. While efferent vagal activity
is a major contributor to the HF component [20, 28, 29], LF is considered by
some [28] as a marker of sympathetic modulation and by others as a parameter
that includes both sympathetic and vagal influences [20]. Spectral analysis of HRV
during controlled breathing test shows the respiratory modulation of the sinus node
[9]: parasympathetic modulation decreases the heart rate and cardiac contractility,
whereas activity of the sympathetic branch opposes these effects and regulates
peripheral vasoconstriction [52].

HRV acquired clinical relevance as a biomarker since Horn and Lee showed
that in fetal distress alterations in IBI occur before any other appreciable change
happens in the heart rate [53]. Moreover, HRV is a strong and independent predictor
of mortality following an acute myocardial infarction [54, 55], and has been used as
an early warning sign of diabetic neuropathy [16, 19], cardiovascular disease [56],
and aging [57–59]. Recently, a meta-review was published that shows a gender dif-
ference in heart rate variability, in particular, women have a statistically significant
lower total spectral power than men [60]. Quantification of cardiovascular function
can be performed through standard cardiovascular reflex tests [18, 38, 61, 62] or
HRV. Cardiovascular reflex test is more difficult to register and it needs the active
collaboration of patients (that is not always possible), but there are a set of normal
values of the expected responses accepted for clinical assessment [18]. On the other
hand, HRV is a simple technique to obtain experimentally, that can be applied to
any patient independently of age, gender, and disease, however, there are not range
of values completely accepted as the standard of health [11].

Analysis of electrocardiogram registers from Fantasia database of Physionet [39]
showsn differences on the HRV between young and old people, moreover male and
female young subjects are distinct (Fig. 6). Previous works showed that the standard
deviation change between young and elderly subjects [32], but they do not explored
other statistical moments (average, median, skewness, and kurtosis) that are also
statistically significant different for young and elderly considering the gender of the
control subjects (see Fig. 7). We consider that 2 distributions are statistically distinct
if the p-value is less than 0.05.

HRV records from female young subjects have less variability and are more
rigid compared to the ones from young men, however, elderly controls do not
show gender dependence. Young men have distributions with high variability,
non-symmetric and platykurtic, young women exhibit less variability and gain
symmetry, while older men and women go to more Gaussian distributions. There
is a statistically significant difference between young female and male subjects in
SD1 from the 95% ellipse of the Poincaré plot. Entropy for young male, female, and
elderly women has similar values, but the difference for elderly men is statistically
significant. This may be due to hormonal regulation of HRV, that is loss in older
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Fig. 8 Analysis of HRV of all the subjects on database from Estañol et al. [65]. Black stars are
data from control subjects and blue dots from long-standing diabetes mellitus type 2 patients on
supine position for 5 min. Cross-lines correspond to average ˙ standard deviation of each group.
Standard deviation (left hand panel), skewness (middle panel), and kurtosis (right hand panel) are
statistically significant different between control and patients with diabetes mellitus type 2 [16]

women and is not present in men. These are signs of a phase transition from control
young to elderly subjects.

IBI’s histograms for control subjects (Fig. 1b) have a non-Gaussian distribution
with a marked asymmetry [63]. It has been proposed that these tails to the left
or to the right reflect, respectively, the acceleration or deceleration capacity of the
heart rate as an approximate distinction of the vagal and sympathetic effects on the
cardiac modulations [64]. Previously we have analyzed also IBI for diabetic patients
[9, 16] showing that for long-standing type 2 diabetes mellitus patients, SD of the
IBI detrended signal diminishes (heart rate signal becomes more “rigid”), skewness
with respect to the median approaches zero (signal fluctuations gain symmetry), and
kurtosis goes to zero (fluctuations concentrate around the median); thus, diabetes
produces not only a rigid heart rate, but also Gaussian distributions (see Fig. 8).

As we show in Sect. 2, the transition between the two different dynamics
(stochastic and deterministic) that govern the Ising and Kuramoto models is
characterized by high SD, non-symmetric and leptokurtic distributions. In the case
shown in Fig. 8, control records or heart rate variability (IBI) has higher standard
deviation, is less symmetric with larger kurtosis than records from diabetic patients.
This suggests that control represents balance between robustness (deterministic
dynamics) and adaptability (stochastic behavior). Figure 7 shows also this change
of regime when the subjects become older.
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If control subjects are breathing in a controlled way at a resonant frequency
of 0.1 Hz, periodic modulations are induced due to the baroreceptor reflex in the
cardiac rhythm [66]. This produces in the Fourier transform of the IBI signal, a
narrow band around 0.1 Hz. To quantify the strength of these effect, it can be
used the Respiratory Peak (RP) as the power in the frequency band centered at
the peak in the 0.1 Hz region spanning from the starting rising position to the end
decreasing point (generally from 0.086 to 0.113 Hz). In order to quantify the relative
importance of the cardio-respiratory coupling in a way that is not sensitive to the

total power in the spectrum, is defined the biomarker ˇ
�

RP
.LFCHF/



[9]. As seen

in Fig. 9 this biomarker allows to distinguish control subjects from long-standing
diabetes mellitus type 2 patients.

4 Biomarkers of Blood Pressure Variability

Blood pressure shows less variability than the heart rate (see Fig. 10), and while
IBI’s histograms are more peaked as DM evolves, SBP’s histograms are more
peaked for control subjects than for long-standing DM patients. Previously [16]
we found that there is no statistically significant difference on SBP’s SD and �,
however, skewness goes from positive skew (asymmetric for control subjects) to
zero (symmetric for long-standing diabetes mellitus patients).
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Fig. 10 Systolic blood pressure of subjects standing up during 5 min [16]. Histograms, line
corresponds to Gaussian distribution (upper panels) Poincaré plots (middle panels) and PSD with
a vertical line dividing low from high frequency regions (lower panels). Circular onsets on lower
panel correspond to the proportion of LF and HF. Control subjects (left-hand panel), recently
diagnosed type 2 diabetes mellitus patients (middle panel) and long-standing diabetic patient
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Fig. 11 Biomarker of blood
pressure and heart rate
variability. Box-plot of the ’
biomarker for control subjects
(black) and long-standing
diabetes mellitus type 2
patients (blue) under
clinostatism test. Central line
is the median, box is one
standard deviation and line
ends in outliers of the
distribution [16]

control
0

2

4

α
diabetes

Under controlled breathing, SBP has symmetric distributions for DM patients,
while control subjects have non-zero skewness. Under supine and standing-up
positions, SBP’s kurtosis goes from leptokurtic (control subjects) to platykurtic
for diabetic patients. This result agrees with experiments in dogs with sino-aortic
denervation and baroreceptor’s damage, where the vagal-sympathetic baroreceptor
of the SBP answer is retarded, a platykurtic SBP distribution results [52, 53]. The
loss of balance between vagal and sympathetic effects on the baroreceptor is also
reflected in the variation of the skewness with respect to the median.

The change of vague and sympathetic modulations of the blood pressure
variability as diabetes evolves is also evident on the slope of the PSD in the low
frequency region, that changes for a highly correlated behavior (control) to a random
one (diabetes), as seen in Fig. 11. This may be due to a progressive decrease of
parasympathetic and sympathetic activity to the blood vessels as diabetes evolves.

Interestingly, whereas HRV appears to be a protective health factor, that in health
can be considered to be in a “critical point,” as we have shown, blood pressure
variability is a risk factor [16, 67, 68].

5 Biomarkers Compose from Blood Pressure and Heart Rate
Variability

Successive moments of SD, sk and � are required to describe fine details of

variability of a signal so we use
q�

SD
m

�2
C sk2 C �2, which could be interpreted as

a sort of “distance” in SD-sk-� space. As seen in previous sections, this parameter
is larger for IBI records of control subjects compared to diabetic patients, while it
is smaller for SBP of the same subjects. Thus, a useful biomarker that quantifies
simultaneously heart rate and blood pressure variability can be defined as [16]:
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: (6)

This parameter can differentiate control from diabetic patients under clinostatism
and controlled breathing test with a statistical significance of p < 0.05 (see Fig. 11).
It is important to notice that control subjects have a larger variability of ’ than
long-standing diabetes mellitus patients because the last ones have more rigid and
symmetric distributions.

6 Conclusion

Reliable non-invasive biomarkers of HRV in the time domain are statistical moments
like standard deviation, kurtosis, and skewness with respect to the median. These
biomarkers are sign of dysfunction of the vagal and sympathetic modulation of the
autonomic nervous system.

As we have seen in the numerical models of Ising (Figs. 2 and 3) and Kuramoto
(Figs. 4 and 5) on the critical point, distribution has the higher values of SD
(high variability), non-zero sk (asymmetric), and non-zero k (leptokurtic). Here,
considering even outliers, we show that for all the young male control subjects,
HRV non-invasively measured by IBI records have high SD, not symmetric and
leptokurtic distributions (Figs. 6 and 7), going to more Gaussian ones when subjects
become older (Fig. 7) or are ill with diabetes (Fig. 8). Moreover, PSD can be
adjusted by a line in the LF region of the IBI records of young men (Fig. 6)
indicating a scale-invariant behavior, that is loss at elderly subjects (where the PSD
is closer to random distributions), or as diabetes evolves (Fig. 8). This indicates
that young male control subjects have a HRV characteristic of a state of balance
(between rigidity and adaptability) that is loss with aging and illness. In contrast,
blood pressure shows less variability than the heart rate (see Fig. 10), showing a
change of symmetry from positive skew (for control subjects) to zero (symmetric for
long-standing diabetes mellitus patients). This reflects the loss of balance between
vagal and sympathetic effects on the baroreceptor, supported by the change of the
PSD LF slope from a highly correlated behavior in control to a random one in
diabetic patients (Fig. 11).
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An Agent-Based Model to Study
Selection of Pseudomonas aeruginosa
Quorum Sensing by Pyocyanin:
A Multidisciplinary Perspective
on Bacterial Communication

Ammar Jalalimanesh, Christina Kuttler, Rodolfo García-Contreras,
and Judith Pérez-Velázquez

Abstract Although bacteria are unicellular organisms, they use a sophisticated
mechanism to cooperate with other bacteria which allows them to carry out
multicellular-like processes, such as swarming, biofilm formation, induce infec-
tions, luminescence, etc. This mechanism is known as quorum sensing (QS) and
it functions through the individual release, diffusion and collective sensing of small
molecules, called autoinducers, which under their accumulation lead to changes in
gene regulation. A range of approaches have been used to study the complex way
in which QS works, these tools combine biology, physics, and mathematics. We
discuss here how a multidisciplinary perspective is ideal to study QS and present
an example of QS in Pseudomonas aeruginosa, a human pathogen. In this bacterial
species, QS coordinates the expression of virulence factors, that are public goods
utilized by the whole population of bacteria regardless if they invested or not in their
production. Hence, public good production is a cooperative behavior, susceptible
to be exploited by non-public good producers, known as social cheaters. These
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individuals, which are QS-deficient, are also less able to tolerate oxidative stress.
Our group has shown that pyocyanin (which promotes the generation of reactive
oxygen species) produced by the wild-type population may work as a policing
mechanism to select functional QS systems in this bacterium. Using an agent-based
model (ABM) we are able to confirm that indeed this compound increases the fitness
of the cooperative QS proficient individuals. We further explore, with the ABM, how
the bacterial environment diffusion properties may be contributing to stabilize QS
in certain growth conditions.

Keywords Pseudomonas aeruginosa · Pyocyanin · Quorum sensing ·
Agent-based model · Mathematical models

1 Introduction

Quorum sensing is a cell-to-cell signaling mechanism that enables bacteria to col-
lectively control gene expression. In Pseudomonas aeruginosa, it is involved in the
expression of cooperative behaviors including the production of costly exoproducts
like exoenzymes and siderophores [1]. Individuals that take advantage of such
public goods without contributing to their production are considered social cheaters
[2] and can potentially invade the population, as they save their resources instead
of investing in the production costs of public goods. Furthermore, this allows them
to divide slightly faster and to reach higher yields than the wild-type individuals.
QS systems regulating public goods are widespread and conserved among several
bacterial species. This is allowed by diverse mechanisms counteracting the effects of
social cheating, among them are: growth of bacteria in environments that promote
the physical separation of cooperators and cheaters [3], decreasing the cheater’s
fitness [4]—this occurs, e.g., for growth of bacterial populations in highly viscous
medium that limits the diffusion of the public goods [5] or a switch between
planktonic and colonizing state [20] and growth in the presence of toxic compounds
such as H2O2 [6, 7] and HCN [8], that preferentially decrease the growth of cheaters
over the growth of cooperators.

One of the main QS-controlled virulence factors are the phenazines, which are
dibenzo annulated pyrazines with diverse roles in P. aeruginosa physiology, from
being virulence factors that promote damage to host cells [9], to being terminal
QS signal molecules [10]. Among the QS- controlled phenazines produced by P.
aeruginosa, pyocyanin is produced by several clinical [6, 7, 11] and environmental
strains [12] and its concentration in the lung of cystic fibrosis patients is high [13].
Since QS defective mutants are less able to cope against oxidative stress [6, 7]
and likely possess less robust membranes than QS proficient individuals [14], we
hypothesize that pyocyanin may differentially affect this population, maybe even
acting as a policing metabolite. To test this hypothesis, we performed competition
experiments [15] and developed mathematical models, our results showed that
indeed the production of this metabolite selects the presence of QS systems. The
mathematical models were used to confirm the experimental observations and
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explore other scenarios. This chapter is dedicated to present the mathematical
models in detail. The mathematical modeling also hinted that the bacterial envi-
ronment diffusion properties may be contributing to stabilize QS in certain growth
conditions. Our findings are relevant in many ecological contexts, for example,
during lung infections, where the generation of QS deficient mutants (specifically
signal blind lasR-mutants) is common, under these conditions pyocyanin production
may be an important factor to restrict the selection of QS defective social cheaters,
hence increasing the virulence of the strains during the infections.

The chapter is organized in two parts, first we will explain our mathematical
model to describe both the QS system of P. aeruginosa and the interactions between
wild-type and cheaters and then we present the ABM.

2 Pyocyanin Selection

In this section, we will have a look on the dynamics of the competitive, highly
interacting QS system of P. aeruginosa from a deterministic viewpoint. We do
this to later use a deterministic mathematical model to feed some aspects of
the discrete (agent-based) model. The most essential components of the whole
system—nutrients, bacterial populations, autoinducers, exoenzymes, pyocyanin—
are translated into a system of ordinary differential equations (ODE). ODE are
common tools to model QS [16]. The notation of the variables can be found in
Table 1. We follow the basic approach as introduced in [17] for P. putida and focus
on a homogeneously distributed situation, i.e., the bacteria are in a well-mixed batch
culture.

There are two bacterial types involved: the wild-type, denoted by BW (behaving
in the standard way, i.e. performing QS, being resistant against pyocyanin) and the
mutants, denoted BC (lacking the QS system and being vulnerable to pyocyanin).
Both feed on and thus compete for the same nutrient resources, therefore the model
approach includes this with a Monod-type saturation term. Correspondingly, the
nutrient uptake is included in the model. Please note that there are two types of
nutrient considered: digestible nutrients N, and non-digestible nutrients Ñ. There are
exoenzymes E needed to degrade the non-digestible ones into digestible nutrients.
The production of these exoenzymes is under QS-control.

Table 1 ODE model
variables, initial values for
control case (wild-type only)

Variable Unit Initial value Description

A nM 70 AHL, QS signal
P U 0 Pyocyanin
Bw OD 0.05 PA14 wild-type strain
Bc OD 0 double mutant lasR rhlR
�

N nM 27.59 Non-digestible nutrients
E nM 19.1 Exoenzymes
N nM 2 Digestible nutrients
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Table 2 Parameters of the ODE model

Parameter Description Parameter Description

˛ Basic AHL production rw Wild-type growth rate
ˇ Activated AHL production rc Mutant growth rate
�A Abiotic AHL degradation rate dw Wild-type death rate
n Hill coefficient dc Mutant death rate
C1 AHL threshold Kw Half max. for growth wild-type
ˇp Production of pyocyanin by

bacteria
Kc Half max. for growth mutant

	2 Consumption of pyocyanin by
killing bacteria

	1 Max. killing rate by pyocyanin

�p Abiotic pyocyanin
degradation

KP Pyocyanin concentration for half
max killing rate

cn Transformation rate into
digestible nutrients by
exoenzyme E

�E Abiotic decay of exoenzymes

��

N
Abiotic decay/disappearance
of non-digestible nutrients

K�

N
Half max non-digestible nutrients
concentration

YW Yield rate for wild-type �n Abiotic decay/disappearance of
digestible nutrients

ˇE Production rate for
exoenzymes

YC Yield rate for mutant

Pseudomonas aeruginosa contains at least three different, coupled QS systems.
The main ones are called the las system and the rhl system. Both use AHLs
(acyl-homoserine lactones) as autoinducers. We restrict ourselves to the most
important system, the las system which activates the rhl one, producing and sensing
3OC12-HSL molecules. The autoinducer variable is denoted by A. The equation
for A is therefore one of the main equations used to model QS dynamics. Note
that this equation involves the QS-proficient population, therefore the autoinducer
concentration depends on the size of this population. The typical positive feedback
loop observed in QS, involving a Hill-function (which contains an autoinducer
threshold at which activation occurs), is included, as well as an abiotic degradation.

The pyocyanin (P) production is assumed to be QS-controlled, and therefore
involves the A variable, analogously to the exoenzyme production. A detailed list of
all parameters used in the model can be found in Table 2. The resulting ODE system
reads:

dBw

dt
D rw

N

Kw C N
Bw � dwBw (1a)

dBc

dt
D rc

N

Kc C N
Bc � dcBc � 	1

P

Kp C P
Bc (1b)
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dA

dt
D ˛ C ˇ

An

Cn
1 C An

Bw � �AA (1c)

dP

dt
D ˇp

An

Cn
1 C An

Bw � �pP � 	2
P

Kp C P
Bc (1d)

d
�

N

dt
D �cnE

�

N
�

N C K�

N

� ��

N

�

N (1e)

dN

dt
D cnE

�

N
�

N C K�

N

�
1

Yw
rw

N

Kw C N
Bw �

1

Yc
rc

N

Kc C N
Bc � �nN (1f)

dE

dt
D ˇE

An

Cn
1 C An

Bw � �EE (1g)

Obviously, this system preserves the positivity of the solution, as all negative
terms contain the respective variable. This means: the solution is positive. Further-
more, due to these degradation terms and limited growth or production terms, the
solution stays bounded. The part of the system concerning the QS itself allows for
bistability; for more details concerning this, please refer to [18, 19]. An explicit
solution cannot be determined due to the complexity of the model, but one can
consider numerical solutions. As in our case experimental results are available,
one can fit the numerical solution to these experimental data by optimizing the
model parameter values. This will be done as a first step for a better quantitative
and qualitative understanding, allowing us to validate the processes behind; in a
second step, the resulting model with these optimized parameter values can be
used for quantitative predictions, e.g. for situations which have not performed
experimentally.

Solving the ODE system numerically yields the time course of the involved
variables, as it can be seen exemplarily for the total bacterial population and the
AHL concentration in Fig. 1.

This first step of the modeling approach served to confirm that the underly-
ing assumptions are valid as the numerical solutions reproduce qualitatively the
experimental results. This is useful as it provides us with a very good idea of
the order of magnitude of several of the parameters involved, in some case, a
good approximation of their values. However, this approach is unable to provide
information at the spatial level, reason why, in a second step of the modeling, we
will use ABM. We aim to be able to determine whether spatial location or physical
properties of the media play a role in the competition. The QS dynamics, however,
are expected to be compatible for both, the ODE and the ABM model.

As expected, in the base of only mutant cells (blue curves) being in the system,
there is no AHL production at all, but also a very limited bacterial growth since the
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Fig. 1 The curves show the time courses for the situations with only wild-type bacteria (red), an
initial mixture of 50% wild-type and 50% mutants (green) and only mutant bacteria (blue). (a)
Dotted lines correspond to the total bacterial density, solid lines to the AHL concentration. (b)
Percentage of the mutants within the bacterial population

exoenzymes helping to produce digestible nutrients are completely lacking. The
most interesting case concerns the mixture of 50% wild-type and 50% mutants
initially, this corresponds to green curves in Fig. 1. Here exoenzymes are available
to a certain extent, even though the AHL concentration does reach only lower levels
than in the only wild-type case (see Fig. 1a) and pyocyanin is produced by the
present wild-type cells, acting against the mutants (see Fig. 1b).

3 An Agent-Based Model

Modeling approaches can be grouped in two large classes: Top-down and bottom-
up. In a top-down approach, one models the behavior of a population without
considering individual entities. Modeling bacteria using ODE system is an example
of top-down approach. Using these methodologies, it would be possible to model
a large number of objects. Alternatively, bottom-up approaches model a system
considering individuals. In this approach, we consider microscopic level to better
mimic a large system. Therefore, the overall system behavior emerges from the
interactions of individuals. Here we develop an individual based model (ABM) to
simulate bacterial population.

We combine these approaches to obtain a well-rounded understanding of the
role of pyocyanin in QS stability. In this way, both approaches complement each
other. We use the ODE to feed quantitative and qualitative information to the ABM
in terms of the QS dynamics of P. aeruginosa, for example we use parameters
values estimated from the ODE into the ABM. The main goal of the AB model
is to investigate spatially the effects of pyocyanin on competition experiments
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between P. aeruginosa wild-type and QS deficient lasR rhlR mutant. Our ODE
model is unable to provide this information. The AB model is spatially two-
dimensional and developed using the NetLogo simulation platform. The model is
described based on ODD protocol. Using a combined approach, we have a broader
perspective, and in some aspects both models intersect. Note for example that, under
some conditions, average overall population dynamics of the ABM resemble ODE
populations dynamics.

4 Entities, State Variables, and Scales

There are two types of agents in the model, wild-types and QS deficient mutants.
All agents have age and energy attributes. Energy is the amount of nutrient
which an agent preserves for consumption and reproduction. Agents are located
on a matrix consisting of patches. Figure 2 is the graphical representation of
our agent-based model. Patches are containing exoenzymes, acylated homoserine
lactone (AHL), digestible-nutrient, non-digestible nutrient, and pyocyanin. The
exoenzymes degrade non-digestible nutrient into digestible. Limitation of cell
division is assumed caused by lack of nutrients only, not by space limitation.
The physical interpretation of having the nutrients based on the patch level is
fast diffusion due to small nutrient molecules, thus, we assumed a homogeneous
distribution of nutrients within the (still small) patches. The attributes of each patch
are assigned by appropriate values throughout simulation. The process of assigning
the values to the patches’ attributes is described in the next section. These substances
diffuse from one patch to its neighbors, discretely in time (using Netlogo diffusion
function).

We modeled an environment of 100 � 100�m. Therefore, we run the simulations
in two dimensions using a constant height of 10 �m. The size of bacteria is
approximately 1 �m (in diameter). There is no limitation in the number of bacteria
per patch. It means that in the presence of nutrient, lack of space is not relevant here.
Each time step of simulation is one minute. Time steps are called ticks.

5 Process Overview and Scheduling

Bacteria can move over patches, they consume digestible nutrient and benefit from
exoenzymes, the mutants may be affected by pyocyanin. The concentration of
substances is updated using Eqs. (1)–(5). Here, we describe the dynamics of the
processes recursively, i.e. the next time step t C 1 is defined by the current time
step t and the state of the system there. These equations are solved every tick for all
patches, one by one. The variables are described in Table 3. The other parameters
of the equations are described in Table 4.
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Fig. 2 Schematic view of agent-based model

Table 3 Initial values of substances at the beginning of the simulation

Variable Unit Initial value Description

1 PG nM 8 Concentration of digestible nutrient in the patch
2 Exo nM 2 Concentration of exoenzyme in the patch
3 NDN nM 204 Concentration of non-digestible nutrient in the patch
4 #Bw – 10, 50, 90 Number of wild-type bacteria in the patch
5 #Bc – 10, 50, 90 Number of QS deficient mutant bacteria in the patch
6 AHL nM 70.3 Concentration of AHL in the patch
7 Pyo nM 0 Concentration of pyocyanin in the patch
8 BcDR nM 0 QS deficient mutants’ death rate in presence of pyocyanin

PGtC1 D PGt C cn � Exo � NDN �
1

Kn C NDNt
� #Bw � crw � #Bc � crc � �n � PGt

(1)

AHLtC1DAHLtC

 

˛Cˇ � AHL2t �
1

�
C2
1CAHL2t

�

!

� #Bw��A � AHLt (2)

ExotC1 D Exot C ˇE � #Bw � AHL2t �
1

�
C2
1 C AHL2t

� � �E � Exot (3)
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Table 4 ABM model parameters

Parameter Scaled model value Unit Description

1 cn 0.06372466 1/min Transformation rate of
non-digestible nutrient (NDN)
to digestible nutrient

2 kn 0.0667575 nM/patch Half max non-digestible
nutrients concentration

3 crw 0.0013333 nM/cell � minute Digestible nutrients
consumption rate of wild-type
bacteria

4 crc 0.0013333 nM/cell � minute Digestible nutrients
consumption rate of QS
deficient mutants

5 �n 8.33 � 10�4 1/min Decay rate of public goods
6 ˛ 0.914057 � 10�11 L � nM/(cell � h) Basic production rate of AHL

by wild-types
7 ˇ 17.8324 � 10�10 L � nM/(cell � h) Induced production rate of

AHL by wild-types
8 C1 140.249 nM AHL threshold
9 �A 8.33 � 10�4 1/min Abiotic AHL degradation
10 ˇE 0.0505132 � 10�12 L � nM/(cell � h) Exoenzyme production rate
11 �E 0.00162761 1/min Abiotic decay rate of

exoenzyme
12 �NDN 1.44631 � 10�4 1/min Abiotic decay rate of

non-digestible nutrients
13 ˇP 0.000082646 1/(cell � minute) Production of pyocyanin by

bacteria
14 �P 0.00165423 1/min Abiotic pyocyanin

degradation
15 	2 5.086 � 10�4 UP/(U � minute) Consumption of pyocyanin by

killing bacteria
16 kp 0.134633 UP Pyocyanin concentration for

half max killing rate
17 	1 0.0054 1/min Max killing rate by pyocyanin

NDNtC1 D NDNt C cn � Exot � NDNt �
1

Kn C NDNt
� �NDN � NDNt (4)

PyotC1 D Pyot C ˇP � #Bw � AHL2t �
1

�
C2
1 C AHL2t

� � �P � Pyot � 	2 � Pyot

�
1

.kp C Pyot/
� #Bc

(5)
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There are two criteria for bacteria to divide. First, the bacterium must reach
a minimum age to be able to proliferate. Next it should have enough nutrient to
divide into two daughter cells. The QS deficient mutants’ death rate in presence of
pyocyanin is calculated based on Eq. (6)

BcDRt D 	1 � Pyot �
1

.kp C Pyot/
(6)

The initial values of substances at the beginning of the simulation are also
presented in Table 3.

6 Design Concepts

In this model, it is assumed that, following the experimental results, that the wild-
type indirectly controls the number of mutants as the wild-type bacteria release
pyocyanin (toxic to the mutants). The basic design concepts of the model are as
follows:

• In case of nutrient availability, each bacterium absorbs a determined amount of
nutrient from its host patch reservoir.

• The bacterium gets older when time passes. Bacteria can divide after reaching a
certain age.

• When satisfying the mentioned criteria, minimum age and sufficient nutrient, the
bacterium divides. After division, the nutrient level for two daughter cells is set
to zero. This is a simplifying assumption which basically means that nutrients
are needed for proliferation. One of the daughter cells is located on the position
of its parent and the other one is in one of the neighbor patches with the lowest
cell density.

• There is a rate at which mutants are killed by pyocyanin, which is computed
using Eq. (6).

7 Initialization

Table 3 displays the parameter values which are used for running the numerical
simulations. As the parameters which are related to the concentration are in liter and
the model dimensions are 100 � 100 �m, these parameters should be multiplied by
10�10 nM

L . The initial values of substrates are distributed between patches equally.
During the numerical simulations, patches allow for a constant diffusion of the
substrates at each time step. Equation (7) describes a difference equation for the
diffusion process. ctC1

j is the concentration of the substrate in the next step of the
simulation in patch j. dc is a diffusion constant between 0 and 1 and denotes the
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proportion of patch substrate which is shared by its neighbors. ct
k is a set of patch

neighbors, i.e. 8 patches in our case (two-dimensional world with square patches).

ctC1
j D .1 � dc/ ct

j C

0

@1
8

X

k2N.j/

dcct
k

1

A (7)

The time scale of diffusion in water does not allow to solve this equation in one
time step (tick), therefore it will be necessary to update the concentration of the
substrates by solving Eq. (7) N times per tick, where N is tuned according to the
realistic diffusion speed.

We use the following conversion optical density to cells: OD 1 is approximately
1:19 � 1012 cells

L , therefore the initial number of cells in our simulation environment
regarding its spatial size should be around 1.19 � 102, corresponding to OD 1.

The minimum age for proliferation is set to be two hours for both strains and
the minimum saved nutrient for division is set to 0.03 and 0.04 U for QS deficient
mutants and wild-type, respectively.

8 Simulation and Results

The model is implemented in NetLogo 6.0 (Fig. 3 is a screen shot of the basic
set up.). Figure 4 displays the snapshot of a simulation. The elliptical shapes are
bacterial agents where the red ones are wild-type and the blue ones are QS deficient
mutants. Nutrient concentration is depicted in a gradient of green to black, where
green means available nutrient and black means consumed nutrient.

Our first observation was that the diffusion rate of the substrates highly affects
the competition outcome between mutants and wild-type (as mentioned before the
diffusion is governed by Eq. (7) and the equation is solved N times per tick). We set
dc D 1 which means that the patch shares all its content with its neighbors. Figure
5 shows the effects of N on the competition between the two strains. Time course
of the bacteria (in absolute numbers) is shown as well as their proportions (in total
one). We hypothesize that the cause of this observation may be the fact that wild-
type, as nutrient producers, have access to public goods even under low diffusion
rate conditions. However, with increasing diffusion rate, QS deficient mutants gain
access to the public goods and will therefore be, under some circumstances, able to
invade.

We set up the water diffusion rate to be significantly fast, therefore we set N to
be 500. This means an adaptation of the fast time scale of diffusion to the given
model for the other processes. We run the simulation by different compositions
of bacteria’s initial population. Left panel of Fig. 5 shows the simulation results
considering pyocyanin dynamics. We run the simulation in three schemes, all started
with 100 bacteria. In the first scheme, there were 10 wild-type and 90 QS deficient
mutants, in the second one there were 50 wild-type and 50 QS deficient mutants and
finally we had 90 wild-type and 10 QS deficient mutants as the initial population.

All the simulations were run for 1750 min.
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Fig. 3 ABM simulation of bacterial population (NetLogo 6.0)
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Fig. 4 Simulation of the effects of diffusion update rate on populations growth. For 1750 ticks
with N set to 500, it takes 30 min on an Intel 7500 i5 processor with 8 GB of RAM. The model is
not running in parallel.

9 Conclusions

The experimental data [15] indicated that QS-regulated pyocyanin production by the
wild-type population in P. aeruginosa could work as a policing mechanism to select
functional QS systems. Following the experiments, we developed two mathematical
models to describe how pyocyanin concentration may impact on the evolutionary
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Fig. 5 Simulation results

fitness of mixed bacteria populations of P. aeruginosa wild-type (PA14) and its
lasR rhlR double mutant. Pyocyanin is able to selectively affect mutant growth and
survival since it produces oxidative stress (H2O2) and the mutants are more sensitive
to stress in general and to oxidative stress in particular, since they are unable to
induce the expression of antioxidant enzymes like catalase [6, 7] and perhaps since
they also may have weaker membranes [14].

The first model is composed of differential equations (deterministic) to describe
the QS dynamics, and the second model is an ABM to explore how environment
diffusion properties and non-homogeneous distribution of bacteria may play a role
in stabilizing QS. Thanks to this multidisciplinary approach we were able to show
that a combination of techniques can show that indeed pyocianin acts as a policing
mechanism and QS may be affected by physical properties of the environment
where bacteria live. This study demonstrates the power of using a combination of
methods in complex phenomena such as bacterial QS, these techniques arising from
mathematics, physics, chemistry, and biology have helped to uncover findings that
otherwise may not be unveiled.
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Zinc Efflux in Trichomonas vaginalis:
In Silico Identification and Expression
Analysis of CDF-Like Genes

J. C. Torres-Romero, María Elizbeth Alvarez-Sánchez, K. Fernández-Martín,
L. C. Alvarez-Sánchez, V. Arana-Argáez, M. Ramírez-Camacho,
and J. Lara-Riegos

Abstract Zinc (Zn) is a common essential component for all organisms because
this metal serves as a cofactor or structural element for enzymes and metalloproteins
involved in several important biological processes. However, excess levels of Zn
can be toxic, as a consequence, the cells have evolved homeostatic mechanisms
to regulate intracellular levels of this trace mineral. Zinc efflux and sequestration
into internal cellular compartments from cells are mediated, in large part, by the
ZNT/SLC30 proteins, which belong to the CDF family of ion transporters. The
CDF family has evolved in prokaryotes and has been reported in several organisms,
such as fungi, plants, and animals. Zn has been shown to regulate expression of
proteins involved in metabolism and pathogenicity mechanisms in the protozoan
pathogen Trichomonas vaginalis, in contrast high concentrations of this element
were also found to be toxic for T. vaginalis trophozoites. Until now, Zn homeostasis
mechanisms are not yet clear in this parasite. We performed a genome-wide analysis
and localized eight members of the CDF gene family in T. vaginalis (TvCDF1-8).
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With the use of in silico analyses, the TvCDF protein sequences revealed high
conservation and show similar properties to the reported in other CDF orthologs.
We analyzed the expression patterns of TvCDF1-8 transcripts in trophozoites growth
under high zinc concentrations, which showed down-regulation in expression. These
results indicate that TvCDF genes encode membrane transporters and strongly
supported their identity as members of CDF-like gene family, and further suggest
the function in Zn efflux and sequestration in T. vaginalis.

Keywords Zinc · CDF transporters · In silico analysis · Gene expression ·
Trichomonas vaginalis

1 Introduction

The transition metals are necessary for, probably, all organisms as trace elements,
which take up the elements they need from their environment. When the metal
requirements are satisfied, growth and development of the cells are optimal. If metal
uptake is not sufficient, deficiency occurs. On the other hand, when uptake is in
excess can lead to toxicity. Each organism has a concentration range for each trace
element to maintain an optimal transition metal homeostasis [1, 2].

Following iron, zinc is the second most abundant transition metal cofactor.
Zinc plays structural, signaling, and regulatory roles and is found in thousands of
proteins, commonly required for the function of more than 300 enzymes spanning
all classes. For all these reasons, zinc is an essential micronutrient for all living
organisms, from the most complex to the most primitive, including microorganisms.
However, excess zinc is toxic to the cell, possibly through inhibition of key enzymes
and competition with other relevant metal ions. Thus, a specific concentration range
for zinc exists for each living organism [3, 4].

2 Zinc and Pathogenic Microorganisms

In order to grow successfully, microorganisms must have a supply of numerous
substances including chemical requirements. Among these chemical requirements
for microbial growth include trace elements, such as iron, copper, and zinc. The
ability of pathogenic microorganisms to obtain these micronutrients of their host
is fundamental to survive and plays a central role in the pathogenesis and the
maintenance of a successful infection [5].

Specifically, the zinc is often used for the synthesis of microbial enzymes. Certain
microorganisms may also require zinc as cofactors of enzymes and for the proper
function of transcription factors [6]. Bioavailable levels of zinc for microbial growth
in nature are sufficiently low that most microbes have evolved high-affinity binding
and transport systems [7]. The key of the zinc homeostasis in any cell is the
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transport. This homeostasis depends on maintaining correct number of transporters
in the appropriate location and the concentration of zinc available for transport [8].
Since the excess of zinc is also toxic for the microorganisms, the zinc homeostasis
can be envisioned as the equilibrium between metal uptake and efflux from the
microbial cells. In many microorganisms, there are several different types of
membrane transporters that maintain zinc homeostasis; these include P1B-ATPase
family, natural resistance-associated macrophage protein (NRAMP) family, zinc-
regulated transporter (ZRT), iron-regulated transporter (IRT)-like protein (ZIP), and
cation diffusion facilitator (CDF) family [7, 9, 10]. The CDF family has evolved in
prokaryotes and has been reported in several eukaryotic microorganisms, principally
in yeasts and parasitic protists [7, 11, 12].

3 CDF Transporters

The CDF family of transporters was first described as a novel family of heavy metal
transporters [13]. Although the first identified member of this family was CzcD of
Cupriavidus (formerly Ralstonia) metallidurans, it has been reported that this is a
ubiquitous family, members of which are found in all three domains of life [14, 15].
Mammalian members have been named “ZnT” and given the systematic name of
SLC30 [16].

Although initially the key feature of this family was that they just transport zinc,
CDFs have been shown to mediate the transport of other metal ions such as Mn2C,
Fe2C, Ni2C, Cd2C, Co2C, and Cu2C [14, 17]. All CDF proteins described in bacteria
are involved in resistance to Zn2C and other heavy metal cations. Plant CDFs are
called MTPs (metal tolerance proteins) and have primarily been characterized as
Mn2C transport proteins. In higher animals, including humans, the ZnT proteins
mainly transport Zn2C [14, 18]. For this reason the CDF family is divided into
three subfamilies according to the metals they transport: CDF-Zn, CDF-Fe/Zn, and
CDF-Mn [15]. Based on phylogenetic analysis, the CDF family is divided into 18
clades, which includes substrate-defined clades for Ni2C, Cd2C, Co2C, and Cu2C

transporters. This new grouping of CDFs into defined clades also suggests that Zn2C

and Mn2C transport, via CDFs, in eukaryotes and prokaryotes is polyphyletic [19].
The topology of the CDF transporters was predicted based on the prokaryotic

proteins belonging to this family. Most members possess six transmembrane
domains (TMs) with N- and C-termini on the cytoplasmic side of the membrane
(Fig. 1). However, it has been reported that some CDF members, notably the
MSC2 protein of Saccharomyces cerevisiae and the ZnT5 and ZTL1 in humans, can
exhibit from 12 to 15 TMs [20–22]. The function of these additional transmembrane
domains has not been clearly demonstrated, but may be related to how these proteins
interact with their partners in the heteromeric complexes, while the rest of the CDF
transporters functions as a homodimer [17].

The greatest degree of conservation among CDF proteins is found within
transmembrane domains I, II, and V. These three TM domains are also highly
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Fig. 1 The predicted topology of CDF/Znt/SLC30 family of metal ion transporter. CDF trans-
porters is predicted to have six transmembrane domains, which are numbered (I–VI). Conserved
polar or charged residues that participate in the metal recognition and transport: Glutamate (E)
within TM-I and the quartet of Histidine-Aspartate (HD-HD) in the TM-II and -V are indicated.
The histidine-rich domains that are implicated in sensing and translocating zinc to the HD-HD site
and potentially related in transport activity regulation are also indicated

amphipathic suggesting an important role in substrate transport. This hypothesis
is supported by the observation that certain polar or charged amino acids within
these domains are among the most highly conserved [23]. Several studies have
suggested that the composition of the tetrahedral transport site determines the
transport specificity in CDF transporters. This tetrahedral transport site, commonly
referred to as metal-binding site A, contains two aspartic acids and two histidines of
TM helices II and V referred to as the quartet or HD-HD motif (Fig. 1). The variant
DD-HD of the A-site quartet motif has been shown to be responsible for Cd and Zn
transport in bacteria. An asparagine is present in human ZnT10 (ND-HD), is other
variant which can function as a manganese transporter, while the DD-DD motif is
found in plant ZnT homologs that also transport manganese [15, 17, 24, 25].

In yeast and plant ZnT homologs, many amino acids other than HD-HD have
been shown to affect metal specificity. Members of the CDF family often contain a
histidine-rich region, either between TMs IV and V or at the N- and/or C-termini
or at all three locations (Fig. 1). Such regions are predicted to be cytoplasmic,
cis to metal uptake, and could function as potential metal (Zn2C, Co2C, and/or
Cd2C) binding domains. The cytosolic histidine-rich loop, between TMs IV and V,
is observed in the Zn2C transporters only and is thought to be implicated in sensing
and translocating zinc to the HD-HD site [14, 15, 17]. Although the histidine-rich
located in terminus of CDF proteins could not be determinant for the transport, they
could have a function as regulators of transport activity of these proteins [18, 26].
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4 Zinc in Trichomonas vaginalis

The flagellate parasitic protozoan Trichomonas vaginalis is the etiologic agent of
trichomoniasis, the most common non-viral sexually transmitted infection (STI) in
the world. The infection occurs in the female and male urogenital tract and humans
are the only natural host for this parasite. The World Health Organization (WHO)
estimates an incidence of 276 million new cases each year and prevalence of 187
million of infected individuals. However, the infection is not notifiable [27].

Like other protozoan parasites, T. vaginalis requires significant quantities of
nutrients, which acquires from their hosts through cell membrane transport and
phagocytosis. The pathogenesis of T. vaginalis is a multifactorial process which
depends, in large part, on the ability of trichomonads to acquire essential micronu-
trients, which include divalent metal ions such as iron, zinc, calcium, among others
[28–30].

Trichomoniasis is asymptomatic in 40–75% of men. It has been postulated that
this is due, in part, to high zinc concentration in prostatic fluid (4–7 mM). However,
levels <1.6 mM of zinc are well tolerated by T. vaginalis trophozoites and could
modulate expression of several proteins involved in the pathogenesis by this parasite
[31, 32].

4.1 Zinc and Trichomonal Virulence

Zinc concentration can differentially modulate the virulence factors of T. vaginalis.
The adhesion of T. vaginalis trophozoites to host cells involved at least five
adhesins: AP23, AP33, AP51, AP65, and AP120. The expression of four of them
(exception by AP120) is at least upregulated at the transcriptional level by zinc
[29, 33, 34]. Parasite cytoadherence is followed by a cytotoxic effect, where several
molecules participate, including proteinases, such as TVCP39 and TVCP65, whose
expression is down-regulated in high zinc concentrations [29, 32, 35]. Moreover, the
metalloproteinases TvMP50, whose expression is increased in the presence of zinc
and TvGP63, which contains a zinc-binding motif (HEXXH), play important roles
in parasite proteolytic activity and host cell apoptosis, respectively [32, 36–38].

5 Zinc Homeostasis in Trichomonas vaginalis

Despite the evidences that zinc participates in the T. vaginalis virulence modulation,
little is known regarding their zinc homeostasis-regulating proteins. In eukaryotic
cells, zinc homeostasis results from a coordinated regulation by different proteins
belonging to the ZIP and CDF transporter families, and zinc-binding proteins (i.e.,
metallothioneins) involved in uptake, excretion and intracellular storage/trafficking
of zinc, respectively.
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The information with respect to zinc-binding proteins in T. vaginalis is poor.
Nevertheless, zinc has been proposed to act as a possible regulator of many proteins
that contain “zinc fingers” domains. These proteins have been identified within the
T. vaginalis genome sequences by in silico analysis and others in an experimental
way, as the protein HMP35, a protein from hydrogenosomes, which has a putative
RING-like, zinc-binding, cysteine-rich motif [39, 40].

Recently, we identified in T. vaginalis eight ZIP-like genes (TvZIP) with high
similarity to the canonical ZIP transporters. At least six TvZIP genes are regulated
at the transcriptional level by zinc, suggesting that these membranous transporters
may be implicated in the Zn uptake in this protozoan parasite [41].

6 Identification of CDF Transporters in T. vaginalis

Since the genome sequence of the protozoan parasite T. vaginalis was published in
2007 [39], this provided an opportunity to identify target genes by homology anal-
ysis using various bioinformatic tools. Three representative CDF protein sequences
such as S. cerevisiae ZRC1 (NP_013970.1), C. metallidurans CzcD (CAA67085.1),
and E. coli FieF (P69380.1) were used as queries in the T. vaginalis genome
database (www.trichdb.org) to retrieve the CDF transporter homologous. The
genome location of the T. vaginalis CDF (TvCDF) like genes was analyzed and the
complete gene sequences were obtained. Through this genome-wide search strategy,
we identified in T. vaginalis 8 putative CDF-like genes based on similarity to
previously characterized CDF proteins in other organisms. Several studies suggested
that, due to the large size of the T. vaginalis genome (�160 Mb), a significant
portion of the proteome contains paralogous proteins [42, 43]. All TvCDF genes
identified were found annotated from the whole genome as putative cation diffusion
facilitator or cation efflux protein/zinc transporters. All trichomonad CDF genes
have full-length open reading frames (ORF) ranging from 1038 to 1488 base pairs
(bp) (Table 1).

Table 1 List of CDF genes identified in T. vaginalis genome

Genome location
Gene
name Gene ID TrichDB

Genome
sequence Start End

ORF (base
pairs) NCBI accession

TvCDF1 TVAG_132220 DS113908 7072 8382 1308 XM_001306434
TvCDF2 TVAG_228020 DS114074 14310 12994 1314 XM_001303830
TvCDF3 TVAG_285720 DS114481 11412 12722 1308 XM_001300194
TvCDF4 TVAG_060360 DS113353 61220 59982 1236 XM_001321848
TvCDF5 TVAG_027220 DS113573 40429 41474 1038 XM_001314062
TvCDF6 TVAG_093530 DS113185 108078 109568 1488 XM_001583115
TvCDF7 TVAG_283320 DS113192 194739 196067 1326 XM_001582098
TvCDF8 TVAG_437450 DS113194 264494 265792 1296 XM_001581885

http://www.trichdb.org
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Fig. 2 Schematic representation of the domain architecture of CDF transporters in T. vaginalis.
The proteins were drawn approximately to scale. The domains are named and located according to
the CCD and SMART protein domain databases. CDF cation diffusion facilitator, ZT_dimer Zinc
Transport dimerization

6.1 In silico Analysis of TvCDF Sequences

Several studies have investigated the use of multiple in silico prediction tools to
assess the predictive accuracy or the use of consensus programs (metservers) that
combine the output from several in silico prediction tools and produce a single
consensus outcome, all of which have been reported to offer improved performance
over individual tools [44]. Here we analyzed the characteristics of TvCDF sequences
by at least two different algorithms. Genomic annotations of the relative positions
of the conserved domains within each TvCDF sequence were evaluated through the
identification of CDF domains predicted by comparison using the NCBI Conserved
Domains Database (https://www.ncbi.nlm.nih.gov/cdd) and the SMART program
[45]. The information retrieved by both programs for each gene was used to obtain
a graphic representation of the conserved domains found in the selected TvCDF
sequences using the SMART database based on CDF domain and had e-values
higher than 1�10. As shown in Fig. 2, all TvCDFs possess at least one Cation_efflux
domain, of which TvCDF6 and TvCDF8 possess an additional dimerization domain
for zinc transporters (ZT_dimer).

It has been demonstrated that most of the CDF family members have six pre-
dicted transmembrane (TM) domains, where two aspartic acids and two histidines

https://www.ncbi.nlm.nih.gov/cdd
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in TM-II and TM-V acts as potential metal-binding site [17]. The prediction of the
transmembrane regions of the TvCDF-like transporters was constructed based on
TMHMM (http://www.cbs.dtu.dk/services/TMHMM) and MEMSAT-SVM (http://
bioinf.cs.ucl.ac.uk/psipred/) methods [46, 47]. The predicted topology of TvCDF
proteins was illustrated in Fig. 3. TvCDF1, TvCDF2, TvCDF3, TvCDF5, TvCDF7,
and TvCDF8 demonstrated the presence of the expected six transmembrane (TM)
regions and both the N- and C-terminus located on the intracellular surface of the
cell, in agreement with the observed in most of the CDF transporters previously
reported. It was found that all TM structures are ’-helices consisting of 16-24 amino
acid residues. Exceptionally, TvCDF4 and TvCDF6 exhibited the presence of nine
and ten TM regions, respectively. However it is consistent with other large CDF
members as the ZnT5 reported in humans [17]. This heterogeneity in structure of
each TvCDF transporter suggests diversity in functionality.

To find out conserved regions of TvCDF proteins, a multiple alignment with
the deduced amino acid sequences of all eight transporter sequences was achieved
with the MUSCLE algorithm (http://www.ebi.ac.uk/Tools/msa/muscle/). Align-
ments were shaded using the program BOXSHADE (https://embnet.vital-it.ch/
software/BOX_form.html) at a threshold fraction of 0.3 (no reference sequence).
The identical and similar residues were shaded black and gray, respectively. Due to
variations between TvCDF predicted sequences, TvCDF1 was used as reference to
enumerate potential TM domains. Predicted locations of TM domains were labeled
above the sequences as TM I-VI (Fig. 4).

Multiple alignment of these eight sequences showed that TvCDF1, TvCDF2,
and TvCDF3 display the same conserved residues found in all members of group
I CDF proteins, indicating that these TvCDF transporters are probably responsible
for zinc efflux. In addition, locations of the amino acid residues histidine (H) and
aspartate (D), which has been suggested to be responsible for zinc binding, are
conserved in the TM II and TM V of these three TvCDF. Remarkably, TvCDF7
and TvCDF8 present the conserved motifs: DSXLD and DHRND, which lie in
TMs II and V, respectively. The conserved residues (DXXXD) has been implicated
to play an important role as a heavy metal-binding site and manganese transport
through the membrane, principally in plants [17, 24]. Although conserved metal-
binding motif was not found in none of the other three TvCDF (TvCDF4-6) proteins,
they specifically present a CDF domain, as mentioned above, indicating the high
diversity between TvCDF paralogs.

6.2 Conserved Motif and Primary Sequence Analysis
of TvCDFs

To identify the most conserved motif sequences in TvCDF proteins we performed
a Motif analysis using MEME tool [48] with the following parameters; maximum
number of motifs to find, 5; minimum and maximum motif width set to 6 and 50
amino acids (http://meme.nbcr.net/meme/tools/meme). Five motifs were identified

http://www.cbs.dtu.dk/services/TMHMM
http://bioinf.cs.ucl.ac.uk/psipred
http://www.ebi.ac.uk/Tools/msa/muscle
https://embnet.vital-it.ch/software/BOX_form.html
https://embnet.vital-it.ch/software/BOX_form.html
http://meme.nbcr.net/meme/tools/meme
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Fig. 3 Putative topology of TvCDF transporters. Prediction of the topology for T. vaginalis CDF
transporters summarizing the linear coordinates for the helices and indicating the extra- and
intracellular regions. Circles with roman numerals represented transmembrane regions. NH2 and
COOH terminal regions were labeled and represented as single lines
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Fig. 4 Alignment of predicted T. vaginalis CDF proteins. Sequences alignment was performed by
use of the MUSCLE algorithm (http://www.ebi.ac.uk/Tools/msa/muscle/) and identical or similar
amino acids were shaded by BOXSHADE (http://www.ch.embnet.org/software/BOX_form.html).
Boxes with roman numerals above the sequence indicated the transmembrane spanning domains.
Single lines represented the extra- and intracellular regions between TM domains

http://www.ebi.ac.uk/Tools/msa/muscle
http://www.ch.embnet.org/software/BOX_form.html
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with an e-value support lower than 1�35 and their annotation was searched in Pfam
database (http://pfam.xfam.org/). Motifs 1–4 were 50 amino acid residue long, while
motif 5 was 41 amino acids. Motifs 3, 4, and 5 were related to CDF protein family
and present in all TvCDF sequences. Interestingly all identified motifs correspond
to TM domains (Table 2).

The physicochemical parameters of TvCDF sequences were analyzed by using
Expasy’s ProtParam server [49]. The average protein length ranges from 346 to
496 amino acids. Many studies have reported that the majority of CDF family
members consist of 220–650 amino acid residues. Also, were included in the
study the molecular weight which ranges from 38,716 to 58,607 Da and the
isoelectric point (pI) ranging from 5.30 to 8.08 (Table 3), which are closely
related to the characteristics of CDFs from other species. Based on CELLO
analysis [50], the subcellular location was predicted (http://cello.life.nctu.edu.tw/).
All TvCDF transporters were predicted to be located in the plasma membrane,
suggesting that they could be responsible for the zinc efflux in T. vaginalis. However,
other bioinformatic programs predict the possible location in other membranous
organelles (data not shown) that they might be involved in ion detoxification through
compartmentalization. For putative functional analysis of the TvCDF proteins, a
specialized tool PFP from Kihara Bioinformatics Laboratory (http://kiharalab.org/
web/pfp.php), which extracts and scores GO annotations based on their frequency
of occurrence in the retrieved sequences, predicted that all TvCDF proteins have the
molecular activity as transporter during the biological process of cation transport
(Table 3).

6.3 Phylogenetic Analysis of TvCDF Sequences

In order to establish evolutionary relationships between TvCDF proteins and
reference CDF proteins, a phylogenetic tree was carried out with sequences
from various species using the neighbor-joining method and the JTT correc-
tion model. To this purpose, nine sequences from different species were used,
including a selection of previously identified mammalian, invertebrate, fungal, and
bacterial CDF sequences. The reliability of the phylogenetic tree was estimated
using bootstrap values with 1000 replicates using MEGA version 7.0 software
(www.megasoftware.net). The phylogenetic tree classified the CDF proteins into
three main subfamilies: CDF-Zn, CDF-Zn/Fe, and CDF-Mn (Fig. 5), consistent with
published data and sequence similarities between CDF orthologs.

The phylogenetic analysis showed that TvCDF1, 2, and 3 were closely related to
members of the subfamily CDF-Zn. It was suggested that the amino acid residues
DH-DH is responsible for Zn transport [17], that are conserved in these three
first TvCDFs, which indicates that they may be functionally related to Zn efflux
in T. vaginalis. In addition, TvCDF7 and TvCDF8 formed a cluster with other
two members of the subfamily CDF-Mn, since they conserved the quartet DD-DD
found in CDF homologs that transport manganese (Figs. 4 and 5). With respect to

http://pfam.xfam.org
http://cello.life.nctu.edu.tw
http://kiharalab.org/web/pfp.php
http://kiharalab.org/web/pfp.php
http://www.megasoftware.net
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Fig. 5 Phylogenetic relationship of the TvCDF proteins with homologous sequences from
selected species. A rooted, neighbor-joining (NJ)-based tree of the CDF proteins was constructed
with the deduced sequences of CDF proteins from the three different subfamilies (CDF-Zn, CDF-
Zn/Fe, and CDF-Mn). Asterisks indicate the TvCDF sequences. Stars indicate two closely related
protozoan CDFs (Naegleria gruberi and Leishmania infantum)

TvCDF5, 6 and 7, the phylogenetic relationship is not clear, at least with the number
of sequences used for this study (Fig. 5).

6.4 Gene Expression Analysis in Response to Zinc

To verify the effect of zinc on the expression of the TvCDF genes, the transcrip-
tional profiling was performed on T. vaginalis trophozoites grown in Diamond’s
trypticase-yeast-extract-maltose (TYM medium) supplemented with 12% heat-
inactivated horse serum. The zinc-supplemented medium was prepared by adding
zinc sulfate at different final concentrations (0.5, 1.0, and 1.5 mM), accord-
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ing to previous reports [51]. Total RNA was isolated from normal and treated
T. vaginalis trophozoites and treated with DNase. First-strand cDNA was syn-
thesized. To examine the expression profiles of target genes, semi-quantitative
RT-PCR was employed using 0.2 �L cDNA preparation as a template. All gene-
specific primers for T. vaginalis target genes were designed using Primer-Blast
(http://www.ncbi.nlm.nih.gov/tools/primer-blast/). As an internal control, the con-
stitutively expressed tubulin gene from T. vaginalis was used. For each primer pair
the PCR program was empirically adjusted. PCR products were analyzed using 1%
agarose gels stained with ethidium bromide.

We found that under control conditions without zinc salt, all of the analyzed
TvCDF genes could be detected. Moreover, when T. vaginalis cultures were
supplemented with zinc, the expression of TvCDF1, 4, and 7 was suppressed at
the higher concentration of ZnSO4 tested (1.5mM), while the transcript levels of
TvCDF2, 5, and 8 were not distinct from those observed in the control condition
(Fig. 6). Interestingly, the transcript level of TvCDF3 was increased in the presence
of ZnSO4 at 0.5 mM and remains unchanged in the higher zinc concentrations. On
the other hand, TvCDF6 also showed an increase in the level expression but until the
1.0 mM concentration of ZnSO4 and returns to basal levels in higher concentration.
These data showed that the expression of some of the TvCDF genes is regulated by
zinc availability.

7 Discussion and Perspectives

Due to the complexity of the biological processes, the biology and computer science
did not seem to have any relationship. This link began when some investigators
detailed that nature uses algorithm-like procedures to solve biological problems. By
viewing these biological systems as information processing units, bringing together
computational, statistical, experimental, and technological methods, they gave rise
to the computational molecular biology. Over the last few years, this strategy has
been successfully used in the improvement in our ability to study detailed aspects
of molecular, cellular, organism-level biological systems, and the analysis of large
gene lists within the complete genomes of several organisms, actually recognized as
bioinformatic analyses.

T. vaginalis depends on zinc to modulate the expression of several genes and
proteins that participate in their metabolism. Although the amount of data on zinc-
dependency in trichomonads is available, the mechanisms of zinc homeostasis
in this parasite have just started to be elucidated. Recently, we found ZIP-like
sequences in the T. vaginalis genome demonstrated a zinc-dependent expression
at the transcriptional level, which suggests a role for the zinc uptake in this parasitic
protist [41]. However, the transporters involved in the zinc efflux to avoid the excess-
related toxicity of this metal in this parasite have not been reported, until now.

In this work, using bioinformatic tools, we report eight CDF-like transporters
in T. vaginalis, which were characterized based on similarity to other CDF family

http://www.ncbi.nlm.nih.gov/tools/primer-blast
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Fig. 6 Expression analysis of TvCDF genes in T. vaginalis trophozoites cultured under excess
zinc concentrations. Expression levels of TvCDF genes (TvCDF1-8) were addressed by adding
increasing concentrations of ZnSO4 (0, 0.5, 1.0, 1.5 mM) to the culture medium for 24 h. Tubulin
gene was used as a constitutively expressed control gene. Analysis was performed by RT-PCR

members. Since the genome sequence of T. vaginalis was released, the large size
suggested that a significant portion of the proteome contains paralogous proteins
[43]. Many studies have reported that the majority of CDF family members consist
of 220–650 amino acid residues. ORF analysis of the TvCDF genes showed that
comprises from a minimum of 1038 (TvCDF5) to maximum of 1488 (TvCDF6)
base pairs (Table 1), which are closely related to the size of CDFs from other species
[52].

Prediction of TM domains in TvCDF family proteins revealed that the majority
presents 6 TM domains (Fig. 3), consistent with the observed in most of the CDF
genes in other species. However, TvCDF4 and TvCDF6 exhibit more TM domains,
and are more likely to indicate that they belong to the large CDF members [17].
Taken together all bioinformatic and gene expression analyses, we can conclude that
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T. vaginalis presents at least three CDF transporters (TvCDF1, 2, and 3) which we
found that could be located on the membrane of this protozoan parasite regulating
the zinc efflux. Also, this parasite contains other five members of the CDF family
that may be capable of transporting other divalent metals in addition to zinc, as
manganese.

This study is the first to characterize the CDF gene family and report the
expression profile of these types of proteins in this parasite. Although CDF
orthologs have been characterized in many eukaryotic cells, to our knowledge,
there are no reports concerning the identification and characterization of CDFs
in protozoan parasites. Our future works will explore whether the variations in
zinc concentrations in the natural environment during infection, principally in male
patients, explain the way this anaerobic parasite controls gene expression and their
virulence. Nevertheless, these data could bring new insights into the mechanism of
zinc transport in T. vaginalis.
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Abstract The discovery that the metabolism of cancer cells is different from
non-malignant cells is not new, this finding was described more than a century
ago by O. Warburg. Nevertheless, in the last decade the technologies such as
capillary electrophoresis, mass spectroscopy (MS), and proton nuclear magnetic
resonance spectroscopy (H-NMR) have allowed deciphering the complexity and
heterogeneity underlying the cancer metabolism. These high-performance tech-
nologies are generating a large amount of data that requires conceptual schemes
and approaches to efficiently extract and physiologically interpret the dynamic
spectrum of the metabolome data in cancer samples. Breast cancer is a disease that
highlights the need to develop computational schemes to systematically explore the
metabolic alterations that support the malignant phenotype in human cells. Hence,
systems biology approaches with capacities to integrate in silico modeling and high-
throughput data are very attractive for clinicians to make oncological treatment
decisions combined with static parameters such as clinical and histopathological
variables. In this chapter we present a cutting-edge review, perspectives and scope
of how metabolic approaches in breast cancer studies can be used not only to
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integrate the local and systemic response of the host, but also as a technique
to look for metabolic biomarkers by non-invasive and simpler sample procedure
in biofluids such as serum, saliva, urine, pleural fluid, breath, and ascites. We
discuss how the “metabolic phenotype” approach could contribute to developing a
personalized medicine by combining metabolome data and computational modeling
to evaluate some clinical variables such as detection of relapses, monitoring and
response prediction to treatment and toxicity prediction in patients. Even though
some advances have been accomplished, in practice there are many challenges
and limits that will have to be broken before the metabolomics can be integrated
into the day-to-day clinic. Despite this situation, it is evident that the translational
multidisciplinary approach combined with the rapid technological development and
the correct data interpretation will bring in the future tools for improving outcomes
in the clinical area.

Keywords Metabolism in cancer · Systems biology · Genome-scale metabolic
reconstructions · Metabolome · Precision medicine

Abbreviations

ABC Advanced breast cancer
AUC Area under curve
AUROC Area under the receiver operating characteristic curve
CE-TOF/MS Capillary electrophoresis time-of-flight mass spectrometry
CE Capillary electrophoresis
EBC Early breast cancer
GC-MS Gas chromatography-mass spectroscopy
HER2 Human epidermal growth factor receptor 2
H-NMR Proton nuclear magnetic resonance spectroscopy
HR-MAS High resolution magic angle spinning magnetic resonance

spectrometry
LBC Localized breast cancer
LC-MS Liquid chromatography-mass spectroscopy
LTNBC Localized triple negative breast cancer
LTPBC Localized triple positive breast cancer
MS Mass spectroscopy
NMR Nuclear magnetic resonance spectroscopy
no pCR No pathologic complete response
OPLS-DA Orthogonal least-squares discriminant analysis
OS Overall survival
pCR Pathologic complete response
PLS-DA Partial least squares discriminant analysis
TNBC Triple negative breast cancer
TNMc Clinical tumor/nodes/metastasis
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TNMp Pathological tumor/nodes/metastasis
TPBC Triple positive breast cancer
TT Treatment toxicity
TTP Time to disease progression

1 Introduction: A Brief Survey of Metabolic Alterations
in Cancer

Metabolic alteration is a hallmark in cancer cells whose characterization and
understanding have crucial implications to develop optimized drug design and
identify feasible biomarkers to improve the diagnosis and prognosis of the disease.
The most well-known metabolic alteration in cancer is the Warburg effect, which
represents an aerobic glycolysis in cancer cells given by an excessive consumption
of glucose and high rates of lactate production even at high concentrations of
oxygen available in the microenvironment [1]. Besides glycolysis, glutaminolysis
is another main pillar of tumor cells for energy production and an important source
of nitrogen for proteins [2]. Glutamine is an abundant metabolite in blood and
its consumption and degradation play an essential role to replenish a variety of
metabolic functions and consequently, its control has been suggested as a potential
metabolic therapeutical strategy again the uncontrolled proliferation in cancer [3].
For instance, glutamine is a fundamental piece in metabolism being responsible
for many cellular functions, like nitrogen donor for purines, pyrimidines, and non-
essential amino acids necessary for proliferation, also required in the generation
of antioxidants to remove reactive oxygen species, as well as carbon donor for
fatty acids synthesis [4]. Moreover, it is an indispensable piece in cell signaling,
apoptosis, and drug resistance, as well as epithelial-mesenchymal transition, a
considerable step in metastasis [5]. Furthermore, glutaminolysis contributes to
tumor growth in two distinct but connected ways, by promoting cell proliferation
and inhibiting cell death. Overall, both of these metabolic mechanisms, Warburg
effect and glutaminolysis, are paired in cancer cells for completing each other the
metabolic requirements for biomass production in cancer tissues [6, 7].

Despite these findings have been a milestone in cancer biology, currently there is
evidence that these effects can be the tip of the iceberg, and new complex metabolic
phenotypes can emerge due at least by two main factors: the genetic heterogeneity
in cancer evolution and the specific physiological conditions prevailing in human
tissues [8]. Thus, the understanding of how metabolic alterations emerge in different
types of cancer and how these can be associated with clinical variables for diagnosis
and prognosis is an active field that promises the development of precision medicine
based on the personalized description of the genetic background and clinical
history of the patients. In order to move toward this last direction, there will
be a more close and permanent communication between clinical knowledge in
oncology, data obtained from high-throughput technologies and systems biology
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schemes to interpret them. Notably, significative advances have been achieved
toward the integrative description of metabolome technologies and the development
of computational schemes to integrate and interpret data. Thus, recent advances
in technologies such as capillary electrophoresis (CE), mass spectroscopy (MS),
and proton nuclear magnetic resonance spectroscopy (H-NMR) have allowed to
characterize and differentiate the metabolic phenotype between patients with and
without cancer by monitoring invasive and non-invasive clinical samples such as
biopsies, urine, saliva, and plasma [9]. On the other hand, genome-scale metabolic
reconstructions and constraint-based modeling have been a proper paradigm in
systems biology to integrate high-throughput data, explore the metabolic phenotype,
and predict metabolic targets to reduce proliferation in cancer cells and explore
other strategies in human complex diseases. In this chapter, we present a deep
discussion of the advances, challenges, and perspectives of how systems biology
and metabolome technology is an appealing strategy to understand the metabolic
alterations in clinical stages for breast cancer, a disease with a strong impact at
worldwide scale. Given the different academic backgrounds between physicians
and computational scientists, one of our purposes is to build a line of communi-
cation between both areas. To this end we discuss recent clinical applications of
metabolome and systems biology in the study of breast cancer. With this idea in
mind, we organize the chapter as follows. Section 2 is devoted to present some
clinical applications of metabolome data to understand the metabolic alterations
in breast cancer. In Sect. 3 we present the main ideas and principles that drive
modeling in systems biology, mainly genome scale metabolic reconstructions. Here
we highlight the need of mathematical and computational formalisms to get three
aims: (1) integrate and interpret high-throughput data from a systemic point of view,
(2) construct a framework for systematically building biological hypotheses; and (3)
rational design of experiments to reduce the proliferative progress and malignancy
of cancer cells. Finally, the last section is focused to analyze and evaluate the current
limitations and challenges that we need to face in order to persuade and implement
future systems biology schemes in the health-care sector.

2 Clinical Applications of Metabolome: Studies in Breast
Cancer

For many years patients with breast cancer were treated with the concept that
one treatment would fit to all. Treatment criteria were based only on anatomical
and pathologic variables such as tumor, nodes, metastases (TNMc (clinical)/TNMp
(pathologic) stage), negative versus positive nodes, and hormone receptors status.
However, even though these variables are extremely relevant to determine a patient
diagnosis, the overwhelming heterogeneity of cancer has made evident that the drug
effectiveness depends on a set of factors such as the genetic context, treatment
tolerance, toxicity, HER2 overexpression, and patient metabolism. In the last years
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after the omics revolution, the discovery of new biomarkers, receptors, and intra-
cellular mechanisms have allowed to treat in a personalized way and consequently
benefiting the patients with the concept of “less is better.” The correct selection of
the optimal treatment allows to have the most effective and less toxic treatment.
Personalized medicine from the therapeutic point of view is defined as a model
that uses molecular profiling technologies to tailoring the correct treatment for the
right person at the right time [10]. Breast cancer is one of the best cancer examples
in which high-throughput technologies have transferred genetic knowledge into
clinical practice through the association of different biological subtypes with differ-
entiated prognostic or treatment response [11]. Altered metabolism is a hallmark to
sustain the malignancy in cancer given that cancer cells simultaneously rewire their
metabolism to increase the production of biomass, and induce genetic profiles that
modify the checkpoint mechanism of the cell cycle. Uncovering and understanding
the molecular mechanism by which metabolism, cell cycle, and microenvironment
link together have important implications to explore the physiological responses that
can emerge inside the tumor and design strategies for optimal outcome in the clinical
field. The metabolic approach in breast cancer is attractive given that the genomic
and transcriptional approach cannot analyze the dynamic metabolites that could
be a key determinant of many malignant and non-malignant pivotal cell pathways
[12]. Another practical advantage for the clinician and patient is the easier sample
taking and the goodness of obtaining multiple samples during the disease evolution.
The breast cancer clinical scenarios where the metabolomic approaches have been
applied are summarized in Table 1.

2.1 Screening/Early Diagnosis

Despite human life expectancy has increased in the last century, the frequency
of chronic diseases, such as cancer, have increased due a variety of factors that
include the diet, the environmental and unhealthy lifestyles. Cancer is and will
be a common disease that will confront resource-limited health systems; derived
from this there is a great interest in screening susceptible population to detect in a
preclinical manner which would make the possible cancer cure or reduce treatment
costs. Cancer diagnosis in preclinical stages increases the possibilities of cure and
evidently has a less expense on health systems. Like any screening maneuver, there
is a possibility of damage finding false results (positives or negatives) or giving
overtreatment to tumors that do not impact the patient survival. That is why the
interest in developing fine diagnostic tools with great accuracy is a constant in
cancer screening. The metabolome is theoretically envisaged as a great screening
tool because of easiness in obtaining samples and their predictive accuracy. There
are several studies in which it has been possible to demonstrate that the metabolic
alterations differ markedly between malignant and non-malignant proliferative cells
[13].
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Table 1 Clinical applications of metabolome: studies in breast cancer

Clinical Scenario Author/n Study design Sample type Outcome(s)

Screening/early
diagnosis

Slupsky et
al./n D 38/67

Cases/controls Urine R2 D 0.75Q2 D 0.57

F-P7
METAcancer
consor-
tium/n D 289/15

Cases/controls Breast cancer
tissue/breast
non-malignant
tissue

Staging Oatman et
al./EBC
n D 44 ABC
n D 51

Prospective
cohort

Pre- and
post-surgery
serum

Sensitivity 75%
Specificity 69%
Accuracy 72%

Jobard et
al./validation
cohort EBC
n D 61 ABC
n D 51

Prospective
cohort

Pre-surgery
and pre-
chemotherapy
serum

AUC 0.91 Sensitivity
78.2–95.6%
Specificity
67.3–87.7%

Memorial
Sloan
Kettering
Cancer Center
Biobank LBC
n D 61 ABC
n D 51

Prospective
cohort

LBC
pre-surgery
and
post-surgery
ABC serum

Accuracy 84–87%
ER negative Relapse
AUC 0.82, sensitivity
82%, specificity 72%
Accuracy 75%

Hadi et
al./n D 152/155

Cases/controls Serum Cases
pre-surgery

Sensitivity 96%
specificity 100%

Classification by
biological
subtypes

Borgan et
al./n D 46

Retrospective
cohort

Breast cancer
tissue

3 luminal subgroups
identification
(p D 0.001)

Cao et
al./n D 75
LTNBC
LTPBC

Retrospective
cohort

Breast cancer
tissue

Accuracy 77%
(p D 0.001)

Predictive mark-
ers/neoadjuvant
context

Wei et
al./n D 28
LBC

Prospective
cohort

Serum pCR vs no pCR
Discrimination for no
pCR 80% AUROC
0.72

Prediction/early
detection of
toxicity

COMET
project
(consortium
for
Metabonomic
toxicology)

Murine model Serum and
urine

Sensitivity 41%
specificity 77–100%

Measurement of
residual disease

Asiago et
al./EBC
n D 56

Prospective
cohort

Serum
pre-surgery

Relapse prediction
13 months earlier
than clinical methods
in 55% of relapsed
patients

Oakman et
al./n D 44
EBC

Prospective
cohort

Pre- and
post-surgery
serum samples

Preoperative LBC
Sensitivity 75%,
specificity 69%
predictive accuracy
72%

(continued)
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Table 1 (continued)

Clinical Scenario Author/n Study design Sample type Outcome(s)

Prognosis/treatment
response prediction in
ABC

Tenori et al.
n D 579
ABC

Prospective
cohort

Subgroup
analysis
HER2
positive

TTP
accuracy
89.6% OS
predictive
accuracy
78%

EBC early breast cancer, LBC localized breast cancer, ABC advanced breast cancer, LTNBC
localized triple negative breast cancer, LTPBC localized triple positive breast cancer, pCR
pathologic complete response, no pCR no pathologic complete response

With the purpose to move toward early diagnosis methods studies have been
carried out on gastric, prostate, and pancreatic cancer [14–16]. For instance,
Slupsky et al. collected urine samples in breast and ovarian cancer patients at
different cTNM stages and in healthy women. They described 67 metabolites from
300 selected, 80% matched in the spectrum and could be dissected to the two
study cohorts; women with cancer versus healthy controls [17]. Furthermore, the
European FP7 METAcancer consortium analyzed 300 patients with breast tumor
and non-malignant breast tissue. As a result of this study, there were identified
600 metabolites as complex lipids, primary metabolites, and unidentified metabolic
signals. It was possible to identify significant differences in a heat map between no-
malignant breast tissue and breast cancer. Notably, 15 non-malignant breast tissue
and 289 breast cancer tissue were compared and the metabolites between the two
groups were different with very few outliers [18, 19].

In a recent publication by Zhou et al., H-NMR spectroscopy was performed
on urine and serum samples from patients with cancer and healthy controls; using
orthogonal least-squares discriminant analysis (OPLS-DA) allowed to discriminate
a metabolic profile for cancer. Nine serum metabolites and 3 metabolites in urine
were significantly different between the two groups. In OPLS-DA score plots
of serum sample there were significant biochemical differences between the two
groups (R2X D 0.39 y Q2 D 0.75) [20].

2.2 Staging

The classic canons of the cancer staging are based on anatomical data (tumor size,
node infiltration, and distant metastasis); however, it has been proven over time
that this classification is not always associated with the prognosis or treatment
benefit prediction because there are other variables in the equation. Thus, there are
metabolomic studies in renal and bladder cancer which have demonstrated that the
metabolomic profiles can differentiate between localized and advanced disease. In
breast cancer, Oakman et al. [21] showed significant differences in the metabolic
profiles between localized and advanced disease in 44 early breast cancer patients
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in whom serum was collected pre- and post-surgery and in serum of 51 advanced
breast cancer. The prediction of this metabolic profile for the advanced disease
had a sensitivity of 75%, specificity of 69%, and predictive accuracy of 72%. On
the other hand, Jobard et al. [22] described a metabolic fingerprint for metastatic
disease in women with localized breast cancer and advanced disease, in the training
cohort they used 46 preoperative samples in localized disease and 39 samples in
advanced disease. In the validation cohort 61 samples in localized disease and 51 in
metastatic disease showing a high power of discrimination between both entities.
In the Memorial Sloan Kettering Cancer Center (MSK) biobank, the metabolic
fingerprint was compared in 90 patients with advanced breast disease and 80 patients
with localized breast disease. Patients with localized disease had a basal sample and
another post-surgery. Clinical follow-up was 5 years and a training and validation
cohort was included in the study. A high predictive accuracy was demonstrated
between 84 and 87% to distinguish both entities and in localized disease where a risk
score for relapse was generated. This score was compared with conventional clinical
risk factors for relapse in ER negative disease and the metabolomic risk score was
obtained in the validation cohort AUC 0.82, 82% sensitivity, 72% specificity, and
75% predictive accuracy [23]. Hadi et al. in the serum of 152 pre-surgery breast
cancer patients and 155 controls compared by GC-MS (Gas chromatography-mass
spectrometry) the metabolic profile followed by chemometric analysis. Partial Least
Squares Discriminant Analysis (PLS-DA) model identified significant differences
between the groups, sensitivity 96% and specificity of 100% on external validation.
An increased lipogenesis and production of volatile organic metabolites indicates
key metabolic alteration in breast cancer patients [24].

2.3 Classification by Biological Subtypes

Since the metabolomics approach has the ability to capture the entire picture
of host–tumor interaction, it represents an attractive variable for their biological
classification. Thus, Borgan et al. analyzed 46 biopsies of breast cancer patients
with a combined transcriptomic (RNA extraction and microarray analysis) and
metabolomic approach (high resolution magic angle spinning magnetic resonance
spectroscopy) [25]. In 31 tumors classified as luminal A using unsupervised
hierarchical clustering, three luminal subgroups A1, A2, A3 were identified. The
major metabolites differed significantly between each of the profiles (p D <0.001)
including alpha-glucose, beta-glucose amino acids, myo-inositol, and alanine. In the
A2 subgroup were those samples with low glucose levels and high levels of alanine
and lactate which results in a greater Warburg effect.

In addition, metabolome studies have contributed to distinguishing different
subgroups in same cancer. For instance, the European FP7 METAcancer consortium
has reported metabolic heterogeneity in breast cancer biological subtypes (hormone
receptor positive and negative tumors) and between histological grade differenti-
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ation (grade 1–2 versus grade 3) [11, 12]. Furthermore, Cao et al. characterized
the metabolic profiles of triple negative breast cancer (TNBC) and hormonal
positive plus HER2 positive breast cancer called triple positive breast cancer
(TPBC positive). In order to explore the metabolic activity, high resolution magic
angle spinning (HR MAS) magnetic resonance spectroscopy (MRS) was performed
in 75 located infiltrating breast cancer tissues. Multivariate partial least squares
discriminant analysis (PLS-DA) modeling and relative metabolite quantification
were used. The PLS-DA showed high accuracy to separate TNBC and TPBC
(77.7%, p D 0.001). The concentration of choline was higher in TNBC than
TPBC (p D 0.008, q D 0.041), TNBC lower level of Glutamine (p D <0.001,
q D 0.001) and higher Glutamate (p D 0.002, q D 0.015) compared to TPBC.
In discrimination between HER2 positive and HER2 negative by PLS-DA CV
accuracy was 69.1% (p D <0.001). High Glycine was found in HER2 positive
(p D 0.002, q D 0.012) [26]. Even though these results represent good news for
characterizing the malignant phenotype through some key metabolites, it is needed
to study its clinical implications in the prognosis of the disease.

It has been previously described that breast cancer requires glutamine for cell
proliferation, in TNBC cell lines has recently been reported that the expression of
a Mucin 1 (MUC1). MUC1 is a glycoprotein that causes alterations in metabolic
pathways involved in tumor growth. Goode et al. observed a cellular dependence
of glutamine with MUC1 expression which facilitates metabolic reprogramming to
use glutamine and generate chemoresistance. MUC1 overexpression significantly
increased glucose and glutamine uptake in MDA-MB-231 cells and MUC1 knock-
down reduced glucose and glutamine uptake in MDA-MB-468 cells [27].

2.4 Predictive Markers/Neoadjuvant Context

The context of neoadjuvant treatment in breast cancer is for the clinician the perfect
scenario to test biologically sustainable hypotheses for the search of prognostic or
predictive markers that allow treating each patient in a personalized and precise
way [28]. Undoubtedly, this enterprise has strong impact in identifying early
markers of response to treatment in the understanding of taking better and more
dynamic therapeutic decisions. Even though studies evaluating metabolomics in the
neoadjuvant context of breast cancer treatment are very scarce, some breakthroughs
have been reported. For example, Wei et al. described in serum samples the
metabolic profile of 28 patients with non-metastatic breast cancer who received
sequential neoadjuvant chemotherapy (Epirubicin 990 mg/m2 C Cyclophosphamide
600 mg/m2, 4 three weekly cycles) followed by taxane (Docetaxel 100 mg/m2, 4
three weekly cycles) [29]. In HER2 positive tumors, trastuzumab was added. They
reported a complete pathological response (n D 8), partial response (n D 14), and
no response (n D 6) to chemotherapy. A prediction model with LC-MS and NMR
was used. Threonine, Isoleucine, Glutamine from NMR and linolenic acid from LC-
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MS were significantly different (p D <0.05) and (p D <0.01), respectively, between
the pathological response groups. Combining NMR and LC-MS analysis had the
capacity to discriminate up to 80% of the patients who would not have a complete
pathological response to neoadjuvant chemotherapy (AUROC D 0.72).

2.5 Prediction or Early Detection of Toxicity

For many years it has been known that the toxicity derived from the oncological
treatment varies from patient to patient. Because of this fact, there is a need to
identify metabolic biomarkers that help us to select the optimal treatment with
the adequade doses for each patient. With this purposes in mind, the COMET
project (Consortium for Metabonomic Toxicology) has studied murine models and
organ-specific toxicity (liver, kidney) in urine and serum samples with NMR-based
technology that has shown that the metabolomic signature can have a sensitivity of
41% and specificity of 77–100%, which is a practical tool for toxicity screening
[30].

2.6 Measurement of Residual Disease

Breast cancer, even when clinically appears to be localized to the breast and axillary
nodes, is a systemic disease at the time of diagnosis (micrometastatic disease).
Notably, the metabolomic profile would allow distinguishing patients with the
micrometastatic disease who are at increased risk of relapse. Asiago et al. analyzed
serum samples of women with early breast cancer in surveillance following surgical
resection to test if metabolomic profile could be used to predict relapse. 257 samples
from 56 breast cancer patients, 20 patients relapsed and 36 had no relapse evidence.
With a follow-up of at least 2 years Combination NMR (nuclear magnetic resonance
spectroscopy) and MS (mass spectroscopy) found a relevant metabolites panel to
discriminate relapse versus no relapse; the metabolites predict the relapse 13 months
earlier than clinical methods did in 55% of relapsed patients [29].

In another study, Oakman et al. in forty-four early breast cancer patients with
pre- and postoperative serum samples analyzed a metabolomic fingerprint by
NMR, fifty-one metastatic breast cancer patients were used as control group. This
fingerprint was contrasted with the Adjuvantonline calculator for relapse risk mea-
surement. Preoperative localized breast cancer was identified (75% sensitivity, 69%
specificity, and 72% predictive accuracy). The comparison with Adjuvantonline was
discordant, high risk by Adjuvantonline, pre- and post-metabolomic were 21, 10,
and 6 respectively [19].
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2.7 Prognosis/Prediction of Treatment Response in Advanced
Breast Cancer

579 patients with metastatic breast cancer were randomized to receive pacli-
taxel C lapatinib or placebo. Serum metabolomic profiles were analyzed using
NMR spectroscopy. The outcomes were time to progression (TTP), overall survival
(OS), and treatment toxicity (TT). In a subgroup analysis in HER2-positive
treated with paclitaxel C lapatinib, metabolomic profiles (in the upper and lower
thirds of dataset) showed significant differences for TTP (n D 22, predictive
accuracy D 89.6%) and OS (n D 16, predictive accuracy D 78%) [31]. This
work illustrates that the metabolomic profile can be used to predict the response
and prognosis in a specific type of anti-HER2 target drug (lapatinib) in a specific
subgroup of advanced breast cancer.

In summary, metabolome technology applied in cancer clearly opens a window
with opportunities to develop new methods of diagnosis and prognosis in breast
cancer with potential benefits to improve the outcomes of the treatments applied
to patients. However, in order to reach this practice in clinical stages, yet there
are challenges that should be overcome such as the proper biochemical interpre-
tation and the biological implications of metabolome measurements. Thus, having
obtained the data, a set of practical questions emerge such as what is the activity of
the metabolic network associated with the measurements, what are their biological
implications, and how this knowledge will be useful in diverse clinical scenarios.
These questions define one frontier in personalized medicine and in order to build
possible responses one should build computational schemes and methods capable to
analyze the data by taking into account the complex nature of the human metabolic
networks through a systems biology perspective. Given the inherent complexity of
the disease, understanding the mechanisms by which metabolism supports cancer
overcomes our intuition and in this context systems biology schemes supply with
computational frameworks to integrate the high-throughput data and build testable
hypothesis in a systematic and systemic fashion.

The next section is devoted to discussing a paradigm in systems biology
that has the capacities to contribute to tackling the previous questions by the
simultaneous combination between metabolome data and genome-scale metabolic
reconstructions.

3 Systems Biology. Integrative Schemes Between
Computational Modeling and High-Throughput Data

With the advent of high-throughput technologies the possibility to extend our molec-
ular knowledge of how human tissues maintain its functional capacities has been
significantly extended. Thus “omics” technologies have contributed to uncovering
a set of genes, proteins, or metabolites that simultaneously change together for
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sustaining the physiological states that we observe in multifactorial diseases such
as cancer. Thus, combining these technologies important breakthroughs have been
reported to uncover the genetic and epigenetic mechanisms in a variety of cancer
and distinguish their metabolic alterations in cancer cell lines and biopsies on human
tissues. However, the integrative description and biological interpretation of high-
throughput data are not easy and in order to complete this task we should develop
computational algorithms that let us to integrate, interpret, and hypothesize the
underlying biological mechanisms in the system of study, this latter point being
a central aim in Systems Biology [32]. Systems biology deals with the development
of computational methods to explore the relationship between the genotype and
the phenotype, and old question in biology, but now taking into account that living
systems are composed by biological entities such as genes, proteins, and metabolites
that interact simultaneously to sustain the phenotype. In the more fundamental
essence, the principle in this science is based on the fact that we are a system, it
means our body is integrated by a variety of components whose integration and
interaction induce states of wellness and disease such as cancer, in other words, seen
the physiological states as emergent properties. Thus, in the case of metabolism a
variety of breakthroughs have been reported to describe the phenotypic behavior
in microorganisms and human tissues in cancer [33]. Even though there is no
consensus on defining systems biology, we can highlight three properties in the
field: (1) an integrative scheme to integrate and interpret high-throughput data; (2)
a mathematical framework to explore and model biological networks, and (3) a
computational framework to build testable hypothesis for associating the genotype
and phenotype relationship. Thus, systems biology has become a proper description
to analyze and explore the biological mechanisms that guide a complex disease such
as cancer. An interesting field in this area has been the analysis of the metabolic
alterations that guide the phenotype in cancer [6, 34–36]. As we have described in
previous sections, metabolic alterations are a hallmark of cancer whose description
is currently an active line of research to design new strategies in the therapeutic
field [37]. In the next section, we present a mathematical framework to link the
metabolome data and the genome-scale metabolic reconstruction, a powerful tool to
analyze the metabolic phenotype in cancer [33].

3.1 K-cone: A Mathematical Scheme to Explore the Phenotype
from Metabolome Data

Living organisms orchestrate their functions through the constant activity of
biochemical reactions, these required to evolve and survive under external envi-
ronments. With the publication of the human metabolic reconstruction and the
high-throughput technologies, the association between the metabolic pathways and
the emergence of a disease have been an appealing activity in basic biomedical
research and potentially in translational medicine. In this scenery, the development
of computational methods for analyzing and interpreting the metabolic activity of a
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sample starting from their metabolome profile is one goal in systems biology. In this
section, we present one computational scheme that contributes this latter point, how
to interpret the different metabolic phenotypes obtained from two or more samples
associated with different physiological states. As we will see, the method can be
useful to identify the metabolic alterations in cancer studies by taking into account
genome-scale metabolic reconstructions and metabolome profile of the samples.
The scheme is based on the consideration that we have a metabolic reconstruction
defined by a certain number of metabolic reactions, see Fig. 1. Without loss of
generality, the dynamical behavior of the metabolites conforming the metabolic
network is entirely described by

dx

dt
D S
 v (1)

where S is the stoichiometric matrix, x is the vector that contains the concentrations
of the metabolites included in the metabolic reconstruction, and v represents the
vector with the metabolic fluxes. Then, by considering that the metabolic fluxes for
each transformation are ruled by the mass action law, it means the metabolic flux is
the rate constant of the reaction multiplied by the concentrations of the substrates

vi D ki
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j

xSi;j (2)

By substituting Eq. (2) into Eq. (1) it is possible to show that Eq. (1) at the steady
state condition is written as:
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where � is a diagonal matrix whose entries contain the mass action terms for the
flux of each metabolic reaction (mass action matrix) and k is a vector with all the
rate constants.
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This equation now defines a space for all feasible kinetic constants in the
steady state, the k-cone. Hence, by assuming that the metabolic reactions follow
a mass action law, Eq. (1) at the steady-state condition allows us to write reduced
expression. Notably, Eq. (3) is built by three components: the stoichiometric matrix
which contains the specific metabolic capacities in the organisms; the matrix �
which depends only on the concentrations of the metabolites, and the vector k
which represents the set of parameters associated with the rate constant for each
metabolic reaction. Thus, having measured the metabolome profiles associated with
the concentrations of metabolites in a metabolic reconstruction, the solution of



Fig. 1 A possible pipeline to establish the relationship between clinic and metabolome data
through the pass of four levels. (a) The collection of biofluids (urine, blood, plasma, saliva, etc.) is
a central step to obtain the profile of concentrations of metabolites associated with the phenotype
among different biological conditions and patients. (b) The metaboloma analysis of the samples
through different techniques such as NMR and CE-TOF/MS. (c) Clinical studies and classification
of the samples to store and evaluate metabolome data in prevention, detection, diagnosis, and
prognosis. For prediction of a new hypothesis, one of the new approaches is systems biology,
specifically mathematical modeling. In this chapter, we describe a specific algorithm called k-
cone, developed to analyze differences in metabolic fluxes of metabolic networks in different
conditions. Panel (d) is depicted the implementation of computational model that contributes to
the classification and interpretation of the data at a genome-scale for each patient
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Eq. (3) supplies with information about the numerical range of the rate constants
that ensure that at steady state the system will reach the metabolic concentrations
experimentally measured. These numerical intervals for the kinetic parameters are
useful because contribute to define the feasible metabolic space of the reconstructed
network. The characterization of the metabolic phenotype is entirely specified by
Eq. (3) whose solution, in general, is not unique but it falls into a space of possible
solutions, the k-cone space [38, 39], given by the null space of the matrix resulted
by S 
 M, see Fig. 1. In general, as the metabolic reconstruction increases in number
of reactions, the solution of Eq. (3) is not unique and as the feasible space increases,
it represents the variety of metabolic mechanisms by which the network can ensure
a steady-state condition where the metabolites concentrations are the ones measured
experimentally. As shown in Fig. 1, this space of solutions is visually represented
as cones in the space of kinetic rate constants. Notably, this method supplies with
a pipeline to represent the metabolic capacities of a network based on a set of
metabolome measurements, and consequently, a corollary of the method is the study
of metabolic alterations that can guide the metabolic phenotype between two or
more samples [38, 40]. For instance, we focus our method on the analysis of two
physiological samples such as a cancer cell line and control cell line. In this case,
the profiles associated with each metabolic phenotype are mathematically specified
as follows:

S
 Mn
 kn D 0

S
 Md
 kd D 0
(5)

The solutions of the set of equations shown in (5) allow us to tacked a set
of questions that uncover the potential metabolic alterations that distinguish each
physiological condition. As shown in Fig. 1, the feasible space for each condition
has some differences, this indicates the metabolic alteration in kinetic parameters
required to ensure each physiological condition. In general terms, both k-cone
spaces are different and both can be seen as a linear transformation from one to
the other. Thus, writing Eq. (1) in vector notation for each set of metabolome data,
the kinetic feasible space in each case can be written as follows:
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Concluding that each point in k-cone from disease space can be transformed to
the other k-cone space:

kd D T 
 W 
 kn (7)

with
T D M�1

d 
 Mn

W D diag
�

Vd
Vn




Equation (7) quantifies the metabolic transformation in the kinetic parameters
that guide the metabolic profiles measured experimentally in both conditions,
interestingly the difference between the normal and the disease state of the entire
space of steady-state kinetic parameters is completely defined by the mass-action
terms which can be obtained from metabolome data. The feasible space of kinetic
parameters, associated with normal and disease samples, help us to identify differ-
entiated enzymatic activity between both physiological states. This method recently
has been applied to explore the metabolic alterations between HaCat and the cancer
cell line HeLa, the most studied cell line for cervix cancer [36]. Applying the method
to the metabolome data obtained for HeLa cancer cell and HaCat independently, it
has been possible to uncover the metabolic differences that guide the malignancy
in HeLa with respect to a control system. By selecting the log2-fold between the
average of the range for each kinetic parameter, this study concludes that among the
enzymes with significative alterations are phosphofructokinase, phosphoglycerate
mutase, pyruvate kinase, 6-phosphogluconate dehydrogenase, pyruvate dehydroge-
nase, and aconitase. More importantly, these findings are in agreement with previous
reports [41–45]. In addition to these predictions obtained from our formalism, it has
capacities to identify global changes in classical pathways between the comparative
analysis of both physiological samples. For instance, the analysis with k-cone
predicts a strong dysregulation of TCA cycle enzyme activities as well as increased
ATP usage and lactate export in HeLa cells, all consistent with the Warburg effect
[46]. The set of necessary regulations for proliferation consisted of the up-regulation
of four glycolytic enzymes, the up-regulation of ATP synthesis, and the increased
export of lactate. Thus, the Warburg effect in HeLa cells seems to be a consequence
of maintaining a high proliferation rate. In general, the strongest regulation was
observed for phosphofructokinase, which showed an 8-fold increase in enzyme
activity in HeLa compared to the HaCaT cell line. Because phosphofructokinase
is allosterically regulated by ATP, citrate, and pH, this regulation is consistent with
the observed lower concentrations of ATP, citrate, and lactate.

Overall, this first study suggests that k-cone analysis can contribute to building
hypothesis around the regulatory and metabolic alterations that can support a
malignant phenotype such as cancer from metabolome profiles. In the case of cancer
cell lines, this method has proven to be a proper description to identify metabolic
alterations between control cells and cancer cell lines, this latter point is a valuable
goal to design metabolic strategies to control the malignant phenotype in cancer.
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Even though this approach represents an important breakthrough in modeling
metabolism, an immediate application of the method into samples more complex
such biopsies will claim for overcome some challenges such as the heterogeneity
of the samples, the physiological interpretation of the metabolome data, and the
experimental assessment for the application in precision medicine.

4 Metabolome and Cancer: Critics, Perspectives,
and Challenges in the Clinical Application

The advances in breast cancer prognosis and treatment in the last decades have
been just to recognize different biological phenotypes and it has allowed in the
present and in a near promising future to develop personalized and precision
medicine with a great clinical impact. Theoretically, the metabolic approach is
a great idea for clinicians who make oncological treatment decisions based on
static parameters (clinical and histopathological variables without considering the
interaction between tumor and host). However, some challenges should be overcome
before metabolome technologies can be utilized in the clinical practice. (Among
these challenges we can list the following: small cohorts, number, time and type of
sampling, definition lack of a reference standard, complex algorithms to interpret
the daunting amount of data, variability and reproducibility, external validation,
expensive and sophisticated technology not accessible around the whole world, a
clear superiority demonstration with regard to clinical-pathological parameters or
complementarity to other approaches like circulating tumor cells or identification of
tumor DNA in liquid biopsies, etc.) but the metabolic approach allows to integrate
the local and systemic response of the host (interaction between tumor and host).
From the clinical perspective, the metabolomic approach is extremely attractive not
only for obtaining a non-invasive and simpler sample (serum, saliva, urine, pleural
fluid, breath, ascites, etc.) but it allows what other technologies have not been able so
far, make possible integrate the local and systemic response of the host. In particular,
the characterization of the breast cancer “metabolic phenotype” approach could
contribute to an even more personalized and precise treatment which would allow
having fewer supra or infra-treated patients and toxicity saving. This aim is not an
easy task and will require to evaluate if some fundamental metabolic organizing
principles observed in more simple organisms could contribute to understand how
cancer acquires robustness under drug action [47–49]. Overall, many challenges
and limits will have to be broken before the metabolomics can be integrated
into the day-to-day clinic but it is evident that the translational multidisciplinary
approach combined with the rapid technological development and the correct dates
interpretation will in the future allow the metabolomics applications for precision
medicine [50].
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Dynamical Features of a Biochemical
Interaction in a Plant Root Hair Cell

A Long Story Short

Víctor F. Breña-Medina

Abstract In this chapter, we briefly discuss key dynamical features of a generalised
Schnakenberg model. This model sheds light on the morphogenesis of plant root
hair initiation process. Our discussion is focused on the plant called Arabidopsis
thaliana, which is a prime plant-model for plant researchers as is experimen-
tally well known. Here, relationships between physical attributes and biochemical
interactions that occur at a sub-cellular level are revealed. The model consists of
a two-component non-homogeneous reaction-diffusion system, which takes into
account an on-and-off switching process of small G-protein family members called
Rho-of-Plants (ROPs). This interaction however is catalysed by the plant hormone
auxin, which is known to play a crucial role in many morphogenetic processes
in plants. Upon applying semi-strong theory and performing numerical bifurcation
analysis, all together with time-step simulations, we present results from a thorough
analysis of the dynamics of spatially localised structures in 1D and 2D spatial
domains. These compelling dynamical features are found to give place to a wide
variety of patterns. Key features of the full analysis are discussed.

Keywords Plant root hair cell morphogenesis · Reaction-diffusion equations ·
Localised structure dynamics · Numerical bifurcation analysis · Nonlocal
eigenvalue problems

1 Introduction

Morphogenesis is the biological process that organises growth, organisation and
differentiation of the structure of an organism or parts of an organism. This
process consequently gives rise to new life forms. That being so, a fundamental
understanding of morphogenesis is vital for making advances across life sciences
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Fig. 1 A RH cell with a hair
that is at 1=3 of its final
length. Figure reproduced
from [1]

from agriculture up to human health. In agriculture for instance taking cognisance of
flowering, self-pollination and nutrient uptake from the soil by plants, or stem cells
specialisation and apoptosis can eventually help with crop yield or reforestation.
For this reason, we will focus our discussion on the interplay between certain
biochemical interactions in root hair plant cells and physical features as growth.

1.1 A Root-Hair Initiation Process

The majority of the surface area of the root system of a typical flowering plant is
provided by its hairy outgrowths. Root hairs (RH)s are protuberances that outgrow
from root epidermal surfaces. In Arabidopsis, these protuberances can grow up to
more than 1 mm in length and approximately 10–20�m in diameter, see Fig. 1. Thus
the study of RHs is agriculturally important for understanding and optimisation of
both nutrient uptake and anchorage. For instance, once humid soil is set, mineral
salts and water can enter through plant roots. Higher densities of longer RHs are
produced in regions where relatively low amounts of less mobile nutrients, such as
phosphorus, are available. Roots grow through soil inducing a larger surface area
between roots and soil. Consequently, a more advantageous absorption of nutrients
is provided.

More widely, RH formation and growth in Arabidopsis has established itself
as a key biological model problem within development and cell biology. This is
mainly because RHs are found far from the plant body and become visible early
in seedlings, so they are particularly amenable to scientific study due to the ease
with which they can be imaged. In addition, the formation and growth of a RH
represents an important problem in single-cell morphogenesis. Also, Arabidopsis
is a model genetic organism for which there is an internationally coordinated
project, providing large collections of mutants available for analysis, called The
Multinational Arabidopsis Steering Committee. RHs grow quickly, at a rate of
nearly 1�m/min, allowing us to analyse efficiently the various phenotypes that
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arise under many different genetic mutations. Besides, a detailed analysis of the
cellular changes can be experimentally tracked during the RH formation process,
because their development is such that cells are organised in a single-file along the
developing root epidermis. So young RH cells are found near the root tip and cells of
increasing age and stage of growth are found further away in the same longitudinal
stripe; see, for instance, [1] and the references therein.

Root hairs develop in predictable and organised files that allow detailed analysis
during the whole process. Three different zones can be identified: the meristematic
zone located in the root tip where new cells are formed in the meristem, which is
covered by root cap cells; the elongation zone, where cellular expansion occurs, and
the differentiation zone where RHs are produced.

Patterning information is provided at an early stage in epidermis development,
immature epidermal cells destined to become RH cells are distinguished from their
counterpart, non-RH cells, prior to hair outgrowth. The differentiating RH cells
present a greater cell division rate, smaller length, greater cytoplasmic density, lower
vacuolation rate and distinguishable cell wall epitopes; see, for instance, [2]. In
addition, plant hormones known as auxins are thought to play a crucial role in almost
all aspects of a plant’s life. Auxins stimulate growth, and regulate fruit setting,
budding, side branching, and the formation of delicate flower parts among many
other morphogenic tissue-level responses. In a sense, RH outgrowth is one of the
simplest and most easily studied effects that is stimulated by auxin. This hormone
flows along the root from the core to the surface; see [3].

After being formed in the meristem, cells that will develop a RH become highly
specialised. As the root continues to grow and the meristem moves away, the RH
cells get wider, longer and deeper; this is done by diffuse growth, then the RHs
form. This process can be divided into two main stages: initiation, when a small
disc-shaped area of the cell is softened, gives rise to a swelling, and tip growth,
when a protuberance grows by targeted secretion.

ROPs are examples of Rho-family small GTPases, a group of proteins whose
role seems to be that of transmitting chemical signals in- and outside a cell in order
to effect a number of changes inside the cell. Working as molecular “connectors”,
these proteins shift between active and inactive states. ROPs control a wide variety
of cellular processes, they contribute strongly to crucial cellular level tasks such as
morphogenesis, movement, wound healing, division and, of particular interest here,
cell polarity generation; see, for example, [4]. These proteins are unique to plants,
although are related to Rac, Cdc42 and Rho-family small GTPases that control
morphogenesis of animal and yeast cells, see [5] and the references within. In
particular we are interested in the role of ROPs in forming patches that produce local
cell outgrowths. That is, in the initiation stage, small GTP-binding proteins appear
at the growth region. Exchange factor regulators ARF GTPases known as ARF-
GEFs not only are inhibitors preventing ROP localisation, but also are required for
the proper polar localisation of PIN1, a candidate transporter of the plant hormone
auxin, see [6].
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Fig. 2 (a) Sketch of the switching fluctuation between active- and inactive-ROP densities. (b)
Sketch of the model where autocatalytic activation and catalysis effect by auxin are coloured in
purple. Figures reproduced from [8]

ROP localisation starts to produce a protuberance, at the same time the pH of
the cell wall falls, which leads to softening of the cell wall where a hair is about
to be formed. Moreover, plants overexpressing a mutant ROP that is permanently
in the active form have balloon-shaped root hairs. On the other hand, protein
ROPGDI1 that can bind to the GDP-bound ROP and keep it in that form and
in the cytoplasm has been inactivated. This suggests that ROPs are able to cycle
from the GTP-bound form, which are attached to the cell membrane, to the GDP-
bound form, which lie in the cytoplasm. In other words, ROPs switch between two
states: active when are bound to GTP, and inactive when are bound to GDP, see [7].
The switching fluctuation between both active- and inactive-ROP forms is depicted
below in Fig. 2a.

The biochemical process by which the process of RH formation is initiated within
an Arabidopsis RH cell is depicted in Fig. 2b; blue and red balloons represent active-
GTP ROP and inactive-GDP ROP respectively, ROPs which do not appear in the
growth patch region (orange box) are represented by yellow balloons. Active-GTP
ROP and Free ROP classes are able to transition to become either inactive-GDP
ROP class or get unbound. This is illustrated by a double arrow connecting red and
right-hand yellow balloons. A hypothesised autocatalytic process is symbolised by
a purple loop-arrow attached to the active-GTP balloon. In addition, the green box
encloses active-GTP class members that go to cell wall softening. Cell membrane
binding activation processes are generally represented by snaking curves in blue and
red accordingly. The interior auxin pathway is indicated by a purple arrow so the
auxin gradient is represented by a decreasing purple shade in the same direction. As
shall be seen further, we are interested in the binding process in the growth region.

A model of the initiation process was proposed by Payne and Grierson [9] in
the form of a Schnakenberg-type reaction-diffusion system for inactive and active
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Fig. 3 (a) A patch of surface bound ROP imaged using GFP in wild-type just prior to cell wall
bulging. Figure reproduced from [9]. (b) Time lapse of patch drift within a single cell from end-
wall to wild-type location. Figure reproduced from [12]

ROPs. The key feature of the model is that the activation step is postulated to be
dependent on the concentration of the plant hormone auxin. Auxin diffuses much
faster than ROPs [10] and is too small to be imaged on its own and also very similar
to the amino acid tryptophan, an essential component in many proteins which makes
it impossible to make a sensor that is specific for auxin. However, Jones et al. [3]
found a surprising difference between the location of auxin in- and out- pumps in
RH and non-RH cells on the root epidermis. From this data, using the auxin flow
model introduced by Kramer [11], Jones et al. were able to surmise that there is a
decreasing gradient of auxin from the apical end of each RH cell.

Assuming that such a gradient mediates the autocatalytic activation of ROPs,
simulations by Payne and Grierson showed that the active-ROP variable tends to
form patch-like states towards the apical end, as in Fig. 3a. Moreover, various patch
states can be found that show a close qualitative match with observations on the
location, width and distribution of multiple hair cells in a variety of mutants.

Grierson et al. [12] presented the new experimental data reproduced in Fig. 3b
which sheds light on the dynamic process by which ROP patches form. The process
by which a patch of active ROP migrates from the apical cell boundary towards
its wild-type position, from where a RH forms, takes place within a timescale of
minutes. It appears to be triggered within the growing root as the RH cell reaches
a combination of a critical length and a critical overall auxin concentration. In this
review we shall present key results from the model derived by Payne and Grierson,
which is particularly effective in capturing this dynamical process.

1.2 Fundamental Model

ROPs can become attached to the cell membrane through prenylation and S-
acylation; these chemical modifications determine the steady-state distribution
between the cell membrane and cytosol, the membrane interaction dynamics, as well
as function [13]. In other words, each ROP protein comes in two states: activate and
inactivate. The latter state corresponds to ROPs which may be either bound to the
cell membrane or in the cytoplasm. Once bound though, there is a good chance of
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phosphorylation, leading to the active form of ROP. In the model here derived we
shall not model the binding mechanism per se but shall differentiate only between
the active form which can only diffuse within the confines of the cell membrane, and
the inactive form, the majority of which is free to diffuse in the cytoplasm. We will
also approximate the long-thin RH cell by a domain (either 1D or by a rectangular
domain in 2D with high aspect ratio), and shall distinguish between membrane
and cytoplasm only through separate diffusion constants, D1 and D2 for the active-
ROP and inactive-ROP populations, respectively. That is, we model a mathematical
domain .z; t/ 2 �d � R

C [ f0g, which �d is either the interval � � Œ0;L� or
the rectangle �2 � Œ0;Lx� � Œ0;Ly� where Lx > Ly, and let u.z; t/ represent the
concentration of bound/active and v.z; t/ the unbound/inactive ROP. In the model
we shall also reflect the fact that the kinetic processes occur considerably faster than
the changes to cell length and auxin concentration levels. Therefore we shall assume
that the latter are effective bifurcation parameters that vary quasi-statically.

The active Rho state is assumed to be deactivated at rate �GAP, and equivalently
the inactive Rho state is activated at rate �GEF depending upon the presence of GEFs
or GAPs, respectively; see sketch in Fig. 2b.

To derive a specific form for the activation and deactivation steps we shall take
a model that is inspired by similar processes for Rho proteins in mammals and
yeast. There, it is widely held that the GEF activation step involves positive feedback
(autocatalysis) whereas the GAP step is thought to be passive; see, for example, [7].
Both Jilinke et al. [14] and Otsuji et al. [15] have derived models for active process
of cross-talk between the three different mammalian/yeast Rhos—cdc42, RhoA and
Rac—which process is thought to underlie the polarity determination process. Like
ROPs, each protein is supposed to come in two states, an activated state (which is
bound to the cell membrane) and a deactivated state (either bound or in the cytosol).
Similarly the transition between these two states is via GEFs and GAPs. In [14, 15],
the GEF-induced activation step of each Rho species is modelled by a Hill function:

�GEF.u/ � �1 C
�2uq

1C �3uq
; (1)

where �1 is the activation rate, �2 represents autocatalytic acceleration, �3 is a
saturation coefficient, and the power q is typically taken to be an integer but need
not be. In [14, 15] the typical value q D 2 is chosen which preserves the odd power
of the nonlinearity in their models. This may be simplified as follows. In plants,
although there are several different kinds of ROP, their activation is not thought to
involve cross talk. Also, by including a constant production rate of the inactive ROP
and a constant probability of recycling or further processing of active ROP, there is
no need for an explicit saturation term, which implies that �3 can be set to naught;
see proposed model in [9].

As we previously referred, Jones et al. [3] found experimental evidence that
suggests a longitudinal spatially decaying gradient of auxin which Payne and
Grierson postulate modulates the autocatalytic step. That is, we suppose then the
parameter �2 is spatially dependent: �2 D k20˛

�
zI
ˇ̌
�d
ˇ̌�

. Here k20 measures an
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Fig. 4 Sketch of the auxin
flux in the RH cell; azimuthal
view. The gradient is
coloured as a purple shade.
Cell wall and cell membrane
are coloured as in Fig. 2b.
Figure reproduced from [8]
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overall concentration of auxin and, as is sketched in Fig. 4, ˛
�
zI
ˇ̌
�d
ˇ̌�

is a smooth
function that represents the spatial distribution of auxin, normalised so that

˛.0; y/ D 1;
@˛

@x
< 0; for all z 2 .0; 1/ � .0; 1/ ;wherez D .x; y/ : (2)

In contrast, we suppose that �1 D k1 a constant. All other processes are
supposed to follow the simple law of mass action, with the GEF-induced deacti-
vation/unbinding rate given by a constant �GAP D c. Furthermore, b is assumed to
be the constant rate of production of inactive ROP and r the rate at which active
ROP is recycled or used up to produce other complexes, including those that go on
to produce cell wall softening; see Fig. 2.

On the other hand, for the 2D case, we take into account two different scenarios:

˛.z/ D e��x sin .�y/ and ˛.z/ D e��x : (3)

Under the above assumptions, using the law of mass action allied to Fick’s law
of diffusion in a standard way, we obtain the reaction-diffusion (RD) system of
equations

Bound � activeROP W UtDD1�UCk20˛
�
zI
ˇ̌
�d
ˇ̌�

U2V�.cCr/UCk1V ;
(4a)

Unbound � inactiveROP W Vt D D2�V � k20˛
�
zI
ˇ̌
�d
ˇ̌�

U2V C cU � k1V C b ;
(4b)

in �d. We also impose the homogeneous Neumann boundary conditions, also
known as no-flux boundary conditions,

@U

@ On
D 0;

@V

@ On
D 0 ;

on @�, which supposes that the large ROPs do not diffuse through the cell wall.
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This system is a generalisation of the Schnakenberg model [16], which is
doubtlessly one of the most widely studied models undergoing Turing-like pattern
formation schemes. In contrast to other models such as the Brusselator [17], which
takes into account four chemical reactions, the Schnakenberg one is a simplification
where three hypothetical chemical reactions are represented, amongst which one is
autocatalytic. As a consequence, it is not only simpler, but also it is already known
that the Schnakenberg system can display features that are considered biologically
relevant [16]. The usual Schnakenberg system can be obtained from (4) by setting k1
and c to zero, adding a constant production term to the u-equation, and taking ˛ � 1;
this transformation can be seen as a homotopy between both systems. Furthermore,
both systems are derived from simple reactions where an autocatalytic process is
present. In addition, as can be straightforwardly explored, both describe activator-
substrate processes. In other words, near activation regions the activator u aggregates
so that the substrate v is consumed quickly, as a result substrate valleys occur where
activator peaks do; see [18] and the references therein for a review.

From a theoretical point of view there is an extensive range of research on the
Schnakenberg model. For instance, Ward and Wei have analysed existence and
asymmetry of spikes [19]; stability of symmetric N-spiked steady-states is deeply
examined in [20]; self-replication spots and their dynamics in 2D are studied in [21];
and for findings on chemical reactors, see, e.g., [22], where this model plays a
central role.

In non-homogenous approach, there has been mathematical analysis in super-
conductivity (e.g. [23]). Reaction-diffusion equations with spatially dependent
coefficients of nonlinear terms are not easy to study analytically, see, e.g., [24].
Nevertheless there have been some previous works both analytical and numerical:
for the Schnakenberg system, see, e.g., [25], the Gierer–Meinhardt and Brusselator
systems (e.g. [26]), and in models of mitosis in cytokinesis [27]. In this essay we
present central results of the Schnakenberg-like system (4) with spatially dependent
coefficients which modulate the nonlinear terms.

This chapter is organised as follows: in Sect. 2, the onset of spatially localised
structure in RD systems from a Turing perspective is briefly examined; dynamical
features observed as auxin is switched on are addressed in Sect. 3; in Sect. 4, a
natural transition from a 1D domain to a 2D domain is then briefly presented
from a point of view of localised stripe stability analysis; then, geometrical and
kinetics characterisation of spot dynamics, along with hybrid patterns consisting
of spot and stripes, are reviewed when a two-dimensional spatially dependent
gradient is on in Sect. 5. Finally, concluding remarks are found in Sect. 6. All key
results on pattern formation dynamics and inherent instabilities on RH-initiation
morphogenesis presented here are discussed in [8, 28–31].
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2 Spatially Localised Activator Structures

As can be seen in Fig. 3, there are two main features which may be addressed from
a viewpoint of the theory of dynamical systems: (1) ROP aggregation and (2) ROP
patches drifting. The former seems to occur in such a way that, from an analytical
point of view, active-ROP patches have a spatially localised structure. On the other
hand, in contrast to patch formation, once formed active-ROP patches slowly shift
from the basal end towards interior of the cell. This observation suggests that both
mechanisms, aggregation and drifting, arise in two different time scales.

2.1 Turing and Homoclinic Snaking

First of all, U and V components are renamed as u and v, respectively. Without
loss of generality, no spatially dependent auxin gradient and a large symmetrical
1D domain are taken into account. In so doing, we set ˛ � 1, k20 � k2 and � �

Œ�L=2;L=2� for L 	 1, together with homogeneous Neumann boundary conditions.
On the one hand, we first look for Turing patterns, which are known to

emerge from pitchfork (breaking-symmetry) bifurcations. As a consequence, upon
following a standard approach, necessary conditions to get non-trivial steady-states
can be encapsulated by

D1D2 � max
˚
D2
1;D

2
2

�
; sign f FuGvg < 0 :

Assuming, for instance, that Gv < 0, conditions above imply that u-component
diffuses much slower than v-component; see [32] for details. As can be seen there,
a flat steady-state transits to a non-trivial steady-state as a parameter is slowly
varied. In particular, this transition materialises when a double zero of the dispersion
relation occurs. In other words, condition

.D2J11 C D1J22/
2 D 4D1D2 det J ; .J/ij D Jij ; (5)

is satisfied, where J is the Jacobian matrix of kinetic terms of system (4) at the
steady-state

.u0; v0/
T D

�
b

r
;

br.c C r/

k2b2 C r2k1

�T

: (6)

Furthermore, condition (5) corresponds to an accumulation point of Turing bifurca-
tions when L 	 1.
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On the other hand, in the limit L ! 1, spatial dynamics can be applied (see,
e.g., [33]). Hence, upon setting ut D vt D 0 we obtain the steady-state system,
which is equivalent to an ODE system in R

4,

ux D
p

D1

; px D �k2u
2v C .c C r/u � k1v ; (7a)

vx D
q

D2

; qx D k2u
2v � cu C k1v � b : (7b)

Notice that this system satisfies two key ingredients: (a) spatial translation invari-
ance and (b) spatial reversibility, which corresponds to the symmetry .ux; vx/

T !

.�ux;�vx/
T and x ! �x. In this context, the steady-state .u0; v0/T of (4)

corresponds to an equilibrium .u0; 0; v0; 0/T of (7), which will undergo a transition
from being hyperbolic to elliptic equilibrium at a Hamilton–Hopf bifurcation. This
bifurcation takes place when eigenvalues of the Jacobian matrix at the equilibrium
of (7) collapse into two purely imaginary eigenvalues of multiplicity two for a
critical parameter value, which is however found when the same condition (5) is
met. In addition, as can be seen in [34], a subcritical Hamilton–Hopf bifurcation is
essential to get spatially localised steady-states, which are equivalent to homoclinic
orbits for system (7). As a consequence, a subcritical Turing bifurcation plays a key
role on the onset of spatially localised structures.

Upon applying the Lyapunov–Schmidt reduction method, we compute the
reduced bifurcation equation

g.�; �/ D q1��C q3�
3 C q5�

5 C O.�2�; ��3/ ;

where � D k2 � k2c and � 2 R parametrises eigenfunctions amplitude of J� .
This matrix is the Jacobian matrix of (4) at the steady-state .u0; v0/T , restricted
to the eigenspace spanned by cosine Fourier modes; see [8] for details. Bifurcation
algebraic structure is provided by equation g.�; �/ D 0. From which a criticality
transition is predicted as k2 is slowly varied. That is, criticality parameter � � q1q3
predicts a sub- or supercritical pitchfork bifurcation as � > 0 or � < 0, respectively;
see Fig. 5b.

Spatially localised steady-states are then organised in a homoclinic snaking
fashion. This form emerges from a subcritical pitchfork bifurcation close to
criticality transition. As can be seen in Fig. 5c, stable branches are flanked by fold
bifurcations; as a result, stable branches overlap.

Therefore, a subcritical Turing bifurcation is the onset of localised steady-
states, which co-exist with spatially extended non-trivial steady-states. Samples of
system (4) stable patterns in 1D are displayed in Fig. 5d. On the other hand, stable
patterns for a 2D square large domain are shown in Fig. 6. These solutions suggest
that a similar mechanism governs such a localised patterns in 2D. See [28, 35] for a
detailed discussion.
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(a) (b)

(c) (d)

Fig. 5 (a) Dispersion relation of J� ; �2m D m�=L for m 2 Z. The bold solid curve corresponds
to where a double root occurs. (b) Bifurcation diagram and pitchfork criticality condition; stable
branches are shown as solid lines, the filled circle corresponds to a subcritical bifurcation, and the
square to a supercritical bifurcation. The subcritical branch undergoes to a fold bifurcation (LP).
The pitchfork criticality condition is depicted as a blue heavily dashed line, where the criticality
transition is indicated by a red vertical dashed line. (c) Homoclinic snaking; even-solutions branch
in yellow and odd-solutions branch in purple, and fold bifurcations depicted as filled circles; bold
solid lines indicate stable branches. (d) Samples of multi-pulse homoclinic stable solutions on the
even and odd branch for k2 D 1:45, top and bottom panels, respectively, which correspond to six-
spike steady-state (label A) and three-spike steady-state (label B) in panel (c). The u-component
(blue solid line) and v-component (green dashed line) are plotted. Figures reproduced as well as
parameter values from [28]

3 Spatially Dependent Gradient

In order to understand auxin catalyst properties on ROP activation, an auxin gradient
as stated in (2) is taken into account. For a 1D domain, this gradient though is as the
right-hand scenario in (3) with no transversal component. In addition, as RH cells
are still growing at this initiation stage, length seems to also play an important role
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(a) (b)

(c)

Fig. 6 Stable patterns for a 2D square domain on a cool-warm scale (sidebar). Localised (a) two-
spot, (b) four-spot, (c) eight-spot. Figures reproduced as well as parameter values from [28]

in active-ROP pattern formation. Upon taking into account these two ingredients,
auxin accelerator rate is �2 D k20˛.x/, where k20 plays a role as the primary
bifurcation parameter, and� D Œ0;L�, where L is a secondary bifurcation parameter.

In so doing, we perform time-step simulations of system (4) for different auxin
overall k20 values. Initial conditions consist of a random perturbation of order 10�4

to steady-state (6). As can be seen in Fig. 7, spikes are quickly formed which then
slowly drift towards interior of the domain. In addition, an asymmetrical amplitudes
and a travelling-wave-like spikes get pinned closer to left-hand boundary can be
observed. These numerical observations suggest: (1) families of stable steady-states
arranged in an overlapping bifurcation structure, and (2) two time scales and two
spatial scales.

As seen in Sect. 2, upon varying k20 a subcritical bifurcation is perturbed and
compute the bifurcation diagram shown in Fig. 8a. There, stable branches and
unstable branches are flanked by fold bifurcations, which are organised in an
overlapping fashion. This is a consequence of a strongly slanted homoclinic-snaking
structure previously computed above. Note that as the k20 is greater, the more
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(a) (b)

(c) (d)

Fig. 7 Final profile and patch dynamics, with no variation of parameters, for (a) boundary patch,
(b) an interior patch, (c) double patch, and (d) boundary and interior patch. Active- and inactive-
ROP density final profiles are plotted in blue and red, respectively (top panels), and u-spike
solutions are plotted on a heat bar scale (bottom panels). Figures reproduced as well as parameter
values from [29]

spikes arise, which implies that auxin triggers high active-ROP densities in localised
regions. Notice that the closer to the left-hand boundary, the smaller amplitude
occurs.

Now, spatio-temporal scales are in such way that spikes are formed in a fast time
scale to then travel towards a steady location in a slow time scale, and the two spatial
scales can be seen as inner and outer scales of each spike. This approach can be seen
as a Dirac-delta function works as each spike core. That is, spikes are flat in the outer
scale and finite but large in the inner scale; see Fig. 8b.
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(a) (b)

Fig. 8 (a) Bifurcation diagram varying k20: boundary-patch, single-interior-patch, boundary-and-
interior- patch, and two-interior-patch branches; stable solutions are shown as solid lines, unstable
solutions as dashed lines, and points instability points by filled circles. (b) Schematic plot of the
inner and outer solution for a steady-state solution. The active-component U has a patch, whereas V
has a global variation across the domain. Figures reproduced as well as parameter values from [29]

Upon re-scaling U D "�1u and V D "v, where u; v D O.1/, we obtain a
singularly perturbed system

ut D "2uxx C ˛.x/u2v � u C
"2

��
v ; (8a)

"�vt D D0vxx C 1 � "v � "�1
�
��
�
˛.x/u2v � u

�
C ˇ�u

�
; (8b)

in 0 < x < 1 and t > 0, with ux D vx D 0 at x D 0; 1, and D0 � "D which comes
from balancing terms in (8b).

Here, the dimensionless parameters are given by

"2 �
D1

L2.c C r/
; D �

D2

L2k1
; � �

c C r

k1
; ˇ �

r

k1
; (9)

and the primary bifurcation parameter is

� �
.c C r/k21

k20b2
: (10)

By applying matched asymptotic method in system (8), we obtain a U and V
leading order approximation profiles as stated by

Proposition 3.1 (Modified Version from [29]) Let " � 1, D D O."�1/ with
D D D0=" and � D O.1/, and consider an N C 1 interior patch quasi-steady-
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state solution of (8) with patches centred at x0; : : : ; xN. Then, a leading order
approximation for U and V is

U �
"�1

6ˇ�

NX

jD0

w
�
"�1.x � xj/

�
nj ; (11a)

V � "

0

@6ˇ�.N C 1/ N̨�1 � nTGn C

NX

jD0

G
�
xI xj

�
nj

1

A ; (11b)

where w.	/ D 3=2sech2 .	=2/, G.xI xj/ is a Green function, and

N̨�1 �
1

N C 1

�
1

˛.x0/
C 
 
 
 C

1

˛.xN/

	
:

Here n D .n0; : : : ; nN/
T is the solution to the nonlinear algebraic system

6ˇ�Bn�1 D Gn C 6ˇ�.N C 1/ N̨�1e �
�
nTGn

�
e ; e � .1; : : : ; 1/T ; (12)

where B � diag .˛ .x0/ ; : : : ; ˛ .xN//, and symmetric Green’s matrix G is defined by
.G/ij D G.xiI xj/. In terms of ni, the leading-order solution for V in the vicinity of
the i-th patch is Vi � 6"ˇ�=˛.xi/ni.

As can be seen, each amplitude of active-ROP spike is governed by means of nj,
which depends on auxin gradient as the nonlinear algebraic system (12) indicates;
see Figs. 7 and 8a for amplitude asymmetries. Moreover, V approximation consists
of the Green’s matrix and regulating constants nj, which implies that boundary
conditions and interactions between spikes are mediated by inactive-ROP density.
In other words, localised biochemical activation is controlled by auxin; however,
geometry and growth factors indirectly determine shape and form of the pattern
influence through inactive-ROPs. For full details of other dynamical features not
shown here and a complete analysis, see [29].

4 Geometrical Key Role

In the previous section, key features of a two-component RD system in a 1D domain
were described to model a RH initiation process catalysed by auxin in a slim and
flat RH cell. In so doing, as symplastic auxin flow actively diffuses from RH cell
to RH cell, we have only considered a longitudinal spatially dependent gradient.
However, non-RH cells are known to flank RH cells. This characteristic has been
taken into account by Grieneisen et al. in [36]. From their model, a transversal
auxin gradient may be assumed to have impact on active-ROP pattern formation
and patches location dynamics. In order to analyse this feature on ROP dynamics,
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a 2D domain is now considered. Such a domain provides a setting with an extra
degree of freedom. Hence, we address the following questions:

• How would RH width affect ROP pattern formation?
• Would a robust ROP patch formation be able to arise as seen in 1D?
• Which spatial aggregation structure would active-ROPs have in 2D?
• Are there other kind of patterns co-existing with localised patterns?

We first notice that Proposition 3.1 provides a key ingredient. That is, upon denot-
ing spike steady-states (11) as .us.x/; vs.x//

T , and as the auxin gradient is considered
to be y-constant, these states in 1D are also stripe steady-states .us.xI y/; vs.xI y//T

in 2D, where transversal direction is parametrised by y. Expressed in a different way,
transversal trivial extensions of stationary spike solutions give form to stationary
stripe solutions; these stripes are known as homoclinic stripes (cf. [37]), see Fig. 9.
This homoclinic stripe is constructed by a 1D spike (bold solid curve) pinned at
x0.�I �/, which gets located in the slow time � D "2t for a fixed � value. Then, it
is transversally extended. As a consequence, a stripe flanked by bold solid curves is
obtained.

Fig. 9 Homoclinic stripe on a heat scale in the upper panel. In the bottom panel, spikes (bold solid
blue curves) at x0.�I �/ correspond to stripe ends. This stripe comes from a trivial extension of a
1D spike
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(a) (b)

Fig. 10 (a) Comparison of bifurcation diagrams between localised stripes and 1D-spike scenarios.
Bold dashed portions of the diagram indicate where stable 1D solutions are unstable to transverse
instabilities. A narrow stable window is found, given by the solid black curve. (b) Bifurcation
diagram as D1 varies from a solution in stable-stripe branch shown in (a). An eigenvalue crosses
into the right-hand complex semi-plane at the filled black circle. Branch labelled by a remains
stable as D1 is increased further (not shown). Figures reproduced as well as parameter values
from [30]

In dimensionless form the model is posed on a square .x; y/ 2 �2 � Œ0; 1��Œ0; 1�,
which has been rescaled from a rectangular domain�2 � Œ0;Lx�� Œ0;Ly� and aspect
ratio s D .Lx=Ly/

2, so that in (4) we have allowed for a Laplacian defined as � �

@xx C s@yy. As a consequence, we get a bifurcation diagram which has the same
structure as bifurcation diagram in Fig. 8a, but stability is drastically changed; see
Fig. 10a. We use the L2-norm of the active component for a fixed value of y as a
solution measure. We find patterns with one boundary stripe (A), one interior stripe
(B), one boundary and one interior stripe (C), and two interior stripes (D). All the
solution branches, apart from a small segment (bold line), are unstable. The stable
extended pattern branch (solid black curve ends in Fig. 10a) becomes unstable as
D1 decreases. This gives an insight on the asymptotic limit, i.e. sharper boundary
stripes are unstable. To shed light on this, upon selecting a solution from the stable
stripe-branch as initial condition, we perform continuation on D1. As can be seen in
Fig. 10b, there is a small critical value at which boundary stripe solutions become
unstable.

To rigorously prove that stripes are unstable, semi-strong theory is used to
derive a nonlocal eigenvalue problem (NLEP). From Proposition 3.1 for N D 0,
a stationary stripe solution is substituted into system (8), and upon considering a
localised eigenfunction for the active component, we obtain
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Proposition 4.1 (Modified Version from [30]) The stability on an O.1/ time-scale
of a quasi steady-state interior stripe solution of (8) is determined by the spectrum
of the NLEP

L0ˆ0 � �h.�I m/w2
R1

�1 wˆ0 d	
R1

�1 w2 d	
D
�
�C s"2m2

�
ˆ0 ; (13)

� 1 < 	 < 1 I ˆ0 ! 0 ; as j	j ! 1 ;

where ˆ0 is the localised eigenfunction at the leading order, L0ˆ0 � ˆ0		 �ˆ0 C

2wˆ0, and �h.�I m/ is given by

�h.�I m/ � �

�
�C 1C s"2m2 � 2�

�C 1C s"2m2 � ��

�
; (14)

� � 2

�
1C

D0

6�G0

	�1

; � �
�˛ .x0/

36ˇ2�
; G0 � G .x0I x0/ :

Here G .xI x0/ is defined by

Gxx � sm2G D �• .x � x0/ ; 0 < x < 1 I

Gx.0I x0/ D Gx.1I x0/ D 0 I ŒGx�x0 D �1 ;

and the wavenumber m in the y-direction is m D �k with k 2 Z
C.

From (13), a dispersion relation is formally found to be as shown in Fig. 11. This
comes from the fact that there exist two roots of <.�/ at mlow and mup, which implies

Fig. 11 Sketch of a
dispersion relation <.�/
versus m, showing the
unstable band of
wavenumbers lying between
the vertical dashed lines. The
expected number of spots is
closely determined by the
most unstable mode m�.
Figure reproduced from [30]
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(a) (b)

(c) (d)

Fig. 12 Breakup instability and secondary O.1/ time-scale instabilities of an interior localised
stripe for U. (a) The localised stripe initially breaks into two spots; (b) once formed, the spots
migrate from the boundary towards each other along the x-location line, and (c) rotate until they
get aligned with the longitudinal direction. (d) Finally, they get pinned far from each other. Figures
reproduced as well as parameter values from [30] with k2 D 0:5, which corresponds to a stripe
location at x0 D 24:5

that there will be always a band of unstable transversal modes m. The most unstable
mode m� determines the number of spots the stripe will break up. For s D 5:5 and
relative stripe location x0 D 0:35, the dispersion relation (not shown) computed
from (13) predicts that an interior stripe break up into either two or three spots.
An interior stripe is taken as the initial condition and perform a direct numerical
simulation of the full PDE system (4). The results are shown in Fig. 12, where we
observe from Fig. 12a and b that the stripe initially breaks into two distinct localised
spots. The spatial dynamics of these two newly-created spots is controlled by the
auxin gradient. They initially move closer to each other along a vertical line, and
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then rotate slowly in a clockwise direction to eventually become aligned with the
horizontal direction associated with the auxin gradient ˛.x/ (see Fig. 12c). Finally,
in Fig. 12d we show a stable equilibrium configuration of two spots lying along the
centre line of the transverse direction. See [30] for full details.

5 ROP Spot Dynamics

Spot location dynamics are depicted in Fig. 12c and d. This location dynamics
show attributes governed by the presence of auxin gradient. This characterisation
along with instabilities of spot patterns has also been analysed in [31]. To gain
further insight, we run a time-step simulation upon taking an unstable boundary
stripe solution (labelled by b in Fig. 10b) as the initial condition. This computation
shows the triggering of a breakup instability, which then gives rise to two spots
moving towards domain interior, see Fig. 13. There, the boundary stripe breaks up
into two spots (see Fig. 13a) to then slowly drift towards interior (see Fig. 13b).
Hence, similarly as in Fig. 12c and d, due to reminiscences of homoclinic snaking,
spot formation inherits robusticity traits in 1D addressed in [29].

A wide variety of mixed spot and stripe patterns can be created through breakup
instabilities. In order to explore these new types of solution further, we shall
perform full numerical continuation of 2D solutions. To do this, we begin with
a solution on the stable steady-state branch of Fig. 10. We then continue this
solution by varying the main bifurcation auxin overall parameter, both backwards
and forwards, to finally obtain the bifurcation diagram depicted in Fig. 14. There, all

(a) (b)

Fig. 13 Relevant snapshots of transversal instability for unstable boundary stripe b in Fig. 10b.
(a) Break up instability and (b) two newly formed boundary spots travelling towards interior.
Figures reproduced as well as parameter values from [30]
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(a)

(b) (c)

(d) (e)

Fig. 14 Bifurcation diagram: spots and a boundary stripe. (a) Stable branches are drawn by solid
lines and unstable ones by light-grey dashed lines, and filled circles represent fold points. Stable
solutions, according to labels (b) up to (e), are shown in: (b) a boundary stripe, (c) a spot in the
interior and two spots at the boundary, (d) a boundary stripe, an interior spot and two spots at the
boundary, and (e) an interior spot and five spots at the boundary. Figures reproduced as well as
parameter values from [30]
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unstable branches are plotted as light-grey dashed lines, whereas stable branches are
represented as solid lines labelled accordingly as: (b) stable stripes, (c) an interior
spot and two spots vertically aligned at the boundary, (d) similar configuration but
with an additional stripe, and (e) an interior spot and five spots at the boundary.
See Fig. 14b–e for examples of each stable steady-state. In Fig. 14a, as seen before,
the bifurcation diagram replicates features studied in the 1D case in [29], such as
the overlapping of stable branches of single and multiple localised patches. Stable
branches typically become unstable through fold bifurcations. All branches seem to
lie on a single connected curve, and no other bifurcations were found except for the
pitchfork bifurcations in branch (b). However, branches (c) up to (e) are extremely
close to each other and apparently inherit properties from each other.

That is, they seem to undergo a creation-annihilation cascade effect similar to
that observed in [29]. In other words, take a steady-state which lies on the left-hand
end of branch (c) and slide down this branch as auxin overall parameter is increased.
It then loses stability at the fold point, and at the other extreme to then fall off in
branch (d). Thus a stripe emerges, which pushes the interior spot further in. The
same transition follows up to branch (e), more spots arise though as the stripe is
destroyed. No further stable branches with steady-states resembling either spots or
stripes were found.

Now, in order to derive a 2D solution profiles, we notice that a conservation
principle is satisfied. Upon assuming radially symmetric N spots, we set evolution
operators @t in (4) to zero and find that, in the re-scaled parameter set given in (9)–
(10), stationary active-ROP density satisfy that

Z

�

U0 d� D
dy

ˇ�
; dy �

Ly

Lx
;

which suggest to re-scale U D "�2Uj near each spot, where j D 1; : : : ;N. In so
doing, we obtain

NX

jD1

Z

R2

Uj d� �
dy

ˇ�
;

where � D "�1
�
x � xj

�
. Hence, to properly re-scale system (4) in such a way that

a singularly perturbed system is obtained, active- and inactive-ROP densities are
re-scaled as follows: U D "�2u, V D "2v, and consequently D D "�2D0, which
comes from balancing Eq. (4b). Due to this, we get a system similar to (8) with
dimensionless parameters (9)–(10) in a 2D square domain.

We then define a radial variable 
 � j�j, and asymptotically expand components
u and v with respect to ". This approach yields two main ingredients:
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1. A canonical core problem (CCP) is found at leading order, which solutions uc

and vc give place to spot solution profiles as given by

u0j �

s
D0

ˇ�˛.xj/
uc ; v0j �

s
ˇ�

D0˛.xj/
vc :

2. Spot location dynamics is given from second order term, which is characterised
by a source parameter Sj that satisfies the identity

Sj D
ˇ�

D0

Z 1

0

�
�

ˇ

�
˛
�
xj
�

u20jv0j � u0j
�

C u0j

	

 d
 ; where

Sj D

s
ˇ�

D0˛.xj/
Scj : (15)

From item 1, profile asymmetric amplitudes are observed to be controlled by auxin
gradient. On the other hand, identity in item 2 characterises activation by auxin,
longitudinal length and on-and-off switching mechanism in regions close where
active-ROP density is high. Notice that �=ˇ modulates nonlinear terms in (15).
These parameters suggests that deactivation rate and removal rate play a relevant key
role in auxin catalytic process in 2D. As a consequence, it seems to be an indirect
influence of geometrical marks near activation regions.

Upon taking into account these two elements together, we derive a differential
algebraic equation (DAE) system which characterises slow N spot dynamics,

dxj

d�
D n1 O j C n2

r˛.xj/

˛.xj/
; O j � �2�

0

@ScjrxRj C

NX

i¤j

ScirxGji

1

A ;

j D 1; : : : ;N ; (16)

where � D "2t is the slow time-scale, Rj is the regular part of Green’s function for a
square 2D domain and Gji D G.xjI xi/ regulates spots interaction terms. Notice that
system (16) consists of two terms: (1) an interaction vector and (2) a kinetic vector.
The later consists of the normalised gradient, and the latter deals with interaction
between spots, boundary conditions and shape and form of the domain. In addition,
the source parameters Scj in (16) satisfy a nonlinear algebraic system, which depends
on the instantaneous spatial configuration of the N spots.

In Fig. 15 we compare our full numerical results for the x and y coordinates
for the trajectories of two spots, as computed from the RD system (4), and those
computed from the corresponding DAE system. The key distinguishing feature in
these results is that the spots become aligned to the longitudinal midline of the
domain. We observe that the y-components of the spot trajectories are predicted
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Fig. 15 The time-dependent location of two spots as obtained from system (16) (solid curves).
The full numerical results computed from (4) are the filled circles. Observe that the DAE system
predicts that the two spots become aligned along the longitudinal midline of the cell. The x-
coordinate (upper panel) and the y-coordinate (bottom panel) of the two spots. Figures reproduced
as well as parameter values from [31]

rather accurately over long time intervals by the DAE system. The x-components of
the trajectories are initially close, but then deviate slightly as t increases.

See [31] for a detailed discussion on spot dynamics and other instabilities
characterised by auxin on a 2D domain.

6 Concluding Remarks

Auxin is experimentally known to promote RH cell wall swelling. As a conse-
quence, a RH protuberance is then developed at a critical location along the cell
and a specific time. The dynamical ingredients for a biochemical interaction as well
as auxin catalyst attributes are captured in a model consisting of a non-homogeneous
RD system. This model has been proposed by R. Payne and C. Grierson in [9] and
thoroughly analysed in [28–31].

We here present a brief review of the key role dynamical features which give
place to pattern formation. Nonetheless, from a modelling point of view, our results
also provide a setting which may be suitable for precise further experimental
designs. On the other hand, pattern formation theory still remains in darkness; we
here depict all essential dynamical components that rigorously characterise localised
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solutions, as well as location dynamics controlled by the auxin gradient. Other
instabilities arising in 1D and 2D are not here addressed. Nonetheless, features
considered can be summarised as follows:

• Turing subcritical bifurcations favours localised solutions; as a consequence,
they determine the onset of localised stationary solutions that are organised in
a homoclinic snaking fashion.

• Due to reminiscences of homoclinic snaking, as auxin gradient is included as a
biochemical accelerator, a strong slanted overlapping of stable branches, which
are flaked by fold bifurcations, give rise to hysteretical behaviour.

• Amplitude asymmetry and location are controlled by auxin gradient, where
physical features as shape and form are more relevant when a 2D domain is taken
into account.

• Although not discussed here, the key instabilities that regulate transitions
between family of localised patterns are: (1) competition instability and
(2) peanut-splitting instability. The former can be understood as an under-
crowding instability which determines whether a pattern consisting of
multi-localised structures persists on a O.1/ time scale; on the contrary, the
latter works as a over-crowding instability, which promotes nonlinear events
yielding spot self-replication. In both cases, a threshold is passed to trigger such
an instabilities. These thresholds deal with a strong relationship between auxin
and length of the domain.

Notice that there still are physical and biological features not yet considered.
These may be other transport processes, geometrical characteristics as torsion and
curvature, and a collection of non-RH and RH cells all together with an auxin flux
catalysing pattern formation in Arabidopsis thaliana.
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Fourier spectra methods, 115
frequency domain, 113–115
histograms, 113
Poincaré plot, 113, 115
power spectral density, 113, 114
standard deviation, 114, 115
variability, 113–115

Blood glucose variability, 89
Blood oxygen saturation (SpO2/, 89
Blood pressure variability (BPV)

biomarkers, 124–126
homeostasis, 89, 98–99

Body temperature
Box-whisker plots, 102, 103
endotherms, 100
exotherms, 100
vs. outside environment, 100
skin temperature, 101, 102
thermogenesis, 100
thermolysis, 100

Boltzmann-Gibbs-like distributions, 62
BOXSHADE program, 156, 158
Brain signal variability, 89
Breast cancer

metabolome
biological classification, 176–177
clinical applications, 173–175
predictive markers/neoadjuvant context,

177–178
residual disease, 178
screening/early diagnosis, 173, 175
staging, 175–176
toxicity detection, 178
treatment response in ABC, 179

systems biology

metabolic phenotypes (see K-cone
analysis)

principle, 180
properties, 180

treatment criteria, 172, 173
Breathing dynamics variability, 89
Brownian harmonic oscillator. See Non-

Markovian trapped brownian
motion

Brownian motion
active, 61

intrinsic non-equilibrium aspects, 60
non-equilibrium nature (see Non-

equilibrium nature of active
motion)

persistence time, 60
statistical physics, 60

generalized Langevin equation for
fluctuation-dissipation relation, 73
Fokker-Planck-Kramers equation,

74–75
Gaussian white noise, 74–75

non-Markovian trapped
Boltzmann-Gibbs factor, 81
fluctuation-dissipation relation and

equilibrium distribution, 76–79
mean squared displacement for internal

noise, 79–81
noise autocorrelation function, 76
out-of-equilibrium case, 81–83

C
Canonical core problem (CCP), 211
Capillary electrophoresis (CE), 172
Cardiovascular function, 121
Cardiovascular reflex test, 121
CDF transporters

feature, 151
tetrahedral transport site, 152
topology, 151, 152
Trichomonas vaginalis (see Trichomonas

vaginalis CDF (TvCDF))
CDF/Znt/SLC30 family, 152
Cell heterogeneity, natural consequence, 38
CELLO analysis, 159
Chronic lymphocytic leukemia (CLL), 27
Coarse Graining Spectral Analysis (CGSA),

115
Confined active Brownian particles, 62, 81
Continuous time fractional Gaussian noise

(ctfGn), 80
Continuous-time random walk, 62
Core body temperature variability, 89
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C-terminal ˇ-hairpin, 4
Cupriavidus metallidurans, 151

D
Diffusion of free particle, generalized Langevin

equation
Brownian particle, 63
fluctuation-dissipation relation, 64, 65, 67
Fokker-Planck Equation, 65–69
Laplace transform, 65
mean square displacement, 69–70
noise autocorrelation function, 65
Power Law Memory, 71
Stokes dragging coefficient, 63
thermal equilibrium, 64

Diffusion-phoretic mechanism, 60
“Dock and lock” model, 11

E
Early breast cancer (EBC), 174, 175, 178
Effector variables, 90
Electrodermal activity (EDA) variability, 89
Electron transfer (ET) reactions, 12
Equilibrium and balance function variability,

89
Expasy’s ProtParam server, 159

F
Feedforward/positive feedback, 89
Finite persistence time scale, 60
Fluctuation-dissipation theorem, 61, 64, 65,

67, 73, 76–79
Fokker-Planck-Kramers equation, 65–69,

74–75, 82
Fourier spectral analysis, 95, 115
Fourier transform, 69
Fractional diffusion equations, 69
Frequency domain, 113–115

G
Gait variability, 89
Gas chromatography-mass spectrometry

(GC-MS), 176
Gastro-esophageal acidity, 89
Gaussian white noise, 74–75
Generalized Langevin equation, 62

for Brownian motion
fluctuation-dissipation relation, 73
Fokker-Planck-Kramers equation,

74–75

Gaussian white noise, 74–75
free particle diffusion

Brownian particle, 63
fluctuation-dissipation relation, 64, 65,

67
Fokker-Planck Equation, 65–69
Laplace transform, 65
mean square displacement, 69–70
noise autocorrelation function, 65
Power Law Memory, 71
Stokes dragging coefficient, 63
thermal equilibrium, 64

Genome-scale metabolic reconstructions, 172,
179–182

Glycoprotein Ib (GPIb˛/, 12
Gram-negative bacterial outer membrane, 2–4
Green’s matrix, 203
Gutamine, 171, 177
Gutaminolysis, 171

H
HaCaT cell line, 184
ˇ�Hairpin, 4–7, 12–13
Hallmarks of Cancer (HC), 27
Hamilton–Hopf bifurcation, 198
Heart rate (HR)

Box whisker charts, 98, 99
measurement, 97
time series, 97, 98
variability, 98–99

Heart rate variability (HRV)
biomarkers

cardiac activity, 120
cardiovascular function, 121
cardiovascular reflex test, 121
clinical relevance, 121
database, 121–123
efferent sympathetic and vagal

activities, 120
gender difference, 121
IBI’s histograms, 123
mortality, 121
non-linear, non-periodic features, 120
respiratory peak, 124
rhythmic fluctuations, 121
spectral analysis, 121
stochastic and deterministic dynamics,

123
homeostasis, 89, 98–99

HeLa cancer cell, 184
˛�helices, 1
Heterogeneous patchy environments, 37

anomalous tempered patches, 52–55
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Heterogeneous patchy environments (cont.)
effects, 38
linear anomalous aggregation, 49–51
morphology, 38
structural density approach, 39–41
two-patch theory, 41–45

High resolution magic angle spinning magnetic
resonance spectrometry (HR MAS),
176, 177

Hill function, 136, 194
Histidine, 12, 13, 152, 155, 156
Histograms, 113
Homeostasis

anticipatory regulation, 89
arterial blood pressure

Box whisker charts, 98, 99
control mechanism, 96, 97
exclusion criteria, 97
measurement, 97
time series, 97, 98
variability, 98–99

Big Data, 89
body temperature

Box-whisker plots, 102, 103
endotherms, 100
exotherms, 100
vs. outside environment, 100
skin temperature, 101, 102
thermogenesis, 100
thermolysis, 100

early-warning signals, 90
effector variables, 90, 91
feedforward/positive feedback, 89
fractal physiology, 90
heart rate

Box whisker charts, 98, 99
measurement, 97
time series, 97, 98
variability, 98–99

loss of complexity, 90
negative feedback, 89
origins, 88
physiological responses, 90–91
regulated variables, 90, 91
self-regulating processes, 88
setpoint, 89
thermostat

bang-bang controller, 92
closed-loop control device, 92
control mechanism, 92
error-controlled regulation, 92
Fourier spectral analysis, 95
intrinsic rhythms, 96
mathematical simulation, 93, 94

proportional controllers, 93
proportional–integral–derivative

controllers, 93
system behaviour, 95, 96
variables, 93

time series analysis, 89
variability, 89

Homoclinic snaking, 198–200, 208, 213
Homoclinic stripes, 204
HRV. See Heart rate variability (HRV)
Human epidermal growth factor receptor 2

(HER2), 172, 175, 177, 179
Hybrid barrel model, 10
Hybrid PACE model, 12
Hydrophobic collapse, 7, 13
Hydrophobic core, 5, 6
Hydrophobic tyrosine–tryptophan interaction,

6

I
Implicit solvation, 6
Ising model

characteristics, 116, 117
net magnetization and statistical properties,

116, 118
phase transition, 115, 116

Isotope-edited 2D IR spectroscopy, 6

K
K-cone analysis

clinic and metabolome data relationship,
182

HeLa and HaCaT cells, 184
k-cone space, 183, 184
metabolic flux, 181
metabolic reconstruction, 181, 183
steady-state condition, 181

Kuramoto model, 118–120

L
Langevin equation, 70
Laplace space, 44
Laplace transformation, 43, 51
LBC. See Localized breast cancer (LBC)
Linear anomalous aggregation, 49–51
Lipopolysaccharides (LPS), 2
Liquid chromatography-mass spectroscopy

(LC-MS), 177, 178
Localized breast cancer (LBC), 176, 178
Localized triple negative breast cancer

(LTNBC), 174
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Localized triple positive breast cancer
(LTPBC), 174

Lumenal folding model, 10
Lyapunov–Schmidt reduction method, 198

M
Markov-state models, 14
Mass action law, 181
Maxwell distribution of velocities, 66
Mean square displacement, 69–70
MEME tool, 156, 160
Meristem, 191
Metabolic alteration, in cancer, 171–172
Metabolomics, breast cancer

biological classification, 176–177
clinical applications, 173–175
predictive markers/neoadjuvant context,

177–178
residual disease, 178
screening/early diagnosis, 173, 175
staging, 175–176
toxicity detection, 178
treatment response in ABC, 179

Microengine, 60
Micromotor, 60
MicroRNAs (miRNAs)

apoptosis, 27
bioinformatics tools, 23–26
biomarkers, 29
canonical and non-canonical pathways, 22
chronic lymphocytic leukemia, 27
circulating miRNAs, 30–31
definition, 21–22
distribution, 22
hallmarks of cancer, 27
KEGG pathways, 23
mechanism, 31
miR-21, 28
miR-155

ectopic expression, 28
lymphoma development, 28

oncogenic miRNAs, 28–30
relative expression, 31–32
role of, 23, 26
SIRT1-P53 pathway, 27
transcription, 22
tumor suppressor miRNAs, 27–30

Mitrons-pathway, 22
Mittag-Leffler function, 71
Molecular dynamics (MD) simulations, 2, 5,

11, 14
Molecular motors, 60
Motility induced phase separation (MIPS), 61

Mucin 1 (MUC1) expression, 177
Multinational Arabidopsis Steering

Committee, 190
MUSCLE algorithm, 156, 158
Mutual motion alignment, 61

N
Negative feedback, 89
NetLogo simulation platform, 139
NMR. See Nuclear magnetic resonance (NMR)
No-flux boundary conditions, 195
Noise autocorrelation function, 69
Non-Boltzmann-Gibbs distributions, 62
Non-equilibrium nature of active motion

free particle diffusion, external noise,
71–73

generalized Langevin equation (see
Generalized Langevin equation)

zero-current probability distribution, 61
Non-equilibrium statistical mechanics, 62
Nonlocal eigenvalue problem (NLEP), 205
Non-Markovian trapped brownian motion

Boltzmann-Gibbs factor, 81
fluctuation-dissipation relation and

equilibrium distribution, 76–79
mean squared displacement for internal

noise, 79–81
noise autocorrelation function, 76
out-of-equilibrium case, 81–83

Non-thermal angular noise, 61
No pathologic complete response (no pCR),

174
Novel sampling algorithms, 14
Nuclear magnetic resonance (NMR), 4, 11,

177–179

O
One anomalously trapping patch, 48
Ordinary differential equations (ODE), 135
Ornstein-Uhlenbeck process, 67, 70
Orthogonal least-squares discriminant analysis

(OPLS-DA), 175
Outer membrane (OM), 2–4
Outer-membrane proteins (OMPs), 7

P
Partial least squares discriminant analysis

(PLS-DA) model, 176, 177
Pathologic complete response (pCR), 174
PCa. See Prostate cancer (PCa)
PDF. See Probability density functions (PDF)
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Persistent Brownian motion, 81, 83
Persistent random walks, 62
Phospholipids, 2
Photo-switchable ˇ-hairpin, 13
Physical activity (actigraphy) variability, 89
Plant root hair cell morphogenesis

fundamental model
auxin flux, 195
bound/active and unbound/inactive

ROP, 194, 195
no-flux boundary conditions, 195
prenylation and S-acylation, 193
reaction-diffusion equations, 195, 196
Schnakenberg model, 196

geometrical features
bifurcation diagrams of localised stripes

and 1D-spike, 205
dispersion relation, 206
homoclinic stripes, 204
NLEP, 205
O:(1) time-scale scale instabilities, 202,

206, 207
root-hair initiation process

active-and inactive-ROP densities, 192,
193

Arabidopsis, 190
auxins, 191, 193
biochemical process, 192
differentiation zone, 191
elongation zone, 191
meristematic zone, 191
ROP patches, 193

ROP spot dynamics
active-ROP density, 210, 211
bifurcation diagram, 209, 210
CCP, 211
creation-annihilation cascade, 210
DAE, 211, 212
time-dependent location, 212
transversal instability, 208

spatially dependent gradient
bifurcation diagram, 200, 202
final profile and patch dynamics, 200,

201
Green’s matrix, 203
singularly perturbed system, 202

spatially localised structure
homoclinic snaking, 198–200, 208,

213
stable patterns for 2D domains, 198,

200
Turing bifurcation, 197–199

PLS-DA model. See Partial least squares
discriminant analysis (PLS-DA)
model

Poincaré plot, 113, 115
Polypeptide transport-associated (POTRA)

domains, 8, 9
Polyvaline peptides, 11–12
Power Law Memory, 71
Power spectral density (PSD), 113, 114
Precision medicine, 171, 185
Probability density functions (PDF), 42, 43
Proportional controllers, 93
Proportional–integral–derivative (PID)

controllers, 93
Prostate cancer (PCa)

miRNAs
apoptosis, 27
bioinformatics tools, 23–26
biomarkers, 29–32
canonical and non-canonical pathways,

22
chronic lymphocytic leukemia, 27
circulating miRNAs, 30–31
definition, 21–22
distribution, 22
hallmarks of cancer, 27
KEGG pathways, 23
mechanism, 31
oncogenic miRNAs, 28–30
relative expression, 31–32
role of, 23, 26
SIRT1-P53 pathway, 27
transcription, 22
tumor suppressor miRNAs, 27–30

mortality rates, 29
occurrence, 29

Protein folding pathways, 5
amyloid fibrils, 10–12
ˇ�barrels proteins, 2
ˇ�hairpin, 4–7, 12–13
ˇ�sheets, 1, 4
gram-negative bacterial outer membrane,

2–4
Proton-coupled electron transfer (PCET)

reactions, 12
Proton nuclear magnetic resonance

spectroscopy (H-NMR), 172, 175
PSD. See Power spectral density (PSD)
Pseudomonas aeruginosa, 134, 136
Pyocyanin selection

digestible and non-digestible nutrients, 135
las and rhl system, 136
modeling approach, 137
ODE model variables, 135
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parameters, 136
typical positive feedback loop, 136
wild types and mutants, 135, 137, 138

Q
Quantum-mechanical/molecular-mechanical

(QM/MM) simulations, 14
Quartet of Histidine-Aspartate (HD-HD), 152
Quorum sensing (QS)

ABM
bottom-up approach, 138
design concepts, 142
graphical representation, 139, 140
initialization, 142–143
NetLogo simulation platform, 139
ODD protocol, 139
parameters, 139, 141, 142
quantitative and qualitative information,

138
simulation results, 143–145
top-down approach, 138
variables, 139, 140, 142

pyocyanin selection
digestible and non-digestible nutrients,

135
las and rhl system, 136
modeling approach, 137
ODE model variables, 135
parameters, 136
typical positive feedback loop, 136
wild types and mutants, 135, 137, 138

QS-controlled virulence factors, 134
ticks, 139

R
Reaction-diffusion equations, 195, 196
Reactive force fields, 14
Regulated variables, 90
Replica-exchange molecular dynamics

(REMD), 11
Rho-family small GTPase, 191
Rho-of-Plants (ROPs)

active and inactive, 194, 195, 201, 203
patches, 193
role, 191
spot dynamics

active-ROP density, 210, 211
bifurcation diagram, 209, 210
CCP, 211
creation-annihilation cascade, 210
DAE, 211, 212
time-dependent location, 212

transversal instability, 208
switching fluctuation of active and inactive,

192
Riemann-Liouville operator, 52, 53
ROPs. See Rho-of-Plants (ROPs)
Run-and-tumble dynamics, 60

S
Saccharomyces cerevisiae, 151
Schnakenberg model, 196
Self-induced motion, 60
Self-phoretic mechanisms, 60
Self-propelled/active particles, 60
Self-regulating processes, 88
Silent mating information regulator 1 (SIRT1)

gene, 27
Skin temperature variability, 89
SMART database, 155
Spherical active Brownian particles, 61
Stochastic and deterministic dynamics, 123
Strand-loop-strand (SLS), 11
Structural density approach, 39–41
Subdiffusive transport

heterogeneous patchy environments, 37
anomalous tempered patches, 52–55
effects, 38
linear anomalous aggregation, 49–51
morphology, 38
structural density approach, 39–41
two-patch theory, 41–45

patches without tempering, 45–46
one anomalously trapping patch, 48
two anomalous patches, 46–48

Systems biology, breast cancer
metabolic phenotypes (see K-cone analysis)
principle, 180
properties, 180

T
Tauberian theorems, 70
TBDTs. See TonB-dependent transporters

(TBDTs)
Tetratricopeptide (TPR) domains, 8
Thermostat

bang-bang controller, 92
closed-loop control device, 92
control mechanism, 92
error-controlled regulation, 92
Fourier spectral analysis, 95
intrinsic rhythms, 96
mathematical simulation, 93, 94
proportional controllers, 93
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Thermostat (cont.)
proportional–integral–derivative

controllers, 93
system behaviour, 95, 96
variables, 93

Time-series analysis
autocorrelation plot, 113
Fourier spectra methods, 115
frequency domain, 113–115
histograms, 113
Poincaré plot, 113, 115
power spectral density, 113, 114
standard deviation, 114, 115

TonB-dependent transporters (TBDTs), 3
Ton-box, 3–4
Trichomonas vaginalis CDF (TvCDF)

CDF genes, 154
conserved motif, 156, 159, 160
gene expression analysis, zinc, 162–164
phylogenetic analysis, 159, 162
primary sequence analysis, 159
in silico analysis

alignment, 156, 158
domain architecture, 155
physicochemical properties, 159, 161
topology, 157

Trichomonas vaginalis, zinc efflux
CDF genes, 154
homeostasis, 153–154
trichomoniasis, 153
TvCDF (see Trichomonas vaginalis CDF

(TvCDF))

virulence factors, 153
Trichomoniasis, 153
Triple negative breast cancer (TNBC), 177
Tubulin gene, 163, 164
Turing bifurcation, 197–199
Two anomalous patches, 46–48
Two-patch theory, 41–45

V
Vicsek model, 61

W
Warburg effect, 171, 176, 184

Z
Zinc

CDF transporters, 151–152
homeostasis, 150–151
and pathogenic microorganisms, 150–151
role, 150
Trichomonas vaginalis

homeostasis, 153–154
trichomoniasis, 153
virulence factors, 153

TvCDF (see Trichomonas vaginalis CDF
(TvCDF))

Zinc-binding motif (HEXXH), 153
“Zinc fingers” domains, 154
ZnT homologs, 151, 152
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