
Chapter 1
Semantic Gap in Image and Video Analysis:
An Introduction

Halina Kwaśnicka and Lakhmi C. Jain

Abstract The chapter presents a brief introduction to the problem with the
semantic gap in content-based image retrieval systems. It presents the complex pro-
cess of image processing, leading from raw images, through subsequent stages to
the semantic interpretation of the image. Next, the content of all chapters included
in this book is shortly presented.

1.1 Introduction

Theproblemof the semantic gap is crucial and is seen inmany tasks of image analysis,
as Content-Based Image Retrieval (CBIR) or Automatic Image Annotation (AIA).
The semantic gap is a lack of correspondence between the low-level information
extracted from an image and the interpretation that the image has for a user. How to
transform the features computed from raw image data to the high-level representation
of semantics carried out by that image is still the open problem. This problem exists
despite the observed intensive researchwith theuseof different approaches to solving,
or at least narrowing, the semantic gap in image analysis, especially in image retrieval.
This gap is perceived as a barrier to image understanding. Some researchers claim that
the understanding of how humans perceive images should be helpful [1, 2]. A typical
CBIRmethod is a query-by-example system. In real life application finding an image
as an appropriate users query is hard [3]. Easier and more intuitive is to describe the
intended image by some keywords. Combining different media, like images, text,
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video, sound, into one application is a subject of Multimedia Information Retrieval.
It is also the widely developed field of research.

The output of CBIR systems is a ranked list of images; the images are ordered
according to their similarity to the users query image.However, similarity ismeasured
using low-level features extracted from images; this causes that returned images often
do not meet users expectations, similarity based on low-level features do not cor-
respond the human perception of similarity. Research on how human perception is
working is intensively developed, one can expect that their results will be useful
in bridging the semantic gap [4–9]. Authors of [9] try to model of human cortical
function aiming simulation of the time-course of cortical processes of understanding
meaningful, concrete words. The different parts of the cortex are responsible for
general and selective, or category-specic, semantic processing. In [5] authors studied
the humans and automatic perception of orientation of color photographic images.
They concluded that the interaction with the human observers allows defining sky
and people as the most important cues used by humans at various image resolutions.
These and other results in the field of understanding human perception can be a hint
for the creators of computer systems understanding images. Some researchers focus
on developing a computer system that mimics the perceptual ability of people [10].
Such systems try to consider knowledge about the structure and the surrounding
environment of a scene.

An analysis of the perception of images byman suggests that computer vision sys-
tems should also take into account some knowledge. The computer systems require
acquired knowledge at different levels. To explain it let us see on vision systems
from three perspectives: knowledge, algorithmic and implementation perspectives.
From the implementation perspective, the used programming languages and com-
puter hardware can be considered; this is not interesting for us here. The algorithmic
perspective is essential—we have to decide theway of representing the relevant infor-
mation, also the most suitable algorithms for use. The most interesting perspective
is the knowledge perspective. Here, the questions could concern the knowledge that
enters a process, the knowledge obtained in the process, constraints determining the
process, and others.

An image (a scene) corresponds to basic properties of real-world. The next pro-
cessing step uses physics, photometry, and so on. Further processing requires models
of objects to be recognized, models of situations and common sense knowledge (see
Fig. 1.1).

Information derived from primitive features, extracted from images, is the low-
level knowledge. The semantic relationships and patterns, gathered by knowledge
discovering methods, are the second level of knowledge [10]. Gathering such knowl-
edge requires considering the correlation between the low-level information with the
interpretation of concepts related to domain knowledge. Machine learning has to rec-
ognize complex structural relations between visual data and the semantic interpreted
by human observing the considered scene.

In real-life use of CBIR systems, often a user can have a problem with finding
a query image that matches the user’s intent [11]. Finding the perfect image from a
collection could be an example of such situation. It would then be much easier to
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Fig. 1.1 From raw image to image understanding—a schema of processing

describe the desired image using text. The authors of [12], distinguish four scenarios
depending on available information for creating CBIR: caption; annotation, tag, key-
word; fullMPEG-7 annotation. The potential scenarios are: only images; imageswith
captions; images with captions and annotations, tags, keyword; and images with all
mentioned descriptions. The authors propose different corresponding tasks for these
scenarios such as rule induction for semantic class refinement, useKnowledge-Based
System to infer object association or structural projection MPEG-7 representation
and index building.

Multimodal CBIRs, i.e., taking into consideration visual, textual and audio fea-
tures are growing in popularity. How to exploit the visual content of images in the
CBIR systems is strongly developed, but there are other subjects worth the attention
of researchers. Li et al. present a survey of researches on three problems connected
with the semantic gap bridging: image tag assignment, refinement, and tag-based
image retrieval [13]. The tag relevance to the visual content of an image hardly
influences the quality of CBIR.

As it was mentioned earlier, the subject of semantic gap in the field of content-
based image retrieval is intensively studied. The very interesting survey is presented
in [14]. Authors comprehensively present achievements in particular steps of the
CBIR systems, starting from the framework of CBIR, by image preprocessing, fea-
ture extraction, learning system, benchmark datasets, similarity matching, relevance
feedback, up to the evaluation of performance and visualization. The authors also
indicate some key issues that influence the CBIR. They pointed out as still open
problems: representation of images with a focus on local descriptors; automatic
image annotation; image indexing to reduce dimensionality; deep learning approach;
description of ideal image datasets; re-ranking approaches as post-processing; visu-
alization aspects.

An interesting approach is presented in [15]. The authors extend the latent seman-
tic word and object models, to the latent semantic word, object and part models. The
premise of this approach was the fact that not only similarity of semantic of words
and semantic of images is important to the CBIR task. Also complex semantic rela-
tions within each modality, e.g., there are similar relations in the text to the relation
between objects: object A is a part of object B and object B is an instance of object
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C. They developed models able to learn these types of semantic relations across and
within modalities simultaneously, using ImageNet and WordNet sources.

Variety of approaches have been developed to improve the CBIR systems that
would be able to return the most relevant images with maximum user satisfaction
[16–19]. Also, numerous papers containing a survey of the CBIR systems have been
published, i.e., [13, 14, 20, 21]. In this book, some chapters present interesting
approaches at the different level of CBIR systems and one chapter dedicated to
applications of deep learning to bridge semantic gap. We have noticed a lack of
survey dedicated to this new learning paradigm applied to image understanding, and
the last chapter fills this gap.

1.2 Chapters Included in the Book

Chapter 2 presents a comparative study of the most used and popular low-level local
feature extractors in a smart image and video analysis. An overview of different
extractors is the first part of the chapter. The authors highlighted the main theoretical
differences among the different extractors. A comprehensive study has been per-
formed with use the Freiburg-Berkeley Motion Segmentation (FBMS-59) dataset.
The robustness and behavior of compared extractors are discussed. The observations
about the matching process are also outlined.

Chapter 3 is dedicated to image segmentation. The author claims that reliable
segmentation algorithms, extracting as accurately as possible, regions with a cer-
tain level of semantic uniformity significantly improve the automatic annotation
of an image. The developed segmentation technique is based on scale-insensitive
maximally stable extremal regions (SIMSER) features a generalization of the pop-
ular MSER features, which is rather useless in semantic image segmentation. The
chapter describes the experimental study of relations between semantics based image
annotation and SIMSER features, focusing on color images.

Chapter 4 shows a generalization of known active contour technique, namely
active partitions. The proposed approach can be applied to more sophisticated image
content representations than raw pixel data. The reduction of search space enables
to use evolutionary computations, less sensitive or invariant to the choice of initial
solutions. The author demonstrates the flexibility of the proposed approach; it can
be applied to both global and local image analysis.

Chapter 5 deals with 3D object recognition in RGB-D images, in indoor
autonomous robotics. The proposed framework integrates solutions for: generic
object representation; trainable transformations between abstraction levels; reason-
ing under uncertain and partial data; optimized model-to-data matching; efficient
search strategies. As such, the framework is an application-independent generic
model based. It was verified in robot vision scenarios. The approach allows to iden-
tify what kind of knowledge is needed and to utilize existing meta-level knowledge
to learn concept types instead of memorizing individual instances. An interesting
feature of the proposed framework is decomposition of an object into simpler ele-
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ments, named parts. The authors confirmed experimentally that the approach might
easily be adapted to multiple scenarios.

Chapter 6 concerns efficient automated mechanisms for processing video con-
tents. The vast gap between what humans can comprehend based on cognition,
knowledge, and experience, and what computer systems can obtain from signal pro-
cessing, causes the subject very difficult. On the other hand, the increasing popularity
and ubiquity of videos need efficient automated mechanisms for processing video
contents. The spatiotemporal annotation of complex video scenes, in the form inter-
pretable for machines, can be obtained by fusion of structured descriptions with
textual and audio descriptors. This annotation can be used in scene interpretation,
video understanding, and content-based video retrieval.

Chapter 7 focuses on how deep learning can be used in bridging the semantic
gap in the content-based image retrieval. The chapter briefly presents the traditional
approaches and introduces into deep learning, methods and deep models useful in
CBIR. The authors distinguished three basic structure levels for scene interpretation
using deep learning; they are feature level, common sense knowledge level, and
inference level. The chapter presents the applications of deep learning at the particular
levels of CBIR. Finally, the application deep models in bridging the semantic gap
are summed in a table, and the growing popularity of DL in image analysis is shown.

1.3 Conclusion

The chapter provides some problems connected with a gap between automatic image
interpretation and how human perceive the semantic content of an image. Steps of
image processing from raw image to semantic image interpretation are presented.
Each step influences the result of CBIR systems. From the semantic gap bridging
point of view, the most interesting seems to be a knowledge level of image analysis.
However, it strongly depends on the lower levels. A raw image reflects basic real-
world properties. Features extracted from a raw image strongly influence the further
process, and by this, the final results. Deepmodels are becoming increasingly popular
and are rapidly developed. They deal with complicated tasks such as choosing the
suitable set of features. Instead, they learn the feature. Deep models release a human
from the need to define features and algorithms of image processing; they are worth
developing.
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