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General Co-chairs and Editors’ Message
for OnTheMove 2017

The OnTheMove 2017 event held October 23–27 in Rhodes, Greece, further consol-
idated the importance of the series of annual conferences that was started in 2002 in
Irvine, California. It then moved to Catania, Sicily, in 2003, to Cyprus in 2004 and
2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete in 2010 and 2011, to Rome in 2012, Graz in 2013,
Amantea, Italy, in 2014 and lastly to Rhodes in 2015 and 2016 as well.

This prime event continues to attract a diverse and relevant selection of today’s
research worldwide on the scientific concepts underlying new computing paradigms,
which of necessity must be distributed, heterogeneous, and supporting an environment
of resources that are autonomous yet must meaningfully cooperate. Indeed, as such
large, complex, and networked intelligent information systems become the focus and
norm for computing, there continues to be an acute and even increasing need to address
the implied software, system, and enterprise issues and discuss them face to face in an
integrated forum that covers methodological, semantic, theoretical, and application
issues too. As we all realize, e-mail, the Internet, and even video conferences are not by
themselves optimal nor even sufficient for effective and efficient scientific exchange.

The OnTheMove (OTM) International Federated Conference series has been created
precisely to cover the scientific exchange needs of the communities that work in the
broad yet closely connected fundamental technological spectrum of Web-based dis-
tributed computing. The OTM program every year covers data and Web semantics,
distributed objects, Web services, databases, information systems, enterprise workflow
and collaboration, ubiquity, interoperability, mobility, as well as grid and
high-performance computing.

OnTheMove is proud to give meaning to the “federated” aspect in its full title: It
aspires to be a primary scientific meeting place where all aspects of research and
development of Internet- and intranet-based systems in organizations and for e-business
are discussed in a scientifically motivated way, in a forum of interconnected workshops
and conferences. This year’s 15th edition of the OTM Federated Conferences event
therefore once more provided an opportunity for researchers and practitioners to
understand, discuss, and publish these developments within the broader context of
distributed, ubiquitous computing. To further promote synergy and coherence, the main
conferences of OTM 2017 were conceived against a background of their three inter-
locking global themes:

– Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
– Technology and Methodology for Data and Knowledge Resources on the

(Semantic) Web
– Deployment of Collaborative and Social Computing for and in an Enterprise

Context



Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant
infrastructure-enabling technologies, ODBASE (Ontologies, Databases and Applica-
tions of Semantics, since 2002) covering Web semantics, XML databases and
ontologies, and of course CoopIS (Cooperative Information Systems, held since 1993),
which studies the application of these technologies in an enterprise context through,
e.g., workflow systems and knowledge management. In the 2011 edition, security
aspects, originally started as topics of the IS workshop in OTM 2006, became the focus
of DOA as secure virtual infrastructures, further broadened to cover aspects of trust and
privacy in so-called cloud-based systems. As this latter aspect came to dominate
agendas in this and overlapping research communities, we decided in 2014 to rename
the event as the Cloud and Trusted Computing (C&TC) Conference, and originally
launched it in a workshop format.

These three main conferences specifically seek high-quality contributions of a more
mature nature and encourage researchers to treat their respective topics within a
framework that simultaneously incorporates (a) theory, (b) conceptual design and
development, (c) methodology and pragmatics, and (d) application in particular case
studies and industrial solutions.

As in previous years, we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of
Web-based distributed computing. This year this difficult and time-consuming job of
selecting and coordinating the workshops was brought to a successful end by Ioana
Ciuciu, and we were very glad to see that our earlier successful workshops (EI2N,
META4eS, FBM) re-appeared in 2017, in some cases in alliance with other older or
newly emerging workshops. The Fact-Based Modeling (FBM) workshop in 2015
succeeded and expanded the scope of the successful earlier ORM workshop. The
Industry Case Studies Program, started in 2011 under the leadership of Hervé Panetto
and OMG’s Richard Mark Soley, further gained momentum and visibility in its seventh
edition this year.

The OTM registration format (“one workshop or conference buys all workshops or
conferences”) actively intends to promote synergy between related areas in the field of
distributed computing and to stimulate workshop audiences to productively mingle
with each other and, optionally, with those of the main conferences. In particular, EI2N
continues to so create and exploit a visible cross-pollination with CoopIS.

We were very happy to see that in 2017 the number of quality submissions for the
OnTheMove Academy (OTMA) noticeably increased. OTMA implements our unique,
actively coached and therefore very time- and effort-intensive formula to bring PhD
students together, and aims to carry our “vision for the future” in research in the areas
covered by OTM. Its 2017 edition was organized and managed by a dedicated team of
collaborators and faculty, Peter Spyns, Maria-Esther Vidal, inspired as always by the
OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are to be presented by the students in
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front of a wider audience at the conference, and are independently and extensively
analyzed and discussed in front of this audience by a panel of senior professors. One
may readily appreciate the time, effort, and funds invested in this by OnTheMove and
especially by the OTMA Faculty.

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular the developments of big
data, the increased importance of security issues, and the globalization of mobile-based
technologies. For ODBASE 2017, the focus somewhat shifted from knowledge bases
and methods required for enabling the use of formal semantics in Web-based databases
and information systems to applications, especially those within IT-driven communi-
ties. For CoopIS 2017, the focus as before was on the interaction of such technologies
and methods with business process issues, such as occur in networked organizations
and enterprises. These subject areas overlap in a scientifically natural and fascinating
fashion and many submissions in fact also covered and exploited the mutual impact
among them. For our event C&TC 2017, the primary emphasis was again squarely put
on the virtual and security aspects of Web-based computing in the broadest sense. As
with the earlier OnTheMove editions, the organizers wanted to stimulate this
cross-pollination by a program of engaging keynote speakers from academia and
industry and shared by all OTM component events. We are quite proud to list for this
year:

– Stephen Mellor, Industrial Internet Consortium, Needham, USA
– Markus Lanthaler, Google, Switzerland

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT has also affected OnTheMove, but this year the
harvest again stabilized at a total of 180 submissions for the three main conferences and
40 submissions in total for the workshops. Not only may we indeed again claim success
in attracting a representative volume of scientific papers, many from the USA and Asia,
but these numbers of course have allowed the respective Program Committees to again
compose a high-quality cross-section of current research in the areas covered by OTM.
Acceptance rates vary but the aim was to stay consistently at about one accepted full
paper for three submitted, yet as always these rates are subject to professional peer
assessment of proper scientific quality.

As usual, we separated the proceedings into two volumes with their own titles, one
for the main conferences and one for the workshops and posters. But in a different
approach to previous years, we decided the latter should appear after the event and thus
allow workshop authors to eventually improve their peer-reviewed papers based on
critiques by the Program Committees and on live interaction at OTM. The resulting
additional complexity and effort of editing the proceedings were professionally
shouldered by our leading editor, Christophe Debruyne, with the general chairs for the
conference volume, and with Ioana Ciuciu and Hervé Panetto for the workshop vol-
ume. We are again most grateful to the Springer LNCS team in Heidelberg for their
professional support, suggestions, and meticulous collaboration in producing the files
and indexes ready for downloading on the USB sticks. It is a pleasure to work with staff
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that so deeply understands the scientific context at large, and the specific logistics of
conference proceedings publication.

The reviewing process by the respective OTM Program Committees was performed
to professional quality standards: Each paper review in the main conferences was
assigned to at least three referees, with arbitrated e-mail discussions in the case of
strongly diverging evaluations. It may be worthwhile to emphasize once more that it is
an explicit OnTheMove policy that all conference Program Committees and chairs
make their selections in a completely sovereign manner, autonomous and independent
from any OTM organizational considerations. As in recent years, proceedings in paper
form are now only available to be ordered separately.

The general chairs are once more especially grateful to the many people directly or
indirectly involved in the set-up of these federated conferences. Not everyone realizes
the large number of qualified persons that need to be involved, and the huge amount of
work, commitment, and the financial risk in the uncertain economic and funding cli-
mate of 2017 that is entailed by the organization of an event like OTM. Apart from the
persons in the aforementioned roles, we therefore wish to thank in particular explicitly
our main conference PC chairs:

– CoopIS 2017: Mike Papazoglou, Walid Gaaloul, andLiang Zhang
– ODBASE 2017: Declan O’Sullivan, Joseph Davis and Satya Sahoo
– C&TC 2017: Adrian Paschke, Hans Weigand, and Nick Bassiliades

And similarly we thank the Program Committee (co-)chairs of the 2017 ICSP,
OTMA, and Workshops (in their order of appearance on the website): Peter Spyns,
Maria-Esther Vidal, Mario Lezoche, Wided Guédria, Qing Li, Georg Weichhart, Peter
Bollen, Hans Mulder, Maurice Nijssen, Anna Fensel, and Ioana Ciuciu. Together with
their many PC members, they performed a superb and professional job in managing the
difficult yet existential process of peer review and selection of the best papers from the
harvest of submissions. We all also owe a serious debt of gratitude to our supremely
competent and experienced conference secretariat and technical admin staff in
Guadalajara and Dublin, respectively, Daniel Meersman and Christophe Debruyne.

The general conference and workshop co-chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
institutions, Technical University of Graz, Austria; Université de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia; and Babes-Bolyai University, Cluj,
Romania, and without which such a project quite simply would not be feasible. Reader,
we do hope that the results of this federated scientific enterprise contribute to your
research and your place in the scientific network... and we hope to welcome you at next
year’s event!

September 2017 Robert Meersman
Hervé Panetto

Christophe Debruyne
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Pragmatic Semantics at Web Scale

Markus Lanthaler

Google, Switzerland

Short Bio

Dr. Markus Lanthaler is a software engineer and tech lead at Google where he currently
works on YouTube. He received his Ph.D. in Computer Science from the Graz
University of Technology in 2014 for his research on Web APIs and Linked Data. Dr.
Lanthaler is one of the core designers of JSON-LD and the inventor of Hydra. He has
published several scientific articles, is a frequent speaker at conferences, and chairs the
Hydra W3C Community Group.

Talk

Despite huge investments, the traditional Semantic Web stack failed to gain widespread
adoption and deliver on its promises. The proposed solutions focused almost exclu-
sively on theoretical purity at the expense of their usability. Both academia and
industry ignored for a long time the fact that the Web is more a social creation than a
technical one. After a long period of disillusionment, we see a renewed interest in the
problems the Semantic Web set out to solve and first practical approaches delivering
promising results. More than 30% of all websites contain structured information now.
Initiatives such as Schema.org allow, e.g., search engines to extract and understand
such data, integrate it, and create knowledge graphs to improve their services.

This talk analyzes the problems that hindered the adoption of the Semantic Web,
present new, promising technologies and shows how they might be used to build the
foundation of the longstanding vision of a Semantic Web of Services.



Evolution of the Industrial Internet of Things:
Preparing for Change

Stephen Mellor

Industrial Internet Consortium, Needham, MA 02492, USA

Short Bio

Stephen Mellor is the Chief Technical Officer for the Industrial Internet Consortium,
where he directs the standards requirements and technology & security priorities for the
Industrial Internet. In that role, he coordinates the activities of the several engineering,
architecture, security and testbed working groups and teams. He also co-chairs both the
Definitions, Taxonomy and Reference Architecture workgroup and the Use Cases
workgroup for the NIST CPS PWG (National Institute for Standards and Technology
Cyberphysical System Public Working Group).

He is a well-known technology consultant on methods for the construction of
real-time and embedded systems, a signatory to the Agile Manifesto, and adjunct
professor at the Australian National University in Canberra, ACT, Australia. Stephen is
the author of Structured Development for Real-Time Systems, Object Lifecycles,
Executable UML, and MDA Distilled.

Until recently, he was Chief Scientist of the Embedded Software Division at
Mentor Graphics, and founder and past president of Project Technology, Inc., before its
acquisition. He participated in multiple UML/modeling-related activities at the Object
Management Group (OMG), and was a member of the OMG Architecture Board,
which is the final technical gateway for all OMG standards. Stephen was the Chairman
of the Advisory Board to IEEE Software for ten years and a two-time Guest Editor
of the magazine, most recently for an issue on Model-Driven Development.

Talk

The fundamental technological trends presently are more connectivity and more
capability to analyze large quantities of data cheaply. But no one knows where those
technological trends will take us, so we need to prepare for change.

Prediction is difficult, especially about the future, as several people are reputed to
have said. But this keynote will peer ahead into several areas that we can see need
attention, such as:

– Security for everything.
– Innovation and funding
– Learning, deployment and competitiveness



We need strategies to prepare for evolution in these areas, and we also need to
understand longer term trends. Already we see improvements in operational efficiency,
and changes in the economy from pay-per-asset to pay-per-use. More changes are
likely, towards pay-per-outcome and direct consumer access to “pull” products
autonomously.

These changes will fundamentally change the economy and drive technological
innovation. The industrial internet is only at the beginning of perhaps forty more years
of change.
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On Data, the World’s Most Valuable Resource,
and Data Science

Michael Brodie

MIT, Cambridge, MA 02139, USA

Short Bio

Dr. Michael L. Brodie is a research scientist in the Computer Science and Artificial
Intelligence Lab at MIT. As Chief Scientist of Verizon, the 2nd largest Telco in the
world, for 25 years, he has a keen interest in advanced technology and its applications
in the real world. His responsibility on the Scientific Advisory Board of two of the
world’s 60+ Data Science Research Institutes [Insight Center for Data Analytics, Ire-
land, (2015-), and Swinburne Data Science Research Institute (2017-)] is to understand
the opportunities, state of the art, and research challenges for the emerging discipline of
Data Science. This lecture presents the Big Picture of Big Data and of Data Science and
the consequent revolutions in science and industry.

Talk

Data is being conceived as having potential for transforming all human endeavors for
which adequate data is available. While data analytics has been used since before
Pharaonic Egypt, it is now becoming a powerful force in discovery and prediction,
notwithstanding domain expertise, e.g., in economics, that economic trends are
inherently unpredictable. On the other hand, data science has led to accelerating dis-
covery in many domains, e.g., cancer cures, exoplanets, paleontology, FinTech, and
retail optimization. Equally powerful threats abound, e.g., influencing the 2016 US
election.

Seven of the world’s largest ten enterprises are data-driven companies, mere star-
tups two decades ago. To compete, corporations are transforming themselves to be
data-driven. Based on Big Data and Data Science, science, engineering, and the
humanities are entering the 5th paradigm of discovery. Every major university has
developed a Data Science Research Institute (DSRI) most within the last two years.
Yet, Data Science is in its infancy without adequate principles to distinguish correlation
from causation.

This keynote explores the emergence of Big Data and Data Science by looking at
the state of the art, industrial use cases, and research conducted in DSRIs.



Semiotics and BREXIT

Ronald Stamper

Short Bio

– 1953 Army – modelled short career on the Good Soldier Svejk
– 1955 University College, Oxford – mathematics (and opera).
– 1958 NHS-Statistician at Oxford Regional Hospitals working on organisational

problems;
– 1961 UK Steel industry – Operational Research; then, at the staff college, he created

the first courses on information systems analysis and design outside the computer
industry. Discovered semiotics and, as a result, and wrote his book “Information in
Business and Administrative Systems”

– 1968 his syllabus became the basis for the UK’s national programme for which he
wrote a book of case studies and moved to the London School of Economics to
teach and research.

– 1970s Principal Investigator on LEGOL-MEASUR programme funded by IBM,
Digital two UK Research Councils (physical and social sciences).

– 1979 Semantics paper at IFIP DB Architecture conference: chair said “too
philosophical”.

– 1988 Prof. of Information Management at U. Twente, research continued.
– 1999 ‘Retired’ (joke) continued the research and attempted to transfer the tech-

nology to industry against the evident wishes of the UK’s Department of Business,
Innovation and Skills, which presides over the worst productivity in the OECD. As
our Semantic Normal Form makes huge improvements in productivity, the DBIS’s
record was threatened.

Talk

“When did you stop beating your wife/husband?” Answer with ‘Yes’ or ‘No’…
Semiotics: Called by John Locke (1690) the “doctrine of signs”, dates back to

ancient Greek philosophy. Signs stand for other things; Stamper reviewed their
properties: three technical ones are handled by hardware, telecoms and software
industries, but those central to business and this meeting (semantic, pragmatic and
social properties) have been neglected until recently.
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Gen Zou is a PhD candidate at the Faculty of Computer Science at the University of
New Brunswick, Canada. His research interests include the overlapping areas of data &
knowledge modeling, graph-relational interoperation, rule-based querying, as well as
machine learning. His recent work is the foundation, implementation, and evaluation
of the translation and execution framework PSOATransRun for Positional-Slotted
Object-Applicative (PSOA) RuleML. In PSOA RuleML, knowledge bases integrate
relational data as positional facts, graph data as object-centered attribute-value facts,
and object-classification facts, as well as class subsumptions and rules for
query-subquery reduction to facts. The instantiations of his PSOATransRun framework
translate a PSOA knowledge base to intermediate languages, TPTP and ISO Prolog,
executed via translated queries. The translators designed and implemented by him
consist of transformation modules reusable across all instantiations and a conversion
module specific to the targeted execution environment such as Prolog. He also eval-
uated PSOATransRun with a test suite and use cases including PortClearanceRules.

Dr. Harold Boley is adjunct professor at the Faculty of Computer Science,
University of New Brunswick, Canada, and chair of RuleML Inc. His work on
Declarative Specification, Programming, and AI includes leading the development
of the RuleML 1.02 system of families of languages. RuleML has been combined with
OWL to SWRL, has become the main input to the W3C Recommendation RIF, and has
provided the foundation for OASIS LegalRuleML Core Specification Version 1.0. Two
of his projects in data-plus-knowledge representation are the object-relational PSOA
RuleML and the visualization framework Grailog. He recently contributed to related
efforts at the Stanford Logic Group, CSLI, and SRI.

Tutorial

The Decision Management (DM) Community Challenge of March 2016 consisted of
creating decision models from ten English Port Clearance Rules inspired by the



International Ship and Port Facility Security Code. Based on an analysis of the mod-
erately controlled English rules and current online solutions, we formalized the rules in
Positional-Slotted, Object-Applicative (PSOA) RuleML. This resulted in: (1) a
reordering, subgrouping, and explanation of the original rules on the specialized
decision-model expressiveness level of (deontically contextualized) near-Datalog,
non-recursive, near-deterministic, ground-queried, and non-subpredicating rules; (2) an
object-relational PSOA RuleML rulebase which was complemented by facts to form a
knowledge base queried in PSOATransRun for decision-making. Thus, the DM and
logical formalizations get connected, which leads to generalized decision models with
Hornlog, recursive, non-deterministic, non-ground-queried, and subpredicating rules.

The tutorial will:

– Bridge between the Decision Management, RuleML, and OTM Communities
– Explain rules for a harbor security use case, leading to Cyber Physical Systems
– Exemplify the Pragmatic Semantic Web by prohibiting certain ship types to enter a

harbor
– Provide a hands-on demo with audience-driven queries of the Object-Relational

Decision Model
– Recommend models using generalized rule (and ontology) expressivity in PSOA

RuleML

Port Clearance Rules in PSOA RuleML XXIII
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EI2N 2017 PC Chair’s Message

In 2017 the 12th edition of the Enterprise Integration, Interoperability and Networking
workshop (EI2N’2017) has been organised as part of the On The Move Federated
Conferences (OTM’2017) in Rhodes, Greece. The workshop has established itself as a
major interactive event for researchers exchanging ideas in the context of organisations
and information technologies. This is shown by the long list of groups and committees
that support this event.

This year, the workshop is supported by IFIP. IFIP Work Groups TC 5 WG 5.12 on
Architectures for Enterprise Integration and TC 5 WG 5.8 on Enterprise Interoper-
ability support this year’s workshop. EI2N received support from IFAC’s Technical
Committee 5.3 “Enterprise Integration and Networking” (main sponsor) and IFAC TC
3.1 (Computers for Control). Additionally, the SIG INTEROP Grande-Région on
“Enterprise Systems Interoperability”, the French CNRS National Research
Group GDR MACS, and the industrial internet consortium have shown their contin-
uing interest in EI2N.

Flexibility to meet customer demands requires adaptable organisational structures.
Instant access to information about the enterprise system state and the possibility to
adapt processes are required. To reach this business goal, enterprises will connect
everything. Enterprise integration, interoperability and networking are major disci-
plines studying collaborative, communicative enterprise systems. Enterprise Modelling
Techniques, Next Generation Computing Architectures and Socio-technical Platforms
along with Semantic Interoperability approaches are essential pillars supporting the
networked and adaptive enterprise system.

For EI2N’2017 14 papers have been received. After a rigorous review process 8
papers have been accepted. At least three members of the program committee evaluated
every submitted paper. Due to the quality, we have decided to include all accepted
papers as long papers in the proceedings. Accepted papers will be made available in
pre-proceedings. After the OTM workshops authors are able to revise their papers and
include feedback from the interactive sessions in their work. This improves the quality
of the scientific work, and places emphasis on importance of the interaction in scientific
workshops.

With respect to interactivity, EI2N will host a highly interactive session called
“Workshop Café”. This special session is now an integral part of EI2N since many
years. The outcomes of these discussions will be reported during a plenary session
jointly organized with the CoopIS and the OTM Industry Case Studies Program, in
order to share topics and issues for future research with a larger group of experts and
scientists.

In this year’s Workshop Café we are discussing the topic “Interoperable Cyber
Physical Enterprise System: from a singular system to the enterprise system of systems,
a convergence”. Results will be made available at the IFAC TC 5.3 webpage: http://tc.
ifac-control.org/5/3.

http://tc.ifac-control.org/5/3
http://tc.ifac-control.org/5/3


We would like to thank the authors, international program committee, sponsors,
supporters and our colleagues from the OTM organising team who have together
contributed to the continuing success of this workshop. We welcome all attendees and
participants and look forward to an enthusiastic exchange of ideas and thoughts for the
progress of science at the workshop.

The EI2N’2017 Workshop Co-chairs

October 2017 Mario Lezoche
Wided Guédria

Qing Li
Georg Weichhart
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Abstract. Highly customized products with shorter life cycles characterize the
market today: the smart manufacturing paradigm can answer these needs. In this
latter production system context, the interaction between production resources
(PRs) can be swiftly adapted to meet both the variety of customers’ needs and
the optimization goals. In the scientific literature, several architectural config-
urations have been devised so far to this aim, namely: hierarchical, heterarchical
or hybrid. Whether the hierarchical and heterarchical architectures provide
respectively low reactivity and a reduced vision of the optimization opportu-
nities at production system level, the hybrid architectures can mitigate the limit
of both the previous architectures. However, no hybrid architecture can ensure
all PRs are aware of how orienting their behavior to achieve the optimization
goal of the manufacturing system with a minimal computational effort. In this
paper, a new “hybrid architecture” is proposed to meet this goal. At each order
entry, this architecture allows the PRs to be dynamically grouped. Each group
has a supervisor, i.e. the optimizer, that has the responsibility: (1) to monitor the
tasks on all the resources, (2) to compute the optimal manufacturing parameters
and (3) to provide the optimization results to the resources of the
group. A software prototype was developed to test the new architecture design
in a simulated flow-shop and in a simplified job shop production.

Keywords: Cyber physical production system � Factory automation
Hybrid control architecture � Intelligent manufacturing system
Reconfigurable manufacturing system

1 Introduction

Market mutations from a local to a global economy are urging production systems to
face new challenges. Recent years have witnessed the switch from mass production to
mass customization, with customers requiring product even more customized, main-
taining high quality and low prices [1, 2]. Manufacturing companies, to remain

© IFIP International Federation for Information Processing 2018
Published by Springer International Publishing AG 2018. All Rights Reserved
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competitive, should improve their ability to swiftly adapt their production capacities to
this demand for variety. In a smart manufacturing scenario [3, 4], the production
control-system architectures are strategical as a orchestrating system of manufacturing
parameters at each production resource (PR).

Several scientific papers in recent years proposed solution to these challenges by
devising distinct types of control architectures (CA). There are three main approaches
that correspond to three main architecture of production system control classes [5]:
Fully HIerarchical architectures (FHI), Fully HEterarchical architectures (FHE) and
Hybrid Control Architectures (HCA). The centralization of the FHI reduces the reac-
tivity to unpredictable events. The decentralization of the FHE reduces the optimization
opportunities.

The current HCA do not ensure all the production resources are always aware of the
operating parameters to meet the optima conditions. In this paper, we propose a new
HCA to provide a “global view”, i.e. the resources involved in the manufacturing
process should have information about how to behave to achieve the optimization goal
of the manufacturing system. Moreover, to deal with complex manufacturing systems
characterized by a high production variety, attention is paid to the computational effort
required to ensure the global view in the proposed CA.

In our proposal, each production resource (PR, made by a physical part, e.g. the
operating machine, and a logical part, e.g. control logic) is aware of the optimal
behavior (i.e. set of manufacturing parameters) that PR can apply when no unpre-
dictable events should be managed locally, e.g. a delay of the supplier PRs.

The paper is organized as follow. Section 2 states the problem and the operating
scenario for the proposed architecture and shows as the existing CAs would face the
problem. Section 3 details the proposed architecture and explains how it face the stated
problem. Section 4 shows the software prototype. Section 5 explains the tests and the
validation of the architecture. In the Sect. 6, the conclusions and the future perspectives
are discussed.

2 Literature Review

2.1 Problem Statement

As identified above, this paper aims to design and develop a CA for production
systems, characterized by a high production variety, therefore this CA, also considering
the challenges proposed in [6] by IFAC TC 5.3, should meet the following
requirements:

• all PRs must have a constant availability (i.e. with a high refresh rate) of the global
view, i.e. each PR should have the availability of the optimal parameters setting
related to the best available optimization goal;

• the CA must be reactive with a low computational effort.

2.2 Control Architectures

This section presents a review of the production CAs in the scientific literature.
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The papers are discussed according to the classification in [5] that identifies three
main classes of CAs:

• FHI: the PRs presents in the production system have master/slave interactions;
• FHE: the PRs have the maximum decisional autonomy;
• HCA: this class includes this architectures combine the advantages of both the

previous classes, switching from hierarchical to non-hierarchical and vice versa.

2.3 Architecture Type

The FHI architectures can partially satisfy the problem statement but, due to their
structural characteristics, these are rigid and do not guarantee the reactivity required to
control a high production variability. If we apply this architecture type to the problem
proposed, it results that all knowledge and decisional ability it will be given to the
Central Unit (Fig. 1(a)). Since all the computational effort resides on the Central Unit,
it is not possible to guarantee the required reactivity: the time necessary to estimate the
optimal parameters settings for all devices (according to global optimization rule) as
well as the central-unit effort required to transfer all the information to all the devices
under its control increases the basis of the number of resources. If one add intermediate
units to control each cell (understood as a group of PRs i.e. a production department)
that do not interact with each other (e.g. [7]), the computational burden to get higher
refresh rates lowers, but there is a less complete global view (Fig. 1(b)).

On the opposite, the FHE architectures (e.g. [8]) ensure the continuous reconfig-
uration of the PRs that have learning and decisional abilities. These architectures are
not able to guarantee always the global view, since they are affected by
“short-sightedness” due to the lack of a central authority that suggests the best behavior
to achieve the global optimization. This latter is often in conflict with the local
objective of the machines. If one adopts a heterarchical architecture (Fig. 2), each PRs
(physical part or software component) can take decisions and act behaviors to reach a
local goal and to interact with each other. In this way, no resource controller can
provide the global view to each other because each try to achieve its local goal.

Fig. 1. Scheme of a Hierarchical architecture Fig. 2. Scheme of an Heterar-
chical architecture

Hybrid Production-System Control-Architecture for Smart Manufacturing 7



The following sections analyze the HCA, that aim to combines the advantages of
both the other two classes.

2.4 Hybrid Control Architectures

The HCA [9–19] can be classified according to the degree of evolution of the control
structure during the execution of production [11]: architectures can be dynamic
(D-HCA) or static (S-HCA). They differ because of the evolution of the control system,
which evolves in D-HCA and remains the same in S-HCA. As described in Sect. 2, it is
mandatory that in all operating situations, the global view of the system and their
optimal manufacturing parameter settings (e.g. temperature, velocity) is available for
all the production resources to achieve the global optimization.

2.5 S-HCA

In S-HCA [14–18] the control does not evolve, i.e. the configuration is the same all of
time. They are very close to the FHI architectures, but in this case, the lower levels are
always can refuse the guidelines to the upper level, e.g. they can ask to upper level
make a new reconfiguration. Apparently, these architectures can meet completely the
problem statement and for this, each of them has been analyzed in detail.

In [17] a monolithic structure is adopted which does not allows flexibility (see case
in Fig. 1(b)): here only one controller for each production cell is adopted that do not
interact with the others. Product P1 must pass in both the cells and since the interaction
between cells is lacking, the optimization will concern only cell 1.

When resource R2 releases P1 the optimization will concern only cell 2 and so on.
In [18] the requests to merge the individual interests is triggered directly from the PRs
that as in case of FHE do not have the global view of the system. In [15] instead a
dynamic group definition is proposed, although how it forms the cluster is unclear. The
major issue is that the PRs communicates only with the mediators and there may be
bottlenecks if the number of resources increases, as in FHI. In [14] two different agents
have been used to improve the production: Order (OA) that contains the production
plan for a single production order and Resource (RA) that corresponds to a single
production resource. When a new order arrives, the OA verifies its feasibility and after
questioning the RA, according to their responses, the OA inserts the new activities in
the Gantt of each RA. The OA monitors the production advancement. The RA man-
aged their own Gantt. They react to little perturbation changing slightly and if a major
perturbation occurs, the RA that has detected the perturbation, asks to corresponding
OA to reschedule. In this case, each OA limits to allocate the resources and it make a
re-scheduling only if a RA so requests. In this way is not possible ensure the global
view because the RAs managed their Gantt and the re-orchestration request trigger
from themselves. Only if the OA is continuously to the research of the best possible
solution, rather than to be only in wait, this architecture could be completely satisfy the
problem statement. In [16] defined hierarchy is adopted based on the assumption that
changes in production plans are infrequent. In this way, the intermediate controllers are
defined during the design of the system and they do not interact with them. For
example, let us apply this architecture to the scenario shown in Fig. 3 where there are
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9resources, 3 products and 3 production Cells. The result will be an upper level that
monitor all production resources and an intermediate control level composed by a
control unit for each production cell. Each intermediate control unit tries to achieve the
optimum for its own cell, based on its own goals, which can be in contrast with each
other.

2.6 D-HCA

The D-HCA [9–13] cannot satisfy completely the sustainability of production control.
These in fact start with a hierarchical configuration, but under a disruption, the PRs do
not respect the “authority” of their control unit: the control system thus evolves from
hierarchical to heterarchical. Some situations are possible in which the production
resources operate as fully independent entities (heterarchical configuration), and thus
the constraint posed in the problem statement will be only partially fulfilled, since in
the heterarchical configuration is not possible to ensure the global view.

Finally, a comparison is required with PROSA [19], where exists a software
supervisor (Staff Holon (SH)) that represents an external expert that suggests advices to
PR (PRs can refuse advices). However, the amount of SHs and their knowledge should
be fixed a priori. In a high production variety scenario, this constraint and the unpre-
dictability of the production can result in an under- or over-estimation of the amount of
the required computational effort and knowledge resources to implement the SHs.

The next section proposes a new architecture, where groups and supervisors are
dynamically defined and dynamic is also the knowledge assignment to the supervisor.

3 The New “Hybrid Architecture”

From the analysis of these works emerges that the existing CAs only partially fulfill the
requirements to solve the proposed problem statement. The architecture here proposed
belongs to the HCA class that fulfils the requirement of the smart manufacturing
paradigm.

A central unit configures groups of PRs based on each order entry. Each group is
independent, i.e. each product (P) requires the resources of only one group of PRs to be
finalized. The central unit defines an optimizer O for each group of PRs. This O
(1) gathers periodically the states of the PRs in the groups (2) compute the optimal
process parameters for all the PRs in the group and (3) provide to the PRs the results of
the optimization.

To preserve the global view with minimal effort, and thus assure adequate flexi-
bility, our architecture tries to solve the following problems:

• to dynamically create (re-orchestration) the intermediate control units (Optimizer O)
when the production plan change (a new order is provided), to decide, case by case,
the PRs under their control (Optimization Group OG) and to create dynamically the
communication channels between the PRs belonging to the same OG;

Hybrid Production-System Control-Architecture for Smart Manufacturing 9



• to provide only to Os, dynamically defined by the CU, only the necessary
knowledge according to the optimization goal of the manufacturing system. Doing
so, the computational effort is dynamically transferred from the CU to the Os.

Both these features make the proposed architecture prone to be implemented in a
smart manufacturing context. The next sections detail the behavior of the proposed
architecture both in re-configuration and in execution phase.

3.1 Re-configuration Phase

The CU starts from a waiting state for an introduction of a new order (PO).

• Step 1: the CU receives a PO composed by products set that are characterized from
their working sequence (operations, e.g. lamination, cooking etc. and PRs linked to
them);

• Step 2: the CU sends a stop signal to all available PRs and asks them their
advancement state (the completed operations until that moment without the ongoing
operations);

• Step 3: the PRs sends the answer to the CU. If they are running a process they
continue it, otherwise stop;

• Step 4: the CU when receives all answers creates the new production plan merging
the new PO with the operations of the old production plan that the PRs must still
perform, if they exist;

• Step 5: the CU starting from the new production plan, identifies the independent
paths (a path is defined as the machines sequence that allows passing from raw
material to finished product and two paths are independents if they not cross i.e. if
they do not share no PR). Each path corresponds to an OG;

• Step 6: for each OG, a PR (that for as they were defined paths, the PRs can belong
to only one OG at a time) is chosen to assume the role of O. It will have under its
control and will able to interact only with the PRs (slaves) belonging to its OG. The
difference between the slaves and the Os resides in an executable software that the
CU compiles and sends to each PRs in this step, according to their role;

• Step 7: the CU sends to each PR its own new production plan (agenda) and it relies
on the Os the task to manage their own OG;

• Step 8: the CU returns to waiting for a new PO to make a new re-orchestration.

The Fig. 4(a) shows the condition of a production plant during the execution phase
(three OG have already been defined), instead the Fig. 4(b) shows the result of a
re-configuration when a new PO (it contains P5 and P6) is introduced. After the
re-configuration, the OG (and then the O’s) have become two and they are different
from those in the above condition.

After the re-configuration, the production can restart. Step 2 highlights how the PRs
send only the finalized operations without considering the ones in progress. The
ongoing operations are considered in the new agenda: when the production resume,
their duration is updated based on the percentage of work done during the
re-configuration stage.
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3.2 Execution Phase

The execution phase starts after each PR receives its executable software and its
updated agenda that contain all products that it must perform in a defined sequence.
During execution phase (the fluxes between PRs are shown in Fig. 5):

1. each O reads the state (the value of the controllable manufacturing parameters to
achieve an optimization result, e.g. velocity) of each PRs under its control;

2. each O sends to all PRs belonging its OG the best manufacturing parameters setting
to achieve a global goal according to an optimization rule (e.g. energy saving);

3. each PRs, including Os, carry on the production expected from their agenda, setting
their manufacturing parameters as suggested from their O, if it is feasible and they
can react quickly to unpredictable events.

As described above, a fundamental characteristic of this architecture is that thanks
to the dynamic creation of the OG, any global optimization problem is divided in more
small problems, allowing to maintain the global view and minimize the computational
effort. In this way, an intermediate control unit manages fewer PRs than those managed
by the CU, with a consequent performance boost that affect the time required to have an
appropriate solution by an optimization algorithm (Heuristic, Genetic Algorithm etc.)
as well as the reaction time.

This work does not consider the PRs’ breakdown, allocation or re-allocation.
In the next sections, an example to validate this architecture is proposed. It will be

demonstrated how this architecture can satisfy completely the problem statement.

Fig. 4. Re-configuration phase

Fig. 5. Execution phase

Fig. 3. Application of [16]
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4 Software Prototype

To test if the dynamic re-configuration of the intermediate control level is possible with
the architecture proposed, a software prototype was implemented. The focus was on the
global view. To test the dynamic grouping, the reference scenario adopted for the test is
composed by 4 PRs (PR1, PR2, PR3, PR4).

To simulate the CU and the PRs it has been used a Linux Debian terminal for each
entity. As described in Sect. 3, the POs contain the products set with their working
sequence characterized from operations and PRs linked to them and we assume that the
PO is correct, i.e. there is not the possibility that a PO cannot be performed. The PRs
presentation board and the PO was implemented in XML (eXtensible Markup
Language).

The behavior of the CU and those of the PRs (the code to generate the executable
program in Sect. 3) have been implemented in C++. The PRs’ production plans
(agendas) are text files. The optimization goal is the energy saving and the algorithm to
find the best manufacturing parameter setting is a heuristic. To allow the communi-
cation between CU and PRs, TCP/IP protocol has been used.

5 Tests

This section describes the tests that allow to show how the proposed architecture fulfill
the problem statement. Two PO have been inserted. The first PO has two products, P1
(to be machined on PR1, PR2, PR4) and P2 (to be machined on PR4). The second one
has two products, P3 (to be machined on PR2, PR4) and P4 (to be machined on PR2,
PR3, PR4).

When PO1 is sent, the CU defines an OG formed only by PR1, PR2, and PR4,
since there are not products that involve PR3. Then, the CU assigns to PR1 the O role.

The Fig. 6(a) shows the agenda of all PRs involved in the optimization. It is
possible to notice that: (1) only the PR1 agenda contains information related to all
products and all PRs belonging to its OG (in red circle); (2) PR2 and PR4 agendas

Fig. 6. (a) Agenda of PRs belonging to OG after PO1 insertion (b) Agenda of PRs belonging to
OG after PO2 insertion (Color figure online)
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contain information related to O IP (blue circle), IP of their previous PR, and operations
that they must perform (green circle).

PR1 completed all planned operations and then PO2 starts working. The CU per-
forms a re-configuration: as shown in Fig. 6(b), the OG dynamically changes (now is
composed only by PR2; PR4; PR3) and PR2 is chosen as O.

Figure 7 shows on left side an example of an agenda that Os sends to a PR
belonging to its own OG. Each row in Fig. 7 is structured as follows: on left side
<starting time>; <ending time>; <parameter to apply> and on right side <reading
time>; <value read>. Moreover, Fig. 7 shows on right side the lectures of the same PR
in the same period and shows the PRs refusing the suggested parameters if a product is
on delay: PR readings are 0 on the highlighted area, despite the values in the plan, since
a product is on delay.

6 Conclusions: Limits and Future Perspectives

In this work, a new hybrid control-system architecture is presented. As discussed in
Sect. 2, no-architecture in the literature could meet the requirements in the problem
statement, since the FHI architectures cannot ensure the necessary reactivity, the FHE
architectures cannot ensure the global optimum, and HCA cannot ensure both the
requirements of global view with the required reactivity. By means of the tests
described in Sect. 5, it is possible to show that the new proposed HCA fulfill the
problem statement:

• All PRs have the constant (i.e. with a high refresh rate) availability of their own best
manufacturing parameters, necessary to ensure the global view;

• By means of the dynamic grouping and of the dynamic assignment of the knowl-
edge, the computational effort is re-allocated at each order entry.

The limits of the proposed architecture concern the limit in sharing products
between different PR groups: this point makes the proposal less effective in a general
job-shop scenario. Consequently, a future perspective can be the extension of the
application domain to all job shop cases, assembly systems and the handling of the
resource allocation.

Fig. 7. Predicted (left) and real (right) production plan
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Abstract. Many of the current manufacturing systems are still implemented as
sequential inflexible production lines. This creates difficulties to fulfil the cus-
tomer request for customized products. The production of customized products
is accompanied by major changes in the production infrastructure. To support
more flexible production, the sequential production lines nowadays start to
change to workshop production. In that case all production systems will be
grouped by their tasks, e.g. all drilling machines are located in the same place.
A manufacturing system stands for the different involved hardware and software
components at the manufacturing process. Each manufacturing system is con-
nected with the help of the shop-floor IT. The term shop-floor indicates the
productive area of a factory and includes the operative work. Shop-floor IT
includes the information processes and IT solutions that control, secure and
record product activities. Therefore the shop-floor IT supports directly the
execution on field level. The model based view of a production process sim-
plifies the understanding of the product lifecycle and planning. To optimize and
speed up building and changing of product processes, the modular shop-floor IT
has been developed by technologies derived from cyber physical systems and
internet of things. However, interoperability issues such as different imple-
mentation of controls and process variations are a major challenge.

Keywords: Internet of things � Cyber physical systems and industry 4.0
Interoperability challenges

1 Motivation and Challenge

Information technology (IT) aspects are addressed still quite late in the design and
planning process of manufacturing systems in industry. Usually the IT infrastructure
for manufacturing systems is implemented in a permanent way for a specific production
line or factory. It creates difficulties regarding setup-time and flexibility.

Flexible and resilient manufacturing systems require a dynamic adaptability of the
IT configurations along with the dynamic reconfiguration of the shop-floor related to
demands such as:
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• New products or services.
• Events of failure and change.
• Robust and secure IT realizations.
• Management of customer orientation.

This requirement even already arises in “mass production”. Thereby a large number
of new variants appear and the repetition number of the same product can be easily
lower than 1.4 products per year. This has been identified from different industry
sectors during several projects in the last 5 years. Therefore, approaches are required to
increase the flexibility as well as to move the development of the information man-
agement for the shop-floor into earlier planning phases. This information management
is also called shop-floor IT.

The shop-floor IT is directly involved in the production. It is responsible for the
control, management and monitor of the production facilities in real time. Shop-floor IT
functions (IEC62264) are for example “specification management”, “execution man-
agement”, “data acquisition” and tracing.

The approach for the development and maintenance of the shop-floor IT is at the
moment usually sequential. The shop-floor architecture and infrastructure is developed
after the final definition of the machinery. This final step connects the embedded IT of
the machinery with the shop-floor IT by adaptation of the communication and the
implementation of the manufacturing processes. This approach creates a close
dependency between the machinery and the shop-floor IT.

New manufacturing approaches arise and the number of product variances
increases and becomes more complex. These would lead to an increase of manufac-
turing functions. It goes along with continues automation processes within industrial
digitalization and industry 4.0. Currently the high number of manufacturing steps
results in a high number of IT‐functions for control, management and monitor of the
machinery. This easily extends the complexity and resource costs for the shop‐floor IT
planning. Furthermore, the high number of functions and devices increase the risk of
failures.

At the same time, the demand of rapid changes in the production is growing and
additional to that the information management during the manufacturing execution
needs to be adapted in short term.

To insure continuous production, new configurations needs to be applied during the
manufacturing process online without stopping the process. But also if failures appear
alternative machinery should easily be put in place. This is currently very difficult and
challenging to realize within the current shop‐floor IT setups because of interoperability
issues such as:

• Control devices are different with different communication mechanism and
openness.

• The plug-in of new devices or services into a network of manufacturing systems
requires effort in adaptation of the communication mechanism. This relates to the
diversity of controllers for physical devices as well as different implementation on
top of the controllers.

• Differences between shop-floor IT relations even within the same organization [1].
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Within the current automation pyramid the shop-floor IT is located between the
machinery and low level Manufacturing Execution System (MES) functions [2, 3].
This covers Programmable Logic Controller (PLC) [4], Supervisory Control and Data
Acquisition (SCADA) [3] and the production data acquisition and monitoring of the
MES.

Currently, setup and work sequences are derived from the product structure and the
structure of the manufacturing system. The shop-floor IT is not considered here. In
future, predefined services should be used which already contain interfaces in a stan-
dardized form.

The approach developed in cooperation with industrial stakeholders focuses on a
modular solution and the representation of IT functions of manufacturing facilities in
terms of services provided by cyber physical systems so called “modular shop-floor
IT”. Indeed modular concepts are developed since decades also for manufacturing. The
paper focuses on the use of such concepts to improve the reusability of the design of the
information management for manufacturing.

The assumption is that the IT functions required by the shop‐floor are quite often
similar. Therefore, manufacturing functions can be represented by a small set of nor-
malized services which can be grouped into modules. This has been analyzed, speci-
fied, grouped and categorized in previous industrial research projects. It can reduce the
effort for development, implementation and maintenance by using these generic
functions for the shop‐floor IT architecture. It also forces a harmonization of functions
across factories and interfaces to the machinery [5]. Details of the approach and the
technical concept are described in Sect. 3.

2 Related Technologies

With industry 4.0 the focus on cyber physical systems and internet of things in industry
becomes more prominent. Technologies such as OPC-UA [6], DDS [7], IIRA [8],
RAMI4.0 [9], CoAP [10] and MQTT [11] support the connection of physical com-
ponents with the cyber world. They also provide frameworks to create smart networks
via intranet and internet.

Taken OPC-UA it provides a standardized architecture and protocols to access
physical systems. However, the specific interface still needs to be developed. This
covers the functionalities as well as the security level [12, 13]. Furthermore, OPC-UA is
only one possibility for a standardized access to the physical world. Currently, each
machinery provider developed their own control software. Therefore, the problem of the
plug and produce into the shop-floor IT without programming effort is still a challenge.

Ontology approaches exist, such as the “method for connecting automatic func-
tional unit in hierarchically structured manufacturing system, involves providing
connecting functional unit with readable data, and transforming and enriching data with
semantic information” [14]. It does not address explicitly modularity and a model
based approach. It also focuses especially on OPC-UA whereas the shop-floor IT
concept presented in the paper addresses openness for protocols and architectures. It
proposes a normalized service interface for each physical component which hides the
used access to the physical system.
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In the described reference, architecture parts and ideas are implemented related to
RAMI4.0 and industrial internet reference architecture (IIRA) [8]. This simplifies
compliance to RAMI4.0 and IIRA in the future.

3 Architecture

For the modular shop-floor IT, three layers has been identified from a physical system
to the network of systems to a representation layer (see Fig. 1):

• Cyber Physical System: The “shop-floor IT enablers” provide a set of services
related to a cyber physical system. It delivers for each physical component in the
shop-floor related services to establish a common service interface for each of these
components.

• Network: The execution engine benefits from the services are provided by the
shop-floor IT enabler and establish the workflow between the different cyber
physical systems. Using the provided services, it can start and stop the manufac-
turing process on the cyber physical system as well as stepwise progress and
manage the feedback from the cyber physical system. The information is sent to the
information management monitor “IM monitor” in terms of user interface.

• Representation/Event detecting and debugging: The “IM monitor” provides a
view on the actual progress on orders in the shop-floor. It also allows a kind of
debugging within the shop-floor process.

Execution Engine

Shopfloor IT Enablers

Information Management (IM) Monitor

Communication 

Communication 
Enterprise

Model

Fig. 1. Components of IoT infrastructures for flexible manufacturing systems
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An enterprise model of the shop-floor processes and related data provides common
information for the configuration of the shop-floor IT. It is built by applying a library of
modules. The modules consist of service descriptions relevant for the shop-floor IT
execution. The service descriptions are based on the “Unified Service Description
Language” (USDL) [16] and the “Web Services Description Language” (WSDL) [15].
USDL is used to carry data such costs of the service, responsibilities etc. whereas the
executable service is described by WSDL. The model includes the relation between the
shop-floor IT enablers and the manufacturing processes. The shop-floor IT enablers
represents a virtualization of a machinery in terms of services to control the machinery.

The main objective of the “shop-floor-IT enablers” is the harmonization of the
interface to the devices on the shop-floor. The assumption is that it is possible to define
a set of services which provides a common interface to manage the devices. Currently
each device has its own specific interface. Standardized interfaces are sometimes
provided but they differ in terms of specific semantics such as possibilities to start and
stop a device or to get feedback.

Therefore, an adapter is proposed to provide a minimum set of services for each
device. The initial set is just start, stop and step forward. Each of these services is
parameterized with information about the expected work of the device such as for the
start service. In fact, the adapter does an abstraction of the real functionality of the
device and transfers the specific work as well as order and product information directly
to the device.

This is possible because the realization of the information management does not
take care of the specific service of the device. But it is required to get feedbacks such as
status information e.g. ready, stopped, error, shutdown, and alive as well as potential
service data. The data which provided from the device for other services is also
managed like a black box. An example could be a camera which provides a figure to
identify a product. This information will be directly forwarded by the information
management of the shop-floor to identification services which provides the information
to the next device. Each device requires its own adapter and in the future theses
adapters should be provided by the suppliers of industrial services and devices.

To know which services are available, they are grouped into a service registry. The
execution engine uses the services from the service registry to process and manage the
information about the shop-floor (see Fig. 2). The details about the devices and their
possible connections are derived from the same enterprise model which contains process
information and also data about the services, products and orders (see also Sect. 4).

The shop-floor IT enablers target the development of a harmonised interface to
access devices and services. Therefore, every device is also represented in terms of
services. This provides a unique strategy independent from if it is a physical device or a
service.

The diversity of controllers for physical devices as well as different implementation
on top of the controllers are the major challenge. Therefore, the approach proposes an
adaptor which hides the real implementation of the controllers, protocols and even
architectures to access the physical devises or sensors because even using OPC-UA
different implementations are possible. The initial implementation of the “shop-floor IT
enablers” uses OPC-UA but it is not mandatory and other architectures are also
possible.
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In detail, the shop-floor IT enablers are implemented as Shopfloor IT Service
Systems. Together they build an IoT infrastructure, in which every Shopfloor IT
Service System represents a CPS and publishes its services. A Shopfloor IT Service
System controls the execution of a service, ensures safety measures and handles
behavior in case of errors. Access to the Shopfloor IT Service Systems is realized
through service interfaces.

4 System Network and Service Execution

The overall objective of the Execution Engine is the realisation of a path within a
network of CPSs. The network together with the related date is stored within an
enterprise model. The Execution Engine consists of different services and files. The
Index File Service and the Execution Manager Service are the main software com-
ponents. These components are supported by different templates and configuration
files. Each component is represented at Fig. 3.

The enterprise modelling system MO2GO [17] has been used to design required
information model as well as the process descriptions. The method used is the inte-
grated enterprise modelling (IEM) [18]. It provides input/output relation and actions to
model object transformations as well as the related resources required for the trans-
formation. The resources are connected by a dotted line to the action. Within MO2GO
NG the user has the possibility to create a process model. This process model has to
consist of the modules of the modular Shop-floor IT stored in a MO2GO model library.

The model based view of a production process simplifies the understanding of the
product lifecycle and planning. The production process is divided into modules similar

Fig. 2. Shop-floor IT enablers and execution engine service interfaces
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to building blocks. Every module represents a single production step and consists of
three parts, such as:

• standardized interaction function
• standardized basic information function
• generic operation module

Generic operation modules combine execution functions on the field level. The
standardized interaction functions are IT modules which are used for the in- and output
parameters from the module. Standardized basic information functions are used for
other data processing, e.g. data synchronization.

In Fig. 4 “signal setting” and “handle feedback” are standardized interaction
functions. The part “data processing” is a standardized basic information function. An
example for a generic operation module is “mating”. By combining and rearranging
modular shop-floor IT modules, different production processes are enabled. This
enables a flexible reconfiguration for customized products and variants as well as a
faster setup of new production processes.

In order to be able to produce a product later, a process model must be created first.
This process model has to consist of predefined modules of the modular shop-floor IT.
Next the Index file service has to evaluate the process model. With the information of
the evaluation the execution engine can control the connected components. Every of
these components have to send a feedback to the execution engine. On the basis of the

Fig. 3. Execution engine architecture
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feedback, the execution engine stops the whole production process or can start the next
module to complete the production.

The second step is the connection between the execution engine and the shop-floor.
To control all machines and measure related production data, the IoT technology can be
used here. It means all production objects should be (building) up as IoT components in
a virtual network as an infrastructure. Those production objects could be physical
things like a machine with its controller or virtual things like a software component. To
transform the physical production objects into IoT components cyber physical systems
(CPS) concepts are used.

Finally, Fig. 5 illustrates the components involved in the realization of the
approach. The execution engine works with the stored model information. The exe-
cution engine uses a range of messages to communicate with the connected compo-
nents. These components are on the one hand the IM monitor and on the other hand
various OPC UA servers.

Fig. 4. Module of the modular shop-floor IT

MO²GO Engine

IM-Monitor

Shopfloor IT 
configurator

Shopfloor IT execution 
engine

OPC UA Server

• Call Server
• Subscribe
• Triggers

• Events
• Messages

Trigger

• Events
• Messages

Model
data

Reference 
modules

Fig. 5. Main components for the execution of the shop-floor information management
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5 Conclusion

Tests of the concept and related prototypes have been applied. The initial tests were on
an artificial manufacturing line and illustrated the potentials in terms of modularity and
flexibility. Now two industrial related cases are established. Whereas the first uses a
traditional intranet implementation, the second uses a cloud infrastructure and has a
little modified setup. It shows already the flexibility in terms of infrastructure as in both
cases the previous described IT system is used. The setup of the demonstrator consists
basically of two incorporating commercial robots, a visual detection for the availability
of various parts as well as hard- and software components, which is an usual config-
uration in industry. A visualisation and interface for user offers a Monitor next to the
robot cage.

A current case is where the two robots assemble three gears into a planetary gear.
The demonstrators are an important indicator of the feasibility of the approach. It was
possible to show that different devices could be networked via different network
protocols in order to produce a product. Therefore, modular approach allows users a
quick and easy change of the process model. Next steps are the implementation of the
concept and prototypes within productive environments. But a major objective for the
future is test concepts to ensure security, robustness and interoperability. This is cur-
rently under development as part of a national project called IoT-T (http://www.iot-t.
de/en/).
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Abstract. In Sensing, Smart, and Sustainable (S^3) Enterprises information is
not only gathered from an internet of production things supporting smart
decision making, but this information also allows execute processes automati-
cally. These processes need to be interoperable for sustainable operation while
enabling dynamic adaptation. In this paper we present a development framework
successfully tested in a European project demonstrating key features of
subject-orientation for production process support across the IEC 62264 control
hierarchy layers. It aligns business planning and logistics with manufacturing
operations and production management, utilizing a communication protocol
choreography, message passing and data exchange between production-relevant
behavior encapsulations. The overall system is modular and adaptive, where
interoperability is supported through process models.

Keywords: Enterprise interoperability
Subject-oriented Business Process Management � Internet of Things

1 Introduction

The vision of the Sensing, Smart and Sustainable Enterprise (S^3 Enterprise) builds
around a layer of abstraction (the enterprise operating system) that allows to make use
of data from heterogeneous sources. Sensing technologies, like the Internet of Things
(IoT) are targeting low-power, wireless sensor networks which are connected to the
cloud. Collected data is stored context free, information about concrete sources is
hidden. The data is analyzed and processed, for supporting decision makers.
Sub-symbolic AI algorithms (deep learning) support classification of events using high
volume data. To become sustainable, the enterprise system must then adapt to these
smart decision. A pragmatic approach to interpretability is needed. This implies
changing the way processes are executed reacting to environmental changes. However,
planning and executing production processes is not executing simple chains of service
calls where semantically unified data is used to trigger one service after the other.
Production steps implemented by different human and artificial actors need to be
orchestrated. Adaptation in the enterprise implies maintaining interoperability of pro-
cesses. Advanced process support for actors is required from the global production
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process point of view. Interoperability is not sufficient on the technological and data
semantics layer but is also required on organizational process and pragmatics layer.

For understanding the needed process interoperability support, a simple process
where a human and a robot collaborate, is used to pinpoint the direction of future work.

In Sect. 2 we present interoperability research with a focus on adaptive, modular
systems and organizational interoperability. Section 3 presents an initial approach
developed in the So-Pc-Pro project for interoperability of processes. This is then
summarized in the conclusions at the end of this article.

2 Interoperability

The production process is the most important integrating aspect of a production system.
Subsystems like machine and human actors need to align their activities with resource
availabilities and part flows. When going into details, execution of process parts is
dependent on the concrete machines executing these segments.

On a higher level of abstraction, a similar situation exists. The execution of pro-
cesses along the supply chain is decentralized, where suppliers determine their own
production schedule, partially executed concurrently, taking decisions independently.
However, at the end of the day, a globally synchronized production plan is required
which links machines across multiple supply chain participants.

Therefore, in a production system both, parallel and independent executed
sub-systems with their specific behavior, as well as their output and behavior being
interoperable with the rest of the system is need.

In the following, we review our view on Enterprise Integration and Interoperability
in general, and discuss then process-related approaches to enterprise interoperability.

2.1 Enterprise Integration/Interoperability

Enterprise Integration [1] has its roots in Computer Integrated Manufacturing
(CIM) approaches developed in the 80’s and 90’s. Its aim is to support the alignment of
the enterprise’s information sub-systems. The enterprise information system includes
artificial and human agents that share and exchange information [2].

Integration is an activity, which is necessary to bring together independently cre-
ated systems in order to realize a larger function that requires all involved systems.
Integration activities are researched in the fields of enterprise integration (EI) [1],
enterprise interoperability [3], enterprise application integration (EAI) [4]. EAI focuses
on the technical aspects of distributed applications and middleware.

It is of importance to understand, that all these research fields are model-driven
approaches. The exchanged information and the interfaces between systems is explicit
[5]. Enterprise Modelling (EM) and Enterprise Architecture (EA) have strong con-
nections to the problems discussed in enterprise integration and interoperability [6].
Interoperability builds on research on integration, but places emphasis on loosely
coupled systems, and stresses the independence and decentralized aspects of the
involved systems.
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The to-be integrated, independent systems have interfaces across which it is nec-
essary to exchange information to realize the overarching function. This implies that
there is a technical interface, which is used by the other system to exchange infor-
mation. Such interfaces include human machine interfaces (HMI) when one of the two
systems is a human.

These pieces of information must not only have the correct technical data format,
but also the semantics of the conveyed information must be clear and synchronized
(also in the HMI case). The semantic interoperability barrier (aka conceptual interop-
erability barrier) refers to the representation of a real-world element and problems with
the interpretation of its structure and meaning by different systems.

In addition to syntactical and semantical interoperability, there is an organizational
aspect of information exchange. In the case of machine-to-machine communication for
example the APIs (application programming interface) must be called in the correct
sequence. In the case of considering a production system on supply chain level,
(business) processes of the organizational systems need to be aligned. The use of
information within a process provides the specific context in which information is used.
This aspect incorporates pragmatics and addresses the use of data beyond its context
free interpretation.

The European Interoperability Framework discusses three essential levels or
dimensions of interoperability [1]. On the bottom, the syntactic level is concerned with
technical interoperability between two systems. In the middle, there is the semantic
level concerned with the interpretation of data. On top, there is the pragmatic level
concerned with the use of information in a concrete context.

Besides the different levels of concern, there is also the degree to which multiple
systems are interoperable. This quality is described on a continuum.

To be fully integrated implies that there is a common (concrete) model, which is
implemented, in full detail, in all involved systems. This is an extreme position on the
discussed spectrum, because, as a consequence, the interfaces between the systems get
blurred. All systems are dependent, and any change needs to be addressed in all
systems.

At the other end of the spectrum are incompatible systems. These systems are not
able to exchange information or interact (technical aspect), required information is not
understood or interpreted in the wrong way (semantic aspect), or the behavior of one
system has negative impact on other systems (e.g., incompatible processes: organiza-
tional aspect).

In the continuum between incompatible and fully integrated systems are interop-
erable systems. The research field of Enterprise Interoperability, in contrast to Enter-
prise Integration, places emphasis on the loosely coupled (loosely integrated) systems
and discusses unified and federated interoperability [7]. It is not implied that the
integration end of the continuum provides higher quality. On the contrary, loosely
coupled systems are more adaptive and are much harder to engineer.
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2.2 Approaches Supporting Interoperability in Production

In a stable system interoperability is less often disturbed once reached. In a system
which is dynamic and facing a lot of changes, more sophisticated support for sus-
tainable interoperability is needed.

In the following we review selected approaches supporting interoperability, giving
attention to their support for process interoperability and modular, adaptive systems.
Due to space constraints, we have to focus on a limited list of approaches.

Technology Approaches

One example for a technological approach is the Cilia Middleware service oriented,
integration environment. It is based on mediators, supporting the monitoring and
dynamical adaption of mediator chains during execution [8]. While the possibility to
adapt is a core aspect of the cilia middleware, this adaptation is triggered from the
outside. Missing is the possibility to do a process re-planning beyond the exchange of
services, if a better candidate is available and requires a changed interaction.

Semantic Approaches

A combination of middleware and ontology is implemented in the Ontology of
Enterprise Interoperability extended for Complex Adaptive Systems (OoEICAS) [9]. It
implements middleware aspects using an actor-based system, where the actors
encapsulate the external systems to be made interoperable. The realized Domain
Specific Language (DSL) implements the systemic aspects of the Ontology of Enter-
prise Interoperability [10]. This DSL supports the implementation of actors as a core
concept for representing systems. This allows to implement interoperability on process
level, as the actors may map the behavior of external systems to interoperable behavior.

The Liquid Sensing Enterprise (LSE) approach [11] also assumes that the enterprise
is a complex adaptive system. This approach provides the infrastructure that the
enterprise evolves over time. Fundamentally, this approach is a model driven engi-
neering approach. Independent agents communicate with others using models. This
implies that used models (e.g., for decision making or communication) change and
need to be transformed. A model morphism agent is responsible for proposing model
mappings. Simulation is used to estimate the impact of change on the existing system.
Models may also describe behavior of systems.

Organizational Approaches

The multi-agent-system based SUddEN environment supports organizational interop-
erability through the use of performance indicators [12]. A core team of supply chain
participants designs the performance measurement system for the planned chain.
Supporting the collaborative design activity supports alignment of business goals and
due to the need to make indicators explicit, organizational interoperability is indirectly
required and measured in the following.

In CrossWork, an agent based systems approach is used to provide a modular
infrastructure for supply chain planning [13]. In this approach, process interoperability,
requires explicit process models at the external level. An ontology is provided that
allows to capture goals, capabilities as well as roles of supply chain partners [14]. Here
local workflows (represented by agents) contribute to global workflows.
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The Mediation Information System approach (MIS) [15] is a methodological
framework for supporting knowledge management and continuous interoperability
management for the supply chain. It supports alignment of information systems and
collaborative behavior. Adapting MIS needs to be performed manually.

S-BPM (Subject Oriented Business Process Management) can be used to support
interoperability [16] and implement production processes [17]. By extending the
business process features and directly interfacing machines S-BPM allows to imple-
ment a level of abstraction where subjects (roles of agents) exchange information
objects, but internal behavior is hidden. Yet the semantics of the information objects
has to be defined externally (i.e. full integration is needed). The interface between
subjects needs to be determined ex ante.

3 Adaptive Processes and Interoperability

In the S^3 Enterprise vision, information is gathered from an internet of production
things to enable smart decisions for the enterprise system which are turned into actions
to maintain sustainability. Taking a simple scenario from collaborative robotics, in
assembly processes show the need for ad-hoc & local re-planning of processes.
However, local process changes have impact on the global level as well. The scenario
below will serve as an initial case to highlight requirements and needs for an inter-
operability support infrastructure capable to re-plan processes.

We are considering a collaborative robotic system, where robots work with humans
assembling small parts (following [18]). Both sub-systems, the human and the artificial,
need to have appropriate tools for their tasks available. It is not possible, that the tools
are passed from humans to robots (tools need to be mounted to the robot arm). Not only
because of this, for rescheduling a task from a human to a robot, logistic, and
preparatory steps have to be taken. Task-relocation happens due to external and also
internal events. A GPS sensor is capable of reporting that the delivery of parts is
delayed. That information needs to be connected to the right-order schedule, and the
overall schedule needs to be redone, where different task processing times of the robot
and the human need to be taken into account. Internal rescheduling events will trigger
task re-location when a sensor signals physical or cognitive overload of the worker.
This will happen on the spot, making ad-hoc changes may be necessary.
Task-reallocation to the other direction happens when a sensor identifies a worn-out
tool of the robot.

This scenario reveals interoperability issues on all three levels of interoperability,
which will be used in the following to structure the discussion.

3.1 General Organizational Interoperability Requirements

On technical level, all components have to be connected and a standard for
machine-to-machine communication have to be in place. Assembly is, in principle, a
flexible process. It is required, that the hardware components have to be modular in
order to re-arrange the overall assembly system over time.
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Descriptions of tasks (i.e. models) have to be available in machine and human
readable form. The semantics of the tasks depends on the application domain. It
captures active resources (artificial and human agents, including their skills), passive
resources (e.g. materials), and activities.

Agents are the main elements that execute a certain task. Different agents have
different skills allowing to execute different tasks. Agents may be able to execute a task
in different qualities. Agents may be organized in teams, projects, and organizational
units.

For executing tasks, resources like raw materials, knowledge are needed, and
semi-finished parts are produced. Flows of parts and materials (passive resources)
between agents are one kind of flows that needed to be addressed. Not only physical
flows but also activity flows need to be captured and controlled. Some activities have to
be executed in parallel (synchronous, asynchronous), some in sequence. The possibility
to use coordination patterns is needed for planning (see the following).

Skills are concepts that allow to do initial planning and select agents capable to
certain tasks. Skills are realized by coordinated activities called processes.

All these model elements need to be understood by all agents. The semantics needs
to be clear and the syntax needs to be machine and human readable as well.

Given the scenario above, re-planning/redesign takes place in case of events when
processes can not be executed as planned/designed.

3.2 Process Design and Execution

In the following, we present a Business & Production Process Management approach,
which allows to orchestrate different human and artificial agents on the shop floor. This
partially fulfils the above presented requirements.

Subject-oriented Business Process Management (S-BPM) represents a generic
approach to modelling, execution and improvement of business processes. It has been
applied in production companies, expanding the scope of process management to
planning, logistics, and shop floor activities [17]. The different levels of abstraction and
granularity of the IEC 62264 control hierarchy have been seamlessly integrated on the
process level using the S-BPM approach in the EU-funded project “Subject-Orientation
for People-Centred Production”1. As shown in Fig. 1, the vertical integration for
modularisation is based on using subject-oriented process models as a uniform rep-
resentation layer. In S-BPM, processes at all levels of the IEC 62264 control hierarchy,
including High Level Control (HLC) and Low Level Control (LLC), can be repre-
sented. Processes on the LLC levels (i.e. Levels 1 and 2) execute them in real time.
Processes on HLC levels (i.e. Levels 3 and 4) operate not on in real time. Data
exchange between processes at the different levels can be based on existing automation
standards, including OPC UA (IEC 62541) and B2MML (IEC 62264). OPC UA as a
communication protocol is implemented in most modern PLC environments. It allows
exchanging semantic data models also via web services or binary protocols.

1 www.SO-PC-Pro.eu.
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Vertical integration allows modularisation of operating processes in mutual
dependency with respect to planning, executing and monitoring requirements. The
SO-PC-Pro project has led to an S-BPM based process integration framework. Tech-
nically SO-PC-Pro is based on recent developments using the Metasonic Suite (www.
metasonic.de) with a B2MML interface, an OPC UA interface, an extension for
transforming S-BPM behaviours to executable IEC 61131-3 conform PLC code. As a
standard for vendor- and platform-independent communication, we have been using
OPC UA (cf. IEC 62541) to interface LLC processes executed by Programmable Logic
Controllers (PLCs).

The S-BPM approach provides an abstraction that supports process descriptions
and designs for human and artificial actors. In the following, we sketch process
communication via OPC UA to show how humans and robots are coordinated in a
single process. Runtime communication between level 3 and level 2 processes has been
enabled including data exchanged (according to the OPC UA standard) [17], p. 33ff.

The OPC UA standard (IEC 2008) supports specification of the interface of the
address space of OPC UA servers’, to define content that is visible/editable for clients.
Clients can monitor and subscribe to attributes and events on the server. Figure 2
shows the schema for the interplay between the behaviour of the “Robot” subject (in
the Metasonic Suite) and a PLC addressable via an OPC UA client/server. It enables
the configuration of the endpoint of the server and the relevant node (e.g. variable,
method, and event). It also allows reading/writing variables from/to information objects
carrying data to be exchanged, invoking methods on the server, and subscribing to
server events.

The OPC UA S-BPM connector enables (i) reading values from a Robot or any
PLC and storing them in a business object, and (ii) writing concrete values of an
information object to variables of a PLC or Robot. In this way, the concrete OPC UA
server endpoint providing desired variables can be implemented. When an action and a
relevant information object needs to be selected before mapping variables onto each

Low-level control
LLC

High-level control
HLC

Level 0 Physical Process

Level 1 I/O Programmable Logic 
Controller (PLC)

Level 2 Supervisory Control and 
Data Acquisition (SCADA) 

Level 3 Manufacturing Operations 
Management

Level 4 Business Planning and 
Logistics

Subject-oriented
Business 
Process

Management
(incl. Execu on)

Subject-oriented
Produc on

Process
Management

(incl. Execu on)

Communica on via
IEC 62541 OPC UA
IEC 62264 B2MML 

Communica on via
IEC 61131, IEC 61499

Fig. 1. Vertical integration of processes based on S-BPM and existing data standards including
OPC UA extended based on (cf. [19])
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other, the connection mechanism supports mapping multiple PLC variables to different
fields of information objects.

Currently, semantics in the exchanged information objects is not represented, albeit
the lack of automated re-planning support.

3.3 Towards Automated Planning

Preparation steps need to be executed by all agents prior to any collaborative activity.
Consequently, in order to maintain interoperability in case of events triggering change,
either automated re-planning or manual re-design has to be performed [20].

To automate process planning in production, both is needed, a local detailed
resource-centric/agent-centric point of view and a collaboration/production-process
point of view. Distinguishing between these two layers allows to project the particu-
larities of the concrete hardware and resources to a middleware.

The resource point of view is needed to encapsulate hardware specific aspects. The
network point of view is needed to align all process steps/segments with a common
(global) product process.

To allow local autonomy and global synchronization in a process-centric auto-
mated control environment with automated re-planning, there is a need for a framework
that (cf. [17, 21]):

– provides a middleware and abstract data-model for adaptability
– provides services supporting automated re-planning (e.g. directory of skills; logging

for quality assurance, etc.)

Receive Order
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PLC End-Point

Business Obj

Human
Decision 

Yes No

Business Object

Read data into business process
Write data from business process
Call methods
Subscribe to events

Subject-Oriented 
Business Process

S-BPM

Production Process

OPC UA
Information 
Model

M
etasonic

S-BPM
 Suite

PLC End-point Configuration

OPC-UA to S-BPM 
OPC-UA to Business Object Data 
Mapping 

Fig. 2. Schematic interface description (cf. [19])
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– supports human and artificial production resources on the one hand side and the
network layer for connectivity

– allows for decentralized specification and execution of process segments for dif-
ferent production resources

– supports the model concepts and their semantics (tasks, processes, agents, skills,
resources, … see above)

4 Conclusions

The initial work in the SO-PC-Pro project shows a running environment for executing
processes partly by humans, partially on machines. This work reveals that the
abstraction using a paradigm similar to agents supports the coordination of humans and
machines in a single process. This is an important aspect towards a middleware that
supports automated control of production processes executed by IoT systems, robots,
and humans. Still much more research has to be done, to support an abstract production
process description to be automatically planned and deployed in such an environment.
This does not only involve the organizational interoperability levels, but also the
semantic and technical interoperability levels.
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Abstract. With the increased globalization of the economy, the competitive-
ness has become ubiquitous and enterprises need to be reactive and to collab-
orate with different stakeholders to survive in its environment. Within this
context, the choice of suitable collaborators and partners with whom collabo-
ration may happen without problems is a key factor of success. In this paper, an
ontology-based approach to support interoperability and help enterprises to
solve interoperability problems before they occur is proposed.

Keywords: Ontology � Decision support system
Enterprise interoperability � Interoperability problem � Knowledge

1 Introduction

There are a lot of success stories about enterprise collaboration. However, it should not
be denied that collaboration is sometimes synonymously with problems and that there
are also stories of collaborations that have been a failure. By having a close look, one’s
may clearly see that solving collaboration problems or preventing them from appearing
by choosing the suitable partners, can help enterprises avoid failed business stories.
When such a choice is available, decision makers need to take into account different
criteria including the impact of a given collaboration in terms of potential problems.
Making a decision is a tough task that has enormous impacts on the enterprise future
and more likely the success or the failure of a business. According to Forbes1, nine
startups out of ten fails in making “good” decisions. Making “bad” decisions could lead
to serious consequences, especially when these decisions are related to collaboration.
This explains the growth of collaboration tool software. In fact, seven CEOs out of ten
planned to increase their spending on collaboration tools in 2003 while the rate of
growth of such software reached 38% in 2014. This shows the need for this kind of
tools.

Since there is no decision support tool that prevents potential interoperability
problems before occurring and proposes solutions to the identified problems to help

1 American business magazine.
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organizations planning their interoperability from an AS-IS situation to a TO-BE one,
this work focuses on implementing such system.

The remainder of this paper is structured as follows: Sect. 2 presents some related
work, while Sect. 3 presents the proposed approach and the architecture of the system.
Section 4 shows a real use case scenario using the proposed system and finally Sect. 5
concludes the paper and highlights some future work.

2 Related Work

In this section, we introduce the ontology of enterprise interoperability which consti-
tutes the basis of this work, and give an overview of some existing decision support
systems.

2.1 The Ontology of Enterprise Interoperability (OoEI)

Interoperability is ubiquitous but not easy to understand due to its numerous definitions
and interpretations [1]. Ford et al. point out that according to their survey, thirty-four
definitions of interoperability were proposed since 1977 [2]. Some definitions can be
found in [3–7]. Within this context the Ontology of Interoperability (OoI) [8] was
proposed to give a common understanding about interoperability. It considers the
Interoperability as a problem to solve: “An interoperability problem appears when two
or more incompatible systems are put in relation. Interoperability per se is the
paradigm where an interoperability problem occurs” [9].

Based on that, the Ontology of Enterprise Interoperability (OoEI) [1] was proposed
as an extension of the OoI in the enterprise field. The OoEI is composed of three main
parts which are:

– The Systemic model where the enterprises are instantiated and defined in the
ontology. Definitions are found in [1, 9, 10].

– The Decisional model where the analysis is performed to identify problems and
related solutions. Definitions are found in [10].

– The Knowledge model where the expert’s knowledge is stored [10].

2.2 Existing Decision Support Systems

A decision support system (DSS) is a “set of related computer programs and data
required to assist with analysis and decision making within an organization”. Many
decision support systems have been proposed in the literature. Some of them adopt an
ontology-based approach. The main relevant works that we have found are:

– In the health field, the PESCaDO project exploits environmental data, weather
forecasts as well as user’s health profile and activities to determine if the desired
activity could cause potential health issues due to the weather [11]. Another relevant
research work in the same field proposes a diagnosis and treatment recommendation
system for diabetes [12].

Ontology-Based Decision Support System 37



– In [13], the authors propose an ontology based decision support system to help
nontechnical consumers to select the “right” domestic solar hot water system (i.e.
that is tailored to their needs), with updated information on installation costs,
components and interrelationships [13].

– A research work has also been conducted in the field of self-driving and autono-
mous vehicles. It focuses on making fast driving decisions at cross-roads by rep-
resenting the data collected from sensors in a machine understandable format to
help vehicles understanding traffic situations and making decisions [14].

The research works cited above have a number of common components which are:
The Ontology, the reasoner, the inference rules, the knowledge base and the query
engine. The ontology is defined as an “explicit specification of a conceptualization”
[15]. It allows to define standardized concept, notions and relationships that can be
used by every individual involved in a specific domain. There are several types of
ontologies, the most common types are upper-ontologies and domain ontologies [16].
But other works suggest other types such as task and application ontologies [17].
Ontology is composed of concepts, relations and instances [18]. The reasoner is an
important element in any ontology-based system. It is a tell/ask interface [16] that uses
inference rules to perform the reasoning. Inference rules used to derive new knowledge
from existing knowledge in the ontology [16]. Knowledge bases are the combination of
an ontology with associated instances [18]. The components cited above will be
considered to establish a proof of concept of a DSS for enterprise interoperability.

3 The Ontology-Based Decision Support System
for Enterprise Interoperability

In order to implement the decision support system, some additions and changes have
been done to the OoEI. We start by redefining the knowledge model. In fact, in the
literature, the knowledge base definition is often linked to TBOX and ABOX pair only
[13]. So, it is a set of instances around the concepts. Since the knowledge model in the
ontology does not interfere with the reasoning process, we can split the OoEI into two
parts. The first part includes the Systemic model and the Decisional Model where the
reasoning happens. The second part is the knowledge graph that contains the knowl-
edge model and other concepts from the decisional model. This is done for perfor-
mance reasons because the system loads the ontology for each request. Thus, it seems
reasonable to put only the part where the reasoning will take place in order to minimize
the loading time.

3.1 The Knowledge Graph

The knowledge graph (Fig. 1) is composed of two parts: (a) The knowledge base which
contains the problems and solutions as depicted in the left part of the Fig. 1, (b) The
enterprise and user’s database where all users and enterprises information are stored as
shown in the right part of Fig. 1.
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3.2 The Systemic and Decisional Model

In this section, we give an overview of the systemic and decisional model, as defined in
[1] as well as the added concepts and properties. For the sake of space, some concepts
are omitted and some other concepts are removed because they can be represented as
data properties. Figure 2 shows the main concepts of the ontology. Added concepts and
properties are presented with green color while the orange ellipses represent concepts
of the systemic model. The blue ellipses are concepts of the decisional model and the
yellow ones are concepts linking the decisional model with the systemic model.

Fig. 1. The knowledge graph and enterprise nodes

Fig. 2. Decisional and the systemic model (Color figure online)
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The Enterprise concept as well as the EnterpriseElement concept are represented as
subclasses of the concept System. We have added the concept ProblemRef that contains
all the references of the problems in the knowledge graph. It is related to the Problem
concept with a new relation “provides”. The object property “affects” between the
Problem and the Relation is also added to help us find the enterprises involved in a
particular problem. We have also added new Data properties. For example, all instances
of the Representation concept have the following data properties:

– Speaks: xsd:string, it is used to add the official language of an enterprise.
– isClient: xsd:Boolean, it is used indicate if the enterprise is the client or is a part of

the networked enterprise.
– useOfficeTool: xsd:string, it is used to indicate what office suite the enterprise is

using.

3.3 Inference Rules

Inference rules are crucial in a decision support system. They are interpreted and used
by the reasoner to achieve the problem detection process. In order to detect interop-
erability problems, three inference rules have been defined for almost each problem as
depicted in Fig. 3. These rules are incremental and dependent:

– First rule is used to detect the existence of an incompatibility between enterprises.
– Second rule is used to locate the source of incompatibility by finding the concerned

enterprises.
– Third rule is mainly used to find the problem; it summarizes all the previous rules.

It is worth noting that these rules are dynamic. This means that they change every
time we add new constraints. One example to mention is the internal language barrier
problem: Suppose that we have an interoperability problem due to the language barrier
between two enterprises s1 and s2 that speak different languages a and b, respectively.
The corresponding rules are written as follows:

– Incompatibility detection rule:
Entreprise(?s1) ^ Entreprise(?s2) ^ Model(?m1) ^ Model(?m2) ^ Representation(?
sr1) ^ Representation(?sr2) ^ describes(?m1, ?s1) ^ describes(?m2, ?s2) ^
hasRepresentation(?m1, ?sr1) ^ hasRepresentation(?m2, ?sr2) ^ speaks(?sr1, ?a) ^
speaks(?sr2, ?b) ^ swrlb:notEqual(?a, ?b) -> Incompatibility(heterogeneity) ^
concerns(heterogeneity, ?sr1) ^ concerns(heterogeneity, ?sr2)

Fig. 3. Incremental rules in the problem detection process
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– Locating the source of incompatibility:
Entreprise(?s1) ^ Entreprise(?s2) ^ Model(?m1) ^ Model(?m2) ^ Relation(?r) ^
Representation(?sr1) ^ Representation(?sr2) ^ composedOf(?s1, ?r) ^ composedOf
(?s2, ?r) ^ concerns(heterogeneity, ?sr1) ^ concerns(heterogeneity, ?sr2) ^
describes(?m1, ?s1) ^ describes(?m2, ?s2) ^ hasRepresentation(?m1, ?sr1) ^
hasRepresentation(?m2, ?sr2) ^ speaks(?sr1, ?a) ^ speaks(?sr2, ?b) ^ swrlb:
notEqual(?a, ?b) ^ Incompatibility(heterogeneity) ^ concerns(heterogeneity, ?sr1) ^
concerns(heterogeneity, ?sr2) -> problematicRelation(existenceCondition, ?r)

– Problem detection rule:
Entreprise(?s1) ^ Entreprise(?s2) ^ Model(?m1) ^ Model(?m2) ^ Relation(?r) ^
Representation(?sr1) ^ Representation(?sr2) ^ composedOf(?s1, ?r) ^ composedOf
(?s2, ?r) ^ concerns(heterogeneity, ?sr1) ^ concerns(heterogeneity, ?sr2) ^ describes
(?m1, ?s1) ^ describes(?m2, ?s2) ^ hasRepresentation(?m1, ?sr1) ^ hasRepresen-
tation(?m2, ?sr2) ^ problematicRelation(existenceCondition, ?r) ^ speaks
(?sr1, ?a) ^ speaks(?sr2, ?b) ^ swrlb:notEqual(?a, ?b) ^ isClient(?sr1, false) ^
isClient(?sr2, false) - > Problem(LanguageBarrierInternal) ^ affects(Lan-
guageBarrierInternal, ?r)

3.4 System Architecture

The proposed system is designed for enterprises. It is mainly dedicated to decision
makers who need to have a clear view about interoperability problems and related
possible solutions regarding a potential collaboration or to improve a current one. The
needed information is found in the knowledge base that has to be updated regularly by
the knowledge expert. The system has also an administrator to configure it and to be
contacted in case of technical problems. It was developed as a web application using
Spring boot framework, apache tomcat as the web server as depicted in Fig. 4.
Screenshots can be found at this link: https://goo.gl/QCpnDX.

Three principal parts can be distinguished: (1) The client side: It represents the
operations performed by the client using a web browser. In this case, the client can be
the administrator, the knowledge expert or the user. (2) The server side: It receives all
the requests from the client to process them and send the result back to the client. In the

Fig. 4. System architecture
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server, we distinguish four layers: (a) Presentation layer: it is the layer responsible for
the user interface. It translates tasks and results to a user-understandable form using jsp,
html, css, javascript, jquery, bootstrap and visjs. (b) Business logic layer: it is the layer
containing all the application functionalities. This layer uses a number of APIs and
technologies namely OWLapi, SWRLapi, Pellet inference engine, watson api, Cypher
and sparql-DL, etc. (c) Persistence layer: also known as Data Access Layer, it makes
the access to the database easier for the Business Logic Layer by providing an API that
exposes methods for managing the database. This layer uses OGM (Object graph
mapping) which is a fast object-graph mapping library for Neo4j database that uses
Cypher query language, it is like JPA and uses annotations on simple POJO domain
objects. (d) Database layer: it contains the Knowledge base stored in Neo4j and the
Ontology file. This is where information is stored and retrieved. (3) The cloud ser-
vices: They are used for natural language processing to extract relevant entities from
the enterprise description text. To achieve this, two cloud services are used: (a) IBM
Watson Knowledge Studio: This service allows to build a dedicated and personalized
machine learning model for the enterprise domain. (b) IBM Bluemix: This platform
allows to run, build, deploy and manage applications on the cloud.

3.5 The Decision Support System Workflow

The proposed decision support system works as follows: (1) Enterprise data are
instantiated as ABOX in the ontology file, the data comes either from database or a text
description. (2) The reasoner uses the SWRL rules to infer new information and detect
the possible problem by finding the problem reference. (3) Once the problem references
are detected, the system launches the query module which uses sparql and Cypher to
retrieve the result from the Knowledge graph. Figure 5 gives an overview of the system
workflow.

Fig. 5. Overview of the decision support workflow
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4 Use Case Description

In order to establish the proof of concept of our decision support system, we have
defined our system based on interviews with real enterprises located in Luxembourg.
For privacy reasons, we will omit the names of the enterprises and use fake names
instead of the real ones.

CL is the client in this scenario. (It offers to print companies a variety of innovative
software services for managing and orchestrating printers.) It is willing to settle up a
new business in Luxembourg. CL contacted Innovation Company (Innov) (an
innovation and strategy consulting agency and a member of Innov-hub and the
Marketing Group (MG)) for its consulting services. After checking its profile and
needs in terms of innovation, Innov oriented CL to Innov-hub network (a soft-landing
platform and accelerator for national and international start-ups.). For the purpose of
this study, no details about Innov-hub network are given and it is considered as a black
box entity that has as input a startup that needs help and output a growing startup. After
doing the project with Innov-hub, our client wanted to promote the project, Innov
oriented CL to Offline Marketing Company (OMC) (a full-service communication
consulting company and member of the MG).

The first problem encountered by OMC and CL is the language Barrier. In fact, CL
has German as official language while OMC has French as official language.

It is worth saying that this kind of problem is frequent in Luxembourg where there
exist three official languages: Luxembourgish, French and German.

To overcome this problem, OMC which is a part of MG, needed a mediator, in our
case Digital Marketing (DG) (a digital marketing agency) which is also a part of the
MG. DG plays the role of the mediator between the two enterprises. A meeting was
organized between OMC (i.e. the service provider), DG (i.e. the mediator) and CL (i.e.
the client) to gather the client’s needs.

After removing the language barriers, OMC is still having problems in under-
standing the client’s needs due to its lack of expertise regarding innovation projects. To
overcome this problem, OMC contacted Innov which is also member of the MG.
Experienced in innovation, Innov played the role of the mediator and helped OMC
understanding the client’s needs. OMC then proposed an offer. After some negotia-
tions, CL accepted the service offer and signed the contract. As soon as the contract
signed, OMC defined the main tasks and related deadlines and assign tasks to the
concerned actors.

Taking the fact that in the contract, the client has only three propositions, if none of
them was satisfying the client should pay for the next propositions. Due to the
misunderstanding between the CL and OMC and to the tight budget of the client, CL
was not satisfied and ended the contract.

For the sake of space and clarity, we represent an extract of the instantiated sys-
temic model for the language barrier problem as depicted in Fig. 6. The orange and
green ellipses represent the concepts in the ontology while the pink ellipses are the
instances. The blue color represents the data properties with the corresponding data.

The data properties can be assimilated to attributes in a java class. They carry all the
needed information. These information as well as inference rules, are processed via the
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reasoner to discover the existence of a language barrier. The DSS workflow is
described in Sect. 3. Figure 6 shows the knowledge that is needed to detect the
external language barrier. CL speaks German and is the client, that’s why we see
the speaks property and isClient data property in the CL_REP instance. The same
thing for OMC that speaks French. The applied rules are the ones presented in Sect. 3.
For our case, we use the following rule:

Entreprise(?s1) ^ Entreprise(?s2) ^ Model(?m1) ^ Model(?m2) ^ Relation(?r) ^
Representation(?sr1) ^ Representation(?sr2) ^ composedOf(?s1, ?r) ^ composedOf(?s2,
?r) ^ concerns(heterogeneity, ?sr1) ^ concerns(heterogeneity, ?sr2) ^ describes(?m1,
?s1) ^ describes(?m2, ?s2) ^ hasRepresentation(?m1, ?sr1) ^ hasRepresentation(?m2,
?sr2) ^ problematicRelation(existenceCondition, ?r) ^ speaks(?sr1, ?a) ^ speaks(?sr2,
?b) ^ swrlb:notEqual(?a, ?b) ^ isClient(?sr1, true) ^ isClient(?sr2, false) -> Problem
(LanguageBarrierExternall) ^ affects(LanguageBarrierExternal, ?r).

5 Conclusion

In this paper, we have proposed a decision support system for enterprise interoper-
ability. In order to build the system, we have used a real use case scenario. We have
also made changes and adaptations to the existing Ontology of Enterprise Interoper-
ability which was developed in a previous research work. We then designed and built
the prototype. The developed system will constitute the basis for further improvements
which can be categorized into short-term, mid-term and long-term goals. The mid-term
goals are more oriented to the quality of the use case. In order to improve the prototype,
there is a need to define a much more complex use case with a large amount of
constraints. Long-term consist on developing new machine learning based mechanisms
to find the relevant knowledge and feed the knowledge graph without the intervention
of knowledge experts in the feeding process of the knowledge base.

Acknowledgements. This work has been conducted in the context of the PLATINE project
(PLAnning Transformation Interoperability in Networked Enterprises), financed by the national
fund of research of the Grand Duchy of Luxembourg (FNR), under the grant C14/IS/8329172.

Fig. 6. Extract of the instantiated systemic model (Color figure online)
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Abstract. Enterprise Architecture (EA) and Enterprise Modelling (EM) are
systems engineering tools to understand, design, develop, implement and inte-
grate complex enterprise and information systems. ISO 15704, 19439 and 19440
define fundamental concepts and principles of EAs and EMs, which are
emphasized as the top standards of smart manufacturing by NIST’s smart
manufacturing ecosystem and relative standardization roadmap. Since the three
international standards will soon be subject to revision, this paper rethinks the
basic principles of EAs and EMs, and presents a General Enterprise Modelling
(GEM) framework and a relative EA (GEM-EA). GEM-EA provides tools and
methodology of model-based systems engineering (MBSE) to enterprise and
automation systems integration. GEM involves a set of models and methods to
describes different aspects of a system and covers its lifecycle. GEM and
GEM-EA can greatly facilitate the process of enterprise diagnosis, business
process reengineering and information system implementation.

Keywords: Enterprise Architecture � Enterprise Modelling � Framework
Construct

1 Introduction

Enterprise Architecture (EA) and Enterprise Modelling (EM) are effective ways to
analyse the system integration issues of information and communication technology
(ICT) systems, especially in the face of increasingly complex industrial automation
systems. In the past forty years, experts from different professional domains committed
themselves in the study of EAs, and produced a set of significant works, including
Zachman Framework, CIM-OSA (computer integrated manufacturing open system
architecture), PERA (Purdue enterprise reference architecture), ARIS (architecture of
integrated information system), GERAM (generalised enterprise reference architecture
and methodology), FEAF (federal enterprise architecture framework), DoDAF (de-
partment of defence architecture framework), TOGAF (the open group architecture
framework), etc. At the meanwhile, international standards such as ISO 15704 [1],
19439 [2] and 19440 [3] were published to underpin the identification of requirements
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for enterprise reference models, the establishment of enterprise modelling framework
and the formation of enterprise modelling methodology respectively. It is worth noting
that the National Institute of Standards and Technology(NIST) stated that the three
standards are the cornerstones of its proposed smart manufacturing eco-system,
implying that those standards are of importance in the revolution of smart manufac-
turing [4].

In additional to enterprise architecture, enterprise modelling methods and languages
have undergone rapid evolutions in order to satisfy the demanding analysis require-
ments for complex systems. Enterprise modelling languages such as IDEF (integration
definition) series modelling languages (including IDEF0, IDEF1x, IDEF3, IDEF5,
et al.), UML (unified modelling language, which includes multiple views and dia-
grams), DFD (data flow diagram), ERD (entity relationship diagram), EPC (event
process chain), BPMN (business process modelling notation), BPEL (business process
execution language), Petri net and the newly developed SysML are gaining increasing
popularity in the field of enterprise modelling.

Emerging technologies, including mobile internet, cloud computing, internet of
things (IoT), big data, CPS (cyber-physical system) and artificial intelligence (AI), have
posed great challenges to both areas of enterprise infrastructure and operation. In
response to the substantial technological changes within the global industries, many
countries have initiated some domain-specified architectures for the sake of the
high-level understanding of enterprise integration amid the new technology era. For
example, Germany has proposed a Reference Architecture Model for industry 4.0 [5];
NIST has presented a Smart Manufacturing Eco-system to identify
smart-manufacturing-related standards [4]; Industrial Internet Consortium (IIC) has
published an Industrial Internet Reference Model to guide to development of industrial
internet systems [6]; The framework of IoT and the framework of CPS are also
developed [7–9]. On the whole, EAs are widely used to solve systems engineering
issues of complex ICT-based industrial systems.

Since ISO 15704, 19439, 19440 have been published for more than 10 years, they
will be subject to revision based on the new development of EAs, EMs, as well as
emerging technologies. This paper rethinks the basic principles of existing EAs and its
corresponding modelling methods at first, and then proposes the General Enterprise
Modelling (GEM) framework and the GEM Enterprise Architecture (GEM-EA) based
on the result of the discussion.

2 Enterprise Architecture and Enterprise Modelling Review

An EA is a set of models and methods describing different aspects of the system and
covering its whole lifecycle of an enterprise-integration project from its initial concept
through definition, functional design or specification, detailed design, physical
implementation or construction, operation to decommission or obsolescence [1].
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Based on systematic literature review of existing enterprise architectures, a set of
basic elements of architecture are identified as follows:

• Division of views: it simplifies an enterprise/system into various aspects to help
stakeholders review an enterprise or an integrated system from different
perspectives.

• Relationship among views: it describes the relationship of different views and
finally realizes the synthetic description and analysis of an enterprise or a system.

• Components of integrated system: hardware, software, human resources
units/elements and so forth that form a real system.

• Lifecycle: it defines the phases and succession of system development and inte-
gration. It also provides a project management baseline for each phase.

• Guidance or methodology: it gives a structured approach for the integrated system
design, implementation and operation.

• Mechanism of models reusing: it provides how to form reference models and create
the enterprise knowledge based on models.

In accordance to ISO 15704 [1] and ISO 19439 [2], the minimal set of enterprise
models is identified as function view, organization view, resource view and information
(Data) view, along with additional view including decision view and economic view.
ARIS [11] instead specifies function view, organization view, data view,
product/service view and process view as the pillars of its architecture. Although
different architectures adopt different methods of view divisions, it is commonly
accepted that organization, function, resource and information aspects of an enterprise
should be considered during the implementation of enterprise/system integration. The
relationships among views in these architectures remained different as well. Usually
there are three types of relationships as follows:

• Views are independent from each other and they have equal status. Each view can
be described and analysed separately and need not be closely related to each other.
However, because of the emphasis on independent analysis of each view, the
relationship and convergence between views are weak.

• Views are ordered according to modelling sequence. This kind of relationship
provides a guideline to develop synthetically enterprise models, but it does not
show how to converge information between views.

• The relationships among views are both associated and combined. This kind of
relationship simplifies the content of every view and realizes a synthetic analysis
through combined analysis among different views.

The lifecycle presented by an architecture not only reflects the phase division of
enterprise engineering or system integration project management, but also provides
stage division after the project implementation phase, such as operation, maintenance
and re-configuration stage.

The comparison of some widely used EAs is shown in Table 1.
Enterprise modelling is the abstract representation, description and definition of the

structure, processes, information and resources of an enterprise [2]. While an enterprise
architecture is primarily used to define key concepts, identify views and their rela-
tionships on an organization, enterprise modelling offers an explicit representation of
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Table 1. Comparison of EAs

EAs Comparison

CIM-OSA Views: organization, resource, function, information
Relationships between views: start from function view, then generate organization and
resource view, and finally get the information View of the enterprise
Lifecycle: requirements definition!design specification!implementation description
Methodology: generic building block!partial building block!particular building
block

PERA Lifecycle: enterprise definition!conceptual engineering ! preliminary engineering !
detailed engineering ! construction ! operations ! decommissioning ! enterprise
dissolution
Methodology: tasks and focuses in the process of system construction
System components: facilities, people, control and information systems

IMPACS Views: resource, information, function, decision
Relationships between views: start from function view, then generate decision and
physical view, and finally get the information view
Lifecycle: analysis!design!technical design!development
Methodology: conceptual(analysis!design) ! structural (design ! technical design)
! realization (technical design!development)
System components: Information Techniques, Manufacturing Techniques, Organization

ARIS Views: organization, data, function, output, process/control
Relationships between views: the control/process view combines organization, data,
function and output views together
Lifecycle: requirements definition!design specification!implementation description

Zachman Views: data, function, network, people, time, motivation
Lifecycle: business goal/scope!enterprise model!system model!technique
model!detailed description!enterprise operation

GERAM Views: function, information, organization, resource
Lifecycle: identification!concept!requirements!preliminary design ! detailed
design!implementation!operation!decommission
Methodology: generic building block!partial building block!particular building
block
System components: customer service, management and control, software, hardware,
machine, human

FEAF Sub architectures: business, data, application, technology
Viewpoints: planner/scope (contextual) ! owner/business model (conceptual) !
designer/system model (logical) ! builder/technology model (physical) !
sub-contractor/detailed representations (out of context)

DoDAF Views: operational, systems, technical standards
TOGAF Sub-architectures: business, applications, data, technology

Lifecycle: preliminary ! architecture vision ! business architecture ! information
systems architecture ! technology architecture ! opportunities and solutions !
migration planning ! implementation governance ! architecture change management

UAF Grid style frame work with blocks for views, artifacts, and sequence
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different views on an enterprise with the use of semantics or diagrams. In response to
the increasing complexity of enterprise organizations, a set of enterprise modelling
methods or languages, aiming at depicting different aspects of enterprises, have been
developed by industry and academia.

Enterprise modelling methods enable the understanding of the structure, behaviour
and performance aspects of an enterprise, and they can also be categorized into views
of EAs. The comparison of widely used enterprise modelling methods is presented in
Table 2.

Table 2. Comparison of EMs

Methods Description Types
Structure Behaviour Performance

DFD Function model of
data transformation

x

IDEF0 Function model x
ER Data model x
IDEF1x Data model x
IDEF3 Process model and

object
transformation
model

x

IDEF5 Ontology capture
method

x

EPC Event-driven
process model

x

GRAI grid and net Decision model x x
UML class diagram Static view of the

system
x

UML use case diagram Function model x
UML activity diagram Process model x
UML sequence diagram Process model x
UML state machine
diagram

Process model x

AHP (analytic hierarchy
process)/ANP (analytic
network process)

Decision
model/evaluation
model

x

System dynamics Evaluation model x
SysML Structure, behavior,

Requirements,
parametric models

x x x

ArchiMate Structure and
behavior models
with some extension

x x
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Based on the above discussion, the basic methodology of an architecture is to
describe a complicated system separately and respectively through different views.
Since each view only provides particular information on certain aspect of the system,
the recognition of the whole system can be acquired through synthesizing descriptions
of various views from different angles and all views in EAs are related to certain kind
of enterprise modelling methods.

3 General Enterprise Modelling Framework and Constructs

Based on the discussion from the previous section, a General Enterprise Modelling
(GEM) framework is proposed, as shown in Fig. 1. The GEM framework is organized
into three layers, from top to down that is, system evaluation and economic analysing

Fig. 1. General enterprise modelling framework
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structure layer, system behaviour/dynamic structure layer and system static structure
layer. Models at each layer reflect a particular aspect of an enterprise, and the
description of each layer of the framework is given as follows:

• System static structure layer: models at which define the static structures of an
enterprise including the organizational structure, resource structure, data/information
structure, product/service structure and function structure, which define the existence
of an enterprise and answer the question of what is the system.

• System behaviour/dynamic structure layer: models at which describe logical,
sequential and correlative characteristics of the whole system and combine elements
defined at the static structure layer together and define the operation mechanism of
the enterprise.

• System performance structure layer: model at which define the target of the system,
the related performance indicators and measurement methods.

Models at system static and behaviour layer describe the system structures and
operation mechanism subject to the constraint of the system objective, forming the
basis for economic/performance analysis. Built on the foundation of system structure
and behaviour layer, system performance structure layer provides a modelling for-
malism to the economic/performance aspect of the integrated system, draws upon the
existing model content and establishes analytical methods to inform decision makers.
Since performance evaluation is critical for decision makes and stakeholders in the
early stage of a system integration project, performance-related modelling becomes one
of the key divisions in the field of enterprise modelling. For instance, ISO 22400 is
developed for Automation systems and integration – Key performance indicators
(KPIs) for manufacturing operations management [10]; ISO/IEC 42030 is developed
for Systems and Software Engineering – Architecture Evaluation. Evaluation mod-
elling and analysis can point out the optimization direction of enterprise development
[1]. In ISO 15704 Amd 2005, AHP/ANP (Analytical Hierarchy/Network Process)
method and Activity Based Costing (ABC) are proposed to facilitate the
decision-making process on the multiple criteria’s aspect of system integration
justification.

In fact, various structures have mutual correlation, therefore, structured units at
every aspect of architecture can all be used as the focus to associate with other units,
reflecting that views are the embodiment of a certain aspect of the enterprise system.
For instance, the product structure cannot reflect the panorama of the product without
the description of the producing process; the organizational structure cannot reflect well
the operation of enterprise without the constraint of operating mechanism in the
organization; the resource structure only reflects existence and quantity, but it is the
dynamic resource configuration and utilization that really influences the enterprise
operation.

With the guidance of enterprise strategy and performance evaluation mechanism,
the reticular description with structure components comes into being according to
mutual correlation (input, output, control, mechanism) or sequential and logical rela-
tionship; and the functional relationship diagram and process network diagram can both
describe operation mechanism.
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4 General Enterprise Modelling - Enterprise Architecture

Based on the enterprise modelling framework derived from the previous section, a new
enterprise architecture titled GEM-EA is constructed, as shown in Fig. 2. GEM-EA
includes three axes: view, lifecycle and realization.

• View: According to the above discussion, GEM includes seven views: Function
View, Organization View, Resource View, Information View, Product View,
Process View and Economic/Performance Evaluation View.

• Lifecycle: Project lifecycle starts from project definition and ends up with imple-
mentation. The sole difference between lifecycle of GEM-EA and project lifecycle
is that the lifecycle of GEM includes operation and maintenance of the system. That
is because architecture can also benefit the operation of an integrated system about
tremendous track, modification and optimization, and the modelling methods of
architecture are equally important for system operation.

• Realization: This axis reflects the major methodology of the architecture, namely,
how to accomplish system analysis, design, operation and maintenance by means of
modelling methods. Firstly, according to the division of views, the description of
current system is formed with the methods of describing views, and then other
enterprise modelling methods are introduced to mutually form AS-IS models with
coherence based on the description of views. Secondly, the AS-IS models shall be
analysed to find the problems and contradictions. Next, the problems are arranged in
terms of their significance and then resolved step by step. Afterwards TO-BE
models are developed, providing a solution on the principle and abstract layer to
meet the requirement, which is the content of preliminary design (or in the
beginning of detailed design). Thirdly, in the phase of detailed design, according to
the verified requirement embodied by various models (or views), the requirement is
transferred into design specification in three concrete domains (or called subsys-
tems) by constructing tools and then the real system is built. What should be
emphasized is that there is “multi-to-multi” mapping between the design specifi-
cation and the description of models (or views). At present, many developing tools
or tool sets can benefit the mapping such as CASE tool, Workflow Management
Technique, etc.

One of the important ideas of this architecture is that the system recognition and
construction are evolved step by step. In the phase of conceptual definition, it is
necessary to define the strategic goal of the enterprise and then confirm the target of the
integrated system. Sequentially according to these purposes, we can describe the
actuality of an enterprise from the aspects of organization, resource, information,
product, function and operating process and then infrastructure and operation mecha-
nism. Under constraints of these descriptions, the system can be analysed with suitable
modelling and analysis methods to find its problems and then improve it. Then the
target system is constructed and its various views can be formed. This is a specifying
and optimizing process. When describing the target system, we can apply other
modelling methods besides the method of view description to characterize the system
comprehensively. When model-based design is accomplished, it will be translated into
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technique instruction for constructing system with the help of constructing tool sets and
then a real system will be formed. Because the description of the system will still work
on while the system operation, it can be used as the operating reference of the real
system and then modifies and optimizes the real system.

5 Summary and Conclusion

This paper attempts to point out the revising direction for ISO 15704, 19439 and 19440
based on literature reviews and systematic comparisons of both existing EAs and EMs.
Moreover, the GEM framework and GEM-EA are proposed to condense the key
concepts and ideas gleaned from our previous research of enterprise architecture and
modelling. In summary, some recommendations for the refinement of ISO 15704,
19439 and 19440 are listed as follows:

• The division and relationships of views: GEM framework includes three layers and
seven views, which presents a new consideration to the organization of enterprise
model views.

• Performance evaluation view: performance evaluation view identifies the devel-
opment and optimization direction of enterprise/system integration, and its corre-
sponding modelling and analysing methods support enterprise re-engineering and
continuous improvement.
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• Model-based systems engineering (MBSE): continuous system evolvement from
the As-Is model to the To-Be model is the key methodology of GEM-EA, which is
an important MBSE approach for system integration.
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Abstract. A manufacturing information system is targeted for use any-
where production is taking place. Modern manufacturing information
systems are generally computerized and are designed to collect and
present the data which production operators need in order to plan and
direct operations within the production. The application of mobile and
wearable devices can support operators’ tasks without distracting them
from their core duties. In this paper, we present an approach towards
a wearable manufacturing information system that is able to implement
decentralized production monitoring and control and supports users in
their core tasks. Building upon acquired and digitally stored produc-
tion data, these devices provide different user-specific information and
services when required. A practical example from corrugation industry
highlights advantages of mobile devices compared to conventional cen-
tralized systems in the field of manufacturing.

Keywords: Production information systems · Process monitoring
Smart devices · Wearables · Industry 4.0

1 Introduction

The term Industry 4.0 describes the support of manufacturing processes by
means of information technology [1]. A manufacturing information system is
targeted for use anywhere production is taking place. Modern manufacturing
information systems are generally computerized and are designed to collect and
present the data which production operators need in order to plan and direct
operations within the production [1,2]. The growing interest and further devel-
opment of concepts and systems that use digital information in industrial envi-
ronments opens up several possibilities to optimize information processing and
therefore to increase efficiency in production processes [3]. Furthermore, Indus-
try 4.0 concepts frequently imply a turning away of fully centralized equipment
control towards a more flexible, decentralized production control [4].
c© IFIP International Federation for Information Processing 2018
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The connection between production and information technology leads to an
ubiquity of digitally supported information processing systems in production
environments. This situation can generally be summarized under the term Ubiq-
uitous Computing [5,6]. In the field of manufacturing this term comprises the
digital integration of production equipment and subordinated information sys-
tems. This way, all participating production objects and entities, i.e., machinery
as well as human production operators are able to communicate and interact
with each other based on a digital, potentially mobile infrastructure. Thus, such
a manufacturing system represents a typical cyber-physical system where com-
puter based controlling and monitoring facilities are tightly integrated with its
users, e.g. human operators. In such a system environment, relevant information
can be tracked and made available in realtime whereby processes alongside the
whole value added chain can be designed efficiently [7].

One way of integrating human users into a cyber-physical system seamlessly
is to equip them with Wearable Computing Systems (Wearables) like smart-
phones or smartwatches [7]. These mobile and smart devices support users in
their operative tasks by directly proving them - ubiquitously, independent from
their physical location - with most recent information about the production pro-
cess and production equipment. Additionally, this information can be highly
personalized.

In this paper, we present an applied approach towards a wearable manufac-
turing information system that is able to implement decentralized production
monitoring and control and supports users in their core tasks. First, we give
an overview of related work (Sect. 2). Section 3 discusses a conceptual approach
how to efficiently and effectively identify tasks that can optimally be supported
and enacted through a cyber-physical system approach, here based on wearables.
Subsequently, Sect. 4 introduces a general applicable technical architecture of a
digitally connected production site supported by mobile devices based on the
protocol MQTT. Section 5 describes the evaluation and application of our app-
roach in corrugation industries that highlights the advantages of mobile devices
in the field of manufacturing. The paper is finally concluded in Sect. 6.

2 Enabling Technologies and Related Work

Within a digitally connected production, different devices such as sensors, actu-
ators and controllers can record the current status and values of objects [8].
Different heterogeneous devices can communicate with each other and server
gateways by means of Service-Oriented Architecture (SOA) protocols like the
web-service oriented Hypertext Transfer Protocol (HTTP) or the local network
oriented MQ Telemetry Transport (MQTT)1 protocol enabling interconnectiv-
ity at an object level. Sensors have the capability of measuring a multitude of
parameters frequently and collecting plenty of data. Analysis of Big Data, both
historical and real-time, can facilitate predictions on the basis of which proactive

1 OASIS, http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/mqtt-v3.1.1.html.

http://docs.oasis-open.org/mqtt/mqtt/v3.1.1/mqtt-v3.1.1.html
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Fig. 1. Conceptual modelling of a production hall

maintenance decision making can be performed [9,10]. The e-maintenance con-
cept can significantly address these challenges. There are several research works
that introduce intelligent agents that are directly implemented at the shop floor
level [11]. Furthermore, there is research about web-based production mainte-
nance services and architectures that include wireless sensing of process data and
identification technologies, data and services integration and interoperability [8].

Portable computing devices have been used for production monitoring for
many years. Though initially offered as an integrated instrumentation solution,
mobile devices such as PDAs and tablets have been programmed with a mobile
capacity to analyze and present data, disconnected from the actual sensing com-
ponents [5,12]. These solutions introduce concepts, architectures and prototypi-
cal implementations for configuring the sensing infrastructure and for presenting
certain process and equipment data on mobile devices.

The work at hand extends current solutions by introducing an architecture for
context relevant information provision and actively influencing and controlling
production processes and equipment by means of mobile devices. Furthermore,
we present a full-fledged implementation of a wearable manufacturing informa-
tion system by means of smartphones and smartwatches.

3 Process Monitoring and Control Using Mobile Devices

Inspired by the promising prospects of ubiquitous computing and its combination
with wearables we investigated how these new technologies could be utilized best
in our applications.

3.1 Problem Description and Conceptual Solution

We focus on shop floor applications where products are manufactured in autom-
atized production lines. Typically, such a production line is divided into several
production areas (cf. Fig. 1). Each area is independent from the others with well-
defined interfaces between them. Each part of the production line has a couple
of so-called control panels (CP ). A CP is needed for different operators O to
intervene the production processes, sometimes due to errors, but mostly due to
maintenance tasks. It is also typical that error and maintenance information as



Digital Connected Production: Wearable Manufacturing Information Systems 59

well as other context relevant information (CRI) is depicted on one (or a few)
central information devices. There is a simple rule of thumb saying that the
longer the reaction time of an operator to take care of the intervention is, the
worse it is for the production process.

When we were looking for a good deployment site for wearables, we were
recapitulating their main benefits. One of the major advantages of wearables is
immediate notification of operators independent of where the operator is located
and where the information stems from as long as it is part of the information sys-
tem. This fast notification enhances the situational awareness of the operators on
the shop floor. A second major benefit is the ability to actively intervene produc-
tion through a wearable device, i.e., that a production line could be controlled
remotely.

Combining the need for intervention and the chance of immediate notification
and remote control through wearables leads to the idea of using wearables as fast
information medium and control panel for operators. The gain of time fostered
by the usage of wearables can easily be calculated. In the former setting, the
time an operator Oi in a certain area i needed to operate a control panel CPj

is composed of three parts:

– (i) the time to find out whether at all and what control panel intervention
is required, i.e., the time to go from the operators current position to the
information devices (tnoti)

– (ii) the time to select the relevant information CPIi from the information
device (tread)

– (iii) the time to go from the information device to the control panel (tcont),
i.e., to walk a certain distance dO−CP .

In sum, tintervene = tnoti + tread + tcont is a timespan which is heavily deter-
mined by physical work, i.e., the time elapsed since operators have to walk from a
current position to the information device and then from this information device
to the control panel. A third time component is the time operators need to select
and filter relevant information on the information device since often those devices
are heavily overloaded with status information from a whole production line.

Figure 1 illustrates the solution idea by depicting a situation in a corrugation
plant where we deployed the proposed solution. In this plant, a production area
is about 140 m long. An operator stands somewhere in that production area. To
be informed about potential intervention, the operator has to go to the local
information device (tnot); after having found relevant status information (tread),
he has to go to a control panel for intervention (tcont). Through observations we
found out that filtering status information takes on average about 20 s and that
an operator on average covers a distance of 40 m per intervention. In total, it
takes about 2 min for a necessary intervention. Within this reaction time, e.g.,
deficient products are produced.

To cope with the observed issues we are introducing innovative technology,
here in the form of wearables. These concepts change fully centralized informa-
tion and equipment control towards flexible, decentralized production monitoring
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and control. In particular, we deploy mobile concepts for (i) process monitoring,
i.e., the provisioning of up-to-date and individual production process and equip-
ment information, and (ii) process control, i.e., actively impacting production
processes from potentially arbitrary locations within the plant. We detail these
two issues further within the next two sub-sections.

3.2 Process Monitoring with Mobile Devices

A complete digital interconnection of the production site offers the possibil-
ity to record and store relevant process and equipment data in a structured
reusable form. Using industrial M2M communication protocols, e.g., HTTP or
MQTT, and interfaces, recorded process and machine data is accessible world-
wide. Mobile devices enact these standardized and web-based interfaces for
accessing the recorded data. Based on that, wearables provide a multiplicity
of monitoring functions to users: (i) visualization and confirmation of alarm and
error messages; (ii) observation of current status information and process param-
eters of different production modules; (iii) graphical visualization of recorded
process data and based on that statistic process control mechanisms (e.g., Nel-
son Rules) and (iv) communication between different operating users.

Thus, responsible operating and maintenance staff is pointed to current
alarm messages or instructions of machinery in real time on smartphones or
smartwatches on their wrist. Here, messages and instructions are transmitted
to responsible users through visual, acoustic and, in case of noisy environments
through haptic signals like vibration alarms. By means of configurable user roles
or user priority groups, production or shift supervisors, equipment operators
or maintenance staff are able to react to disturbances and changes situations
immediately.

3.3 Process Control with Mobile Devices

Alongside to observation and visualization of process data, it is also possible to
actively influence production processes by means of mobile devices. This way,
users are able to control functionality that is necessary to operate machinery
by means of wearable devices directly on site as well as off site via internet
connection. For example, production speed can be adjusted by a corresponding
operation on a smartwatch on the operators’ wrist.

Note that both for process monitoring as well as for process control, function-
ality and visualized information can depend on the current position of the device
(i.e., GPS signal of the device) or on the users’ role that is currently logged in to
the device. Hence, application specific services and information is only accessi-
ble and shown where they are necessary and needed. This is fundamental for
goal-oriented work and protects users from information overload.
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4 Technical Implementation and Architecture

Figure 2 visualizes an holistic architecture of a digitalized production hall. It
contains the different layers that are necessary to implement the different con-
cepts and functionalities mentioned in Sect. 2. The whole architecture is based
on the communication protocol MQTT.
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Fig. 2. Architecture of a digital production hall that uses mobile devices

In this architecture, real worlds objects, i.e., humans, sensors or actuators,
represent both publishers and subscribers. Devices located on the production
line (e.g., programmable logic controllers or sensors) are connected to an IoT
gateway using specific architectures such as Profibus, LAN, WLAN or Bluetooth.
Manufacturing data of a specific device vx is acquired and afterwards published
on a specific MQTT topic /data/vx. Through a MQTT Broker the acquired
data is sent to interested monitoring and controlling devices such as mobile
devices of human operators. Therefore, mobile devices of interested operators
have to subscribe to the topic /data/vx. For data storage and alarm and info
messaging, an IoT Control Center always subscribes to all MQTT topics. This
way, current sensor values are continuously recorded and compared to defined
thresholds and, in case of violations, certain messages are fired. These messages
are then published on an operator px specific topic /message/px.

On the device end, which could be web browser, a smartphone or a smart-
watch application the received MQTT messages are converted back to data.
Therefore, the MQTT service becomes the data source, that can be accessed
for different types of applications simultaneously. Note that current smartwatch
technique doesn’t allow to communicate directly with external services. A smart-
phone is currently still required that manages service communication.

The other flow direction can also be implemented, in other words the same
application used for monitoring can interact with the production line and per-
form controlling. When the user interacts with the application, these interactions



62 S. Schönig et al.

Fig. 3. Remaining time of current job and stack size modules on smartphone

are sent via the MQTT topic /op to the Broker. The Broker delivers the com-
mand to the subscribed actuator gateway. Here, the message is processed, i.e.,
converted to machine specific commands, which are processed and executed on
the devices located on the production field.

5 Evaluation and Industrial Application

In this section, we describe the evaluation of the proposed concepts and tech-
niques by means of an extensive application in industry. The described concepts
have been implemented in a corrugation plant. Due to increasing automation
and staff reduction, less operators are available to control such a production
line. Hence, interactions between users and machinery in case of this up to
140 m long facility requires several location changes of users between control
panels that result in delayed information flows. These delayed reaction times are
frequently the reason for increased deficient products.

The concepts where implemented by additionally defining a user role model.
Here, available operators were assigned to a specific area of production that
depicts their area of responsibility. Additionally, neighbouring areas can par-
tially overlap and therefore users can share tasks or execute them alternating.
The concepts allows for dynamic changes of areas and assignments, e.g., by incor-
porating dynamic GPS signals of users’ smartphones. This way, shift supervisors
or reserve pool employees can be added on demand. Display elements can be
ordered and configured individually to provide the greatest possible flexibility of
information provision.

For example wearable devices offer diverse functionality to operators at the
Dry-End (the area where produced corrugated paper leaves the plant), e.g., (i)
remaining time of current production job; (ii) remaining time to next stack
transport; or (iii) current production speed. Information modules that imple-
ment function (i) and (ii) are shown in Fig. 3. The module that shows the
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Fig. 4. Warp control service and current production speed on smartphone

Fig. 5. Error and warning message service on smartphone application

current production speed, e.g., is visualized in Fig. 4 on the right hand side.
Furthermore, users can influence current process and equipment parameters in
realtime via certain scroll bars, e.g., adjusting the current warp of the corrugated
paper. This functionality is visualized in Fig. 4 on the left hand side. Users at the
Wet-End (the area where original paper is inducted to the plant) receive con-
tinuously information w.r.t. (i) the next necessary roll change or (ii) occurring
error and defects of machinery modules.

Alongside to process data operators receive error messages and instructions
from the different plant modules. This way, concrete and goal-oriented instruc-
tions in error cases or warning messages for supply shortfalls can be transmitted
to users. The implemented message service is visualized on the left hand side
in Fig. 5.
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Fig. 6. Different monitoring and control services on the smartwatch

Another important aspect of the implemented concept is depicted by the
involvement of maintenance staff, since the greatest part of errors only occurs
during actual production service. For example, a decreasing value of a specific
pressure sensor or an increasing temperature value of a propulsion engine results
in an instruction message that summons the maintenance staff to clean filters of
a corresponding equipment assembly.

All the different information and control services on the smartphone have a
corresponding interface for smartwatches that can be worn on the users’ wrist.
An exemplary set of services is visualized in Fig. 6. Through the described imple-
mentation of a wearable production information system it was possible to sig-
nificantly reduce reaction time intervals. Furthermore, the amount of deficient
products could be decreased and the overall quality of the produced corrugated
paper has been improved. The overall equipment downtime was significantly
decreased, since problems have been prohibited or recognized in advance and
were solved proactively. As a result, the overall equipment efficiency could be
increased effectively.

6 Conclusion

In this paper, we presented an applied approach towards a wearable manufac-
turing information system that is able to implement decentralized production
monitoring and control and supports users in their core tasks. Building upon
acquired and digitally stored production data, these devices provide different
user-specific information and services exactly when required. A practical exam-
ple from corrugation industry highlighted advantages of mobile devices in the
field of manufacturing.

The implementation of the described concepts are given by example applica-
tions on smartphones and smartwatches. By means of visual controls users are
able to adjust specific equipment parameters in realtime and receive correspond-
ing warning messages or work instructions.
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For future conceptual extensions we plan to further standardize the described
concepts so that the approach is applicable in a diverse set of production indus-
tries without substantial adjustments of the core product.
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Abstract. When recognizing the need of involving stakeholders for mapping
role-specific requirements to system behavior, semantic interoperability is
becoming a crucial issue in development. Elicitation, analysis, and specification
need to go beyond a purely functional perspective on system development and
integrate interactions relevant for stakeholders. We discuss a behavior per-
spective to mutually adjust role-specific elements, and in this way design
organization-relevant support systems. Since interacting role element specifi-
cations can be automatically executed, designs can be evaluated interactively,
and digital support systems can be developed incrementally.

Keywords: Semantic interoperability � Communication analysis
Stakeholder perception � Interaction � Behavior encapsulation
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1 Introduction

The development of interactive systems has shifted continuously to dynamic adaptation
of technological artifacts and end user computing (cf. [1–3]). Thereby, not only the
modular structure and thus functional decomposition plays a crucial role, but also
dynamic communication and interaction processes between different stakeholders (cf.
[4]), in particular when taking into account existing expertise and different mental
models on organizing work and technologies (cf. [5]). The latter is becoming
increasingly important in digital ecosystems (cf. [6, 7]). In order to recognize user
needs, stakeholders should get involved at the beginning of a project (cf. [8]), and
engage in articulating and refining design- and implementation-relevant information
[9–11]. This kind of development influences the acceptance of digital support systems
[12, 13]. Hence, the design of interoperable systems could benefit from user-validated
design specifications. Subject-orientation [14] has been introduced as a paradigm and
IT-supported methodology in the field of Business Process Management (BPM) to
enable stakeholders not only to express their knowledge of work but also to design
interactive systems by mapping interactions to message exchanges (cf. [15, 16]). The
approach has been applied effectively in the field featuring functional design of digital
systems [17, 18], rather than taking into account stakeholder-specific vocabularies and
their anticipated digital feature chains (cf. [19]).
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Aiming for interoperable system design we want to make use of semantically
coherent specifications stemming from potential users of those systems. We continue
an approach engaging stakeholders guided by their epistemological connection to
digital systems and their development process [20, 21]. We follow findings [22] getting
people engaged in design through personal and epistemological connection. They allow
drawing on stakeholders’ previous knowledge, and encourage design thinking. The
incremental approach to semantic alignment of behavior representations builds upon
diagrammatic representations, inspired by recent initiatives [23]. In Sect. 2 we discuss
semantic interoperability from a stakeholder perspective reviewing related work.
Section 3 introduces the semi-structured support for subject-oriented behavior encap-
sulations and checking semantic interoperability of interacting role elements. In Sect. 4
we summarize the results and interpret them in terms of achieving organizational
interoperability continuing this type of research.

2 Stakeholders and Semantic Interoperability

If we want stakeholders to actively get involved in design it requires systems’ thinking,
as well as multiple perspectives on emergent properties of systems beyond engineering
an isolated system [24]. Several constellations may occur [25], ranging from integration
(mutual dependencies of systems) to federation allowing for stand-alone operation
while being interconnected to other systems. Semantic interoperability of systems does
not only concern concepts and structures, as captured through ontologies (cf. [26]), but
also the dynamic of system development [27, 28]. It needs to go beyond Domain
Specific Languages (DSL) (cf. [29]) allowing for agility and proactivity. Interoper-
ability is required to recognize autonomous behavior of interacting system elements
and at the same time enable integrated or network behavior due to their connectivity to
other system elements [30]. When keeping autonomous system elements isolated,
neither connectivity nor diversification of behavior is enabled. Such kind of systems
cannot be aligned explicitly according to a common goal, as required for designing
semantically interoperable systems [31]. Hence, system elements need to have the
ability to cooperate with each other, in particular agreeing upon a common way of
interaction in order to collaborate and share information (cf. [32]).

Changes may occur on the level of individual system elements, as well as on the
level of interaction, affecting the overall system behavior (cf. [33, 34]). The integrated
representation of the structure and behavior of systems including their environmental
conditions can either take into account tasks and related processes (cf. [21, 35]). In case
of mapping interaction sequences to workflow specifications, e.g., [36], deviations
between modeled and actual behavior can be identified, triggering the re-design of
systems. In any case, semantic interoperability requires context-sensitive understanding
and representations (cf. [37, 38]). Mediation systems, such as proposed by Benaben
et al. [39] help initiating and supporting the interoperability of collaborative situations
among potential partners of a network. Individual and collaborative knowledge needs
to be collected referring to collaborative business behavior. In addition, previously
deduced collaborative processes need to be graspable for stakeholders through the

A User-Centered Perspective on Interoperability 67



automated generation of collaborative workflows, which keeps the process agile for
managing continuous change.

3 Behavior Alignment Through Reflective Design

In this section we provide some conceptual background on the proposed approach from
the field of reflective design before introducing the procedure and the subject-oriented
representation scheme supporting semantic interoperability of syntactically unified
systems. Reflective design has been promoted for contextual representation capturing
static and dynamic affinities, and facilitating participatory design [40, 41]. Developed
further to critical design (cf. [42]), it attempts to challenge existing structures and
assumptions in the course of designing artifacts, and thus, innovate through design.
Artifacts developed along critical design processes provoke in-depth reflection on
structural issues. Reflective design of this kind does not only manifest its ideas through
taking into account implementation, e.g., allowing for interactive experience through
prototyping artifacts, but also brings playfulness to design due to its research per-
spective on design (cf. [43]). Artifacts can be digital, physical, or a combination of
these, depending on the designers’ intention [44]. As shown in [45], so-called first-level
abstractions should be taken into account for design. First-level abstraction is the initial
way individuals view their perceived reality. Hence, first-level abstractions allow
individuals to find their entry points for developing a meaningful understanding, since
first-level abstractions act as building blocks of sense- and meaning-making, and thus
of shared knowledge repertoires.

Role-specific understanding helps stakeholders to adopt the perspective of another
person. However, system design and development projects typically discourage this
type of perspective-taking. Instead of a normative process including observation and
analysis of phenomena, active participation ‘within phenomena’ should be triggered
(cf. [46]). Then, design can become an exploratory and participatory endeavor, in
particular for complex processes that arise from simple interactions (ibid.). Conse-
quently, reflecting role-specific behavior while creating models is the core driver in the
proposed approach. The development procedure allow addressing individual or
domain-specific practices constructively in the course of design. The objective is to
create a coherent set of encapsulated behavior descriptions satisfying the needs of a
stakeholder group involved in some task setting. The first group of activities con-
tains preparation activities facilitating the setup of a (subject-oriented) design space
and setting the scope. Subsequently, concerned stakeholders perform interaction-
specific specification taking particular roles. The third set of activities leads to con-
solidation and refinement for prototypical execution, and can be performed by each of
the stakeholders involved in the addressed setting or third parties responsible for
development.

Stakeholder contributions may vary not only in terms encapsulating behaviors, but
also in providing a complete interaction picture. Interaction patterns can be checked for
correspondence of sending and receiving message, ensuring a continuous flow of
information and control. Keeping track of this progress allows the construction of
Subject Interaction Diagrams based on the encapsulated behavior specifications, as they
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contain all interfaces to be checked for interoperability. Once stakeholders have pro-
vides the attributes for each business (data) objects exchanged between stakeholders,
they can run the process as specified, in order to get feedback on behavior sequences.
A facilitator could help keeping track of the design progress and provides method-
ological support, if required, as each role specification needs to be detailed in terms of
its task-specific functions and interaction activities before executing task-relevant
behavior.

Subject-oriented Business Process Management (S-BPM) is used as enabler, since
it support encapsulating behavior and refinement according to services to be processed
for accomplishing tasks [14, 15]. These services either refer to directly performed
action (system functions or manually accomplished tasks), or sending/receiving mes-
sages. Hence, behavior is constituted by performing an activity, sending a message
(after preparing its content), and receiving a message (by analyzing its content).
According to this type of representation, validated models can be executed.

We exemplify the approach considering the development of a sales support system.
The goal is to integrate and share work practices among sales persons while providing
access to underlying concepts of products and services. The case has been tested
involving an Austrian service company providing method expertise in eliciting implicit
knowledge for various purposes, including human resource development, market
behavior studies, and product tests.

Creating a design space is based on identifying role elements denoting task- or
situation-specific behavior encapsulations. In our case, five stakeholders took part in
various functional roles relevant for the organization’s work practice: CEO, operation
management, method expert, sales representative, and marketing. Each of them was
asked to represent their perspective. In the following we will exemplify interoperability
checks based on design specifications, starting with the operation manager, as this role
has also been assigned to set up the sales support system.

The role elements specified by the operation manager are shown in Fig. 1 and
exemplify specific communication network partners for sales support. Each role ele-
ment finally will represent a subject according to subject-oriented representation
principles, but needs to be refined for checking its interoperability. Incoming infor-
mation distinguishes trigger from input (data) for a role-specific behavior. Both provide
relevant context for invocing a specific behavior sequence. Role-specific behavior
encapsulation specifies relevant activities to be set by a role carrier. In this way, the
context of actions can be represented. As deliverables we distinguish outcome, i.e., the
effect of some behavior, from output data.

Figure 2 shows sample entries for role element specifications from the perspective
of Content Management, Sales Expert, and Sales Representative. According to the
structure of the representation scheme, one type of semantic interoperability issues can
be addressed from a communication perspective. For instance, implementing the role of
the Sales Expert would lead to a gap in quality control, as the message sent by Content
Management is not processed according to the role understanding of Sales Expert. The
same holds for other outgoing data, such as for advice for Sales Representative.

In the sales support field test it turned out to be beneficial to elaborate on the
recognized issues concerning semantic interoperability in the group of involved
stakeholders before detailing their respective behavior. It is this first-level abstraction of
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interaction that sets the stage for refining the encapsulated behavior – what is not
communicated along interaction paths is not processed by role carriers. As such it
scopes a role. Vice versa, it allows identifying operational gaps from a
business-relevant perspective. In the case at hand, this kind of semantic interoperability
issue has been resolved by adding all missing messages the group of stakeholders could
agree on, either on the incoming or outgoing side of the role element specification.

In case different objectives need to be met by processing various incoming messages
or data, the ‘trigger’-part of the role element reprentation and the ‘input’ part are
numbered, in order to identify corresponding trigger – input (data) pairs. This notational

Fig. 1. Relevant role elements for sales support

Fig. 2. Sampe role element specifications

70 C. Stary and C. Kaar



handle facilitates behavior specifications, as it provides required context when
describing the processing the incoming data. For semantic interoperability all required
data attributes to be transmitted in either way need to be specified, in order to enable
task-complete processing. Once all issues on the interactional level are resolved, a
Subject Interaction Diagram (SID) can be generated, as the interaction pairs are com-
plete from a stakeholder perspective for the case at hand.

Interoperability may also need to be discussed on the role behavior level. This level
is represented by Subject Behavior Diagrams (SBDs) that need to be created for each of
the previously specified role elements. They can either be adjusted according to ref-
erence patterns (cf. [47]) or created from scratch. SBDs encapsulate the procedural
steps of each role behavior by aligning functional and interactional activities. Figure 3
shows part of the behavior specification of Content Management and Method Expert. It
represents the situation when a Content Manager needs to decide whether a work
practice including the application of the method can be included into the sales support
system.

The Content Manager (left part of the Fig. 3) sends a request for evaluation and
waits for a result. In case the result confirms the correctness of method application the
case can be included into the sales support system. In case the method has not been
applied properly, the workflow ends and the work practice is not included. The Method
Expert receives the request, and evaluates whether the method has been applied cor-
rectly. Then, he/she delivers the results.

In case of novel requirements of or a lack of semantic behavior correspondence the
respective SBD can be enriched utilizing Fleischmann et al.’s [48] message guard
concept for alternative behavior specifications. The message guard embodies alterna-
tive behavior. A role element, e.g., Content Management, could request a certified
statement for a business case (i.e., a method application), e.g., when required for a
quality audit. The Method Expert is the message guard extending behavior capabilities.

Fig. 3. Sample interaction between the two role elements Content Management and Method
Expert on the SBD level
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It receives such a request as an event and processes it. It could lead to involving
additional advice and nested procedures, i.e., interactions.

In order to identify those constellations, the elements of a SBD allowing for
behavior alternatives or extensions, are marked with special symbols. Since the mes-
sage guards can be executed during runtime, stakeholders can experiment when
resolving interoperability issues on the individual behavior level. According to the
S-BPM notation, message guards can be positioned at any point in the business logic,
since the interaction pattern is identical - it is decided on the semantic layer whether
normative behavior is going to be implemented or exception handling has to be
included.

4 Conclusion

Once stakeholders are involved in system development their perception of situations,
their needs and expectations become an essential design ingredient. Utilizing the
subject-oriented paradigm elicitation and specification can be performed from a
functional and interactional perspective, actively engaging stakeholders or potential
users in the development process. The technique allows checking semantic interoper-
ability through behavior alignment the way stakeholders perceive their work practice. It
also lays ground sharing an individual perspective on the overall organization of work
for an organization.

Since the field test of the approach revealed the capability of stakeholders to
achieve semantically coherent and consistent specifications, subject-oriented diagrams
could serve as scaffolds and executable entities to experience workflow support
interactively. However, future applications will reveal the impact on organizational
interoperability, as the implementation of consolidated stakeholder representations
finally reveal the practicality of aligned role model behaviors.
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Abstract. Interoperability is of high focus for the manufacturing industry that
is currently undergoing a transformation into the fourth industrial revolution.
Factories are adopting smart technologies and implementing decentralized and
human-centered manufacturing systems. To use ICT for cognitive automation
and information sharing is becoming more common and increasingly important
for factory workers. To implement these ICT solutions, it is important to con-
sider their interoperability with the entire manufacturing system. This study
suggests a framework that combines the context of human-centered manufac-
turing with areas of concerns in enterprise systems. The framework is presented
and discussed regarding its usefulness to assess and/or improve system
interoperability.

Keywords: Interoperability � Human-centered manufacturing � ICT

1 Introduction

Interoperability is a broad term that many people associate with the technical issues of
computer interactions but it also includes a soft side of human communications and
organizational aspects. Interoperability is of high focus for the manufacturing industry
that is currently undergoing a transformation into Industry 4.0, the fourth industrial
revolution. On a general level this is achieved by implementing the concepts of Cyber
Physical Systems (CPS), Internet of Things (IoT), Internet of Services, and Smart
Factory [1]. As new technologies are adopted, new dynamics will be introduced
opening doors to external service providers, increasing the relevance of interoperability
[2]. Interoperability has been thoroughly researched and several reference frameworks
and evaluation models have been presented over the years. These models [3–7] have
been mostly focused on the technical issues that disregards the human perspective [8].
The focus towards more dynamic and flexible manufacturing systems have also
increased the focus of humans role in the system [9]. Today, the Industry 4.0 frame-
work has the potential to include also humans into its highly innovative processes.
When the physical and cognitive level of automation and complexity within manu-
facturing increases, the importance of support to the remaining workers are vital [9].
With the recent advances of information and communication technologies (ICT), it is a
tempting proposition to increase the utilization of ICT as cognitive automation to
enable context aware information and information sharing for manufacturing operators
[10]. The development will continue and the competences needed from manufacturing
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operators is bound to change when the industry adapts to more smart solutions [11–13].
This shift puts more emphasis on collaboration between information systems and
operators [14]. Context-aware information requires a system that acknowledges the
need of individuals and can provide the right information at the right place in the right
time [12]. A powerful technical infrastructure is needed to facilitate this bottom up
engineering of interoperable solutions. The infrastructure needs to allow and support
the creation of interoperability solutions within and between technical systems,
exchanging data and organizational systems that are part of a common business
process.

This paper aims to present an interoperability framework that can be used to
evaluate system strengths and weaknesses, which enables flexibility and adoptability
between Information Technologies (IT) and Information Systems (IS) and thereby
creates a more human-centered manufacturing system.

2 Interoperability Framework

According to the classic IEEE definition, interoperability is “the ability of two or more
systems or elements to exchange information and to use the information that has been
exchanged” [15]. By this definition, interoperable systems need to be able to both
communicate and to be able to interpret what is being communicated. These abilities
are often represented in four separate interoperability levels: technical, syntactical,
semantic, and organizational [8]. These levels can be used as a maturity measure of
interoperability where interoperability barriers prevent reaching to higher levels.
Interoperability models usually divide these barriers into different areas where they can
occur. In the interoperability maturity model, LISI [3], the areas are procedures,
applications, infrastructure, and data. This is similar to the Framework of Enterprise
Interoperability (FEI) that use business, process, service, and data [7]. Without con-
necting them to interoperability barriers or levels in an explicit framework, Koussouris
et al. [6] presented twelve different research areas, divided into four granularity levels,
that can connect interoperability with the enterprise system. The first granularity level
is based on a description of the basic components of an enterprise: infrastructures, data,
processes, policies, and people. From those five components, they suggest six funda-
mental areas: data, process, rules, objects, software systems, and cultural. These areas
are chosen to represent different enterprise interoperability aspects. Unlike other
frameworks the interoperability areas are not directly mapped against levels or barriers,
instead the focus is towards the human perspective.

Interoperability is strongly linked to the concept of collaboration, which is the
sharing of information, resources, and responsibilities between distributed entities of
humans or machines [16]. Since the framework focus on human-centered manufac-
turing, it underlines the usage of ICT as a tool for collaboration, which from a human
perspective concerns other humans and machines.

Table 1 shows the framework which is a matrix of 24 different areas of interop-
erability solutions and/or concerns. The vertical axis are the six fundamental interop-
erability areas and the horizontal axis represents human operators’ collaboration with
humans and computers using ICT. The table is partly populated with color-coded data.
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Text with a blue background represents an industrial use case to exemplify how the
framework can be populated (described in the next chapter). A green background
highlights shorter examples that are used in the discussion below.

Table 1. Interoperability framework for human-centered manufacturing.
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2.1 Data - Accessibility of Relevant Data

The data interoperability area is about ensuring the access of all the relevant data
needed for a specific ICT implementation. Many human-computer implementations in
the manufacturing industry rely on sensor data to trigger events in the system. One
way to improve accessibility of this sensor data is to support, or even force, a specific
system standard for sensor connections e.g. I/O link [21].

2.2 Process - Alignment with the Manufacturing Process

Process interoperability is the easiest to imagine and exemplify. In a previous study by
the authors a customized mobile application was introduced to manufacturing operators
[22]. This mobile tool included many functions that fits well in this area. First of is a
digital preventive maintenance checklist. This checklist helped the operators to perform
the preventive maintenance, an important part of the manufacturing process. This tool
also helped others, like maintenance engineers, to trust the results. Therefore, it can
relate to both internal and external collaboration. Two other functions can exemplify
human-computer collaboration. One is an overview of the manufacturing systems
with current alarm info, which is a typical monitor and control function. The other is
an automatic reminder and dynamic content of the maintenance checklist, which is an
example of cognitive automation.

2.3 Rules - Inclusion of Relevant Rules and Regulations

Another function from the mobile application mentioned above was a digital distur-
bance report tool. Anyone could input information about things that was out of the
ordinary, which was then accessible to other operators regardless of where they were or
what shift they belong to. This tool improves the internal communication and it helped
them keep the production area free from problems, which is necessary from a safety
viewpoint and is highly regulated (rules).

2.4 Objects - Identification and Interconnection with Relevant Objects

With increased focus on Cyber Physical Systems (CPS) and demand for traceability,
being able to identify and interconnect with relevant objects are crucial in the manu-
facturing context. Let’s go back to the example of the preventive checklist in the
mobile application [22]. Each checkpoint provided some instruction on how and what
to inspect (cognitive automation). These instructions could be started by scanning a
QR code next to the checkpoint, connecting the right instruction to the correct station
(object).

2.5 Software - Interconnectivity with Relevant Software Systems

Interconnecting software is perhaps what most people naturally connect to interoper-
ability. This can be aided by utilizing a sound model, e.g. service oriented architecture
(SOA), or by committing to well documented standards. For example, if you wanted to
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connect to an existing enterprise resource planning (ERP) system (software) to gain
access to e.g. production KPI’s (monitor and control), it would be easier if it already
followed the ISA 95 [25] standard and implemented B2MML to transfer the data.

2.6 Cultural - Different Traditions, Languages, Social Norms etc.

The last interoperability area, cultural, refers to the fact that people that collaborate
have different traditions, languages, social norms etc. To accommodate this in ICT
implementations for human-centered manufacturing can sometimes be very relevant in
a global context. One example could be to include translation aid for human-human
collaboration over organizational borders (external).

3 Exemplifying the Framework

This section exemplifies how the interoperability framework could be utilized in an
industrial case example. The case refers to a mobile dynamic assembly system
developed in a research project [18].

3.1 Human-Human Collaboration

Part of the assembly system, an automation management platform, mogas [19], was
developed as a Web application built with the Play Framework [23]. Play framework
automatically build web applications that are accessible with a RESTful API, which
improves system integration (software). The application consists of a database that
represents an automation system and its components. For each component, users can
add, edit, and use issue reports and instructions. The system allows several different
organizations and users. Each organization can have one or several manufacturing
systems and each system have an automation equipment hierarchical structure.

An interesting feature of this system is how the database (data) is originally
populated, which is through automatic generation from an Automation ML file [26]. If
this file is updated, it is possible to regenerate the structure with maintained system
information. Automation ML files can be generated from other systems with such
support or created with the specialized editor that can be downloaded from the official
AML website. Figure 1 shows the assembly system represented in the Automation ML
editor and in the automation management platform respectively.

The Automation ML (AML) data format is built on the CAEX (Computer-Aided
Engineering eXchange) model, which is an internationally standardized file format,
which provides an object-oriented structured meta-model [27]. AML aims to simplify
information exchange between tools used during the automation engineering process. It
supports storage of plant topology, geometry and kinematic (COLLADA), behavior
description (PLCopen), references, and relations. Automation ML consists of class
libraries and a concrete instance hierarchy [20].

From an interoperability perspective, this platform aligns the view of the
automation system (process) between manufacturing operators and maintenance
engineers (external) that also can be extended to automation developers. This is made
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possible by sharing the same semantic structure derived from the automation design
tool (AML). AML also allow for an automatic population and structure of the database,
which is relevant from data interoperability point of view.

3.2 Human-Computer Collaboration

Each mobile station has an HMI and a PLC to control various automation equipment.
A purposeful limitation within the project was that each HMI/PLC combination came
from different suppliers. This hindered copy pasting code to control common
automation equipment, which in this case was the RFID system to identify different
pallets. To remedy this problem, a separate RFID system was implemented using a
Raspberry Pi connected to a RC522 RFID reader. OPC UA was supported by all the
suppliers so it was chosen for top level communication. Thanks to the fact that
OPC UA is open and platform independent [24], it was relatively easy to use this
standard to also connect the Raspberry Pi and the RFID solution to the HMI’s.

When populating the framework regarding human-computer collaboration there are
three important features. Dynamic instructions (cognitive automation) were imple-
mented to better aid the assembly tasks (process). The dynamic feature was possible by
connecting the RFID system, that identified the pallets (objects). In general,
human-computer collaboration was also made possible by OPC UA that enabled
interconnection between different systems (software), such as a traditional PLC/HMI
implementations and a RFID system built on a Raspberry Pi.

Fig. 1. To the left: The platform mogas (Management of Generic Automation Systems)
exemplified with an assembly system from the research project MOTION. To the right: The same
structure in Automation ML Editor.
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4 Conclusion

This paper provides an interoperability framework that aims to create a common lan-
guage between decision makers in manufacturing industry and ICT/IS developers.
According to Rezaei et al. [8] it is important that an interoperability evaluation model is
easy to use and that it considers every aspects of interoperability. The result matrix can
be a step towards such a model for the human-centered manufacturing context.

Acknowledgements. This paper is adapted from a licentiate thesis written by Åkerman [28],
available online. The work has been carried out within the Production Area of Advance at
Chalmers University of Technology and has been funded by VINNOVA (Swedish Agency for
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Meta4eS 2017 PC Chair’s Message

The future eSociety, addressed with our workshop, is an e-inclusive society based on
the extensive use of digital technologies at all levels of interaction between its mem-
bers. It is a society that evolves based on knowledge and that empowers individuals by
creating virtual communities that benefit from social inclusion, access to information,
enhanced interaction, participation and freedom of expression, among other.

In this context, the role of the ICT in the way people and organizations exchange
information and interact in the social cyberspace is crucial. Large amounts of structured
data – Big Data and Linked (Open) Data – are being generated, published and shared
on the Web and a growing number of services and applications emerge from it. These
initiatives take into account methods for the creation, storage and consumption of
increasing amounts of structured data and tools that make possible their application by
end-users to real-life situations, as well as their evaluation. The final aim is to lower the
barrier between end-users and information and communication technologies via a
number of techniques stemming from the fields of semantic knowledge processing,
multilingual information, information visualization, privacy and trust, etc.

To discuss, demonstrate and share best practices, ideas and results, the 6th Inter-
national IFIP Workshop on Methods, Evaluation, Tools and Applications for the
Creation and Consumption of Structured Data for the eSociety (Meta4eS 2017), an
event supported by IFIP TC 12 WG 12.7, The Big data roadmap and cross-disciplinarY
community for addressing socieTal Externalities (BYTE) project and Data Licenses
Clearance Center (DALICC), with a special focus on cross-disciplinary communities
and applications associated with Big Data and their impact on the eSociety, brings
together researchers, professionals and experts interested to present original research
results in this area.

We are happy to announce that, for its sixth edition, the workshop raised interest
and good participation in the research community. After a thorough review process,
with each submission refereed by at least three members of the workshop Program
Committee, we accepted 3 full papers and 3 short papers covering topics such as
ontology engineering, Big Data, smart knowledge processing and extraction, social
semantics, decision making, data management, user interfaces, and applied to the fields
of e-Health, ambient assisted living, e-Tourism and e-Commerce.

We thank the Program Committee members for their time and effort in ensuring the
quality during the review process, as well as all the authors and the workshop attendees
for the original ideas and the inspiring discussions. We also thank the OTM 2017
Organizing Committee members for their continuous support. We are confident that
Meta4eS will bring an important contribution towards the future eSociety.

October 2017 Anna Fensel
Ioana Ciuciu
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Abstract. Big data play a central role in eHealth and have been crucial for
designing and implementing clinical decisions support systems. Those applica‐
tions can avail on data analysis and response capabilities, often empowered by
Machine Learning algorithms, which can help clinician in diagnostic as well as
therapeutic decisions. On the other hand, in the context of eSociety, eCommun‐
ities can be essential actors for managing and structuring medical data. In fact,
they can support in gathering, providing and labeling data. This last task is highly
relevant for medical Big Data, as it is a key point for supervised Machine Learning
algorithms, which need an extensive data annotation process. This improves
prediction and analysis capabilities of the algorithms on large datasets. Our
approach on the medical Big Data labeling problem is the design and prototyping
of a crowdsourcing collaborative Web Application, used for the annotation of
medical images, that we named Medical Monkeys. Under the principles of mutual
advantage and collaboration researchers, online gamers, medical students and
patients will be involved, within this platform, in a virtual and mutually beneficial
cooperation for improving Machine Learning algorithms. Using our application
on large scale data analysis, algorithms for image segmentation will become
useful for clinical decisions support systems. Our application is the result of a
collaboration of several universities and research institutes and has, as principal
aim, the integration, in form of gaming tasks, of eCommunities for the imple‐
mentation of a more accurate analysis and diagnostic on MRI or CT images.

Keywords: Free innovation · Medical Big Data · Medical innovation · eHealth
Gamification · Open innovation · Medical images segmentation

1 Introduction

An exponential amount of sensors, monitoring, data storage systems, multimedia and
devices has been generating what we identify as the Big Data phenomenon [1]. Big Data
are large sets of data not merely outlined by their amount, but also by a higher degree
of complexity as well as a larger value derived by the application of innovative analysis
techniques [2]. Further than that, Big Data are characterized, in comparison to traditional
Small Data, by a higher velocity and variety [3]. This means that they are often generated
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on real time (velocity) and composed by different sorts of data as images, audio, texts,
etc. (variety) [3]. Due to their relevance for the business, such as the statistical trends
forecasting and key indicators obtained, currently companies set more and more effort
than ever in their gathering, storage and evaluation [4].

On the other hand, Machine Learning (ML) methods can extract meaning from Big
Data as such [5]. Today this is already being applied in very different fields by all
different kind of private companies [6]. But the establishment of own free data stocks
for ML analysis is failing due to the high costs and the comparably low benefit for
society. This complicates the role of research in universities, and take them out of a
strategical role in the Big Data research [7].

With medical data such a data collection is not possible today, as the transfer of
medical data is protected by law and usually complicated. Without explicit consent of
the users, this would be highly unethical [8]. However, this is not seen in all countries,
and there are also efforts all around the world to loosen these regulations [9].

In order to unify efforts of different actors and institutions for academic data gath‐
ering and annotation, we designed and prototyped a Web Application which avail of
two pieces of collaborative software. A collaborative software is defined as an applica‐
tion whose intent is to realize a shared purpose, dividing the effort among users [10].
This approach can generate solutions to common problems and thus create a solid base
for innovation, generating a common innovation model [11]. The power of a collabo‐
rative software, if it is not directed towards economical compensation and comes from
unpaid development, can be an essential part of a free innovation model - a project where
the innovation designs are not being protected by the developers [12]. These constraints
are motivated by the self-reward, which is based on benefits excluding compensated
transactions, and is sometimes motivated by altruistic purposes [12]. Based on this path,
we got inspired by two medical projects that have been created with the goal of a free
sharing of innovations design and ideas, named Patient-Innovation.com1 and Night‐
scout2.

At this moment, to our knowledge, it does not exist any platform for extensive
labeling of different medical images, which maintains their statistical analysis and results
free and available for research scopes. Our paper presents an approach to develop such
a platform and maintain labeled images within the academic community. Therefore, we
propose requirements, research design and prototypes for a crowdsourcing Web Appli‐
cation, based upon the free innovation and collaborative paradigm, for labeling medical
images. We explore the free cooperation among Web users, researchers and image
donors as a gateway for enhancing the performance of ML algorithms on medical
images. This will lead to better automatic segmentation and detection algorithms,
improving clinical decisions support systems and reducing the human-based error on
diagnostic and therapeutic evaluation [13].

In the following chapter of this paper, we will analyze first the literature sources
which helped us to explore the main scientific areas of the project: medical Big Data

1 https://patient-innovation.com/.
2 http://www.nightscout.info/.

88 L. Servadei et al.

https://patient-innovation.com/
http://www.nightscout.info/


and their analysis, free innovation patterns and collaborative innovation, crowdsourcing,
crowdsourcing for medical images segmentation and its gamification.

In the third chapter, the core of our paper, we will proceed then enucleating our
research design. We will first outline, through a use case scenario, the interaction among
actors and the requirements for our medical images segmentation application.

After that we will enter the areas of data gathering and storage requirements of the
system, where we will describe the functionalities of our distributed file system proto‐
type. At last, we will briefly introduce the data analysis and algorithm evaluation step.
In the fourth chapter we will then state the conclusions of the paper and the next steps
for our project and research.

2 Literature

In Table 1 we summarized all the important pieces of literature for our research design.

Table 1. Selection of literature, categorized by main topic of interest.

Medical Big Data Free and
collaborative
innovation

Crowdsourcing
innovation

Crowdsourcing
for medical
images
segmentation

Crowdsourcing,
gamification and
segmentation

[14–18] [12, 19–21] [22–24] [25–28] [29–32]

2.1 Medical Big Data

As a first step into our literature research, we deepened our knowledge on Medical Big
Data. We first focused on their potential for medical analysis, gaining an overview over
their importance for clinical diagnosis and research [14]. In particular, we looked
towards the fundaments for the collection of medical imaging online, which is a sought-
after topic in the scientific research [15]. On the side of data collection, the Internet of
Things (IoT) and diffused sensors have been shown to be an important and pioneering
step in the direction of data gathering for a multi-sources analysis [16]. But concerning
the more related topic of Big Data in form of medical imaging, we evaluated some papers
that introduce to their collection and analysis, which is the final purpose of the project
[17, 18].

2.2 Free and Collaborative Innovation

On free innovation, the kind of innovation the project aims at, the research of Eric von
Hippel provides a theoretical framework and pattern analysis [12]. In this work it is
analyzed the motivation behind free innovators and, through a quantitative analysis on
surveys over free innovators projects in Finland and Canada, it is provided an insight
on motivation for free innovators [12, 19]. On the other hand, collaborative innovation
relates to a cooperation in the prototyping and implementation of our project. Collabo‐
rative innovation is a very effective method to get a better contribution for different tasks
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from other individuals, enhancing the chances of excelling in a larger amount of assign‐
ments [21]. At the same time, a collaborative innovation tends to have a broader diffu‐
sion, reaching a larger share of potential users [20]. As a result, a collaborative work on
the free innovation pattern can lead to an even better result, sharing the effort and the
costs of the design and development and introducing new and effective ideas [12].

2.3 Crowdsourcing Innovation

For enhancing our perspective on performing the images segmentation, we deepened
into the crowdsourcing innovation. For the development of free innovations, crowd‐
sourcing gives the possibility of conveying additional expertise to the project: This could
help to find better and more creative solutions to existing problems and features [22,
23]. The practical contribution of crowdsourcing in problem solving tasks comes from
the vast experience and different background that a multitude of individuals takes along
[22]. This mechanism explains the rising of crowdsourcing in solving specific tasks and
long-term projects [24].

2.4 Crowdsourcing for Medical Images Segmentation

A general review of crowdsourcing for health-related tasks has been useful for a first
orienteering within the technical aspects of this topic [26]. The first important fundament
of our research is the effectiveness of crowdsourcing for medical image segmentation.
The result of scientific works shows that a large crowd of non-expert can reach a high
accuracy on image labelling for particular medical tasks, resulting comparable to the
accuracy of expert medical doctors [27]. Crowdsourcing has shown its effectiveness for
segmentation of medical images in tasks where the detection of particular entities has
been required on large numbers of images. In specific tasks as cell mitosis in breast-
cancer, Convolutional Neural Networks based on ground truth data generated by a crowd
of non-experts has reached outstanding performance on diseased cells mitosis detection
[25]. In order to collect a large number of data and collaborators, a Web Application
based workflow has been previously proposed: Its online availability would increase the
amount of people contributing to the tasks [28].

2.5 Crowdsourcing, Gamification and Segmentation

For attracting a crowd of users to accomplish medical tasks, gamification has been
proven to be a very effective strategy. This has been shown for medical students [29] as
well as for crowds of non-experts [31]. This technique is a gateway to gain better moti‐
vation for users even for non-trivial tasks [30]. Regarding objects segmentation, a stat‐
istical analysis over the crowd contribution and the filtering out of inconsistent segmen‐
tations dramatically improves the result of a non-expert crowd. This leads to the status
where the performance of non-experts moves very close to the performance of profes‐
sionals [27]. Through semi-supervised objects segmentation, it is possible to keep track
of the algorithm performances and adapt the algorithms to the proposed task. A precise
quantification of time involved and difficulty level of the task helps furthermore to
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elaborate a better gaming interface and attract a larger crowd to the proposed online
project [32].

3 Research Design

The research design has been structured in four steps, corresponding to the main points
of the research. In order to conduct a structured research, we will borrow concepts and
guidelines from the design science [33]. In particular, we will refer to the design science
in the Information Systems Research. The artifacts that we are going to develop present
in fact an innovative solution to an existing problem, and its utility is going to be eval‐
uated on our specific domain, from a technical and business related point of view [33].

3.1 Step I: Design and Planning

After an accurate review on literature and the achievement of a structured theoretical
background, the first step of the research is the design and planning of an evolutionary
prototype for a Web Application [34], which is used to accomplish the goal expressed
for the free innovation development: Create better automatic segmentation algorithms
for medical organs images. As the evolutionary prototype pattern implies, the prototype
will be robust and will constitute a reliable basis for a final version of the application [34].

In order to explain the functionalities of the software proposed, we will borrow the
concept of use cases. Use cases are defined as a succession of events generated by actors,
which point out dependencies and functional structure of the software [35].

The three main actors identified in the Medical Monkeys Application are the Image
Donor, the Solver – Gamer and the Researcher.

The Image Donor provides own medical images for the Web Application. He donates
his images for medical purposes and manages them, editing or even excluding them
from the game.

The Solver – Gamer participates to the segmentation game on the medical images.
His performance will be tested by the system and, in case of enough accuracy, his result
will be submitted and the data collected and stored, for further statistical evaluation.

The Researcher has the role of analyzing and interacting with the data submitted by
Image Donors and Solvers. In the first case, the researcher will be in charge of an eval‐
uation over the uploaded images (so that they can be relevant for the research). In the
second case, the researcher will be collecting and analyzing data results from the
segmentation game.

Given these actors, we can build up a scenario for the use cases. A scenario is defined
as an ordered amount of interactions among partners, who are mostly represented by
external actors and a given system [36]. In the use case scenario, the succession of events
(e.g. the work steps and interactions) is pointed out. The diagram in Fig. 1 is representing
graphically our use case scenario.
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Fig. 1. Use case scenario diagram.

The medical images received from the image donors are collected and categorized
following the organ representing. These images will be inserted, as a 3D model repre‐
sentation, in the Web Application, which will offer a game interface, where a crowd of
users can participate to segment the donated organs images.

The gaming interface will be organized in levels and will motivate users with scoring
and competition mechanisms. Through that, users will be triggered in keeping focused
on the task and improve their performance. The levels will be structured by increasing
difficulty, in order to stimulate solvers to get more accurate. The results of the game
labelling task will be taken and analyzed by the researchers. A continuous improvement
of the algorithms will be ensured by an increasing amount of gamers and donors. The
larger the amount of images and the more the segmentation gamers, the more accurate
will be the algorithms for organs images segmentation [27].

3.2 Step II: Web Application Implementation

As a second step, the tool will be implemented on a Web Platform. From this point, the
Web Application will be available, and data of patients and game-solver will be
collected. During the initial part of the data collection, the gamer will play against auto‐
matic segmentation algorithms, in order to obtain an own score. The Web Application
will be gradually implemented and deployed for mobile devices as well, enhancing the
chance of increasing participation by game-solvers. For each annotated layer the user
gets points, which he can then post on social media. A public high-score list should then
also allow the formation of groups, which then allows a competition between institu‐
tions. Currently, the Web prototype is to be found online, together the informative
webpage. Image Donors and Gamers can register and manage their own profile, images
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and account3. The segmentation game is still in development. We have as well a public
repository for our Web Application4.

3.3 Step III: Data Collection and Storage

In the current step of our project, we request patients for data donations after medical
investigations. Image data are particularly suitable for that, since these are often avail‐
able as a DVD for the patients. Images of patients will be sent to us together with an
agreement certificate. Once provided, we will store the images in a private cloud service.
Before dispatching, the donor taps a TAN on the envelope, with which he then accesses
his data online and can revoke the user authorization. Furthermore, the donor will get
access to all research results obtained with his data. All the scientific work based on
these data will be therefore published as open access.

For a first implementation of the storage, we realized a fault-tolerant and scalable
distributed file system [37] based on Hadoop and managed by a local application. This
is used mainly for uploading administering the medical images. Apache Hadoop enables
Big Data to be stored, accessed and processed in a distributed way across clusters of
commodity servers [38]. In order to provide an appropriate Hadoop based architecture
for the storage and uploading of the medical images, we outlined first the requirements
for our architecture, as shown in Fig. 2.

Fig. 2. Distributed file system requirements

The local application we prototyped for fulfilling these requirements has a light‐
weight frontend-solution which directly interacts with the distributed file system. There‐
fore, the system consists of three major components which implement all necessary
interactions with the data storage mechanism. The diagram in Fig. 3 shows the compo‐
nents together with their utilized interfaces.

3 http://medicalmonkeys.ddns.de.
4 https://github.com/Lorenzo1985/Monkey_BackBone.git.
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Fig. 3. Local application connected to the distributed file system

Both, frontend and backend of the application interact with HDFS using WebHDFS
[37]. To initialize the backend processes, the frontend uses a REST interface. The archi‐
tecture is implemented with JavaScript, and we show with the following flowcharts, the
necessary steps for storing and administering images in accordance to the given require‐
ments (see Fig. 4). The algorithm implemented splits the images in tiles, which will be
separately compressed in order to enhance the speed for reading the images and show
them online for gaming and administration purposes. The introduction of Hadoop
consent data as well as algorithm parallelism in our artifact. This means, faster writing

Fig. 4. Local application flow chart – administering images
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as well as reading operations. For a deeper look into the implementation, it is possible
to refer to this repository5.

3.4 Step IV: Data Analysis and Algorithm Evaluation

The last step will focus on the evaluation of the data obtained and the derived machine
learning algorithms. Through statistical analysis, data coming from anomalous or not
focused player will be ignored in the processing. This will lead to an improvement in
the data collection and analysis [27]. In this step, a ground truth for the segmentation
algorithm will be formed from the the valid values obtained by gamers. Given the ground
truth created, ML algorithms will be measured and their accuracy will be evaluated
against the state-of-the-art performances.

4 Conclusions and Future Work

ML algorithms for medical images segmentation are sensitive to the lack of large
labelled training sets [39]. The reasons for that are mainly to be found in the privacy
policies [39] and in the missing labelling which, differently from public internet images,
cannot easily be performed by a non-expert crowd [40]. For solving this problem, we
propose through Medical Monkeys a collaborative free innovation pattern that, using
crowdsourcing to increase diffusion, enhances the amount of medical images and the
segmentation accuracy of the algorithms, through a copious labeling. This paper
presented the research design, requirements and prototype of our crowdsourcing Web
Application, developed over a free innovation pattern, for medical images segmentation.
We explored the possibility of free cooperation from Web users, researchers and images
donors for improving the application, as a gateway for enhancing the performance of
machine learning algorithms on medical images. This will lead to better automatic
segmentation and detection algorithms, improving clinical decisions support systems
and reducing the human-based error on anomalies evaluation [13]. The next steps of our
research will lead to exploring effective way for designing our segmentation game and
increasing the participation of the crowd. At the same time, we will continue with the
data collection from hospitals and cooperation with institutions, in order to create a larger
dataset of images.
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Abstract. The purpose of this paper is to realize a comparative analysis of rela‐
tional and non-relational database management systems. Both conceptual and
technical characteristics are introduced, presenting the benefits and disadvantages
of each model, using a hybrid application. The application, named Superstore‐
SalesReporting, generates comparative reports which describe the technical char‐
acteristics of both SQL and NoSQL databases based on the executed operations.
The application constitutes the contribution of this study, together with the crea‐
tion of the SQL Server internal processes for migrating data from a flat file into
a star schema.

Keywords: Relational databases · Non-relational databases · SQL
Comparative report · Comparative analysis · NoSQL · E-commerce application

1 Introduction

The work in this paper has been done in the context of the university degree thesis of
Gheorghe Coșofreț [1]. The theoretical concepts described were used in order to build
an application with the aim of highlighting the characteristics, benefits and disadvan‐
tages of relational and non-relational databases.

The actual database management systems collate with a huge variety and diversity
of data. More and more applications demand the use of data without too many constraints
of model management in order to be more flexible and easier to maintain. On the other
hand, the classical data management, the relational model, is still present. It sustains
organizations that use data warehouses to store their business data. When trying to design
an application or a business software solution, an essential aspect consists in choosing
the right database management system. Each application has its own specificity and it’s
hard to say which one of the relational and non-relational is better. In this paper, we try
to show concisely what relational and non-relational databases represent, hoping that
this presentation will constitute a guide towards the right choice.
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2 Relational vs Non-relational Database Models

2.1 The Relational Model

The relational data model was defined in June 1970 by Dr. Edgar F. Codd [2]. Codd
introduced concepts like data independence, data stored in tabular form for an easier
retrieval, and data manipulation and administration using a query language called SQL
(Structured Query Language). It is based on the relational model, actually being the
world’s most widely-used relational database query language. Every operation executed
in the relational model must respect the ACID properties: Atomicity, Consistency,
Isolation, and Durability [3]. The relational model is very much used in production and
is still a strong data model; however, it has some technical limitations: (i) Each relation
(table) has a fixed schema; (ii) Integration of data which are dependent on other data
(from other databases) is difficult because they must be interconnected afterwards; (iii)
To scale a relational database means to distribute it to more servers, table maintainability
becoming a chaos in this case.

2.2 The Non-relational Model and Description of NoSQL Databases

The non-relational term is often associated with NoSQL (not only SQL). A NoSQL
database management system is a non-relational database system, more often distrib‐
uted, with a rapid data access; it allows ad-hoc organization of data with variable data
types and also facilitates the analysis of large volumes of data. NoSQL is associated
with cloud databases, non-relational databases, Big Data databases, etc. NoSQL data‐
bases became the first alternative for relational ones, the main reasons being scalability,
availability of data and error tolerance1. Every NoSQL solution has its own data memory
model. NoSQL database types are classified as follows: Key-Value Store Databases,
Column-Oriented Databases, Document Store Databases and Graph Databases. In the
non-relational model, the ACID properties are not present, being replaced by the BASE
model (Basic Availability, Soft State, Eventual Consistency)2: (i) Basic Availability:
data collection is replicated and distributed instead of using one single data source and
somewhere in the network the data surely exists so that clients receive an answer to their
queries; (ii) Soft State: the database management system doesn’t guarantee database
consistency, the application must be responsible of that. (iii) Eventual Consistency: the
database can be inconsistent a moment in time, but it is supposed that the data will
become consistent in the future.

In 2000 Eric Brewer formulated a conjecture based on experience with Inktomi
search engine. The conjecture was demonstrated some years after and now it is known
as the CAP Theorem (Consistency, Availability, Partition-tolerance) [4]:

Theorem 1 (CAP Theorem): It is impossible for a web service to provide simultane‐
ously Consistency, Availability and Partition tolerance.

1 https://academy.datastax.com/planet-cassandra/what-is-nosql, accessed on 30 Aug 2017.
2 https://en.wikipedia.org/wiki/Eventual_consistency, accessed on 30 Aug 2017.

Superstore Sales Reporting: A Comparative Analysis 99

https://academy.datastax.com/planet-cassandra/what-is-nosql
https://en.wikipedia.org/wiki/Eventual_consistency


2.3 SQL vs NoSQL Comparative Analysis

In the following, we present a synthetic view of the advantages and disadvantages of
SQL and NoSQL (Table 1). The main SQL advantages are: (i) data access from relational
databases and the creation and deletion of databases and tables; (ii) data structure
description and the process of data manipulation; and (iii) users can set permissions to
database objects (stored procedures, views, tables). On the other hand, the NoSQL
family presents the following advantages: (i) generally, NoSQL databases are faster than
relational databases thanks to the data model, which is more simple and flexible; and
(ii) users can create applications in the way they really need. At the same time, NoSQL
presents some noticeable drawbacks, namely: (i) the lack of standards (such as, e.g.,
tables in SQL); (ii) database consistency is not guaranteed; and (iii) there are limited
query possibilities and underperforming data modeling methods.

Table 1. Comparative analysis of SQL and NoSQL databases

Characteristics NoSQL SQL Show cased
Data storage –Flexible JSON documents

–Not every record needs to
store the same properties
–New properties added
dynamically
–Suitable for semi-
structured and unstructured
data

–Tables
–Less flexible, imposes that all
records have the same
properties; not always the case
in our app
–Suitable for structured data

Add new
order,
update order

Schema –Allows for dynamic or
flexible schemas
–The application dictates
the schema

–Only allows strict schema
–Schema must be maintained
and kept in sync between the
application and the database

Get
feedback to
order

Transactions –ACID transactions
support varies per solution

–ACID transactions supported

Consistency &
availability

–Depending on solution –Strong consistency enforced
–Consistency, availability
and performance can be
traded to meet the needs of
the application

–Consistency is prioritized over
availability and performance

All case
studies

Performance –All information about an
entity is typically in a single
record, so an update can
happen in one operation

–Information about an entity
may be spread across many
tables, requiring many joins to
complete an update

Update
order, view
orders

3 Application

The purpose of the Superstore Sales Reporting application is to generate comparative
reports to describe the technical characteristics of SQL and NoSQL databases based on
executed operations (such as, insert and update). The application manages the sales data
of a supermarket, the main feature being the order management.
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The application is hybrid, and it uses two databases: Microsoft SQL Server for
structured data and MongoDB for unstructured data. of using both of them is both
didactic, in order to distinguish the topic, and technical for using the corresponding
storage technology. It allows access with two user types: (1) Customer: who can have
multiple account types (Small Business, Consumer, Corporate) and can also buy new
products, show his own sales history and get feedback; and (2) Retailer: which is the
supermarket administrator and which establishes the delivery details (shipping mode,
shipping date, shipping cost). The application is designed for the Windows platform and
it was developed in .NET Framework 4.6.1 using Microsoft Visual Studio Professional
2015.

3.1 Case Studies

1. Adding a new order
This is a customer feature. After the customer submits an order, this one is stored
either using SQL Server or MongoDB for distinguishing the CRUD characteristics
of both databases. In SQL Server data are stored in tables and transactions are used
for storing an order (a complex object). In MongoDB an order is a document with
nested JSON fields, so that we can eliminate consistency and referential integrity
difficulties. This case study distinguishes technical storage characteristics.

2. Get feedback for an order
This is also a customer feature. Feedback data is basically text, therefore unstructured
data. The reviews data are stored simultaneously in SQL Server and MongoDB, and
what is important here is that MongoDB stores only non-empty fields. In SQL Server,
where data have a strict schema, the fields which have not been completed remain
in the database with NULL values. This case study distinguishes the dynamic way
we can manipulate this kind of data.

3. Order delivery
This is a retailer feature. After the new order is submitted, the retailer must establish
the delivery date, delivery mode, and the delivery cost. This implies an update oper‐
ation in both databases. In case of SQL Server, an update means to set some attributes
which already exists but have NULL values, and in the case of MongoDB an update
means to change the document structure by adding new fields. This case study
distinguishes the flexibility of both databases.

3.2 Example of Comparative Report on the ‘Get Feedback for an Order’ Case
Study

Feedback data are basically unstructured data, containing a lot of text. In the main
customer window there is a button named Order History. By pressing it, the customer
arrives to another window where s/he can select one of his own orders and can share a
feedback about it. The customer can check several boxes and optionally write sugges‐
tions as free text.

In order to successfully generate the comparative report, the customer must submit
the review using both databases and then press the Show Operation Report button. The
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report presents the data structures used, the operations executed and the data format
either using SQL Server or MongoDB. In the relational case, the schema is fixed; there‐
fore, review attributes that correspond to unchecked boxes have the value NULL; this
can generate many NULL attributes, which tanslates into a waste of disk space; this is
because, in the relational case, we are constrained by the schema. In MongoDB, JSON
documents are more flexible and only the necessary information is stored. By showing
all this technical characteristics we can see clearly what is happening in relational and
non-relational environment at the execution of an operation (submit review, in this case).

4 Results and Conclusion

Relational and non-relational databases are solving the same things in different ways,
and choosing one model depends on the application’s requirements, the migration from
one system to another being a good solution sometimes. In Table 2 below we present
several comparative metrics, based on the three case studies: the time needed to perform
an operation, the disk space used for data storage and the storage entity involved.

Table 2. Comparative metrics SQL vs NoSQL

As a conclusion, for some operations like add (in this case a shopping cart), or select,
a NoSQL DBMS is better due to the way of storage. While an update operation is more
suitable for a relational DBMS (the structure is already done, data only need to be added
in those columns that were empty before the update operation time).

Future work will focus on the comparative metrics in order to highlight situations
where one or the other of the models is better suited.
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Abstract. Product classification standards like eCl@ss and UNSPSC define
tens of thousands of product categories, and some standards additionally provide
specific product property definitions and enumerated values. Many organiza-
tions hold respective meta-data for their products readily available in back-end
databases. While many approaches have been presented for using such standards
for more granular product information on the Web of Data, none has so far
received mainstream adoption. This can be partly explained by legal, technical,
and administrative barriers for adoption. In this paper, we describe a novel
approach for using product classification standards in Web data markup in
Microdata and JSON-LD syntax that does not require the availability of proper
Web ontology variants of the underlying standards. We can show that the
approach can provide the very same effect for the consumption and interpreta-
tion of the resulting mark-up in a Linked Data and Semantic Web context. Our
proposal has already been integrated into the official version of schema.org and
can be readily used for research and business applications.

Keywords: Schema.org � Microdata � JSON-LD � eClass � UNSPSC
GPC � additionalType � additionalProperty � B2B � e-commerce
Product ontologies � Product classification standards � Linked Data
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1 Introduction

Product classification standards (PCS) are very common in B2B scenarios, so that
many companies already use them for classifying their products and services in order to
facilitate information exchange. However, several back-end systems of manufacturers
and vendors only provide property-value pairs to the Web applications, and data is
often not sufficiently granular or incomplete and thus not suitable for populating the
target data structure as specified in a product ontology.

Standard product classification systems, like the UNSPSC1, eCl@ss2, etc., are in
fact rich languages for representing information about products and services. They
provide tens of thousands of specific types for characterizing products and services, and

1 https://www.unspsc.org/.
2 https://www.eclass.eu/.
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some (like eCl@ss) even define properties and enumerated values for describing
products and services at a high level of detail. Table 1 highlights the sizes of the most
recent releases of three popular PCS, namely eCl@ss, UNSPSC, and the GS1 global
product classification (GPC)3. While UNSPSC is mainly a product taxonomy for spend
analysis and procurement with hierarchically organized categories for products, the
eCl@ss and GPC standards additionally feature rich properties and enumerated values.

From the beginning of the Semantic Web activity, researchers and practitioners
have tried to make use of product categorization systems as the basis for e-commerce
applications on the Semantic Web (e.g. [1–3]). In 2005, a first correct and practically
useful OWL version of eCl@ss has been presented (cf. [4, 5]).

The main direction of using product categorization systems for the Semantic Web
has been to derive OWL or RDFS standards from these product classification standards
[1, 2, 4]. This is conceptually not as simple as creating one class for each type in the
standard, because product categorization systems are not designed as ontologies; for an
overview of problems see [5–7]. Deriving and publishing OWL ontologies from pro-
duct categorization systems, however, creates additional problems (cf. [8]):

1. Legal problems: Product categorization systems are intellectual property rights
(IPR) and subject to copyright in many cases. In fact, eClassOWL [4] was only
possible because we were able to negotiate a license with eCl@ss e.V. However, for
many PCS we have been unable to clarify the legal status and could thus not release
OWL variants for the public.

2. Evolution and change: Product categorization systems evolve; new entries are
added, old ones are changed, deprecated ones are deleted, etc. E.g., eCl@ss has now
reached version 10, UNSPSC version 19, and GPC is updated every six months.
Hence, it can easily happen that the OWL ontology is not in sync with the standard,
unless it is an official version released by the PCS owner in parallel to other formats.
The latter would be desirable, but has not materialized despite a decade of efforts.

3. Access control: Besides the legal issues, many standards are not fully accessible on
the Web as bulk downloads, but only offer an online search portal. For instance, the
full eCl@ss downloads are available only at a substantial annual fee (e.g. EUR
5,000 for companies up to 1,000 employees)4, while small businesses can find the
proper codes for their products and services in an online portal free of charge.

Table 1. Total number of classes, properties, and enumerated values of three popular product
classification standards

Classification standard # of classes # of properties # of values

eCl@ss 10.0.1 41,647 17,342 15,708
UNSPSC v19.0501 83,229 None None
GPC (June 2017) 4,861 1,965 12,336

3 https://www.gs1.org/gpc.
4 http://www.eclassdownload.com/catalog/pub/german/eclass_prices.pdf.
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Similar licensing fees apply to UNSPSC, where a license for up to 40 users costs
USD 6,6005.

4. Also, implementing markup is difficult, if there exist differences between PCS and
OWL versions that cannot be easily bridged automatically.

As an approach to mitigate the problems, we presented PCS2OWL [6], which is a
set of scripts that allow the local generation of OWL ontologies for most PCS. By
standardizing name space prefixes and transformation rules, the resulting ontologies are
compatible. So, people with access to PCS dump files could locally generate OWL
ontologies, and two such OWL ontologies generated at two different places would be
compatible, i.e. using identical identifiers for conceptual elements and equivalent
axioms in OWL. Yet, while PCS2OWL is able to solve problem 2 to a large extent by
easing the creation of new OWL ontologies, it cannot solve problem number 1 and only
partially problems 3 and 4. Although we were able to provide OWL ontologies of a
number of product classification standards6, we mostly published only those that are
available for free (e.g. GPC and the common procurement vocabulary, CPV). In
summary, the whole process is still very complicated, requires access to bulk versions
of PCS and is thus a severe bottleneck towards the wide use of eCl@ss and UNSPSC
and other PCS for a richer representation of products and services on the Web.

In this paper, we describe a novel way of using PCS in combination with
schema.org in order to (1) utilize the full level of detail of the classification standards
and catalog group systems (2) without the need to access the full PCS technically or
legally, and (3) without deriving and materializing an OWL ontology therefrom. This
will make adoption of PCS for the Semantic Web and Linked Open Data much simpler.
It will also allow PCS owners to promote the use of their standards for the Semantic
Web, Linked Open Data, and semantic SEO without giving up control over their assets.

2 Background

Product classification standards (PCS) are frequently used in B2B scenarios to help
organize products and services for improving information retrieval, procurement, or
spend analysis. They describe product types using unique class identifiers that allow to
describe products in a consistent and uniform way. Popular standards like UNSPSC or
eCl@ss typically arrange concepts in a hierarchical order. E.g., UNSPSC is an inter-
national classification standard that defines classes organized hierarchically, such as
Food Beverage and Tobacco Products > Beverages > Raw milk prod-
ucts > Raw buffalo milk. The eCl@ss standard, developed and maintained by
eCl@ss e.V. in Germany, is also hierarchically structured, but besides classes it defines
properties and enumerated values too. The latest version is 10.0.1, which comprises over
41.6 k classes, more than 17.3 k properties, and at least 15.7 k values [9].

5 https://www.unspsc.org/membership.
6 http://www.ebusiness-unibw.org/ontologies/pcs2owl/.
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Schema.org7 is a joint initiative of the market-leading search engines Google,
Yahoo!, Bing, and Yandex. The project was initiated in 2011 and it strives to compile a
collection of commonly understood Web schemas (or vocabularies) under a single,
consolidated namespace (i.e. http://schema.org/). These vocabularies cover various
domains and allow to embed structured data into Web pages that can be found by
search engines and novel data-consuming applications. Schema.org markup is usually
encoded as Microdata or JSON-LD data formats in Web pages.

3 Product Classification and Description with Schema.org

Instead of deriving an ontology for a product classification standard (PCS) and then
referring to the ontology, we develop a meta-model for embedding detailed references
to PCS elements in schema.org markup. This markup can then be used by the consumer
of the data

1. to reconstruct triples matching an OWL version of the ontology, so for the con-
sumer, the data will remain as useful as if modeled with an ontology, and

2. to directly query the data in the same way as in an OWL version.

The main idea is to defer the creating of an OWL model of the PCS from the time
before marking up and publishing data to the consumer, taking the burden from the
many operators of Web content to the few consumers.

3.1 URN Schema for Conceptual Entities

We define a URN schema [10] for PCS and their versions (we are planning to register a
“pcs” namespace identifier) and relate it to the URI schema proposed in [6].

urn:pcs: <id>:<version>:[c|p|v]: <element-id-in-standard>
This URN pattern reflects name and version of the PCS, the kind of entity (c =

class, p = property, and v = value), and its identifier.

CONSTRUCT {?product a ?uri} WHERE { 
?product a ?urn . 
BIND(IRI(CONCAT(“http://eclass.eu/”, SUBSTR(?urn, 16, 
6), “/”, UCASE(SUBSTR(?urn, 23, 1)), “_”, SUBSTR(?urn, 
25, 9), “-gen”)) AS ?uri) 
FILTER(STRSTARTS(?urn, “urn:pcs:eclass:10.0.1”)) 
} 

Fig. 1. urn:pcs:eclass:10.0.1:c:AEI956006 to http://eclass.eu/10.0.1/C_AEI956006-gen

7 http://schema.org/.
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In principle, we could in place of a URN schema also define a URI schema, but one
would then expect resources to be retrievable, which is not always the case, especially
if no corresponding OWL representation exists. If an OWL version of a standard
became available later on (e.g. via PCS2OWL [6]), then a mapping would be trivial,
e.g. using a SPARQL CONSTRUCT query (cf. [11]) (Fig. 1).

In here, we are using the substring feature of SPARQL (cf. [11]) to extract the
components from the URN pattern of the eCl@ss standard. A more robust solution
based on regular expressions would be necessary in order to rewrite different URNs of
multiple classification standards.

3.2 Additional Product Types

As schema.org has no inherent mechanism to list extra types from external vocabularies
to an entity (cf. “itemtype” definition within Microdata specification [12]), we propose
a dedicated property as a solution for that. The additionalType property is
basically a fix within schema.org for the limited typing mechanism in Microdata syntax
(Table 2).

From an RDF perspective, the additionalType property is considered
semantically equivalent to the RDF property rdf:type: It is conceptually defined as a
subproperty of rdf:type. Consequently, secondary types are applicable to any concept
(schema:Thing) in schema.org. The addition of secondary types does not confuse the
scope of local properties, i.e. a product instance with an additional type foo:Salt will
only expect properties defined by the class schema:Product.

Table 2. Schema.org additionalType property definition

additionalType [subproperty of rdf:type]
Domain Range

Thing URL

http://schema.org/additionalType

{ 
 “@context”: “http://schema.org/”, 
 “@id”: “#notebook”, 
 “@type”: “Product”, 
 “additionalType”: “urn:pcs:eclass:10.0.1:c:AEI956006”, 
 “name”: “ACME Notebook”, 
 “sku”: “1234” 
} 

Fig. 2. JSON-LD example for additional product types
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In the following, we give a simple example of modeling a secondary type for a
product using additionalType in JSON-LD syntax. We use a product category
(“Notebook”) from eCl@ss, as it can be found via the online search portal8 of eCl@ss
(Fig. 2).

3.3 Property-Value Mechanism

This section proposes a light-weight, generic modeling pattern for exposing arbitrary
property-value pairs to schema.org. The property-value mechanism consists of an
additionalProperty property and a corresponding PropertyValue class. In
the context of products and services, it allows to attach product features that otherwise
could not be mapped to schema.org properties. E.g., the eCl@ss standard version
10.0.1 defines more than 17 k precise product properties and almost 16 k enumerated
values, which to incorporate as property-value pairs into schema.org is neither desirable
nor feasible (Table 3).

With the addition of this mechanism to schema.org, it is essentially possible to
describe property-value pairs that are often rendered as tables on Web pages, such as
product features. We can even point these features and values to standardized entities
defined by product classification standards (Table 4).

Table 3. Schema.org additionalProperty property definition

additionalProperty [subproperty of Property]
Domain Range

Place,
Product,
QualitativeValue,
QuantitativeValue

PropertyValue

http://schema.org/additionalProperty

Table 4. Schema.org PropertyValue class definition

PropertyValue [subclass of StructuredValue]
Property Range

Value Boolean, Number, StructuredValue, Text
minValue Number
maxValue Number
unitCode Text, URL
unitText Text
propertyID Text, URL
valueReference Enumeration, PropertyValue, QualitativeValue, QuantitativeValue,

StructuredValue

http://schema.org/PropertyValue

8 http://www.eclasscontent.com/.
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Assuming that we use the online search portal (see footnote 8) of eCl@ss, we can
easily find a proper class along with corresponding standardized properties (Fig. 3).

The example above describes a Notebook but extends it with a standard product
feature “battery capacity”. Via the property propertyID, we can link to the
respective property in the eCl@ss standard. eCl@ss 10.0.1 is currently not published
on the Web, but should it once become available, a corresponding mapping from the
URN to the URI would be trivial. The “battery capacity” feature describes a quanti-
tative value and thus uses a unit of measurement code from the UN/CEFACT Common
Code table [13]. If the data publisher cannot easily provide such a standard unit code,
the more liberal unitText property could be used instead of unitCode.

Our example here describes a point value, but range intervals with minValue and
maxValue properties are also possible. A valueReference property can further
be used to model ratios (e.g. “6 l/100 km”, where 100 km is the value reference).
Boolean and qualitative values do not need unitText or unitCode. In the first
case, the value is either “True” or “False”. In the latter case, the value property should
contain an additional PropertyValue instance that describes the predefined value
and refers with propertyID to the value identifier in the classification standard, e.g.
(Fig. 4).

Alternatively, the value property could directly point to the URN of the eCl@ss
value.

{ 
 “@context”: “http://schema.org/”, 
 “@id”: “#notebook”, 
 “@type”: “Product”, 
 “additionalType”: “urn:pcs:eclass:10.0.1:c:AEI956006”, 
 “name”: “ACME Notebook”, 
 “additionalProperty”: { 
  “@type”: “PropertyValue”, 
  “name”: “battery capacity”, 
  “value”: “6600”, 
  “unitCode”: “E09”, # UN/CEFACT for mAh 
  “propertyID”: “urn:pcs:eclass:10.0.1:p:02-AAR570” 
 } 
} 

Fig. 3. JSON-LD example of the property-value mechanism

Integrating Product Classification Standards into Schema.org 109



4 Evaluation

The evaluation of our schema.org extension proposal consists of two steps:

(1) We show that, as long as the same version of product ontologies in OWL exists
(e.g. from PCS2OWL [6] or eClassOWL [4]), a consumer is able to regenerate the
same triples from our schema.org markup. To achieve this, we define a
SPARQL CONSTRUCT rule (cf. [11]) that maps from our markup to PCS2OWL
markup. Assume the following JSON-LD data example that uses the addi-
tionalProperty property with a URN that represents a product feature within
eCl@ss 10.0.1 (Fig. 5).

From the above markup, we want to get the following data that relies on product
ontologies (note the specific property linking to a quantitative value) (Fig. 6):

{ 
 “@context”: “http://schema.org/”, ... 
 “additionalProperty”: { 
  “@type”: “PropertyValue”, 
  “name”: “Energy efficiency class (2010/30/EC)”, 
  “value”: { 
   “@type”: “PropertyValue”, 
   “value”: “A++”, 
   “propertyID”: “urn:pcs:eclass:10.0.1:v:07-AAA821” 
  }, 
  “propertyID”: “urn:pcs:eclass:10.0.1:p:02-AAR804” 
 } 
} 

Fig. 4. JSON-LD example of qualitative values defined in eCl@ss

{ 
“@context”: “http://schema.org/”, 
“@id”: “#notebook”, ... 
“additionalProperty”: { 
 “@type”: “PropertyValue”, 
 “name”: “battery capacity”, 
 “value”: “6600”, 
 “unitCode”: “E09”, 
 “propertyID”: “urn:pcs:eclass:10.0.1:p:02-AAR570” 
} 
} 

Fig. 5. “battery capacity” feature modeled with the property-value mechanism in schema.org, in
JSON-LD syntax
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The mapping is achieved by executing the SPARQL CONSTRUCT query below
(Fig. 7):

(2) We show that the same queries we used to demonstrate eClassOWL can also be
directly executed over the schema.org markup. In the following, we show the first
two SPARQL queries from the eClassOWL documentation [14]9, that take
advantage of product types, properties, and values from eCl@ss 5.1.4
(Figs. 8 and 9).

{ 
“@context”: “http://schema.org/”, 
“@id”: “#notebook”, ... 
“http://eclass.eu/10.0.1/P_02-AAR570”: { 
 “@type”: “QuantitativeValue”, 
 “name”: “battery capacity”, 
 “value”: “6600”, 
 “unitCode”: “E09” 
} 
} 

Fig. 6. “battery capacity” feature modeled with property from the “virtual” eCl@ss product
ontology, in JSON-LD syntax

CONSTRUCT { 
?product ?propuri [ a schema:QuantitativeValue ;
?p ?v ] .

} WHERE { 
?product schema:additionalProperty ?aprop . 
 ?aprop schema:propertyID ?pid .
 ?aprop ?p ?v . 
VALUES ?p {schema:name schema:unitCode schema:value 
schema:minValue schema:maxValue}
BIND(IRI(CONCAT(“http://eclass.eu/”, SUBSTR(?pid, 16, 
6), “/”, UCASE(SUBSTR(?pid, 23, 1)), “_”, SUBSTR(?pid,
25, 9))) AS ?propuri)
} 

Fig. 7. Mapping from property-value modeling approach to product ontology

9 http://www.heppnetz.de/projects/eclassowl/#usage-sparql-queries
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5 Conclusion

In this paper, we have presented a generic and light-weight mechanism to describe
products and services using product classification standards (PCS) in schema.org. With
only a minimal extension of schema.org, we can attach additional type information,
standardized properties, and enumerated values to products, and complement them by
boolean values, point values, or range intervals.

In comparison to previous works, our main idea is to defer the creating of an OWL
model of the PCS from the time before marking up and publishing data to the con-
sumer, taking the burden from the many operators of Web content to the few data
consumers.

In essence, we could demonstrate that our approach is functionally equivalent to
conversion approaches like PCS2OWL and eClassOWL, while being much simpler for
the publishers of data, who just need to insert product categorization system identifiers
from back-end databases into rather light-weight schema.org markup in JSON-LD or
Microdata. We have already submitted our proposal to schema.org and it has been
included in the official release, see e.g. http://schema.org/additionalProperty.

SELECT ?model WHERE { 
?model a schema:ProductModel .
?model schema:additionalType 
<urn:pcs:eclass:5.1.4:c:AKF303003> .
?model schema:additionalProperty [
a schema:PropertyValue ; 
schema:propertyID <urn:pcs:eclass:5.1.4:v:BAG073001> ]. 

} 

Fig. 9. Example 2: find all product models of pencils that have a pointed tip

SELECT ?pencil, ?length WHERE { 
?pencil a schema:Product .
?pencil schema:additionalType 
<urn:pcs:eclass:5.1.4:c:AKF30003> .
?pencil schema:additionalProperty [
a schema:PropertyValue ;
schema:maxValue ?length ;
schema:unitCode “MMT” ; 
schema:propertyID <urn:pcs:eclass:5.1.4:v:BAF559001> ].

FILTER(?length >= 100)
} 

Fig. 8. Example 1: find all pencils that are at least 100 mm long
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Abstract. The paper proposes an ongoing application and its corresponding
use cases for managing user preferences and resource consumption (electric
energy, gas, water) in a smart home. The application brings innovation both at
front end and back end levels, via intuitive computer-human interaction and
ontology-based user modeling, aiming to (1) provide an easy to use graphical
user interface in order to assist residential users in managing their resources in a
smart home setting; (2) collect resource consumption data and perform analysis
on these data for prediction of future consumption rates and costs; (3) make
recommendations for the resource management in a smart home; and (4) provide
statistics regarding resource consumption management. The concept will be
validated with families of residential users from the city of Cluj-Napoca.

Keywords: Ontology � User profiling � Graphical user interfaces
Recommender systems � Decision support � Smart home � Internet of things

1 Context and Motivation

The paper introduces an ongoing application and the corresponding use case(s) for
managing household appliances in a smart home, based on user profiling and recom-
mendations for resource consumption saving. The current work considers electric
energy, water and gas for resource consumption management. The paper presents
ongoing work done in the context of a software engineering master thesis.

Several approaches exist which aim at resolving the resource management, usually
in a smart home setting. Some of them focus on modeling the user interfaces for
friendly and efficient setup of rules [1]. Others place the focus on modeling the user
behavior [2] or on the semantics underlying such frameworks [3, 4]. In [5] it is
discussed how to provide semantic decision support for energy efficiency in smart
metered homes. The idea of supporting energy efficiency via social networks and the
importance of ontologies in such a setting is introduced in [6].

Other approaches focus on multi-agents, web services, sometimes combined with
semantics in order to improve energy saving in a smart home setting. A rule-based
approach for energy saving in an ambient intelligence environment based on a semantic
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web service middleware is proposed in [7]. Klein et al. [8] proposes an approach for
occupant behavior coordination based on a multi-agent system.

The present paper contributes with respect to the above-mentioned related work
(which is not exhaustive) with the ontology-based user profiling and the personalized
recommendations that constitute a basis for decision making in the context of smart
home resource consumption management. While most of the approaches in the liter-
ature focus on energy saving, this work proposes to take into account simultaneously
the management of multiple resources (electric energy, gas and water). Moreover, this
approach looks at how to learn from communities of residential users, both from the
system and the end user perspective. The novelty of the proposed solution mainly
resides in the semantics underlying the user interactions with the system and with other
users, resulting in better understanding of the user preferences and behavior and
consequently in better decision-making.

2 Use Case Scenarios

The case studies in this paper are related to the resource consumption management in
(smart) residential buildings. Besides the consumption monitoring via smart meters, the
application interacts with various sensors (e.g., smoke sensor, motion sensor, etc.) in
order to be able to provide accurate management and predictions. The residencies are
also equipped with Wi-Fi cameras for real-time remote monitoring. The identified users
of the application are residential users in the city of Cluj-Napoca. Users are clustered
according to various criteria for better system learning and prediction: geographically
clustered, clustered by profile similarities, by interests (e.g., energy saving during
sunny weather), etc. The users are able to exchange experiences related to their smart
home management via social media. The application is designed as a web application,
accessible on PCs and mobile devices. User interfaces are simple and allow users to
(i) have a global view of their home in a dashboard; (ii) monitor and setup devices (i.e.,
sensors) and household appliances; (iii) create scenarios for each room of the house
(e.g., flood, entry monitoring); (iv) receive statistics and recommendations according to
various criteria (e.g., outside temperature, user profile, etc.). In the following, we
present two possible use case scenarios:

Use case scenario 1: Mario and Alexandra, a freshly married couple, have just moved
into their new apartment. It’s August and the weather is dry and hot. As their home is
equipped with a series of sensors and smart meters, they need to log into their Smart
Home application in order to setup desired functionalities for their household appli-
ances. Mario is trying out the smart device in their home in order to make some basic
configurations. He starts the application and logs in with his credentials. Then he
follows a few basic steps for the profile setup. He provides the age, the desired comfort
temperature for the entire house, the desired price thresholds for resource consumption,
etc. Then he activates the dashboard and starts building preferences for several modes:
home, day, night, away, and on vacation, as Alexandra and he will soon travel for their
honeymoon. In the meanwhile, Alexandra has logged into the application from her
smart phone and starts configuring the security devices, to have the flood and smoke
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sensors activated. The building is equipped with solar panels, with the possibility to
switch from classical energy provider to the energy produced by their PVs. Also, some
of their house appliances can switch from gas to electricity, which is very convenient
for the summer period. The couple is not sure how this works and so Mario enters the
social media portal to get advice from their neighbors. Alexandra finds it useful to
interrogate the application for some statistics on their building’s resource consumption
from previous years and also to ask the system for recommendations of savings for the
following period, taking into account their honeymoon travel and the local weather
predictions.

Use case scenario 2: Ana is preparing to go to ski for the winter break. She configures
the settings for the resource management of her apartment while she is away. She sets
up the security settings, and enables the flood, fire and motion alerts. Then sets the
desired temperature for the whole apartment and separately the temperature for the
living room where she keeps the plants. The system sends an alert to Ana’s mailbox to
ask for permission to switch from classical energy to energy generated by the solar
panels of the building. Ana accepts the recommendation and now the configuration will
switch automatically to PVs whenever there is enough sun. The day Ana returns home,
she accesses the application in order to setup the comfort in the house for her return.
She would like to avoid setting the temperature too high for so many hours in order to
save resources. She asks the application to suggest the actions to take in order to have
the desired comfort the moment she enters the house.

3 Semantic Layer

The semantic layer enables interoperability between the different layers of the archi-
tecture. It is based on our SmartHome ontology and an integrated knowledge base that
form the basis for the recommender system. Ontologies are used in this study in order
to enable semantic interoperability and inference as a basis for the recommendations
and to enable knowledge sharing. The similarity metrics used for information retrieval
in view of recommendations are ontology-based, i.e., the similarity is computed using
an ontology graph, as illustrated in [9]. The ontology in this paper is expressed using
owl1 in order to ensure future ontology reuse. We are planning to identify and reuse
existing relevant ontologies such as EBIO2 or FOAF3.

3.1 Ontology

The ontology used by the Smart Home application consists of five main categories:
home, resource, user, settings and action. The core categories will be extended in the
future, in order to cope with the complexity of the application. The home category

1 https://www.w3.org/OWL/.
2 ENTROPY Behavioural Intervention Ontology, http://entropy-project.eu.
3 Friend-of-a-Friend, http://xmlns.com/foaf/spec/.
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relates with categories room, device and appliance, as illustrated in Fig. 1. Every home
disposes of several rooms. Every room is equipped with devices (i.e., sensors, cameras,
smart plugs) and has household appliances installed (i.e., air conditioning, refrigerator,
washing machine). There are three types of resources taken into account, i.e., elec-
tricity, water and gas. Resources are being measured by various metrics and are
characterized by their price. The user is described by his personal information, his
preferences and profile. The user profile describes the user preferred settings and user
behavior as a resident and consumer. The user can have several modes: at home, away,
night and vacation. The settings are done by the user and apply on the home and the
resources. Examples of settings imply activating/deactivating the home devices and
appliances based on specific conditions (e.g., while vacation mode is activated, activate
motion sensor and alarm). Action can be performed on the home subcategories, and on
the resources. Examples include activating/deactivating sensors and cameras, mea-
suring temperature and humidity, turning home appliances on/off, switching between
resources, measuring resource consumption, etc. Several actions compose a scenario.
Examples of scenarios include monitoring consumption by appliance/group of appli-
ances, flood, smoke, motion at the main entrance, etc. and the associated actions.

3.2 Recommendations

Of main importance are the user profile and the scenario concepts, as they are used as
input to the web services in charge of recommending actions to take based on similar
user profile. The web service receives in input a (partial of complete) user profile and
returns various actions to take based on similarity metrics computed on user profiles
stored in the knowledge base. Reversely, the web service takes in input a scenario or
part of it (just actions) and returns contact details of users with similar profiles for the
social media interactions, as discussed in Use case 1.

Fig. 1. Concept ‘home’ in the ‘SmartHome’ ontology, visualized with WebVOWL (http://vowl.
visualdataweb.org/webvowl.html)
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In Use case 2 described above, Ana is a user with a profile that falls under the
‘economy’ category. That means that resources are being saved regularly in Ana’s
house and the consumption prices are kept low all over the year. Therefore, when Ana
asks for a recommendation in order to have the desired comfort when she returns from
vacation while saving resources, the system works as follows: the web service is
invoked with Ana’s profile as input. The WS searches the knowledge base for profiles
similar to Ana’s, which fall under the ‘economy’ category. For the identified profiles,
the WS performs a similarity check regarding the modes (i.e., for this specific case,
mode is ‘vacation’). Then it returns a list of actions (scenarios) to take for the most
similar profiles. The web service is using ontology-based algorithms for data matching
and similarity, as described in [9].

4 Conclusion

The paper proposes ongoing use cases and application for efficient resource con-
sumption management in a Smart Home setting. The contribution of this work resides
mainly in the semantic-enabled recommendations for resource consumption scenarios.
The presented concepts are work in progress, realized in the context of a master thesis.
The core concepts of our SmartHome ontology were introduced, which will be
extended and linked with existing ontologies from the literature in the future. A proof
of concept for the main functionalities of the application will be available shortly. The
concept and the application will be validated with real end users from the city of
Cluj-Napoca. For the future, we are planning to test the similarity metrics proposed in
the paper technically and based on the user perception and to compare the results from
the two perspectives.
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Abstract. The widespread usage of semantic resources such as SPARQL
endpoints and RDF data dumps by an ever growing number of users requires
steps to be made in order to ensure the correctness of the provided data.
DBpedia, a major node of the LOD cloud is a contributor of both types with its
content deriving from Wikipedia. This paper presents our effort towards creating
alternative links for the DBpedia’s bibliographic references motivated by the
“DBpedia citations & references challenge”. We present the procedure of the
link creation by utilizing a Java library that we have developed, called Bib-
LinkCreator, which extracts data from the DBpedia’s references RDF data dump
provided during the competition, and other RDF data dumps (available for
download or collected via APIs) relevant to bibliographic records, based on
unique identifiers such as ISBN, and links citation URIs after matching iden-
tifiers and ensuring the similarity of other properties.
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1 Introduction

The web is evolving gradually into a machine-understandable platform through the
introduction of semantics into it. From a Web of Documents, it is transforming into a
Web of Data [1, 2] with a number of potential benefits for the users. Rich content is
being made available by a variety of sources through RDF data dumps (datasets) and
Simple Protocol and RDF Query Language (SPARQL) endpoints. The linking of such
content creates a global data space [1, 3], a semantic cloud.

A huge amount of interconnected datasets are already available for free usage
forming a cloud known as the Linked Open Data (LOD). Each of its nodes is a
contribution of RDF content by individuals or organizations, linked to one or more
datasets through RDF links. DBpedia, which extracts knowledge from Wikipedia, is
one of its main nodes connected to a multitude of other through incoming and outgoing
RDF links [4]. Many of these RDF datasets are made available by libraries from around
the world providing metadata about digitized content such as books, serial publications
(e.g. journals), maps, printed music and other library related material [2]. Such bibli-
ographic datasets are being produced by mapping from existing library metadata
standards such as the Machine-Readable Cataloging (MARC) and the Encoded
Archival Description (EAD) [2].
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Since the content of the LOD cloud is changing constantly, some of its links may
become obsolete, pointing either to outdated resources or to nonexistent ones. In order
to ensure the correctness of the provided data, maintenance of the links is an important
issue [1]. Providing alternative outgoing links for a source dataset is one way to
increase its connectedness and ensure that other paths will exist for its pointed
resources. Of course, the role of metadata about the temporal, provenance and trust
dimensions of LOD should not be ignored.

This paper will present our effort towards creating alternative links for the
DBpedia’s references. For this purpose, we have created a Java Library that is capable
of extracting and preprocessing data from pairs of RDF repositories, and linking them
based on a combination of key-based and similarity-based approaches [3]. For the data
extraction, we have used a number of unique identifiers, such as ISBN, ISSN, DOI,
LCCN etc., as keys. A link is then created after ensuring the similarity of content such
as identifier, title and publication year.

By using a number of link destination repositories, downloaded or created after
collecting data through APIs, we managed to create 1,084,445 alternative links for the
DBpedia’s bibliographic references, with 761,235 corresponding to distinct URIs.

The paper is organized as follows: Sect. 2 discusses about related work done by the
Semantic Web community, Sect. 3 presents details about the source and destination
RDF data dumps downloaded or collected via APIs, Sect. 4 describes the Bib-
LinkCreator library that we developed in order to create the links, Sect. 5 presents the
link creation results, and Sect. 6 presents our conclusions and future steps.

2 Related Work

Although our main intention was the creation of links for the DBpedia’s bibliographic
references, it also led us to the development of a domain-specific bibliographic link
creator library called BibLinkCreator which relies mainly on bibliographical identifiers.
The use of such identifiers to link data is a common practice. An example of an
application which exploits them is the RDF Book Mashup, which uses APIs from
sources such as Amazon, Google and Yahoo in order to integrate information into
Semantic Web. For this purpose, it uses the ISBN or the author name encoded into a
URI sent during a lookup call to query data sources [5].

There are many applications in which domain-specific data are collected and
merged or linked in order to provide an easier way of access to information. URank is
an application that collects data from various web sites containing information about
university rankings, uniquely identifies the University entities by linking them to
DBpedia LOD set and constructs a merged University ranking dataset [6]. The author
in [7] presents an approach to create an active Linked Life Sciences Data Compendium
which dynamically assembles queries retrieving data from multiple SPARQL end-
points, in order to easily navigate through different datasets.

Many link discovery frameworks have been developed and are available to facil-
itate the linking of datasets [8]. KnoFuss, LIMES and Silk are some of the well-known
ones which include diverse capabilities. They are universal, not specific to a domain
and incorporate different algorithms to reduce the search space for a given task.
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3 Bibliographic Resources Used

Throughout the paper, the terms references and citations will be used interchangeably
referring to the same concept. For the task of linking DBpedia’s bibliographic refer-
ences we used as a link source, the enwiki-20160305-citation-data1 RDF data dump file
provided during the “DBpedia citations & references challenge”2 containing extracted
metadata related to citation URIs from the English version articles of Wikipedia. In the
majority of cases these URIs are actual web addresses (URLs) pointing to the cited
resources. RDF data dumps and APIs providing the link destinations were chosen after
analyzing the structure of the link source, and determining the portion of the citations
for which an alternative link can be found. A total of five RDF data dumps and five
APIs providing bibliographic record information about books, journals, periodicals,
magazines etc. were chosen.

The greater portion of the citation URIs contained in the link source either refers to
resources for which an alternative link does not exist or is difficult to be found. By
alternative, we mean a content describing the same thing found elsewhere (in a different
URI) not a related content. For example, there are many cases when a citation is being
made to a website of an individual presenting his or her work which has not been
published elsewhere and consequently no alternative link can exist. Many citations are
being made to content such as YouTube videos not published elsewhere, or even to
newspaper articles for which an alternative cannot be found easily. These reasons made
us to concentrate on the portion of the link source which contains citations to biblio-
graphic records available from many sources.

3.1 Link Source RDF Data Dump

As mentioned earlier the enwiki-20160305-citation-data file was used as a link source
for the citations. It contains 97,468,830 triples which are reduced to 76,223,926
because of duplicates after inserting the file into a triplestore. The subjects of all the
triples represent citation URIs with the majority of them (70.636.663 triples) repre-
senting actual URLs pointing to the cited resources, and the rest pointing to
non-dereferenceable links of citation.dbpedia.org. There are 12,391,363 distinct cita-
tion subject URIs of different categories.

In order to distinguish which predicates are important and can be used during link
creation, we sorted them by their counts and selected for examination the ones that had
multiplicity greater than 5,000, since there are 3,620 predicates in total. From the 148
that resulted, only 16 predicates relevant to bibliography were selected for further
examination as shown in Table 1. There are cases when a subject contains more than
one of these predicates simultaneously.

A search was conducted for each predicate and based on availability in online
libraries and other criteria, only 11 of them were eventually selected. The predicates
that were rejected are the following: newspaper, pmc, bibcode, jstor and encyclopedia.

1 http://downloads.dbpedia.org/temporary/citations/enwiki-20160305-citation-data.ttl.bz2.
2 http://wiki.dbpedia.org/blog/dbpedia-citations-references-challenge.
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From the selected predicates, seven of them (isbn, issn, doi, pmid, oclc, arxiv and lccn)
represent unique identifiers and the rest (journal, series, magazine and periodical) refer
to titles of serial publications. The description of each identifier is given below:

• International Standard Book Number (ISBN): A code that uniquely identifies each
edition of a book. Two forms exist, the ISBN10 and the ISBN13. A conversion
algorithm exists in order to convert an ISBN10 to an ISBN13.

• International Standard Serial Number (ISSN): An eight-digit code that uniquely
identifies a serial publication such as a journal, a magazine etc. To each successive
edition of the serial publication, the same ISSN is assigned.

• Digital Object Identifier (DOI): A unique identifier that is assigned to a variety of
things such as books, websites, articles etc. It is a string consisted of two parts, a
prefix and a suffix separated by a forward slash.

• PubMed identifier (PMID): A sequentially assigned integer number to content that
can be queried and retrieved via the PubMed search engine.

• Online Computer Library Center (OCLC) control number: A sequentially assigned
integer number to records of WorldCat.

• ArXiv identifier: A unique identifier assigned to content submitted to arXiv.org.
• Library of Congress Control Number (LCCN): A unique identifier assigned to

records of the United States Library of Congress.

3.2 Link Destination RDF Data Dumps/APIs

Five link destination RDF Data Dump files were selected after the examination of the
content provided by a number of libraries and bibliography relevant sources. We
discovered many of these files through the datahub3 website which hosts information
about a multitude of datasets, and through searching for RDF content directly from
different publishers and libraries.

In order for a file to be selected, a part of its content had to be described through
one or many unique identifiers such as those described in Sect. 3.1, and had to have
dereferenceable subject URIs. There are many libraries providing a rich RDF content

Table 1. Bibliography relevant properties and their counts.

Property name Count Property name Count

1 journal 998,460 9 oclc 48,463
2 newspaper 664,742 10 issn 46,265
3 isbn 646,153 11 jstor 30,968
4 doi 584,056 12 magazine 27,833
5 pmid 347,067 13 encyclopedia 24,244
6 series 85,953 14 periodical 13,992
7 pmc 76,546 15 arxiv 13,624
8 bibcode 56,518 16 lccn 5,689

3 https://datahub.io.
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but lacking an identifier such as an ISBN. For example, TEL4 (The European Library)
which allows online access to resources of many European national libraries provides
its RDF content based on an ontology that lacks a property related to ISBN, even
though it contains information about books. There are also cases of libraries whose
content is provided without dereferenceable URIs and consequently a link cannot be
created by using them. Eventually we selected data dumps provided by DBLP,
Springer, Biblioteca Nacional de España (BNE), British National Bibliography
(BNB) and Deutsche Nationalbibliografie (DNB).

There are many bibliography-related websites that provide their material through
APIs in different serializations and formats, allowing individual or groups of items to
be queried in most of the cases through unique identifiers, keywords or by other search
criteria. Each website has its own policy in regard to the terms that apply to its API
usage. Consequently, there can be limitations on the number of daily requests made, the
number of items that can be queried in a single request, the interval between consec-
utive requests and other parameters. Although usually the provided content is not in a
semantic form, it can be mapped to vocabularies in order to incorporate them into
semantic applications.

Five APIs were selected based on a number of criteria such as, the types of the
unique identifiers that could be queried, their limitations, their content, their respon-
siveness etc. We discovered many of them through a list of APIs5 provided by MIT
Libraries and through searching directly from publishers. Four of these are as described
previously, and one of them provides data about individual items directly in different
semantic forms. The selected link destination API providers are: arXiv, HathiTrust,
Open Library, PubMed and WorldCat.

4 Bibliographic Link Creator Library

For the purpose of citation linking, a Java library called BibLinkCreator6 (Biblio-
graphic Link Creator) was developed. It is a domain-specific library which can be used
to link URIs from any pair of bibliographic RDF datasets, if they contain metadata
about unique identifiers such as those described in Sect. 3.1, titles and publication years
(optional in some cases). In order to communicate with these datasets which must be
stored in a triplestore,7 it utilizes the Sesame API. Its main functionality is provided
through a data extractor and a data linker class which are described below.

The abstract link creation procedure comprised of data extraction from two
repositories (sources) followed by the data linking is illustrated in Fig. 1. The source X
represents the repository providing the subject URIs of the links, while the source Y
represents the repository providing the object URIs of the links. The parameters pro-
vided to the Data Extractor represent other inputs, such as SPARQL queries,

4 http://www.theeuropeanlibrary.org.
5 http://libguides.mit.edu/apis.
6 https://github.com/DavidNazarian/BibLinkCreator.
7 We have used the Ontotext GraphDB 7 Free edition http://ontotext.com/products/graphdb.
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user-defined string replacement data etc. The identifier and data collection steps include
their preprocessing and validation. The identifier set C represents the distinct identifiers
that are present in both repositories.

The data saved by the Data Extractor is used by the Data Linker for the link
creation. The identifier category determines the query category that will be used in
order to retrieve data from the two sources and the similarity checks that will be
employed. The parameters provided to the Data Linker include inputs such as source
repository names (aliases), the string similarity thresholds, the year maximum absolute
difference threshold etc.

4.1 Data Extractor

Since data from different sources can differ even though they describe the same entities,
a mechanism is needed in order to make them uniform. The data extractor’s main
purpose is to extract, preprocess, validate and save specific data from the provided
semantic repositories, which will be later used by the data linker for the link creation.
There are three categories of data that are being extracted, unique identifiers, titles and
publication years.

Unique identifiers depending on their structure may be converted in other forms
and may be validated if a validation algorithm exists for them. For example, prepro-
cessing and validation steps for an extracted ISBN are the following:

1. Hyphens and other non-numeric characters are removed, except the letter x.
2. Then, it is checked for validity based on the ISBN algorithm and is kept or rejected

accordingly.
3. If it represents an ISBN10 then it is converted to an ISBN13 because there are cases

when the same ISBN is represented with different forms in different sources.

Data Extractor
Data saving

Data collection based on set C
Identifier collection

Source X Source Y

Set A from 
source X

Set B from 
source Y Collection of data from source X

Set C = A ∩ B
Collection of data from source Y

Named graph X for the data 
collected from source X

Named graph Y for the data
collected from source Y

Repository

Parameters

Identifier category Parameters

Data Linker
Data retrieval

Cat. A identifiers

Data of graph X 
and Y based on 

common identifier

Cat. B identifiers

Data of graph X 
and Y based on 

common identifier 
and year

URI linking after similarity checks

Cat. A data

Similarity of titles 
and years (if any)

Cat. B data

Similarity of titles

Link filtering and saving

Named graph Z
for the links

Repository

Fig. 1. Abstract link creation procedure.
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Extracted titles are strings representing the titles of books, specific editions of serial
publications etc., which may contain letters (upper- and lower-case), numbers, and
punctuation marks such as brackets, quotation marks, dashes and other. Since the same
title can be present in different sources with different capitalization rules and with
alternative punctuation marks, the preprocessing step converts all of their characters to
lowercase and removes from them a number of punctuation marks (leaving single
spaces between words). A 0-length resulting string is considered invalid.

Extracted publication years represent the years when books, specific editions of
serial publications and other works were published. Usually they are provided either as
a string, a date or a gYear. During the preprocessing, all the non-numeric characters are
removed from a string representation of the year, whereas from a date representation of
year, only the year is kept, resulting in a string of four digits in both cases. A resulting
string of length different than four is considered invalid.

The default preprocessing steps for each of these data categories can be preceded by
user-defined string replacements. Sometimes this is necessary for removing parts of
strings which if not removed can lead to corrupted results or as a step to increase the
quality of the data. For example, there are cases when a prefix such as “ISBN10:” or
“ISBN13:” exists in front of ISBN strings. If not removed, the default preprocessing
(described previously by the three steps) would leave an undesired “10” or “13” in
them leading to invalid ISBNs. To prevent it, a string replacement list containing both
of these prefixes would ensure that they are replaced, for instance by an empty string.

In order to extract the three kinds of data described previously (identifiers, titles and
publication years), a SPARQL query for each of the data sources is employed. Each
query must expose a number of variables with specific names or aliases. There are two
query categories depending on the identifier involved during the data extraction. The
first (category-A) includes those that identify a specific bibliographical item, such as a
book, and the second (category-B) includes those that identify a range of biblio-
graphical items, such as a journal.

The identifiers extracted from the link source repository (set A in Fig. 1) are used to
filter the data that will be extracted from the link destination repository (set B in Fig. 1),
thus only absolutely relevant data are extracted (set C in Fig. 1).

4.2 Data Linker

The purpose of the data linker is to link URIs from two sources (identified as X and Y
in Fig. 1) based on the similarity of identifiers, titles and years, by using a provided
URI representing the type of the link, such as owl:sameAs [9], rdfs:seeAlso [10] etc.
The data of the two sources are retrieved from the repository where the extracted data
were saved. Depending on the identifier used to retrieve the data, there are two
pre-defined SPARQL query categories directly corresponding to the ones described in
the previous section.

The first category (category-A) data are retrieved from the two sources by using a
common unique identifier variable name. This results into retrieving only the data
accompanied with matched identifiers from both sources. The second category
(category-B) data are retrieved from the two sources by using a common identifier and
a common year variable name for both sources. This ensures that only editions of serial

126 D. Nazarian and N. Bassiliades



publications published during the same year are retrieved from both sources, since there
are cases when the same title is being reused for editions of different years (e.g.
recurrent conferences).

The usage of identifiers alone to link the data proved to be insufficient, because
there are cases when by human error they are assigned to irrelevant URIs. These kinds
of errors are considerably higher in datasets produced by community effort. Identifiers
combined with titles and years ensure that the metadata of the two sources are relevant
to each other and increase confidence on the correctness of the result.

The string similarity measures that have been incorporated into the library, to
compare the titles are the Jaccard, Dice, Overlap and Cosine coefficient [11]. All of
them take as an input two strings, and return a real number ranging from 0 (no
similarity) to 1 (absolute similarity). They can be parameterized in regard to the string
segmentation type which will be used to create the comparison sets for each input.

To compare the titles retrieved by the category-B queries, a stricter threshold should
be used in contrary to those of the category-A. This is because, even different editions
of serial publications published during the same year and identified by the same ISSN
can have very similar titles. For example, “The History of Poland” and the “The
History of Portugal” are different editions of the “The Greenwood Histories of the
Modern Nations” (ISSN 1096-2905) both published in the year 2000, and have very
similar titles. A low threshold would wrongly deem these different titles similar,
whereas a high threshold would correctly differentiate them.

After data from the two sources have been found to refer to the same entity, the last
step before the link creation is to check whether the subject and object URIs of the
created links are different. For URIs referring to doi.org, there is an optional capability
of resolving their redirected addresses in order to ensure that even after the redirection
the URIs remain different. This is done by retrieving metadata8 from doi.org in JSON
format which contain the redirection information.

5 Results

By utilizing the BibLinkCreator library, we managed to create 1,084,445 alternative
links for the DBpedia’s bibliographic references with 761,235 corresponding to distinct
subjects. This covers 761,235/12,391,363 = 6.14% of the distinct subjects found in the
entire file and 761,235/1,719,223 = 44.3% of the distinct subjects that contain one of
the 11 selected predicates described in Sect. 3.1. Notice that although the coverage
seems to be small, the majority of the uncovered links are not about bibliographic
references but other stuff, such as YouTube videos, newspaper articles, etc., as men-
tioned in Sect. 3. In order to have more accurate results, we excluded the subjects
containing a “chapter” predicate, because usually its presence indicates that a subject
URI is referring to a specific chapters of bibliographical item, and thus cover
761,235/1,646,484 = 46.23%.

8 http://www.doi.org/factsheets/DOIProxy.html.
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For the link category-A, we used the Overlap coefficient as a string similarity
measure, parameterized with a threshold � 80% for the title comparisons, when year
data have been retrieved, and � 90% otherwise. The years have been compared with
1-year maximum absolute difference threshold. For the link category-B, the Dice
coefficient, which is equivalent to the F1 score, has been used with a threshold � 97%
for the title comparisons. Both similarity coefficients have been parameterized with
character level shingles of k = 2. We chose those parameter values by experimenting
with different string similarity measures, thresholds, shingle types and shingle sizes, but
mostly taking into account the nature of the data.

The accuracy of the results cannot be evaluated using automated methods since
URL content comparisons are involved. A sampling of the results showed that inac-
curacies are negligible relative to the number of the links found and are largely due to
inaccurate metadata of the DBpedia’s citations. Proportionally, the majority of inac-
curacies occur in the category-B links, because of cases when a URI describing a serial
publication is provided instead of a URI describing a specific edition of that serial
publication, even though the provided metadata describe the specific edition.

As a predicate for the created links we have used rdfs:seeAlso instead of owl:
sameAs because (a) it is more “safe” considering the uncertainties that can exist in the
results, (b) because there are links pointing to metadata URIs and (c) because the
resources involved in the link creation from the two sources do not share all the same
properties as needed for owl:sameAs [9, 12]. The created links are available to be
queried through different named graphs from a SPARQL endpoint.9

6 Conclusions and Future Work

We have presented our effort towards the link creation procedure for the bibliographic
references of DBpedia which is one of the main nodes of the LOD cloud by utilizing a
bibliographic link creator library called BibLinkCreator that we developed for this
purpose. A combination of key-based and similarity-based approaches were used,
because of errors present in the data or the sources.

Future work can include the use of more link destination data sources (RDF data
dumps and APIs) in order to create new links, using already existing links in the
metadata of the destination data sources to increase the number of alternative links, the
incorporation of the ability to use SPARQL endpoints and other communication APIs
such as Jena to retrieve data, and the incorporation of Machine Learning techniques in
order to reduce the user effort into specifying the parameters needed for the two link
categories discussed in the Sect. 4.2. Finally, a proper evaluation for accuracy and
completeness should be performed by crowdsourcing methods, as well as a comparison
with general-purpose tools, such as Silk, LIMES, etc., in order to be used as a baseline
of comparison for the performance of our tool.

9 http://lod.csd.auth.gr:7200/sparql.
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International Workshop on Fact Based
Modeling (FBM) 2017



FBM 2017 PC Chair’s Message

The FBM 2017 workshop gives insight into the professional application of Fact Based
Modeling in government and business practice. Our main theme for this workshop is
versatility in conceptual modeling. For FBM 2017, 10 high quality papers were
selected for presentation including 2 invited papers on ontology and agile enterprise
design. We congratulate the authors of these contributions. FBM 2017 will be centered
around the presentation of practice reports and theoretical papers on Fact Based
Modeling. The focus of this year’s workshop will once again be on versatility of the
fact-based approach for conceptualizing knowledge in a broad range of domains, i.e.
financial and insurances services, engineering, governmental agencies, by offering
modeling protocols that are tailored to such a domain.

For regulation based services there are currently research groups that have as
objective to design and test out a protocol how to produce the complete and
IT-independent specifications for regulation based services. One paper at this workshop
is dedicated to an IT- independent reference model for these types of services. Another
paper will present the role of states and transitions in IT-supported, interactive, regu-
lation based services.

Within the context of requirements modeling a paper on grounded enterprise
modeling will be presented and another paper will discuss the issues related to the
requirements for regulatory services.

The first day of the workshop will be concluded by an invited presentation on
ontology dependency relationships that deliver an empirically-founded semantic nor-
mal form by Prof. Ronald Stamper.

The first presentation session of the 2nd day of the workshop will be on the
application of Fact Based Modeling on law and legal code.

In the second paper session of the second day, a paper on FBM as a mandatory
subject in a knowledge engineering master program will be presented. Furthermore, a
paper that gives a FBM model of the ISO cloud computing architecture will be
presented.

The paper sessions will be completed by the 2nd invited paper on Agile Enterprise
Design by Klaas Meijer.

The 2nd day of the workshop will be concluded by an open discussion on the future
of FBM chaired by Maurice Nijssen.

October 2017 Robert Meersman
Peter Bollen
Hans Mulder

Maurice Nijssen



Fact Based Modeling as Mandatory Subject
in the First Year of a Knowledge

Engineering Program

Peter Bollen(&)

Maastricht University, Maastricht, The Netherlands
p.bollen@maastrichtuniversity.nl

Abstract. In this paper we discuss the introduction of a course on fact-based
modeling in the first year of the bachelor program Knowledge Engineering at
Maastricht University. We will discuss the course built-up and the course
assessment.

1 Introduction

Since 1993 Maastricht University has a bachelor program on Knowledge Engineering.
In the first year of this program students will be introduced to subjects like computer
science, discrete mathematics, knowledge representation and cognitive psychology,
linear algebra, calculus, data structures and algorithms, logic, numerical mathematics
and software engineering. In the academic year 2016/2017 students have been intro-
duced to the concepts of fact-based modeling in the newly designed course ICT and
Knowledge Management.

2 Knowledge Management Approaches

Knowledge Management studies how organizations can manage, retain and exploit
their knowledge resources. Having insight in its knowledge is important for an orga-
nization because the world changes rapidly and therefore organizations have to be able
to respond to that change in an ever increasing pace. The amount of knowledge grows
but this doesn’t mean that this growing amount of knowledge is accessible at all times.
Knowledge in many cases is bound to individual persons, making organizations more
and more dependent on these individuals. For an ever growing number of organiza-
tions, the intellectual capital of an organization determines the value of that
organization.

Knowledge is a fundamental prerequisite in the ability of a person to execute a task.
This ability consists of explicit knowledge or information, implicit knowledge or
experiences, skills and attitudes.

Knowledge can be analyzed from different perspectives, depending on which
element in the definition the emphasis is placed. In knowledge management, basically
three dominant approaches exist:

© Springer International Publishing AG 2018
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– The ICT approach (or technocratic school [1]), with focus on making knowledge
explicit and structuring the knowledge in such a way that the knowledge can be
objectively shared.

– The Economic school, with focus to see knowledge as an asset [1].
– The Behavioral school [1], with focus on providing means to stimulate the pooling

and exchange of knowledge.

Independently of the approach, the aim of knowledge management is expliciting the
relevant knowledge to the highest possible extent. In the knowledge engineering course
ICT and Knowledge Management we have focused on the first approach (the ICT
approach) in which we also clearly make a link to other courses in the first year of the
bachelor of Knowledge Engineering. Knowledge Management is an integral approach
for the identification, the structuring, the sharing and evaluation of knowledge in the
organization.

The educational goal of a course on ICT and Knowledge Management is to provide
the knowledge engineering students the basic tools for capturing fact types, integrity
rules, concept definitions, derivation rules and business processes.

3 The Modeling of Knowledge in the Course ICT
and Knowledge Management

In this course the identification and structuring of knowledge is considered as a
modeling process that will result in models that represent the structure of the knowl-
edge. The knowledge model that has been used in this course consists of 4 dimensions:
Data, Semantics, Rules and Processes.

Table 1. Content of sessions/tutorials

Session Content

Session 1: Knowledge management 1 Introduction to 4 dimensions Knowledge Management: Importance of
modeling

Session 2: Tutorial Data, semantics and integrity rules 1

Session 3: Knowledge management 2 More Integrity rules

Session 4: Tutorial Data, semantics and integrity rules 2

Session 5: Knowledge management 3 Derivation rules and DMNa

Session 6: Tutorial Integrity rules and derivation rules

Session 7: Mid-term test

Session 8: Tutorial Integrity rules and DMN

Session 9: Knowledge management 4 BPMNb

Session 10: Tutorial BPMN and Data

Session 11: Tutorial BPMN and data and derivation rules

Session 12: Tutorial Application to laws and regulations
aDMN stands for Decision Model and Notation. DMN is an OMG standard for modeling structured decisions in
organizations an make them interchangeable [2].
bBPMN stands for Business Process Model and Notation. BPMN is an Omg standard that will facilitate the description and
understanding of business processes within and between organizations [3].
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In the course ICT and Knowledge Management a variety of educational formats is
used. It is a combination of lectures in which the theory is presented and illustrated by
exercises and cases, and tutorials in which students are expected to have prepared
exercises and small case studies. During the tutorial sessions, feedback on the exercises
and case studies is provided. During the tutorial hands-on explanations with respect to
the case studies is provided. In the lectures and problem based tutorials the focus is on
the given dimensions one by one first and gradually those perspectives will be inte-
grated in application exercises and cases. In Table 1 an outline of the content for the
lectures/sessions is given [4].

4 The Content of the Lectures and Tutorial Sessions

4.1 Session 1 (Lecture): Introduction to 4 Dimensions Knowledge
Management: Importance of Modeling

In the course we demonstrated that a knowledge specification consists of 4 dimensions,
namely: data, semantics, processes and rules, that form an integrated whole.
The integration of these dimensionswithin the context ofKnowledgeManagement can be
depicted clearly by means of the knowledge triangle (see Fig. 1).

During the first session we have focused on the data dimensions by introducing a
framework and protocol for developing these model dimensions. The lecture ended
with a perspective on the integration: how are the 4 dimensions related to each other,
and provide some insight on the dependencies between them.

Fig. 1. CogNIAM’s knowledge triangle (Note that the names of the ‘layers’ in level 3 of the
knowledge triangle are abbreviated. Their full description can be found on the corresponding
color ‘slice’ of level 2)
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The following steps of the CogNIAM modelling protocol were introduced and
explained during the first lecture:

Step 1: Verbalise
Step 2: Denote variable and constant parts
Step 3: Qualification of variables
Step 4: Identification of concepts
Step 5: Generalization towards fact type forms and fact types
Step 6: Adding Uniqueness rules

4.2 Session 2 (Tutorial): Data, Semantics and Data Related Rules 1

In this session the students were expected to have prepared a number of (modeling)
exercises and they were asked to hand-in the workouts of these tasks at the beginning
of the tutorial. The students were asked to derive level I and the first three layers of
level II of the knowledge triangle by applying the CogNIAM modelling protocol on
some ‘scaled-down’ real-life (business) examples. In terms of integrity rules only
uniqueness rules needed to be derived.

4.3 Session 3 (Lecture): More Data-Related Rules

One of the important elements of the data dimension are the data-related integrity rules
that ensure that the data specified are useful and correct. In this session, we have
discussed and applied the protocol for deriving additional data-related rules. The
semantic dimension of the knowledge model specifies the meaning of concepts, how
concept definitions can be formed, and we have introduced a maturity model for
determining the quality of such a concept definition structure. In this lecture we have
extended the CogNIAM protocol with further modeling steps 7 and 8:

Step 7: Add other integrity rules:
• Set comparison rules: subset, equality, exclusion
• Mandatory (non-empty) rule
• Value rule
• Occurrence frequency rule
• Non-overlap rule
• Value comparison rule
• General rule

Step 8: Define concepts

4.4 Session 4 (Tutorial): More Integrity Rules

In this session the students were asked to have prepared an additional number of tasks.
These tasks were worked on during the tutorial, by asking students to come forward
and present their solutions. That served as a starting point for the instructional process
in which in a tutorial class-room setting (maximally 15 students) the educational
process will lead to an agreed solution.
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4.5 Session 5 (Lecture): Derivation Rules and DMN

The third dimension of the complete knowledge model is the rules dimension, in
particular the derivation rules. Derivation rules define the way how new facts are
determined from existing facts. One of the major types of derivation rules that is of
importance for an organization’s agility are the decision rules. In this lecture we have
focused on DMN (decision modeling notation) the standard for modeling decision
rules. The session ended with a perspective on the integration: how are the 4 dimen-
sions related to each other, and the dependencies between them. Furthermore, we have
introduced step 9 of the CogNIAM modeling protocol: Derive derivation rules.

4.6 Session 6 (Tutorial): Integrity Rules and Derivation Rules

In this session the students were once again asked to have prepared a number of tasks.
These tasks were worked on during the tutorial, by asking students to come forward
and present their solutions. This once again served as a starting point for the instruc-
tional process in which in a tutorial class-room setting (maximally 15 students) the
process will lead to an agreed solution. In this session the types of cases were of an
integrated nature in which all steps of the modeling protocol needed to be applied on
these integrated knowledge domain exercises and case studies.

4.7 Session 7: Mid-Term Test

This was a 2 h open book test on the subjects from sessions 1, 2, 3, 4, 5 and 6 and
accounts for 40% in the final grading of the course.

4.8 Session 8 (Tutorial): Integrity Rules and DMN

In this session the students were once again asked to have prepared a number of tasks.
These tasks were once again used in the tutorial, by asking students to come forward
and present their solutions. This as a starting point for the instructional process. In this
session the types of cases were of an integrated nature in which all steps of the
modeling protocol needed to be applied. During the teaching of the course it turned out
that the initial exercises for session 4 and 6 were of such a level, that it was decided to
use the respective sessions as guiding sessions in which (significant) parts of the
work-outs were presented and internalized, and hence the final complete work-out was
postponed till the following tutorial session.

4.9 Session 9 (Lecture): BPMN

This lecture was focused on the fourth dimension of the knowledge management
framework: (business) processes. Until this session the CogNIAM modeling protocol
had been applied to model the data, semantics and integrity rules of a subject domain.
It was also shown that in certain application domains derived fact types play an
important role and hence, we have introduced the DMN standard that allowed us to
easily model relatively complex derivation rules. The focus of this lecture was on the
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business process dimension and the accompanying process description and process
related rules in level II of the knowledge triangle. We have introduced the business
process modeling constructs and notation as laid down in the BPMN standard.
A business process defines the order in which activities are performed, by whom they
are performed, which decisions are made and what events influence this order. In
CogNIAM, the prescriptions of the activities and decisions are expressed using
exchange rules and derivation rules. In this session we have introduced a best practice,
covering a subset of the BPMN symbols and introducing a structured way of working
for modeling business processes with BPMN.

4.10 Session 10 (Tutorial): BPMN and Data

In this tutorial the integrated CogNIAM protocol for process and data modelling has
been applied (steps 1 through 9 in Sect. 4 and the BPMN protocol). The modeling
results will consist of a CogNIAM data model and the accompanying (excerpts of) a
BPMN model. In this session the students were expected to have prepared a number of
integrated tasks and they have finalized s set of tasks that were introduced in the tutorial
of session 8 and were only partly discussed in session 8.

4.11 Sessions 11 and 12: Application to Laws and Regulations

In this final tutorial the knowledge triangle was applied (steps 1 through 9 in Sect. 4 and
the BPMNprotocol) in the context of regulations. As an example the regulation 261.2004
of the European commission on compensation and assistance to passengers in the event of
denied boarding, flight cancellations or long delays of flights has been used to apply the
modeling protocol on all 4 dimensions: Data, Semantics, Rules and Processes.

5 Assessment and Attendance for the Course ICT
and Knowledge Management

In order to pass this block the following requirements should have been met: fulfilling
presence requirement, a grade for the final exam on ICT and Knowledge Management
in the exam period that is at least a 5.0 and sufficient participation in the 7 tutorials of
the course.

The final grade for the block is composed as follows: Mid-term test in week 3
(relative weight 40%), participation in the tutorials (relative weight 20%) and the result
of the final exam (relative weight 40%).

5.1 Example of Assessment

In this section an example is given of an exam question in which students have to
assess a description of a use case and evaluate which fact type and integrity rule is
applicable.

138 P. Bollen



Question 1.1
An integrity constraint applies to the security type as shown in the fact type diagram
‘security’ (marked with a ‘1.’). Which integrity rules applies? Choose the symbol
associated with this rule from the options below.

In the mid-term exam the focus was on the data, semantics and integrity rules. In
the final exam this was extended with the derivation rules and processes.

5    6     7      8      9       10    

6
9 10

4

grade

21

Fig. 2. Frequency distribution grades final exam
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5.2 Grade Distribution for Final Exam

In Fig. 2 we have shown the frequency distribution of the grades for the final exam.
A perfect normal distribution with a mean of around 7.5.

6 Conclusion

The course on ICT and knowledge management for this year’s cohort 1st year students
for the bachelor in Knowledge Engineering has been totally redesigned in order to
cover all relevant aspects of data, semantics, rules and processes. A few lessons that we
have learned from the course evaluations is that the mid-term and final test should be
more in line with the type of exercises and case study that is used during instruction.
This year we had for most subjects, questions in a multiple-choice format. These
questions were created in a way that it took students a long time to read each of the 8
answering options and compare the options as a kind of ‘find-the-difference’ exercise.
Furthermore, the educational material will be changed in order to make it more chal-
lenging for this type of student, by creating smaller exercises in terms of volume but at
the same time make them more interesting by adding additional complexity in the use
cases and henceforth looking for more challenging domains in which Knowledge
Management can be applied.
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Abstract. This paper is concerned with the concept of grounding enter-
prise models in terms of an underlying fact-based model, as a way to
add more meaning to these enterprise models. We motivate the need for
doing so in terms of a fundamental understanding of conceptual mod-
elling, and enterprise modelling in particular. We also clarify why, next
to e.g. adding more meaning by using formal semantics, or mapping
the model to a foundational ontology, it remains important to ground
enterprise models on fact-based models that capture the natural way in
which people converse about/in their domain. The presented concepts
are illustrated by means of a running example, while also reflecting on,
and summarising, the results of earlier experiments in grounding different
enterprise models.

1 Introduction

Conceptual models, in their many different purpose and/or domain specific vari-
ations, play an increasingly important role in society. From conceptual database
designs, via ontologies, domain models, process models, and actor models, to
enterprise models in general, models are increasingly first class citizens in the
organisations using them. Such models are not created as mere “one off” arte-
facts. They rather have a life of their own, covering a broad range of uses (from
analysis and understanding, via simulation and design, to execution and moni-
toring), while involving an even broader variety of stakeholders/audiences.

This work has been partially sponsored by the Fonds National de la Recherche
Luxembourg (www.fnr.lu), via the ValCoLa and CoBALab projects.
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In this paper, we take the perspective that conceptual models should (unless
they only serve a temporary “throw away” purpose) include a definition of their
meaning1 in a way that is understandable to the model’s audience. We therefore
posit that a conceptual model should be grounded on an (underlying) fact-
based model involving verbalisations using the terminology as it is actually used
(naturally) by the people involved in/with the modelled domain. We see this as
a key enabler for the transferability of models across time and among people, in
particular in situations where the model needs to act as a boundary object [2].

At the same time, we can see how purpose/domain specific modelling lan-
guage (e.g. process models, goal models, actor models, value models, archi-
tectural models, etc.) create models using “boxes and lines” based con-
structs/abbreviations that only provide a limited linkage to the (natural) lan-
guage as used by the model’s audience. In general, the only link in this regard
are the names used to label the “boxes”. Relationships are replaced by generic
graphical representations in terms of arrows and lines capturing relations such
as “assigned to”, “part of”, “realises”, “aggregates”, “triggers”, while leaving
no room for situation specific nuance. Examples of such enterprise modelling
languages/frameworks include a.o. ArchiMate [17], ARIS [29] and BPMN [23].

While the abstract, and more compact, notations of purpose/domain specific
modelling languages enable a more compact representation of models, they offer
no means to provide a “drill down” to an underlying grounding in terms of well
verbalised fact types that capture, and honour, the original natural (language)
nuances. The basic idea, as presented in this paper, is therefore to ground enter-
prise models on a fact-based model of the domain being modelled and, in line
with the tradition of fact-based modelling, do so based on sample facts drawn
from the domain being modelled. A fact model, grounding an enterprise model,
might actually have a broader scope than the enterprise model, so as to capture
even more of the relevant context.

The remainder of this paper is structured as follows. In Sect. 2, we discuss our
fundamental view conceptual modelling, and enterprise modelling in particular.
Section 3 then continues with a discussion on the need for a better grounding
of enterprise models. In Sect. 4, we then illustrate this grounding in terms of a
concrete example. In that section, we will also briefly revisit some of the earlier
experiments in grounding enterprise models. Section 5 then concludes the paper.

2 A Fundamental View on Conceptual Modelling

This section is concerned with our fundamental view on conceptual modelling.
We consider a model to be: “an artefact acknowledged by an observer as repre-
senting some domain for a particular purpose” [5]. This definition of model is
strongly based on the work reported in e.g. [10,28,30,31], as well as our own
earlier work [15,16].
1 In principle, we would prefer to use the word “semantics” here. However, since the

word “semantics”, in our computer science oriented community, tends to be equated
to only mean “formal semantics”, we will use the word meaning.
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The observer in our definition refers to the group of people consisting of
model creators and model audience. On one extreme, it can refer to the entire
society, on the other extreme, it can refer to an the individual.

Similar to [10], we define domain as any “part” or “aspect” of the world
considered relevant by the observer. The term world here refers to “reality”, as
well as to possible worlds [35]. In the context of conceptual database design, this
notion of domain is also referred to as the universe of discourse [18].

The purpose of a model is often considered as the main discriminant of the
added value of a model [28,30,31]. We understand purpose as aggregating two
interrelated dimensions: (1) the domain that the model (should) pertains to, and
(2) the intended usage of the model by its intended audience.

In terms of the above, we define a conceptual model as being a model where
its purpose involves a need to capture knowledge about the represented domain.
In other words, a model answering a need to understand and/or articulate the
workings and/or structure of some domain. Such a model needs to reflect human
cognition in that it concerns concepts, their relationships, and relevant proper-
ties. This is what makes it a conceptual model. In line with this, we consider
an enterprise model to be a conceptual model that represents some part and/or
aspect of an organisation/enterprise [20].

A specific class of conceptual models are conceptual (database) schemas,
which are conceptual models of the (implementation free) structure of a uni-
verse of discourse as it is to be captured in a database [18]. Or, as [18] puts
it: “The description of the possible states of affairs of the universe of discourse
including the classifications, rules, laws, etc., of the universe of discourse”.

This brings us to the role of modelling languages. As defined in [3], we
regard a modelling language as having a linguistic function and a represen-
tational function.

The linguistic function refers to the ability of a modelling language to frame
the discourse about a domain and shaping the observer’s conception of a domain.
In this regard, a modelling language should provide a linguistic structure, involv-
ing a specific classification of concepts to be used in the discourse about the world
(the embodied world view, or Weltanschauung). This linguistic structure will dif-
fer between e.g. a modelling language for value modelling and one for process
modelling.

For modelling languages, the so-called meta-model will largely define the
linguistic structure. Additional (linguistic) structure may be added by combining
this with e.g. formal semantics, providing a normative view on what models are
semantically sound/correct, and which are not [13]. Another way to increase the
linguistic structure, is by the (enforcement of the) use of e.g. a foundational
ontology [11].

The representational function refers to the ability of the language to express
the conceived domain in a purposeful model. This generally involves a repre-
sentation system involving an abstract and a concrete syntax of the modelling
language.
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It is important to acknowledge that the linguistic structure, being its essential
world view (Weltanschauung), may not only limit the freedom of what can be
expressed in a model. It may even limit, or at least influence, the way in which
modellers observe the domain. This may lead to situations where a modelling
language may “feel unnatural”, in the sense that the linguistic structure puts
to many restrictions on a modeller’s “freedom of expression”. This may, espe-
cially, become problematic when a model is used as a boundary object across
communities [2].

At an anecdotical level, the influence of a specific (restricted) world view
corresponds to the hammer and nail paradigm. At a more fundamental level,
it corresponds to the notion of linguistic relativity [32]2, which states that the
structure of a language determines, or greatly influences, the modes of thought
and behaviour characteristic of the culture/context in which it is spoken. As
we will see in the next section, this point is also key in our observations that a
non-normative means is needed to be able to add more (natural language based)
meaning to enterprise models.

3 The Need to Ground Enterprise Models

Enterprise models, being conceptual models, involve concepts and their relations,
as well as possibly a typing of these in terms of modelling constructs. Consider,
as an example, the ArchiMate [17] model as shown in Fig. 1. It contains, a.o.,
the concepts Patient, Doctor, Form, Examine and Diagnose. The icons in the boxes
indicate whether a concept is a role (e.g. Patient), activity (e.g. Examine) or a
passive object (e.g. Form). The line with the double dots is a so-called assignment
relation. For example, Doctor and Patient are assigned to the Examine activity. The
arrows correspond to triggering rules, so e.g. the Examine activity is triggered by
the Register activity.

The example in Fig. 1 also illustrates the point that such models only provide
a limited linkage to the (natural) language as used by the model’s audience. Con-
sider the assignment of Doctor and Patient to the Examine activity. One can only
infer that a Doctor examines a Patient, when using contextual knowledge about
what Doctors and Patients are, and what usually happens in an Examination. This
is, of course, a rather simple example. However, in real-world cases, it is likely to
become more difficult to “re-construct” the more precise meaning, in particular
when a broader audience with a higher variety of backgrounds are involved (e.g.
when a model acts as a boundary object [2]), or when a longer period of time has
passed since the model was created.

Different ways of adding more meaning, and precision, to models can be used.
We already mentioned formal semantics and the use of foundational ontologies.
At a more fundamental level, these lead to refinements of the linguistic structure
of the modelling language used, and as such provide normative restrictions on the
freedom to express models. These normative restrictions, which might be said to
freeze the (modelling) language [14], are likely to hamper, and stress, the actual
2 More colloquially also known as the Sapir-Whorf hypothesis.
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Register Form

Examine

DoctorDiagnose

Prescribe

Doctor Visit

Diagnosis

Prescription

Patient

Fig. 1. Example ArchiMate model of a Doctor Visit

modelling process. At the same time, these normative restrictions certainly have
a clear benefit, depending on the purpose of the model [4,5]. When an enterprise
model is to act as a sector/industry wide reference model, it is certainly good to
use a shared foundational ontology. Also, when a model is to be used as a base
for formal analysis, code generation, or even execution, then a formal semantics
is indeed called for.

In this paper, however, we focus on another approach to capture more mean-
ing in an enterprise model, targeting situations where it is necessary to capture
more organisation specific meaning, and enable those who are involved in mod-
elling processes, to stay close to the language/terms they are used to. In such
situations, we suggest a more descriptive approach, rather than a normative
approach, when adding more meaning. This, we think, resonates well with the
objectives of fact-based modelling [12,22], where the conceptual structures of a
domain are expressed using fact(s) (types) in an explicit format, capturing the
deeper conceptual meanings in a language that is understandable to the various
stakeholders involved.

Grounding an enterprise model on a fact-based model has the potential added
advantage that enterprise modelling can also benefit from the use of sample facts
to validate the models (by e.g. a population check), in the sense that they can be
more easily validated by domain experts. Here, we also see a strong analogy to
grounded theory [21], which requires theories to be grounded in actual observed
data; i.e. the sample facts that fact-based approaches start out from. This is also
why we use the word grounding. An additional advantage is that the modelling
procedure as suggested by most fact-based modelling approaches, ensures one
starts out from elementary facts. Applying this in the context of enterprise
modelling, could also lead to better models in terms of normalised relations in
the model.
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Each of the strategies to add more meanings to a model is bound to add a
specification burden to the modelling process. The approach as suggested in the
next section, does so by requiring more elaborate verbalisations, and even the
identification of elementary sample facts. Adding more formal semantics to mod-
els, or using foundational ontologies, adds more burden on the modelling process
by putting normative restrictions on the linguistic function. Whether these extra
“burdens” are worth the effort, depends on the purpose(s) of the model.

4 Grounded Enterprise Modelling

The aim of this section, is to exemplify the grounding of enterprise models.
Inspired by (1) earlier experiences with the need to better manage domain con-
cepts during software and/or information system development [25], (2) work
on explicitly identifying the need to introduce modelling concepts into a mod-
elling language [16], as well as (3) the way in which the ArchiMate language was
designed in terms of a series of layers with increasingly more specific modelling
concepts [19], we developed the idea to use generic conceptual models to ground
other, more specific, models on top of a semantically rich understanding of the
domain in terms of a fact-based model [24]. In developing this approach, we
also conducted some initial experiments in grounding enterprise models, involv-
ing (1) activity models [8,9,26], (2) system dynamics models [33,34], and (3)
architecture principles [6].

A concrete example of how the ArchiMate model from Fig. 1 can be grounded
on an ORM fact-based model has been depicted in Figs. 2, 3 and 4 respectively.
In Fig. 2, we see an ORM model3 dealing with patients visiting a doctor. Patients
fill out forms in order to register, they can be examined by a doctor, doctors
produce diagnoses, as well as prescribe possibly prescriptions.

Patient

Doctor

Prescription

is prescribed by / prescribes

Form

is produced by / produces

Diagnose

is examined by / examines

Fig. 2. Doctor Visit example; ORM grounding

3 To keep the diagram clean, we have omitted all of the so-called reference schemes,
which identify how e.g. a Doctor or a Patient is referred to in this domain.
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When applying the ORM CSDP [12], one is also “invited” to carefully reflect
on the question if Doctor and Patient should be treated as specialisation of a same
super-type, such as Person. Especially, since a Doctor may also become a Patient.
In the example, we assume that such a choice was not made. However, making
such a conscious choice should be part of the grounding process.

What is missing in Fig. 2 is the temporal order in which these facts occur, as
well as the fact that these activities take place in the context of a Doctor Visit.
This leads to the situation as shown in Fig. 3, where we have also adorned the
roles with icons corresponding to the modelling concepts of the ArchiMate lan-
guage [17].

In adding a temporal semantics to ORM [7,27] we assume that the regular
ORM constraints (cardinality, etc.) need to apply at each individual moment in
time. So, a mandatory role constraint, such as the one marked with (a), should
apply at each individual moment in time. In other words, if a Register occurrence
takes place during some period in time, then (also during that period in time),
it must be taking place in the context of some Doctor Visit.

Normally, ORM uniqueness constraints are represented with a single bar
over the involved roles. Now, consider the uniqueness constraint marked
with (b). If this one would have been marked with only a single bar, it would
have signified that at each moment in time, a Register occurrence can only be
for one Doctor Visit. This would still make it possible for one Register occurrence
during some time period T to be assigned to two different Doctor Visits, but at
non coinciding intervals in time T1 and T2, with T1, T2 ⊂ T . The double bar,
therefore, signifies that the Register occurrence can be part of a Doctor Visit once,
ever. The patient can of course register for an other Doctor Visit by filling out an
other form.

The required temporal order of events is depicted with an open arrow con-
necting the involved roles. See, for example, the one marked with (c). This states
that for Doctor Visit, we cannot see a Register occurrence after we have started to
see (an) Examine occurrence(s). We also see (indicated by the open arrow further
below) that (the way it is modelled in the example) after a Diagnose occurrence
has taken place, for a given Doctor Visit, we can no longer see further Examine

occurrences in the context of this Doctor Visit. Note also, that a Doctor Visit is
only allowed to have one Diagnose occurrence, but multiple Examine occurrences,
as signified by the double bars.

The constraint pattern marked (d) is also of interest. It insures that the Patient

filling out the Form is also the Patient who is to be examined (in the context of
one Doctor Visit). Similarly the Doctor doing the diagnosing is also required to be
the Doctor writing the prescription.

The process flow as depicted in Fig. 3 does not involve split/join junctions.
Such structures could, however, also be modelled using similar temporal con-
straints. However, advanced workflow/temporal-ordering patterns, are probably
best left to a dedicated modelling language [1]. In grounding enterprise models,
we think it is wisest to focus on grounding the main conceptual structure of
the domain.
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Patient

Doctor

Prescription

is prescribed by / prescribes

Form

Prescribe

is produced by / produces

Diagnose

Diagnose

is examined by / examines

Examine

Register

Doctor
Visit

for / involves

for / involves

for / involves

for / involves

d) c)

b)a)

e) f) g)

Fig. 3. Doctor Visit example with temporal ordering and ArchiMate mapping

Figure 3 also shows the a classification, by means of icons, of roles in terms of
the modelling concepts from the ArchiMate language [17]. Consider, for instance,
the role marked with (e). When a Patient fills out a form, then they are, in terms
of ArchiMate enacting a business role. The form, see (f), then plays the passive
role of a business object. The Register occurrence, see (g), plays the role of a
business activity in the context of a composed business process Doctor Visit.

In the case of larger examples, even when limited to educational settings,
diagrams in the style of Fig. 3 can easily become rather large. Therefore, we
would suggest to use a graphical abbreviation in the ORM diagrams, in terms
of a State Sequence (complex) object type, as used on the left hand side of Fig. 4.

Patient

Doctor

Prescription

Form

Diagnose

State sequence: 
Doctor Visit

is examined by / examines

is produced by / produces

is prescribed by / prescribes

Prescribe

Diagnose

Examine

Register
Register Form

Examine

DoctorDiagnose

Prescribe

Doctor Visit

Diagnosis

Prescription

Patient

... is examined by ...

... is produced by ...

... is prescribed by ...

Fig. 4. Doctor Visit example, notational variations



Towards Grounded Enterprise Modelling 149

The version represented on the right hand side, would actually result in a more
ArchiMate-alike notation. Note the added fact verbalisations, as well as the addi-
tion of the more specific constraints on role participations of Doctors and Patients.

5 Conclusion

In this paper, we presented the idea of grounding enterprise models in terms
of fact-based models, in order to add more domain specific meaning to enter-
prise models. We discussed the need for doing so in terms of a fundamental
understanding of conceptual modelling. We also argued why grounding enter-
prise models on fact-based models provides a complementary (descriptive) app-
roach next to (more normative) alternatives. A grounding on fact-based models,
allow us to leverage the traditional fact-based modelling advantages of captur-
ing the deeper conceptual meanings in a language that is understandable to the
various stakeholders involved. The presented concepts were illustrated by means
of a running example, while also reflecting on, and summarising, the results of
earlier experiments in grounding different enterprise models.

As a next step, we aim to further elaborate the grounding of ArchiMate
models, as well as other enterprise modelling languages, while also formalising
the used mapping mechanisms. In addition, to the theoretical underpinning as
discussed in Sect. 2, and the early experiments as reported in [6,8,9,26,33,34],
we also plan to conduct more usage oriented experiments. Does adding a ground-
ing to enterprise models lead to: Models of higher quality? Models that can be
more easily communicated among different actors? Models that can more easily
understood at a later point in time?
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3. Bjeković, M., Proper, H.A., Sottet, J.-S.: Embracing pragmatics. In: Yu, E.,
Dobbie, G., Jarke, M., Purao, S. (eds.) ER 2014. LNCS, vol. 8824, pp. 431–444.
Springer, Cham (2014). https://doi.org/10.1007/978-3-319-12206-9 37
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Abstract. With the ever-changing dynamic Information and Communications
Technology environment and the new shared deployment options for comput-
ing, a paradigm shift has occurred, which enables ubiquitous and convenient
computing on a pay-as-you-go basis. Access on demand has become available to
networks of scalable, elastic, self-serviceable, configurable physical and virtual
resources. This paper updates the previous paper that addressed early ISO
Committee Draft (CD) work on Cloud Computing by ISO ISO/IEC JTC1 SC38
(in collaboration with ITU-T SG13/WP6 for Cloud Computing), and models the
full and expanded ISO Cloud Computing Reference Architecture and Service
Level Agreement (SLA) using Fact Based Modeling (FBM) methodology. FBM
has allowed us to distill the concepts, relationships and business rules - thereby
capsulizing the Cloud Computing standards to enable understanding, and also
exposing the strengths and weakness of the models, and thus allowing for
identification of any gaps towards furthering the ISO standard.

Keywords: Cloud Computing � Cloud computing reference architecture
CCRA � SLA � Service level agreement � ISO � Fact Based Modeling
FBM � SLO � SQO � Cloud service
Cloud computing interoperability and portability � ODP

1 Introduction and Background

Information and Communications Technology (ICT) is being transformed to a model
based on services that are commoditized and delivered in a standardized manner. In a
cloud service-based model, users access cloud services based on their requirements
without regard to where the cloud services are hosted or how they are delivered.

Several computing paradigms have promised to deliver this computing vision, of
which the latest is Cloud Computing. The term “Cloud” denotes a computing infras-
tructure from which businesses and users are able to access applications from anywhere
in the world, on-demand. Thus, the ICT world is rapidly evolving to develop software
for millions to consume as a cloud service, rather than to run on individual computers.
Cloud computing represents a paradigm shift that has redefined the relationship between
buyers and sellers of IT-related products and services [1]. The ISO (International
Organization for Standardization) SC38 Study Group on Cloud Computing in their 2011
report [1] identified at least 23 Cloud Computing industry initiatives that had published
material, were developing standards or were doing at least some work in this area.
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With multiple and often confusing Cloud Computing approaches being offered to
the IT community, ISO initiated standardization work on a Cloud Computing vocab-
ulary and a Cloud Computing reference architecture in 2010. On a parallel front, ITU-T
was also in the process of developing Recommendations for Cloud Computing ter-
minology and reference architecture. The two groups successfully launched collabo-
rative work on the development of a common set of standards/recommendations for
Cloud Computing vocabulary and reference architecture.

The ISO Joint Technical Committee (JTC1) formed a Sub-Committee, called SC38
named Distributed Application Platform and Services, to harmonize the ISO work on
standardization for: Web Services, Service Oriented Architecture and Cloud Com-
puting. This initiative was largely driven by the IT marketplace having to face multiple
incompatible choices of product sets, which essentially creates barriers to interoper-
ability efforts.

This paper updates the previous work [10] of the basic Cloud Computing termi-
nology and Reference Architecture that was based on the Committee Draft (CD) doc-
ument. This update reflects removal of some overlapping items between the
Vocabulary and Reference Architecture documents, along with minor clarifications of
relationships. This paper illustrates how Fact Based Modeling (FBM) provides a useful
means to capture and understand the Cloud Computing standards, hopefully leading to
a more cohesive and consistent direction for the next generation of ICT.

NOTE: The standards for Cloud Computing are under continuing development and
are subject to change. The contents of this paper are intended to be illustrative and
should not be considered as an authoritative description of the emerging ISO standards.

In this paper, we have used the FBM notation and methodology as a description
technique to define semantic models abstracted from the current Cloud Computing and
SOA documents being progressed for standardization. FBM is a methodology for
modeling the semantics of a subject area.

FBM is based on logic and controlled natural language, whereby the resulting fact
based model captures the semantics of the domain of interest by means of fact types,
together with the associated concept definitions and the integrity rules [9].

The roots of FBM go back to the 1970s. NIAM, a FBM notation style, was one of
the candidate methodologies used for developing conceptual schemas as defined in ISO
Technical Report TR9007:1987 Concepts and Terminology for the Conceptual Schema
and the Information Base. Subsequently, several developments have taken place in
parallel, resulting in several Fact Based Modeling “dialects”, like NIAM, ORM2,
CogNIAM, DOGMA and FCO-IM. The notation used in this paper is ORM2 notation.

A simplistic description of usage and reading the ORM2 notation follows. The
subject area Universe of Discourse is seen as consisting of semantic objects (repre-
senting objects in the real world model) that can be described using natural language
sentences—consisting of an object, predicate and possibly one or more objects, each
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connected with a predicate-object pair. A real world object is represented by an object
type denoted by a circle, also known as an entity type. Object types may have subtypes
denoted by arrows from the subtype to supertype (e.g. object type Role has subtype
Sub-role). Object types are involved in ‘fact type’ sentence descriptions that can be
binary, or n-ary (ternary, quaternary etc.), as depicted by rectangle boxes, each box
representing a ‘role’ that the object type plays in that sentence. Integrity rules are then
associated with the fact types, like mandatory (shown as a dark dot on the object type
connector). A horizontal bar on top of a role of a fact type denotes a uniqueness
restriction on the occurrence of the set of role populations. The ORM2 notation con-
tains several other rules that can be graphically depicted but are out of scope for our
discussions. An example of a fact type reading from Fig. 1 is: A Party (in the cloud
computing paradigm schema) must be assigned to one or more CCRole(s). A CCRole
may be assigned to one or more Parties.

2 Cloud Computing Concepts

Figure 1 depicts the main Cloud Computing concepts using FBM, along with exam-
ples, as defined in the ISO Overview and vocabulary document [2]. The concepts are
defined in terms of the cloud services that are available to cloud service customers and
the cloud deployment models that describe how the computing infrastructure that
delivers these cloud services can be provided and shared by users.

Cloud
Computing

CC CharacteristicHas feature

Cloud
service

Party CC Role

CC Sub-
role

Cloud
capability

type

Cloud
service

category

Grouped in

CC Activity

CC Activity
Group

Related to

Cloud
Deployment

model

Offered via
associatedwith Categorized in

Hybrid

Non-
hybrid

Public

Private

Community

offers
>=2

FBM Schema of  CC Vocabulary (ISO 17788)

Natural
person

Organization

Assigned to

implements

-On Demand Self Service
-Broad Network Access
-Multi-tenancy
-Resource pooling
-Rapid elasticity
-Rapid scalability
-Measured service

-infrastructure
-platform
-application

-Saas (Software)
-CaaS (Communication)
-CompaaS (Compute)
-DSaaS (Data Storage)
-IaaS (Infrastructure)
-NaaS (Network)
-PaaS (Platform)

-Use service
-Provide service
-Suppot service

Emerging

-Database as a Service
-Desktop as a Service
-Email as a Service
-Identity as a Service
-Management as a Service
-Security as a Service

Belongs

CSP CSN CSC

Fig. 1. Basic Cloud Computing concepts from ISO 17788
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It is interesting to note that the Cloud Computing vocabulary and concepts were
developed prior to an agreed upon architecture. The architecture itself takes its basis
from the approach used in the ISO Open Distributed Reference Model (ODP) [4] by
utilizing the user view and functional view.

The cloud paradigm is composed of key characteristics, roles and activities, cloud
service capabilities and cloud service categories, deployment models, and cross cutting
aspects as shown. The concept relationships generally appear in the cloud computing
reference architecture.

Table 1 is the relevant definitions pertaining to the cloud computing models shown.

Table 1. Definitions of concepts used in Cloud Computing ISO 17788, ISO 17789

Concept Definition Examples

Party Entities that play one or more roles (and
sub-roles)

Natural person, or an organization

Role Sets of activities Cloud service customer
Cloud service provider
Cloud service partner

Subrole A subset of the activities associated with
a role

Sub-roles for a partner role are:
service integrator, auditor, and
cloud broker

Activity A logical functional element of a cloud
service

Using cloud services, providing
cloud services, and supporting
cloud services

Component An implementation of an activity
Cross-cutting
aspect

Behaviors or capabilities that need to be
implemented & coordinated across roles

Interoperability, portability,
reversibility, security, privacy,
governance, etc.

Cloud
Computing

Paradigm for enabling network access to
a scalable and elastic pool of shareable
physical or virtual resources with
on-demand self-service provisioning and
administration

Cloud
characteristic

Basic user-oriented features of a Cloud
Computing environment

On-demand self-service,
Broad network access,
Multi-tenancy,
Resource pooling,
Rapid elasticity & scalability,
Measured service

Cloud service One or more capabilities offered via cloud
computing invoked using a declared
interface

Natural person, or an organization

(continued)
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3 Cloud Computing Reference Architecture

A Fact Based Model for the Cloud Computing Reference Architecture (CCRA) is
shown in Fig. 2. As noted earlier, the CCRA takes as its basis the ODP reference model
but focuses only on the user and functional views. The CCRA does not address the
implementation and deployment views. The user view is the ecosystem (or system
context) including the parties, the roles, the sub-roles and the activities. The functional
view is the distribution of functions necessary for the support of cloud activities.

The Fact Based Models in this paper represent the distillation and transforms as
interpreted from the vocabulary text [2] and the CCRA text [3]. The purpose of these
diagrams is being able to understand and analyze them using a formal modelling
methodology to represent the involved facts and relationships as opposed to text
paragraphs.

Table 1. (continued)

Concept Definition Examples

Cloud service
category

Group of cloud services that possess
some qualities in common with each
other

Infrastructure as a service,
Platform as a service,
Software as a service,
Network as a service,
Data Storage as a service,
Compute as a service,
Communication as a service

Capability A quality of being able to perform a given
activity

Cloud
capability
type

Classification of the functionality, based
on the type of resources used
Cloud capability types follow the principle
of separation of concerns, i.e. they have
minimal functionality overlap between
each other.

Infrastructure capabilities,
Platform capabilities,
Application capabilities

Cloud
deployment
model

The way in which cloud computing can
be organized based on control of physical
or virtual resources and how those
resources are shared

Community cloud,
Public cloud, or
Private cloud

Hybrid cloud A cloud deployment model that includes
at least two different deployment models

Interoperability, portability,
reversibility, security, privacy,
governance, etc.
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4 Cloud Computing Service Level Agreement (Cloud SLA)

A service level agreement is part of a cloud service agreement that includes cloud
service level objectives and cloud service qualitative objectives for the covered ser-
vices. The cloud SLA accounts for the key characteristics of cloud computing that
include: Self-service, resource pooling, multi-tenancy, rapid elasticity and scaling,
tradeoff between cost and control, and more importantly, the ability to ‘measure’ cloud
services.

Figure 3 relates cloud services with service level agreements, SLOs and SQOs.

The use of FBM enables the capture of SLA standard semantics [5–7] in a succinct
capsulated form in the FBM schema shown in Fig. 3 (Table 2).
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5 Cloud Computing Interoperability and Portability

The cloud computing interoperability standard [8] is aimed at all parties involved in
cloud computing—cloud service customers (CSCs), cloud service providers (CSPs),
and cloud service partners (CSNs) acting as cloud service developers. ISO DIS 19941
provides a common understanding of interoperability and portability as it applies to
cloud computing. This common understanding helps to achieve interoperability and
portability in cloud computing by establishing common terminology and concepts that
are involved.

Figure 4, describes cloud computing portability and depicts the terminology used.
Figures 5, 6, 7 and Table 3 describe cloud computing interoperability the terminology
used.

It is important to note that using FBM and strongly typed subtypes, it was possible
to abstract and condense much of the formal descriptions in the standard [8].

Table 2. Definitions of concepts used in CC SLA ISO 19086

Concept Definition Examples

CSA Cloud service agreement Contract vehicle for organizations,
enterprises and individuals, software
and hardware

CSC Cloud service customer
CSP Cloud service provider
Cloud
service

One or more capabilities offered via
cloud computing invoked using a
defined interface

Metric Standard of measurement that defines
the conditions and the rules for
performing the measurement and for
understanding the results of a
measurement

SLO Cloud service level objective -
commitment a cloud service provider
makes for a specific, quantitative
characteristic of a cloud service, where
the value follows the interval or ratio
scale

SQO Cloud service qualitative objective:
commitment a cloud service provider
makes for a specific, qualitative
characteristic of a cloud service, where
the value follows the nominal or ordinal
scale
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6 Cloud Computing Suite of Standards

By transforming each of the Cloud Computing concepts, terminology and architectures
using Fact Based Modeling, we are able to distill the salient object types, relationships
and some of the business rules to enable a comparative analysis of the involved
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Table 3. Definitions of concepts used in CC interoperability and portability ISO 19941

Concept Definition Examples

Interoperability Ability of two or more systems or applications to
exchange information and to mutually use the
information that has been exchanged

Cloud
interoperability

Ability of a CSC’s system to interact with a cloud
service, or the ability for one cloud service to interact
with other cloud services, by exchanging information
according to a prescribed method to obtain predictable
results

Data portability Ability to easily transfer data from one system to
another without being required to re-enter data

Cloud data
portability

Data portability from one cloud service to another
cloud service, or between a CSC’s system and a cloud
service

Application
portability

Ability to migrate an application from one cloud
service to another cloud service or between a CSC’s
system and a cloud service

Cloud
application
portability

Ability to migrate an application from one cloud
service to another cloud service, or between a CSC’s
system and a cloud service

Functional
component

A functional building block needed to engage in an
activity backed by an implementation

Cloud service
client
component
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architectures—the Cloud computing reference architecture (CCRA), the cloud com-
puting service level agreement suite of multi part standards (some are still in devel-
opment), cloud computing interoperability and portability architecture, and cloud
computing cloud service and devices: data flow, data categories and data use.

By using FBM any deviations from the established vocabulary immediately
become apparent. Cloud computing reference architecture uses ODP views whereas the
follow on standards do not. These are only some of the examples of divergence
between the cloud computing and companion architectures.

It is clear that there needs to be an accord between the Cloud Computing standards
group and other CC related standards groups like Security and Privacy, Metadata,
Open-edi, Internet of Things (IoT RA), Blockchain and distributed ledger technologies,
with other standards developing organizations (SDO), and industry consortia.

7 Conclusions

In this paper we have demonstrated the use of Fact Based Modeling to facilitate an
analysis of the ISO vocabulary and reference architecture standards for Cloud Com-
puting, cloud computing service level agreement framework, cloud service level
agreement metrics, cloud computing interoperability and portability. As a result, we
have identified a number of areas where the concepts in the vocabulary and architecture
documents are generally aligned and provide a mechanism to explore any misalign-
ments. We have also identified a number of areas where Cloud Computing and asso-
ciated standards are using similar concepts, typically in ways that may be readily
compared.

Fact Based Modeling appears to provide significant assistance both in the devel-
opment of consistent architectures based on sound concepts and also in the analysis and
comparison of different architectures.

Further effort to analyze the models in more detail would provide valuable insight
into the complex relationships within Cloud Computing suite of standards.
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Abstract. In The Netherlands, all legislation regarding infrastructure and
environment is described in more than 250 legal documents. In 2019 the new
“Omgevingswet” (translated as “Environment and planning act” [1, 4]) was
supposed to come into force. This law modernizes, harmonizes and simplifies
the mentioned regulation and integrates this myriad of legislations, decrees and
regulations into one legal framework.
To be able to apply the environment and planning act, legal analysis of this

legislation is required. The Dutch Rijkswaterstaat ministerial department [2, 3]
has developed an approach to analyze (interpret), structure and store the rules
contained in the legislation. In their approach, all rules are associated with
activities, which form a functional structure. This functional structure is the
baseline from which relevant parts of the legislation is grouped. This paper
describes how this approach works, how it is supported by Fact Based Modeling
and the software environment used (Cognitation) to perform the document
analysis.

Keywords: Laws � Regulations � Cognitation � Omgevingswet
Analysis of legal documents � Fact based modeling (FBM)

1 Introduction

Currently any person or organisation in the Netherlands that wants to interact with the
environment, is forced to adhere to many laws and regulations. The legislation con-
cerning infrastructure and environment is described in more than 26 laws, 120 gov-
ernmental decrees and 120 ministerial regulations. The legislation was never meant to
become this extensive, but it grew over time.

In 2015, the Dutch government accepted the law proposal for the new
“Omgevings-wet” (translated as “Environment and planning act” [1, 4]). Together with
4 governmental decrees and 10 ministerial regulations, this new legislation will replace
(parts of) the current legislation with the intent to modernize, harmonize and simplify
the rules on land use, environmental protection, environmental conservation, con-
struction of buildings, protection of cultural heritage, water management, urban and
rural redevelopment, development of major public and private works and mining and
earth removal.
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The new legislation still adds up to multiple thousands of pages. Therefore the
Dutch Rijkswaterstaat (abbreviated into RWS) ministerial department (the Ministry of
Infrastructure and the Environment) developed an approach to analyse, structure and
store the legislation in order to prepare them for the specification of the underling rules
that, eventually, must be implemented in a so-called digital counter. Individuals and
organizations will be able to use this digital counter to obtain further information about
necessary building permits, notification obligations, etc. needed for particular projects
that have an effect on the environment.

Because of the impact this new legislation has on municipalities, provinces and
other local governments, the date that this legislation will come into force has already
been delayed. It was supposed to come into force in 2019. The described approach
makes it possible for RWS to be able to enforce their part of the legislation on time.

Such an approach requires sufficient support in tooling as the amount of legislation
makes it impossible for individuals to oversee everything. Therefore RWS put out a
tender on support for their approach. PNA has developed a legal analysis software
tooling, named Cognitation, which PNA offered for this tender. Cognitation is devel-
oped in collaboration with the Dutch Tax Office, after winning the tender for an
Annotation environment of “Wendbare Wetsuitvoering” in 2014 [6, 7]. After winning
the tender of RWS in February 2017 [5], PNA, in collaboration with RWS, added the
necessary changes to Cognitation to be able to fully support the analysis process of
RWS.

2 Outline of the Approach

The first step of the approach is building up (part of) a functional structure of activities.
Therefore the text is analyzed and all activities and subjects in the documents are
identified and annotated. This functional structure describes hierarchical relations
between activities and subjects, but also the non-hierarchical relations between two
activities, an activity and a subject or two subjects. A subject is a special kind of
activity in the hierarchical structure that has no more sub-activities. One of the
important demands of RWS for support tooling was to be able to trace the existence of
an activity or subject back to a particular piece of text in one (or more) of the legal
documents.

After defining the functional structure, a document is analyzed in more depth by
defining which sections of a document are linked to a certain activity or subject. When
finished, these sections are classified into different categories. The categories indicate,
e.g. whether the text describes the scope of the application of the activity/subject, a filling
requirement for a permit, or whether a permit is necessary for a certain activity, etc.

Finally the actual set of words which describe a rule for such a category of an
activity/subject are annotated in the text. These annotations also belong to a certain
category like what, where, who, how much, etc.

Operation areas are determined for the activities and subject as well for some of the
rules that are annotated. An operation area describes the actual are of the Netherlands a
rule applies to.
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All annotations concerning (a set of) activities and/or subjects spanning one or
more documents will be subject to a set of validations, which will validate the con-
sistency of the annotations. After this check, the documents together with the anno-
tations are sent to the specification tooling in which the rules are formalized. After the
formalization the rules are implemented in a rule based environment.

Because of the detailed analysis at the start of this process, all parts of the resulting
model are traceable to a specific part in the legal documents. Through support of
Cognitation, RWS has the possibility to trace all implemented rules back to their
source. This leads to full traceability of all implemented rules.

Legislation often changes, in case of changes Cognitation supports in identifying
and processing the new, changed or deleted parts in the new legislation. This helps to
stay compliant at all times.

3 Step 1 - Defining a Functional Structure

An activity describes what type of work an individual or organization can perform on
the environment. In the legal documents of the Environment and planning act, a lot of
these activities are mentioned. The legal texts are defined in a way that they describe a
hierarchical structure of these activities.

For example, two parts from the translation of the Omgevingswet [1]:

“

Article 1.2 (physical environment)

1. This Act is concerned with:

a. the physical environment, and
b. activities that affect or may affect the physical environment.”

…

Article 4.21 (government regulations relating to buildings)

1. The rules referred to in Article 4.3 relating to construction activities, demolition activities
and the use and maintenance of buildings are laid down for the purpose of:

a. ensuring safety,
b. safeguarding health,
c. sustainability.

”

Article 1.2, 1. b. is the description of the root activity which is defined as “activities
that affect or may affect the physical environment”. In article 4.21, 1. the activity “the
use and maintenance of buildings” is mentioned. This activity is hierarchically placed
beneath the root activity in article 1.2, 1. b.
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This functional structure of activities is not limited to one document. In another
document, the “Besluit bouwwerken leefomgeving” (freely translated as Decree
buildings living environment), the activities “the use of buildings” and “the mainte-
nance of buildings” are described. These activities are again hierarchically beneath the
activity of article 4.21, 1. When activities do not have any more sub-activities, they will
be set as a subject.

This kind of relation between activities and subjects is called a “is subactivity of”-
relation in the RWS approach. Cognitation is built in a way that it is highly config-
urable. Therefore this relation can easily be supported by adding an annotation type
“Activity”, which is used to link concepts of the type activity to parts in the actual
documents as shown below (Fig. 1).

The created concepts can then be linked using the “is subactivity of” hierarchical
relation by creating a binary concept relation. The type of relation is also configured by
an administrator, who is able to add multiple types of relations. In the example of
above, three relations are defined:

1. “the use and maintenance of buildings” is subactivity of “activities that affect or
may affect the physical environment”

2. “the use of buildings” is subactivity of “the use and maintenance of buildings”
3. “the maintenance of buildings” is subactivity of “the use and maintenance of

buildings”

Because the complete set of activities will add up to more than 100 different
activities, Cognitation offers the user the possibility to filter a part of the functional
structure and to display the hierarchical relations in a tree view.

When performing a certain activity other activities are often involved. For example,
when building a newgarage, you possibly also need a drive-in from the public road. These
kind of relations between activities and/or subjects are necessary to support people and
organizations when requesting information about particular activities. For this purpose

Fig. 1. Identifying activities
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another concept relation type is introduced: “is legally related to”. This relation offers the
possibility to define that, when requesting information about a particular activity, other
activities are listed as worthwhile looking at as well.

4 Step 2 - Adding Rule Maintenance Objects

Laws, governmental decrees and ministerial regulations are divided into different types
of document structure elements, like parts, chapters, sections and articles. An article
again can be divided into clauses which can contain lists. These different text parts of a
legal document are used to navigate in a legal document (index), but also are the basis
for the next part of the analysis.

In the RWS approach these document structure elements of a legislation are linked
to the defined activities and subjects. Such a link states that this part of the document
concerns this activity or subject. The hierarchical structure of the activities is used to
link the document structure elements as high as possible in this structure. All rules that
are defined for an activity will by default also apply to the sub-activities of this activity.
Therefore linking as high as possible in the hierarchical structure is preferable.

The next step is to classify the document structure elements as irrelevant for the rule
analysis process or as a particular rule maintenance object. If a document structure
element is irrelevant for the rule analysis process, this part of the document is no longer
issue of further analysis. A rule maintenance object describes a certain field of interest
for a specific activity or subject. These fields of interest are categorized as follows:

– Scope of the application,
– Permissions,
– Filing requirements,
– Measures,
– Notification requirements,
– Permit requirements,
– Etc.

A categorized document structure element in Cognitation is called a context. As
Cognitation is not a RWS application all these categories, similarly to the concepts and
relations, are also configurable. Contexts offer the possibility to add traceability to parts
of documents up to single paragraphs. Furthermore, it is possible to filter the actual text
of a legal document on basis of these contexts. If a document has multiple hundreds of
pages, it is convenient to have the possibility to filter the view, so that only the text
which is relevant for the activities is shown. Also Cognitation offers the users navi-
gation possibilities between text, contexts and document structure elements, which
helps further analysis.

After performing this step in the RWS approach, it is clear what parts of what
documents are needed for a particular activity or set of activities. A filter option in
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Cognitation helps a user to focus on these linked contexts. Also, as shown in the
overview of Fig. 2, the user has the possibility to see the linked contexts.

5 Step 3 - Adding the Actual Rules

Now it is clear what parts of the documents are relevant for a particular activity, more
thorough analysis can be performed on these sections. Within such a section, one or
more legal bases for rules which need to be formalized can be found. A legal base is
often a set of words and belongs to a certain category. Again these categories are
configurable, but in the RWS approach the following legal base categories are used:

– What
– Where
– How
– How much
– For what
– Who
– When
– Filing requirement

These legal bases are indicated in the text as text annotations of the particular
category. The text annotations are all part of the earlier defined contexts, therefore it is
also possible to filter out the relevant text annotations for certain activities.

In Cognitation these text annotations can span words from different parts of a
document structure element and don’t need to be contiguous. Also the same word can
be part of multiple text annotations. For lists, the text before the list is often part of text
annotation for multiple items of that list.

Fig. 2. Functional structure view
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Additionally, interpretations as to why a certain part of the text is categorized as a
particular legal base can be added as well. This helps to understand why a legal analyst
made a certain decision.

An example of a categorized text is shown below. As the shown example concerns
Dutch legislation the text is also in Dutch (Fig. 3).

6 Step 4 – Determining Operating Areas

Parts of the legislation of the Environmental and planning act are limited to certain
operating areas. Some rules apply to all of the Netherlands, others only to parts of the
Netherlands, like the coastal area or surface water areas. For local governments, an
operating area could even be limited to a certain district of a city. Such an operating
area exists of one or more polygons. These polygons are described as a set of
coordinates.

In the RWS approach, these polygons that describe an operating area are identified
with a unique number. This number is used to link an activity or legal base of the
category “Where” to an operating area. When formalizing the rules, these are also
linked to this operating area number. With this information (rules and operating areas)
bundled, a user of the digital counter can easily see which ever set of rules apply to his
location in combination with a specific activity.

Fig. 3. Annotated legal bases
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7 Step 5 – Validating the Annotations

After analyzing a certain part of the functional structure, one wants to be sure that the
different annotations (activities, categorized context, legal bases and relations) are
consistent. This can be checked using self-defined validations. For example, to have a
good functional structure, there are some demands for the activities, subjects and the “is
subactivity of”-relations, namely:

– Each activity is subactivity of at most one activity.
– Each subject is subactivity of exactly one activity.
– No activity is subactivity of a subject.
– Is subactivity of-relation has no circularity.

Another check that needs to be performed verifies whether each context that is
categorized as a rule maintenance object is linked to exactly one activity or subject and
that each such a context has at least one legal base.

8 Step 6 – Exporting the Results

After all violations of validations are resolved, the result of the analysis can be
exported. The export of Cognitation exports the documents to a newly developed
Dutch standard for public documents [9]. All annotations are exported separated from
the actual documents, using the open annotation standard [10].

In the RWS approach, rule analysts use the output to be able to write formal rules
which can be used in the digital counter. At all times, all information of the performed
analysis is available. This provides traceability of the legal base for all rules used in the
digital counter. This is possible because Cognitation has a unique URL for each
annotation of the analysis. Entering such an URL into a common browser will lead to
the particular part of the document of this annotation.

9 Step 7 – Performing Legal Maintenance

Of course, these legal documents are subject to change. Either to improve them, but
also because of changes in other regulations, or just because politicians agree to change
some rules.

Instead of repeating the analysis again on the changed document, the document will
be uploaded as a new version of an existing document. Cognitation helps the user in
viewing the changes of such documents (up to word-level). The user can then migrate
all annotations to the newer version, only having to change annotations which contain
text changes or adding new annotations for new texts. Also it is possible that a new
activity is added, which also influences the functional structure. After applying the
necessary changes, the analysis is compliant to the changed regulations.

Cognitation also keeps track of all made changes, which helps in overviewing all
changes over time. Also the possibility of defining when which annotation is valid
exists, which can help to determine what rules apply at what time.
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10 Future Development

RWS is only responsible for a part of the analysis and implementation of the new
regulations. Other local governments, like hydrographic confederations, counties and
municipalities in the Netherlands also need to apply similar analysis to their part of the
process. In the upcoming years this will lead to a lot of changes for these local
governments in their process of writing environmental visions, plans, zoning plans, etc.

Because of the complexity of the regulations and current state hereof at these local
governments, the intended deadline for compliance to the new law is postponed [8].

11 Summary

The RWS approach for analyzing the legislation of the new Environmental and
planning act contains the following steps:

1. Defining the functional structure
A hierarchical structure is defined using the “is subactivity of”-relation between
activities and/or subjects. Also the non-hierarchical “is legally related to”-relations
are added.

2. Adding rule maintenance objects
For a specific activity or subject it is determined which sections of the legislation
describes this activity or subject in more detail. These sections are linked to the
activity or subject and then classified into a specific category.

3. Adding the actual rules
Within the rule maintenance objects, legal bases for rules are annotated and clas-
sified. Interpretations of the analysts, as to why these annotations are added, are also
included.

4. Determining Operating areas
The operating area of an activity or subject is determined and stored. The operating
area for specific legal bases of the category “Where” are determined as well.

5. Validating the annotations
All annotations (step 1 to 4) are validated against predefined validation rules.
Violations of the validations are repaired.

6. Exporting the results
The results of the previous steps are exported into standardized files (Standaard
officiële publicaties (STOP) [9] and Open Annotation standard [10]). These files are
used in the tooling for formalizing the rules.

7. Performing legal maintenance
Changes in the legislation are identified and processed.

The support of Cognitation is needed for this process to be able to easily annotate
the documents and link all parts of the analysis together. Supporting the user in doing
this quickly, but correctly is the main issue for Cognitation. When handling changes in
the legislation, Cognitation determines the changes in the documents automatically and
where possible migrates the annotations into the new document version.
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Abstract. In 2012 some Dutch government services organizations, academia
and innovative companies decided to establish a co-creation, named Blue
Chamber, with the aim to develop a national protocol to “translate regulations”
into a durable, IT-independent model or specifications for interactive regulation
based services. Regulation here means the union of laws and decrees, both
government and ministerial. Such a protocol acts like a process and each process
requires a conceptual data structure or IT-independent reference model. After
5 years of research, development and validation, version 1 of the Reference
model is ready for publication. The Dutch Government has decided to provide
IT-based services and enforcement actions based on as many laws and decrees
as appropriate. The core of this Reference model will be described in this paper.
The CogNIAM variant of Fact Based Modeling has been used to develop the
Reference model, using field-testing with the associated prototypes.

Keywords: IT-independent durable model for regulation based services
Legal services � Legal relations � Legal facts � Fact Based Modeling (FBM)
Legal domain reference protocol

1 Introduction

The Netherlands, like many other countries, has a number of governmental bodies
responsible for the execution and enforcement of the applicable regulation. Regulation
in this paper means the union of laws, government decrees, ministerial decrees and
several other policies, including decisions by the courts. The intent of the regulation
needs to be faithfully applied in all practical scenarios or cases. The legislation
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describes roughly speaking which rights and duties are applicable for a specific citizen
or enterprise and under which circumstances; it furthermore describes the consequences
of legal facts. For a faithful application of the regulation in all practical scenarios it is
needed to model explicitly all the semantics intended in the practical scenarios or cases.

In Sect. 2 we describe very briefly the AS-IS situation as of 2013. In Sect. 3 we
describe the TO-BE situation as of 2017. In Sect. 4 the Conceptual Architecture for
regulation based services, as developed in the period 2013–2015, will be briefly
described. In Sect. 5 we present the principles on which the Reference Model for
IT-supported, interactive, regulation based services is based. In Sect. 6 we present the
core of the IT-independent reference model, a domain model for IT-independent,
interactive, regulation based services. In Sect. 7 we present a summary and suggestions
for the road ahead.

2 The AS-IS Situation as of 2013 for Regulation Based
Services

In the initial period of Q1 2012 through Q3 2013 the focus of the Blue Chamber was to
describe the then current situation.

We quote a part of the first report [6] of the Blue Chamber below.

“In recent decades, public administration has changed under the influence of digitization. These
changes affect the processes of implementing public services. Both the large-scale processes for
handling cases of large groups of citizens, and processes for the treatment of individual cases in
complex situations are affected. Examples can be found in the area of benefit provision, granting
of subsidies, licensing and taxation. Central government, provincial governments and munic-
ipalities strive, as much as possible, to process applications for licenses, benefits and the
provision of other public services electronically.”

Intermediate results of the Blue Chamber have been reported in [1, 4, 5, 7–9, 19],
[20] and [21]. The approach adopted by the Blue Chamber has several concepts
adopted from [2, 3, 10, 11, 15].

3 The Goals for the TO-BE Situation as Seen in 2017

In the first report of the Blue Chamber, the TO-BE situation, was described as follows: “In
legislation rights and obligations are defined: among citizens, citizens towards the gov-
ernment and vice versa. Legislation contains concepts, rules and conditions that directly
affect the actions of citizens, businesses and government organizations. These concepts,
rules and conditions form the basis for the services and processes of public implementing
bodies. For the following reasons, it is important to be able to distill concepts, rules and
conditions from the legislation in an unambiguous and repeatable manner:

A. It promotes legal certainty for citizens and prevents unnecessary disputes and
proceedings in court.

B. It enhances the transparency of government. The government can show that what
they are doing is in accordance with the democratically established legislation.
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This includes providing insight into the rules that give the authorities a margin of
discretion to do justice in special cases.

C. It simplifies implementation of legislation in services and processes. Thus, orders
from politics and public demands can be accommodated more rapidly.

D. It improves an implementing body’s capacity to, as part of ex ante feasibility tests,
to provide feedback on proposed changes in legislation. This contributes positively
to the effectiveness and efficiency of the implementation.

E. It provides insight into the coherence of the complex of legislation. Consequently,
generic and specific elements in processes and services can more easily be dis-
tinguished. This offers possibilities for reuse, not only within an organization, but
also between organizations.

In short, the added value of a repeatable approach to the organization of the
implementation of legislation comes from the ability to transform legislation into
legitimate and meaningful services for citizens and businesses and to perform this in a
truthful, efficient, multidisciplinary and timely fashion [6].

This is still the TO-BE situation as of 2017.

4 The Durable Architecture for the TO-BE Situation

Since late 2013 it became clear in the co-creation group that there was a need for an
overall durable architecture covering the main groups and results involved. The status
of it as of mid-2016 has been reported in [19].

After many lengthy discussions in 2016 it became clear that one has to distinguish
two different phases in this process, the preparation phase and the phase in which the
citizens and companies consume the regulation based. The preparation phase is hardly
known to the average citizen. Why should the citizen care about this? The preparation
phase is on the other hand essential for the quality of the IT-supported, interactive,
regulation based services (Table 1).

The actor group in preparation phase 1 consists of members of Parliament, and
members of government and civil servants legally trained to produce regulations. Often
the coalition agreement is one of the most important starting documents in the process
of defining new (versions of) regulations.

For the regulation based services there is another set of actors very important,
namely the judges in the courts. In time they come after the regulation based service
has been consumed, but they have a similar effect on the services thereafter as the
original regulation as their decisions have a clear effect on similar cases of services.

Regulations are produced to provide services for the citizens and enterprises, or
require them to perform certain duties. These services are in The Netherlands primarily
IT-based. The IT based services outnumber the lawyer assisted services by far,
although there is hardly any mention of IT-supported services in the academic edu-
cation of legal experts in The Netherlands.

The traditional textual representation of the regulation is not adequate to be used as
drawings for the IT regulation based service engineers.
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What is needed for IT-supported, interactive, regulation based services is a com-
plete specification that takes the regulation as input and produces a testable
IT-independent specification of the interaction between the government service pro-
viders and the citizens or enterprises. This is a multidisciplinary effort and in principle
independent of IT such that new IT technologies can be based on the durable speci-
fications or model. The actor group 2 in preparation phase 2 consists of legal experts,
service experts, specification experts and service architects.

An essential task of the actors in preparation phase 2 is to provide the two-way
references between the durable model of the services and the regulations as it is
required in The Netherlands that all regulation based services need to be based on
approved regulations. This is also needed for impact analysis and certification. Often
this is also referred to as annotation services. However the concept annotation service
in the traditional legal field consists of a free format text; we mean here with annotation
the classification of pieces of texts in the regulations to one of the elements of the
classification scheme or Reference model. The specifications of the durable model can
be represented with traditional Word, PDF or Excel documents, or by the so-called a

Table 1. Different phases in implementation of IT supported, interactive, regulation based
services

Preparation phase Service
consumption1 2 3

Formulate
and decide
on a new
(version of)
regulation

Translate
regulation into the
IT-independent
specifications for
IT-supported,
interactive,
regulation based
services

Translate
IT-independent
specifications
into a specific
IT-solution

Major actors Members of
Parliament
and
regulation
specification
experts

Multidisciplinary
team consisting
service experts,
regulation experts
and durable
specification
experts

Software
engineers

Citizens and
companies

Major
challenge

To be
completed

From logically
informal to
logically formal

From
IT-independent,
logically formal
to IT-dependent,
logically formal

Legally formal Yes Yes Yes Yes
Logically
formal

No Yes Yes Yes

IT-independent Yes Yes No No
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fully classified model, a representation that can be consulted with a logical language.
An organization has a choice. No matter what the choice is, there is a need to know
which requirement is based on which pieces of texts in the regulations.

Actor group 3 consists of the engineers of the IT-supported services. The engineers
take as input the logically formal and legally formal IT-independent specifications of
the interaction and the function of the services (the durable model) just like a builder of
a large office block receives as input the drawings of the architect, and build the
services. The goal is to maximize the functionality that provides the automatic mapping
from the durable specifications into an executable IT-supported service.

Actor group 4 consists of the citizens or enterprises that receive the services of the
government service provider or the duty dispatching service.

5 The Principles That Have to be Satisfied by a Reference
Model for IT-Supported, Interactive,
Regulation Based Services

In the section we present the principles upon which the Reference model is based.

5.1 Legality Principle

One of the requirements for which the law makers are not willing to compromise, is
that the services provided should be fully based on the regulation and faithfully rep-
resents the intent of the regulation in all relevant practical cases. Hence that means that
the durable model must represent the full semantics as intended in the regulation
(knowledge level II [16]) to apply to all the foreseen cases or scenarios (knowledge
level I). This means that the language to describe the durable model (knowledge level
II) must be capable of describing explicitly what the semantics as specified in the
regulation mean in the associated practical cases (knowledge level I). Here we see a
strong link between the level I of the knowledge triangle (the level of the facts) and the
domain specific regulation, knowledge level II. Further description of the elements at
knowledge level II can be found in [16].

5.2 The Knowledge Microscope Principle

The approach taken here is that of observation, detect patterns and draw generalized
conclusions. This principle is re-used from a well-accepted principle in natural sci-
ences: “Use a microscope, describe what you see and generalize towards a consistent
theory”.

In this approach we make use of the so called knowledge microscope. Hence put a
sufficient set of regulation texts under the knowledge microscope and a representative
set of associated services and conclude which knowledge elements are needed to fully
describe the semantics for all relevant practical cases. This process is not new and
listens to the term ex-ante in legal textbooks.
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The knowledge microscope is operated by a durable knowledge modeler (2nd, 3rd

and 4th author) who submits questions on concrete scenarios to a legal expert (1st

author). Specifying a durable model is a multi-disciplinary task, not a durable modeler
as a hermit.

6 The Core of the Reference Model

Several regulations have been analyzed in the last 5 years to find out which constructs
are observable that play a role in the regulation based services.

It is the intent of the group to publish the complete Reference model after it has
been discussed in a number of external groups in the coming months.

The main aspects of the Reference model are the following:

I. Make a clear distinction between law (objective perspective) and rights and
duties of an individual legal subject (subjective perspective).

II. Define explicitly the context that applies to the regulation based services.
A context may consist of any number of texts, not necessarily consecutive, from
one or more different regulations.

III. Define the legal subjects, within the context and distinguish the objective and
subjective perspective.

IV. Add to this the state aspects, the legal relationships, forming the legal situation
of a legal subject, and the conditions that apply to the legal relationships.

V. Add to this the transition aspects (Legal facts) between a legal situation and the
legal consequences that lead to a different legal situation.

6.1 The First Shell: The Legal Subjects Within the Context
and Subjective Perspective

If there are no legal subjects, there is no law or regulation. Legal subjects are natural
persons or legal constructs like foundation, union or company. Be aware that each
jurisdiction (country, and sometimes a part of a country) has its own set of legal
constructs (Fig. 1).

6.2 The Second Shell: Legal Subjects and Legal States

A legal relationship type is a relationship type between two legal subject types, one of
which holds the right side, while the other legal subject holds the duty side, with
respect to a certain item (e.g. the power to modify the existing number of working
hours in a labor agreement). This is part of the law, hence the objective perspective
(Fig. 2).

Fig. 1. The legal context
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Different cases and scenario’s happen in the world of the subjective perspective,
and therefore each individual legal relationship has a start date and sometimes a known
end date.

In the law a legal relationship has an associated set of conditions that must be met
to make the legal relationship valid.

Associated with every condition in the case are one or more fact instances of fact
types that have to be properly specified. These fact types could be named legally
relevant fact types. Please note that each legal fact is a legally relevant fact, but only
some legally relevant facts are legal facts.

There are a number of quality control rules (integrity rules) that apply to the legally
relevant facts. It is unfortunate that lawmakers seldom specify the complete set of
integrity rules. These are required for the specification for IT-supported, interactive,
regulation based services. Of course having them all explicitly available takes some
jobs away. At the time of writing of this paper a discussion has emerged whether
POTUS (President Of The United States) can pardon himself. This is a typical example
of a missing integrity rule. We have observed in the last three years that many integrity
rules are missing in Dutch regulations. If the US constitution had been specified with
this Reference model as guideline, then it would certainly have included the integrity
rule that POTUS can pardon himself.

The code in the Constitution says:
Section 2. \1\The President […] shall have Power to grant

Reprieves and Pardons for Offences against the United States,
except in Cases of Impeachment.

Here clearly the integrity rule is forgotten to specify explicitly: No President
has the power to pardon himself.

In the years since 2013 the research of various Dutch regulations has resulted in the
observation that there are at least 7 kinds of legal relationships, three kinds of claim-duty
and two kinds of power-liability, one liberty-noright and immunity-nopower, that can be
grouped into the four kinds of legal relationships similar to the Hohfeld classification of
ref. 10.

So far we have only discussed the legal subjects and the legal states. As we live in a
dynamic world, we need transitions from one legal state to another, as we will see in
the third shell. Legal transitions are usually called legal facts in traditional law books.

Fig. 2. Legal subjects and legal states
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6.3 The Third Shell: Legal Subjects, Legal States and Legal Transitions

The term for a legal transition in the traditional law textbooks is legal fact. A legal fact
may result in the creation of zero, one or more legal relationships, in the modification of
an attribute of zero, one or more existing legal relationships and/or the ending of zero,
one or more legal relationships, with the rule that there is at least one of these three,
guaranteeing that the legal situation before and after the legal fact are different.

There are two subtypes of legal facts, one with an active legal subject, which can be
further subtyped into a legal act (of a legal subject) and an act with legal consequences
of a legal subject; in the other subtype no legal subject is an actor and this can be
further subtyped into events with legal consequences and time laps with legal conse-
quences (Fig. 3).

The reference model has been prototyped using a language workbench in which the
reference model has been implemented as a set of Domain Specific Languages. Based
on these language specifications the interactive regulation based service have been
written of a specific law. The language workbench was configured in such a way that
based on the specifications a simulation (ex-ante) could be executed of the interactive
regulation based service. During the simulation the legal position of each of the legal
subjects is shown. Based on the legal position a list of possible acts is derived. Based
on this list an act can be executed. Executing the act resulted in legal consequences
which changed the legal positions of the legal subjects.

7 Conclusions and Future Work

The Blue Chamber has adopted the knowledge microscope principle. A working group
of the Blue Chamber will present the Reference model later this year in open sessions
in The Netherlands. The Reference model is the result of observation and general-
ization. There is at the time of writing no single ISO, OMG or W3C standard modeling
language that has the representational power required by the Reference model. Hence

Fig. 3. Legal subjects, legal states and legal transitions
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one needs a smart combination of various standards and of course some interfaces
between the various standards. It is currently under consideration that the Blue
Chamber will publish a proposal for such a standard language.
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Chamber and in particular Mrs. Mariette Lokin since June 2012. The Blue Chamber a
multi-disciplinary group with the principle that each member brings more sandwiches to the
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Abstract. The theory and engineering of states and transitions has been developed
since WWII, with considerable success. Since 2012 some Dutch government serv‐
ices organizations, academia and innovative companies decided to establish a co-
creation, named Blue Chamber, with the aim to develop a national protocol to
“translate the regulations” into a durable, IT-independent model or specifications for
IT-supported, interactive, regulation based services. Regulation here means the union
of laws, associated decrees and policies, both government and ministerial. Such a
protocol acts like a process and each process requires a conceptual data structure or
IT-independent reference model. During the analysis of the deep structure of regu‐
lations and the associated services it became clear that the theory and application of
states and transitions could be applied as innovative tool in the process of specifying
the durable specifications. In this paper we describe this approach using a small but
significant law and associated services.

Keywords: States and transitions as a modeling tool in IT-supported · Interactive
Regulation based services · Diagrammatic representation of scenario’s
using extended state and transition diagrams · Fact based modeling (FBM)

1 Introduction

IT-supported, interactive, regulation based services are on the rise in The Netherlands,
like in many other countries in recent decades. The community that defines these regu‐
lations is not always fully aware that the regulations need to take into account the new
opportunities of IT-supported, interactive, regulation based services as that trade is so
far hardly using any intelligent software applications.
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One of the results of the co-creation was the discovery that there is a solid base to
unify the various approaches to laws and IT-supported, interactive, regulation based
services. We mention with pleasure the paper of reference [2]. Regulation in this paper
means the union of laws, government decrees, ministerial decrees and several other
policies, and also including decisions by the courts.

The legality principle specifies that the intent of the regulation needs to be faithfully
applied in all practical scenarios or cases or service.

The legislation describes roughly speaking which rights and duties are applicable
for a specific citizen or enterprise and under which circumstances; it furthermore
describes the consequences of legal facts. For a faithful application of the regulation in
all practical scenarios it is needed to model explicitly all the semantics intended in the
practical scenarios. In another paper we have described the core of the Reference model
for IT-supported, interactive regulation based services [7].

In Sect. 2 we summarize the core of the Reference model. In Sect. 3 we turn our
focus to testing the service before issuing the legislation. In the Dutch legal system
testing in advance (called ex-ante) of issuing the legislation is part of the way how to
specify a regulation, but it is seldom completed and unfortunately not part of the official
Government publications. [9] For testing the services in advance it is recommended by
the Blue Chamber to go through the experience that the citizen or company will have to
go through. In doing so in the working group it was discovered that the knowledge about
states and transitions can be adequately re-used in this field to model the actual experi‐
ence. We describe in Sect. 4 that there is a need to distinguish three different types of
states, legal, intermediate legal and interactive, the last two with no legal change with
the respect to the most recent legal state. In Sect. 5 we quote part of a small but repre‐
sentative law for which we will describe in the next section how the graphical tool of
states and transitions can be applied. In Sect. 6 we model the experience that an employee
and the employer go through when the employee makes use of his power to request an
adjustment to the number of his agreed working hours of the contract signed or the small
employer fulfils his duty to specify a regulation for his situation. The Government has
given in this act a qualified power to employees to adjust their obligated number of
working hours to help in the new situation that there is a need for more adjustment of
working hours. The old system 8 till 5, Monday through Friday, is not any longer
adequate in this situation. A small employer has the duty to specify a regulation fit for
his small company. This modeling is done with extended state transition diagrams. It
clearly demonstrates the higher productivity of structured legal information over the
traditional textual representation. In Sect. 7 we present a summary and suggestions for
the road ahead.

2 The Core of the Reference Model for Regulation Based Services

During the last 4 years the co-creation effort also included what is called Comparative
Law [6]. However where Comparative Law in the Law Faculties focus on the different
surface structure languages, we came to the conclusion that we had to focus on the deep
structure meaning of an expression for its intent in the regulation based service. For
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several regulations a deep structure analysis has been performed to find out which
constructs are observable that play an essential role in the IT-supported, interactive,
regulation based services.

The main aspects of the Reference model are the following:

I. Define explicitly the context for the regulation based services. A context may
consist of any number of texts, not necessarily consecutive, from one or more
different regulations. For regulation based services it may be necessary to specify
e.g. the company as its Collective Labor Agreement may have an impact.

II. Define the legal subjects, within the context and distinguish the objective and
subjective perspective. If there are no legal subjects, there will be no regulation
based services. A legal subject is a bearer of right and duties, that can perform
legal acts and acts with legal consequences.

III. Context and legal subjects the state aspects. The core of the state aspects are the
legal relationships, forming the legal situation of a legal subject. A legal rela‐
tionship is a relationship in which one legal subject has the right side and another
legal subject has the duty side, with respect to a certain subject, e.g. the right to
adjust the agreed working hours. So far there have been detected 7 different kinds
of legal relationships in the European Dutch jurisdiction.

IV. The conditions that apply to the legal relationships.
V. The transition aspects (Legal facts) between a legal situation and the legal conse‐

quences that lead to a different legal situation.
VI. Add the conditions that apply to the transitions.

VII. Make a clear distinction between law (objective perspective) and rights and duties
of an individual legal subject (subjective perspective).

VIII. The fact types for all legally relevant facts.
IX. The integrity rules for the fact populations.
X. The required concept definitions.

XI. Add the legal provisions for delegator and the delegee.

For more on the Reference model for IT-supported, interactive, regulation based
services see ref. [3].

3 Testing the Services Before Issuing the Legislation: Ex-Ante

Testing is an essential process in any non-trivial endeavor. As many people know that
have experience with large scale systems, testing is key in the success and the earlier
the better.

It is interesting to note that testing has been prescribed in the Netherlands for the
specification of regulations since a long time. It is referred to by the term ex-ante.
However it is seldom or never performed completely. And very unfortunately, the test
records are not part of the official publications.

It became clear in the co-creative effort that systematic, multidisciplinary testing is
part of the most productive approach to get to high quality regulations, and associated
high quality IT-supported, interactive, regulation based services. In a multidisciplinary
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group the services are “lived through” on the basis of the draft legislation. This gives
valuable insights to improve the regulations.

In the last two years it became clear that we could re-use of valuable theory and
engineering practices developed in other scientific disciplines, and that was the theory
of states and transitions that has been developed since WWII. Most people in the world
that use a smart phone have extensive experience with operating a state and transition
service.

In looking at the conventional legal services, states and transitions are a welcome
re-use and greatly helps in the understanding and application of regulations. However,
when taking into account that we want to work with IT-supported and interactive serv‐
ices, this requires a few extensions to the classical state and transitions diagrams as will
be described in the next section.

4 Why Three Different Kinds of States?

During the development of the Reference model using extensive test cases of
IT-supported, interactive, regulation based services it became clear that there is a need
to distinguish three different kinds of state.

A legal state contains all the legal relationships of a certain number of legal subjects
within a certain context.

A legal intermediate state has the same legal state as the last visited but contains
already parts of a transaction that needs other parts for completion and the completion
is a new legal state.

An interactive state contains no modification with the last visited legal or legal inter‐
mediate state; it is part of an interactive service to assist a legal subject in getting errors
out of the way.

5 Working Hours Adjustment Act (WHAA): A Small but
Representative Act

Below we present a small but representative regulation for the discussion of the states
and transitions.

(Entry into force of this version: July 1st, 2000)
Act of February 19, 2000, concerning rules on the right to adjust the working

hours (Working Hours Adjustment Act)
General Clause
Article 1
In this act and the decrees based thereon, the following definitions apply:

a. employer: one who – based on a contract of employment subject to civil law or public
appointment – lets another perform labor;

b. employee: the ‘another’, as mentioned under a.
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Right of adjustment of number of working hours
Article 2

1. The employee can request the employer for adjustment of the working hours arising
from his contract of employment or public appointment, if the employee has been
in the employment of said employer for the duration of at least one year prior to
the intended date of commencement of the adjustment. For the calculation of the
one year term, consecutive periods in which work is performed shall be aggregated
if the interval between periods amounts to no more than three months. The
preceding sentence shall apply mutatis mutandis to periods in which work is
performed for different employers, when said employers can reasonably be deemed
to be each other’s successor with respect to the work performed.

2. For military officials the right to adjust working hours is governed by Order in
Council on the recommendation of Our Minister of Defence and Our Minister of
Social Affairs and Employment using unpaid leave for part-time work.

3. The request for adjustment of working hours will have to be submitted in writing
to the employer at least four months prior to the intended commencement date of
the adjustment, stating the commencement date, the magnitude of the adjustment
of working hours per week or, if hours of work has been established for a different
period the adjustment for said period, and the desired distribution of hours over the
week or other period agreed upon. The employee can resubmit a request for adjust‐
ment of working hours at most once every two years, after the employer has granted
or rejected a previous request.

4. The employer shall consult with the employee concerning the employee’s request.
5. The employer shall grant the employee’s request for adjustment of working hours

in so far as it concerns the date of commencement and the magnitude of the adjust‐
ment, unless substantial business or service interests dictate otherwise.

6. The employer shall determine the distribution of hours in accordance with the
wishes of the employee. The employer can change the distribution of the hours if
the interests of the employee must yield for reasons of reasonableness and fairness.

7. The employer shall notify the employee in writing with respect to the decision on
the request for adjustment of working hours. If the employer does not grant the
request or determines a distribution of the working hours in deviation from the
wishes of the employee, this shall be notified in writing providing a statement of
the reasons.

8. […]
9. If the employer has not provided a decision on the request one month before the

intended commencement date of the adjustment, the working hours will be adjusted
according to the request of the employee.

10. […]
11. This article does not apply to an employer with fewer than 10 employees. This

employer must make arrangements regarding the right of employees to adjust their
working hours.
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6 Modeling the Experience of the Service

In this section we will describe the experience initiated by the employee exercising his
power to request adjusting his working hours, in terms of different states of different
types, the transitions and its justification in the regulation.

To be representative it is strongly recommended to start with the first legal state
before the start of the act. Why? It happens that legal subjects asked at any time what
their rights and obligations are in the context of the WHAA. It is actually part of a legal
case as published in jurisprudence about the WHAA. In the time before the start of the
validity of the act, no employee nor employer has a right or obligation in the context of
the WHAA. This is represented as Legal State 0, LS0 in Fig. 1. A legal state is repre‐
sented as a rectangle with solid thick lines, with a short identifying code and a brief
description of the legal relationship.

Fig. 1. Start state

The next interesting legal state is the result of the time becoming the first of July,
2000. This transition is represented as a solid arrow in the diagram of Fig. 2, with a clock
to denote that this transition is performed by the time becoming 2000-07-01 ISO Date
Convention. It is the time has as legal result the associated legal relationship as is repre‐
sented in Fig. 2. Here we see that the employee has the power to request an adjustment
of the agreed working hours from his employer. The transition from legal state LS0 to
LS1 is the time 2000-07-01, the start date of the WHAA.

Fig. 2. WHAA 2000 becomes valid

In Legal state LS1 there exist a legal relationship between the legal subject employee
as the right holder (power) and the legal subject the employer as the duty holder
(liability), with respect to an adjustment of the working hours. The employee can in legal
state LS1 decide to make use of his power to request an adjustment in working hours.
This act by the employee is intended as a legal act. However, there are conditions to the
legal act and they need to be agreed by the employer, for the legal act to have the legal
consequences. That is the reason that in Fig. 3 the arrow between legal state LS1 and
legal intermediate state LIS1 is a an arrow with dots and small line, while the act is in
a similar circle to denote that it is part of the acts that are required from the legal subjects.
Hence this intended legal act by the employee results in a Legal Intermediate State.
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Why? There can be errors in the request (e.g. number of working hours is inconsistent
with the desired distribution; or the commencement date has been forgotten, or is in the
past and so on). Hence legal intermediate state is the same legal state as LS1, but has an
intermediate effect as the employer can now communicate the errors to the requesting
employee. An intermediate legal state is represented by a rectangle with thick interrupted
lines.

Fig. 3. Request employee

The current version of the Dutch Civil Code was specified in the period roughly
1960–1990 and in that period it was not known that we would have IT-supported, inter‐
active, regulation based services. Hence the Dutch Civil Code does currently not
describe sufficiently precise, how to specify an IT-supported, interactive, regulation
based service. Hence the Dutch Civil Code needs to be extended to cater for
IT-supported, interactive, regulation based services. In the meantime however the serv‐
ices are already needed and in operation. The abbreviation eE stands for employee, the
abbreviation eR for employer.

The employer identifies the errors in the request of the employee and notifies the
employee via arrow a, and this generates a new interactive state (still the same legal
state), see Fig. 4. An interactive state is represented by a rectangle with thin lines.

Fig. 4. Errors in the request

In the interactive intermediate state IIS1 the employee can correct the errors and re-
submit the request to the employer via arrow b. This is represented in Fig. 5.
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Fig. 6. All conditions satisfied

The employer now receives (hopefully) a modified request. It can still have one or
more errors and then the actions of arrow a en b can be repeated. When there are no
errors and all conditions are satisfied, the employer declares this and then the legal act
by the employee (!) is finished and has the legal consequences as specified in 2.4, 2.5,
2.6 and 2.7 as presented in Fig. 6.

Please note there is a difference in arrow 2.1 and arrow 2.1, 2.3 to denote the different
kinds of actions by the employee and the employer.

In Fig. 7 we present the graphical information about the possible paths. One can
quickly see that the employer has three courses of action (mutually exclusive), in legal
state LS23, use article 2.5 ls (last sentence), use article 2.5 fs (first sentence) or let the
time decide (article 2.10). Applying article 2.5 first sentence leads to a legal intermediate

Fig. 5. Responding to the errors

Fig. 7. Possible paths employee
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state LIS2, in which the employer has again the choice using of three each other
excluding options. And thereafter we see quickly that the situation comes back to Legal
State 1 (LS1) via transition (legal fact) 8a or 8b as 2 years have passed.

In Fig. 8 we have represented the possible paths that can be followed from the initia‐
tive of the employer. The legal fact 1 (transition from legal state LS1 to LS2) means that
the employer has grown to 10 or more employees, in which situation he has no duty to
specify a specific provision for his enterprise. The opposite happens with legal fact 2,
when the employment situation moves from 10 or more to less than 10. Please note that
the code for a state is unique within an initiative.

Fig. 8. Possible paths employer

For the main legal subjects for the WHAA these are the two initiatives and the
possible paths after the initiative.

It is our belief that this kind of graphical information to provides a more productive
overview of the act than the traditional textual representation.

7 Conclusions and Future Work

The Blue Chamber been working on new ways to get to the complete and tested speci‐
fication for IT-supported, interactive, regulation based services. During that effort it was
detected that one could usefully make use of the state and transition theories developed
in the sciences and engineering disciplines.

The working group is currently working on another concept to be added, the legal
subject transaction.
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Abstract. The theory and engineering of states and transitions has been
developed since WWII, with considerable success. Since 2012 some Dutch
government services organizations, academia and innovative companies decided
to establish a co-creation, named Blue Chamber, with the aim to develop a
national protocol to “translate the regulations” into a durable, IT-independent
model or specifications for IT-supported, interactive, regulation based services.
Regulation here means the union of laws, associated decrees and policies, both
government and ministerial.
Such a protocol acts like a process and each process requires a conceptual

data structure or IT-independent reference model. During the analysis of the
deep structure of regulations and the associated services it became clear that the
theory and application of states and transitions could be applied as innovative
tool in the process of specifying the durable specifications. In this paper we
describe this approach using a small but significant law and associated services.

Keywords: States and transitions as a modeling tool in IT-supported
Interactive � Regulation based services
Diagrammatic representation of scenario’s using extended state and transition
diagrams � Fact based modeling (FBM)

1 Introduction

IT-supported, interactive, regulation based services are on the rise in The Netherlands,
like in many other countries in recent decades. The community that defines these
regulations is not always fully aware that the regulations need to take into account the
new opportunities of IT-supported, interactive, regulation based services as that trade is
so far hardly using any intelligent software applications.
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One of the results of the co-creation was the discovery that there is a solid base to
unify the various approaches to laws and IT-supported, interactive, regulation based
services [1, 2, 5] and [6]. Regulation in this paper means the union of laws, government
decrees, ministerial decrees and several other policies, including decisions by the courts.

The legality principle specifies that the intent of the regulation needs to be faithfully
applied in all practical scenarios or cases or service.

The legislation describes roughly speaking which rights and duties are applicable
for a specific citizen or enterprise and under which circumstances; it furthermore
describes the consequences of legal facts. For a faithful application of the regulation in
all practical scenarios it is needed to model explicitly all the semantics intended in the
practical scenarios. In another paper we have described the core of the Reference model
for IT-supported, interactive regulation based services [7].

In Sect. 2 we briefly describe the aspect of spaghetti in earlier software. In Sect. 3
we summarize the core of the Reference model [4, 9, 10, 11]. In Sect. 4 we discuss a
small but fairly representative Dutch act, WHAA (Working Hours Adjustment Act),
representative with respect to states and transitions, with the first part expressed in
meaning based, structured legal code. In Sect. 5 we take parts of the (traditional) legal
code of the WHAA and demonstrate how the meaning can be expressed quite a bit
better. In Sect. 6 we present a summary and suggestions for the road ahead.

2 Spaghetti in Software Code

In the early days of software code the notorious GO TO instruction was all over the
place. It resulted in spaghetti code. It was the Dutch software scientist Edsger Dijkstra
that published the famous article in 1968: The Go To statement considered harmful [3].
In software science this publication resulted in a lot of attention. Software languages
were later adjusted to exclude the Go To statement. Hence a systematic improvement of
the quality of the software code.

In 1975 an article was published in Datamation with the title. The ELSE must go,
too. Although this would mean another major step away from complexification, the
results so far have not received widespread adoption.

Most software code today is less of spaghetti than in was in the days of the GO TO;
however the size of specification languages and software programs using the ELSE has
resulted in almost unmanageable complexity. Hence there is a drive away from pro-
cedural specification and coding towards a larger percentage of declarative
formulations.

Often the writing of acts is also called coding. How about the spaghetti aspect of
legal coding? This will be illustrated later in this article.

3 Reference Model

During the last 4 years the co-creation effort of the Blue Chamber resulted in a clear
distinction between state based constructs like legal relationships, with their conditions
and transition based constructs, with their conditions [4, 8–10, 11].
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The core of the state aspects are the legal relationships, forming the legal situation
of a legal subject. A legal relationship is a relationship in which one legal subject has
the right side and another legal subject has the corresponding duty side, with respect to
a certain subject, e.g. the right to adjust the agreed number of working hours. So far
there have been detected 7 different kinds of legal relationships in the European Dutch
jurisdiction.

Every legal relationship has associated with it one or more conditions.
Needless to say that state aspects should be carefully distinguished from transition

aspects. Hence take into account the transition aspects (Legal facts) between a legal
situation and its successive legal situation as a result of the legal fact.

It is furthermore useful to have the concept of the legal consequences of a legal fact
that lead to a different legal situation.

For more on the Reference model for IT-supported, interactive, regulation based
services see ref. [7].

4 An Example of a Meaning Based Structured Legal Code

Below we present a small but representative regulation for the discussion of meaning
based legal code and traditional legal code.

Article 2, item 1 and 2, are expressed in meaning based, structured legal code, the
remainder is a copy of the current conventional legal code.

(Entry into force of this version: July 1st, 2000)
Act of February 19, 2000, concerning rules on the right to adjust the working

hours (Working Hours Adjustment Act)
General Clause
Article 1
In this act and the decrees based thereon, the following definitions apply:

a. employer: one who – based on a contract of employment subject to civil law or
public appointment – lets another perform labor;

b. employee: the ‘another’, as mentioned under a.

Right of adjustment of number of working hours
Article 2

1. The employee has the power to request the employer for adjustment of the working
hours arising from his contract of employment or public appointment, if all of the
following conditions are satisfied:
a. the employer of the employee is not a military employer,
b. the employer employs at least 10 employees,
c. the employee has in the past two years not received a grant or rejection of a

request for adjustment of working hours, and
d. the employee is not within 4 months of the termination of the employment

contract, or the employee has a contract without a termination date.
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2. The request for adjustment of the working hours by the employee on the basis of the
legal relationship described in 1 has legal consequences, if all of the following
conditions are satisfied:

The request to the employer for the adjustment of the working hours by the
employee is

a. submitted in writing,
b. at least four months prior to the intended commencement date of the adjustment,
c. stating the commencement date,
d. stating the magnitude of the adjustment of working hours,
e. stating the desired distribution of hours,
f. an employment started at least one year prior to the intended date of commencement

of the adjustment, and
g. the intended commencement date is before the planned end date of the employment,

or the employment has no planned end date.

Legal consequences
A valid legal act as described in 2.1 and 2.3 has the legal consequences described in

4, 5, 6 and 7, as far as applicable.
(from here on the traditional code)

4. The employer shall consult with the employee concerning the employee’s request.
5. The employer shall grant the employee’s request for adjustment of working hours

in so far as it concerns the date of commencement and the magnitude of the
adjustment, unless substantial business or service interests dictate otherwise.

6. The employer shall determine the distribution of hours in accordance with the
wishes of the employee. The employer can change the distribution of the hours if
the interests of the employee must yield for reasons of reasonableness and fairness.

7. The employer shall notify the employee in writing with respect to the decision on
the request for adjustment of working hours. If the employer does not grant the
request or determines a distribution of the working hours in deviation from the
wishes of the employee, this shall be notified in writing providing a statement of
the reasons.

8. […]
9. If the employer has not provided a decision on the request one month before the

intended commencement date of the adjustment, the working hours will be
adjusted according to the request of the employee.

10. […]
11. This article does not apply to an employer with fewer than 10 employees. This

employer must make arrangements regarding the right of employees to adjust their
working hours.
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5 The Classification (Modeling) of the Traditional Legal
Code

In this section we classify (model) the existing legal code.
(Entry into force of this version: July 1st, 2000)
Act of February 19, 2000, concerning rules on the right to adjust the working

hours (Working Hours Adjustment Act)

General Clause

Article 1
In this act and the decrees based thereon, the following definitions apply:

a. employer: one who – based on a contract of employment subject to civil law or
public appointment – lets another perform labor;

b. employee: the ‘another’, as mentioned under a.

Right of adjustment of number of working hours

Article 2

1. The employee can request the employer for adjustment of the working hours
arising from his contract of employment or public appointment, if the employee has
been in the employment of said employer for the duration of at least one year prior
to the intended date of commencement of the adjustment. For the calculation of the
one year term, consecutive periods in which work is performed shall be aggregated
if the interval between periods amounts to no more than three months. The pre-
ceding sentence shall apply mutatis mutandis to periods in which work is per-
formed for different employers, when said employers can reasonably be deemed to
be each other’s successor with respect to the work performed.

2. For military officials the right to adjust working hours is governed by Order in
Council on the recommendation of Our Minister of Defence and Our Minister of
Social Affairs and Employment using unpaid leave for part-time work.

3. The request for adjustment of working hours will have to be submitted in writing to
the employer at least four months prior to the intended commencement date of the
adjustment, stating the commencement date, the magnitude of the adjustment of
working hours per week or, if hours of work has been established for a different
period the adjustment for said period, and the desired distribution of hours over the
week or other period agreed upon. The employee can resubmit a request for
adjustment of working hours at most once every two years, after the employer has
granted or rejected a previous request.

4. The employer shall consult with the employee concerning the employee’s request.
5. The employer shall grant the employee’s request for adjustment of working hours

in so far as it concerns the date of commencement and the magnitude of the
adjustment, unless substantial business or service interests dictate otherwise.

6. The employer shall determine the distribution of hours in accordance with the
wishes of the employee. The employer can change the distribution of the hours if
the interests of the employee must yield for reasons of reasonableness and fairness.
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7. The employer shall notify the employee in writing with respect to the decision on
the request for adjustment of working hours. If the employer does not grant the
request or determines a distribution of the working hours in deviation from the
wishes of the employee, this shall be notified in writing providing a statement of
the reasons.

8. […]
9. If the employer has not provided a decision on the request one month before the

intended commencement date of the adjustment, the working hours will be
adjusted according to the request of the employee.

10. […]
11. This article does not apply to an employer with fewer than 10 employees. This

employer must make arrangements regarding the right of employees to adjust their
working hours.

The first question is: how to classify (model) the first 21 words of article 2.1, is it a
state concept or a transition concept?

Right of adjustment of number of working hours

Article 2

1. The employee can request the employer for adjustment of the working hours arising
from his contract of employment or public appointment

The title “Right of adjustment” denotes a legal relationship, hence a state concept.
However the 21 words are expressed in a way that it comes very close to the legal act,
or transition concept. This is one of the problems in the current legal coding con-
vention that the distinction between state and transition is often not properly described.

Hence the 21 words are in blue (Fig. 1), corresponding with the color of legal
relationship in the Reference model [7].

However, at the same time we have to classify (model) the same 21 words as a legal
fact (transition) as represented in Fig. 2.

Fig. 1.

Fig. 2.
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Hence the same 21 words have to be classified both as legal relationship (state) and
legal act (transition). It would be much better if there would be in the legal coding an
explicit description of the legal relationships (state) and the legal acts (transition).
Why? State and transition are two entirely different concepts and each has its own
conditions.

How to classify (model) the following 29 words in 2.1:

1. […] if the employee has been in the employment of said employer for the duration
of at least one year prior to the intended date of commencement of the adjustment.

The intended date of commencement has nothing to do with the legal relationship
of power. It is a fact of the legal act to request an adjustment of working hours. Hence
the text of 29 words is to be classified as a condition on the legal act (transition). That is
the reason that we use the same color as legal act attached to the condition (Fig. 3).

This is the kind of confusion that can be avoided when using meaning based,
structured, legal code.

How to classify (model): The request for adjustment of working hours (see Fig. 4).

2. The request for adjustment of working hours will have to be submitted in writing to
the employer at least four months prior to the intended commencement date of the
adjustment, stating the commencement date, the magnitude of the adjustment of
working hours per week or, if hours of work has been established for a different
period the adjustment for said period, and the desired distribution of hours over the
week or other period agreed upon. The employee can resubmit a request for
adjustment of working hours at most once every two years, after the employer has
granted or rejected a previous request (Fig. 5).

Fig. 3.

Fig. 4.

Fig. 5.
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The request for adjustment of working hours is clearly a legal act, hence a tran-
sition. Hence the condition “submitted in writing” is a condition on the legal act, the
transition.

However, the last sentence of 2.3:
The employee can resubmit a request for adjustment of working hours at most once

every two years, after the employer has granted or rejected a previous request.
Is a condition on the legal relationship, while the text is part of 2.1, which starts

with the legal act. This is the kind of confusion that can be avoided when using
meaning based, structured, legal code.

Hence we have demonstrated that in the existing legal code there is hardly a clear
classification of the core elements of legal code such as legal relationships, conditions
on legal relationships, legal facts and conditions on legal acts and the legal conse-
quences of legal acts.

If the proposal for meaning based, structured, legal code would be implemented it
would likely result in substantial savings and increased quality in projects to produce
IT-supported, interactive, regulation based services.

6 Conclusions and Future Work

While working in the co-creation the Blue Chamber we gradually came closer and
closer to a meaning based, structured legal code. It then became clear how much
productivity could be achieved if this would be systematically used in legal code. We
have described above an example of an act in traditional legal code and in the proposed
meaning based, structured legal code. It has been demonstrated that the traditional legal
code causes quite a bit of avoidable confusion. We believe that the meaning based,
structured legal code opens complete new opportunities in IT-supported, interactive,
regulation based services.
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Abstract. Organizations, and financial organizations in particular, have to fulfil
an increasing amount of regulations imposed by external entities. Moreover,
these regulations impose shorter lead times and require much more granularity
of the data that needs to be reported than traditional reports. In addition, lineage
requirements are imposed more strictly and at a faster pace. For organizations to
fulfil all these requirements, having insight in the link between the reported data
and the source provides (part of) the key to success. To achieve this insight, the
creation of a common understanding forms the foundation.

Keywords: Fact-based model � Compliance � Regulation � Cognitation
Cogniam

1 Introduction

Regulators, and bank regulators in particular, are requiring more frequent and more
detailed information in addition to traditional reporting. Instead of aggregated infor-
mation, regulators like the European Central Bank (ECB), request the underlying
granular data sets such that they can perform the analysis themselves. Hereby, some of
these regulations, among which the Basel capital adequacy principles and IFRS 9,
require interoperability between the finance, risk and regulatory reporting functions
within financial organizations.

Additionally, new requirements are coming at an increasing pace, with decreasing
lead times for the financial institutions to realize the requirements.

While all of the above is already extremely challenging for financial institutions, the
complexity does not stop there. Additional complexity is given by the fact that the
regulators themselves are not aligned in terms and understanding. That is, between
regulators (and even between departments within the same regulator), there is no
guarantee that the used concepts are aligned in terms and understanding. One reason for
this is that regulators may take different approaches to the same issue: they come up
with similar requirements, designed with similar intents in mind, but are all slightly
different. At the same time, different regulators can have different views on the same
concept, resulting in similar terms with different interpretations.
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Many financial organizations have installed project programs to deal with the
challenges mentioned above. Typically, they introduce a central data store to collect the
granular data and connect this data store to the reporting chains. While this is a feasible
solution, it only solves part of the issue. The major challenge is not only to connect all
sources to the central data store, but to do so in a meaningful manner. In this paper, we
introduce a semantic-based approach whereby a common understanding serves as the
foundation to achieve the required lineage as well as to ensure correct answering of
regulatory requirements.

2 Approaches to Regulatory Reporting

As stated in the introduction, organizations are facing new challenges because of an
increase in regulatory demands. This requires organizations to rethink their strategy
with respect to reporting in particular, and data management in general as reconciliation
of date used for risk, finance and reporting is necessary to support the different regu-
latory reporting needs.

2.1 Traditional Approach to Reporting

Traditionally, reporting requirements were dealt with in a fragmented, isolated manner:
for each regulatory reporting, a project was initiated, resulting in a customized
reporting chain. That is: traditionally, each regulatory reporting was supported by
exactly one reporting chain: the Basel chain being responsible for Basel reporting and
Basel reporting only.

Looking into the details of such a project (i.e. in the traditional view), the activities
performed are always the same: (1) analysis of the regulation, (2) mapping of the
regulation to existing source systems and (3) defining the associated transformation
rules to go from source system to final report. This leads to a myriad of relations,
whereby consistency is hard to maintain as changes in the source systems have an
impact on more than one reporting chain. At the same time, changes in regulations are
hard to trace as one regulatory requirement is a transformation of data coming from
several source systems as the regulatory requirements are not elementary in nature and
the link between regulatory requirement and source system data element is not nec-
essarily a one-on-one mapping.

This traditional approach to reporting is hard to maintain since consistency in
reporting and consistency in supply of data to disparate business lines cannot be
completely guaranteed and compliance thus comes at risk (Fig. 1).

2.2 A Common Approach to Reporting

One of the major shortcomings of the traditional approach is no guaranteed consis-
tency. Another issue is that, discrepancies between approaches of the various regulators
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involved in the regulatory initiatives can lead to discrepancies, leaving financial
institutions with no clear picture of what course to take. In case there is no commu-
nication between the different reporting chains of the financial organization, this leads
to complete chaos.

Compliance with multiple regulatory initiatives with similar intentions but nuanced
data requirements suggests the need for a standardized data model for regulatory data.
This is exactly the scope of the BIRD project [1], which aims to foster cooperation in
the field of regulatory reporting by developing a harmonized technical data model. This
initiative, however, is in its infancy. In particular, at the time of writing, only the ECB
regulation EU 2016/687 [2] and EU regulation 1011/2012 [3] as amended by Regu-
lation EU 2016/1384 [4] are combined during a pilot project (Fig. 2).

Similar initiatives take place at financial organizations. Financial organizations
unify their data by developing or adopting a “universal data model” that serves as a
central data store connecting to the different reporting chains. This ensures that data is
sourced from a single consistent data model (Fig. 3).

Although this consistent data model is a good step towards overall consistency, it is
no guarantee for correctness. In particular, the central data store, be it adopted or own
development, is only as valid as the interpretation of the underlying data structures.
That is, mapping of the meaning of the data structures in the data store to the meaning

Fig. 1. Traditional approach to regulatory reporting.
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of the data elements in the different regulations as well as the different source systems is
a prerequisite for a successful implementation of such a central data store. Therefore, a
semantic enterprise model is a prerequisite for success (Fig. 4).

Fig. 2. Unifying the regulatory data model reduces complexity in reporting chains.

Fig. 3. The BIRD initiative – a fragment of the harmonized data model [1].
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3 Supporting the Overall Process

The overall process consists of the following steps:

1. Identification of the requirements in the regulation
2. Analysis of the requirements
3. Definition of configuration-specific information for developing the universal data

model.
4. Generating the sourcing format on the basis of the relational structure of the uni-

versal data model (Fig. 5).

3.1 Step 1: Identification of the Requirements in the Regulation

The first step of the process consists of identifying the relevant requirements in the
regulation. Fortunately, regulatory requirements is, because of necessity, well struc-
tured. Unfortunately, clarity about the meaning of the regulatory requirements is not
always the case. This because of (1) unclear terminology, (2) lacking definitions and/or
(3) distribution of all relevant information with respect to one requirement over several
articles of one or more regulations. For example, in the Anacredit regulation EU
2016/687 [1], the term “annual turnover” is defined as “annual sales volume net of all
discounts and sale taxes of the counterparty in accordance with Recommendation
2003/361/EC, equivalent to the concept of ‘total annual sales’ in Article 153(4) of
Regulation (EU) No 575/2013”. In other words, in order to get a grasp on the definition

Fig. 4. Universal data model as an intermediate between the regulatory world and the internal
world.
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of annual turnover, at least two other regulations have to be consulted. To support this
identification, the software tool “Cognitatie” is used. With Cognitatie, we are capable to
“annotate” a piece of text in a regulation, identify it (in this case: give it a requirement
identifier), and relate it to pieces of text in other regulations, combining them in one
context. This one context contains all relevant information for step 2 in the process:
“analysis of the requirements”. Also, it forms the starting point for the data lineage
throughout the organization (Fig. 6).

Fig. 6. Cognitatie aids in annotating the relevant fragments in legislation, and combine them to
have all required insight about a requirement in one look.

Fig. 5. Proposed approach: the semantic information model as leading for the mapping:
ensuring correct interpretation.
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Note that, with Cognitatie, we not only have the means to create annotations and
relate annotations associated with each other, even though the text fragments that are
annotated are distributed over several documents, Cognitatie has the unique feature to
provide insight in the effect of changed regulations on the annotations. For example, if
an annotated concept is changed in a regulation, the difference is made insightful. As
such, the effect of a change of regulation on the identified requirements becomes
insightful.

3.2 Step 2: Analysis of the Requirements

In [5], we elaborated on an approach to develop a semantic enterprise model. This
semantic enterprise model is not only the basis for the development of the common
language but also the basis for the development of the central data store, and provides
the means to ensure lineage. That is, once requirements are identified, they are analyzed
against the semantic enterprise model. In particular, each requirement is mapped to one
or more existing fact types or, in case the concept and associated fact types do not yet
exist, new fact types are introduced.

With each fact type, the requirements to which the fact type maps, is registered.
This way, insight is created in the use of the fact types, and traceability from the
semantic enterprise model to the legislation is maintained.

Taking into account that one fact type might serve many regulations, we know the
effect of a change to a fact type on the interpretation of the regulation. Moreover, as we
have a requirement associated with an annotation, and we know the effect of a change
in regulation on a requirement (through the annotation), we have also insight in the fact
types that are affected by a change in regulation.

The semantic enterprise model is constructed using the cogNIAM method, and
consists of concepts and their associated definitions, fact types and constraints. To
ensure overall consistency of the model, the software tool “Doctool” is used for the
registration of the model (Fig. 7).

Fig. 7. The semantic enterprise model is modelled using the cogNIAM method and captured in
Doctool, whereby for each fact type is specified to which regulatory requirements it maps.
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3.3 Step 3: Definition of Configuration-Specific Information

The chosen approach follows the ANSI 3-layer data model approach as described in
[6]. That is, as described in [6], three levels of data models exist, namely:

1. The conceptual data model which describes the semantics of the data relevant to the
domain, independently of any possible means of implementation.

2. The logical data model, which anticipates the implementation of the data model on a
specific computing system. That is, the content of the logical data model is adjusted
to achieve certain practical efficiencies in comparison with the conceptual data
model.

3. The physical data model, which represents the domain taking into account the
facilities and restrictions that are part of a given storage system.

Mapping a conceptual data model to a logical data model requires choices to be
made. For example, the handling of absorption for subtypes and the mapping of
conceptual data types to logical data types needs to be specified. This mapping is done
by the “cogNIAM exporter”, which takes a cogNIAM model as input and provides the
means to generate a logical data model, taking into account the configuration choices
(Fig. 8).

By using the cogNIAM exporter, we are assured of traceability of the requirements
as we know for each element in the logical model (be it an excel logical representation,
a relational representation, or a .JSON or textual representation), on which fact type in
the model it is based. And, since for each fact type we know to which regulatory
requirements it contributes, we maintain traceability from regulation to logical.

In the current process, we generate a relational logical model on the basis of the
conceptual model. This relational logical model forms the universal data model as

Fig. 8. The cogNIAM exporter provides the means to map a conceptual model developed using
cogNIAM to a logical model.

How to Fulfil Regulatory Requirements Consistently 209



introduced in Sect. 2.2. On this level, implementation specific data is added, like file
metadata, in order to generate the physical level. This is only done for
implementation-specific data than cannot be generated based on the conceptual model
or can be set by parameters when generating the logical model.

3.4 Step 4: Generating the Sourcing Format on the Basis
of the Relational Structure of the Universal Data Model

Once the universal data model is generated, this data model is used as the basis for the
sourcing format. The sourcing format is the interchange format that is used by the
different sources to transfer their data to the universal data model. For this purpose, the
logical data model is first loaded into SQL Server as a relational database model in
order to generate the physical model. The ultimate sourcing format is an XSD gen-
erated on the basis of the universal data model. By using specific tooling, the
parameters are set for generating the physical model based on the logical model. The
result is a fully generated XSD, without the need of any manual interventions, which
implies that no additional steps have to be undertaken to ensure lineage (Fig. 9).

4 Conclusions and Future Work

In this paper, we introduced an approach to fulfil regulatory requirements in a con-
sistent manner. Central to the approach is the use of a semantic information model to
ensure correct interpretation of the requirements, to define a universal data model that is
used as means to collect the data required for fulfilling the requirements, and to define
the exchange format for different sources. This approach is used in practice and shows
major advantages over the traditional approach of only mapping report by report or
only through a logical model, as not only consistent reporting is achieved but also
correct interpretation of the reporting requirements.

Future work includes further integration of the different tool to support the overall
process and to implement the lessons learned with respect to analysis and modelling.

Fig. 9. The resulting sourcing format.
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Abstract. This paper describes a research approach to an evaluation of a Design
Science Research (DSR) Artefact in the field of Agile Enterprise Design. The
Artefact, the result of a program which engineered and combined three method‐
ologies, is developed on the basis of an emerging concept since 2009 and recently
(in 2016) implemented in several information systems. Because of the availability
of several implementations of the artefact, a post evaluation based on hypothesis
testing of the real artefacts is a feasible and necessary next research step, on which
will we elaborate in this paper. Rather than a research question, three hypotheses
are proposed in this research.

Keywords: Information system · Enterprise Design · Enterprise Ontology
Enterprise Architecture · DEMO · IS Architecture · Fact Based Modelling
CogNIAM · IT Architecture · Normalised Systems Theory · Hypothesis testing
Experimental research

1 Introduction

This paper is part of a larger Design Science Research [1] in the field of Enterprise
Design and Information Systems Development.

2 Research Approach

The research started by an extensive literature study, collecting and capturing literature
on Enterprise Design and Information Systems Development. The reviewed literature
comprised the following domains:

1. Enterprise Ontology and Enterprise Architecture. The methodology under investi‐
gation in this research is DEMO of prof. Dietz.

2. Information and rules requirements specification, namely Fact Based Modelling
according to the methodology of CogNIAM of prof. Nijssen.

3. IT Architecture, based on the Normalised Systems Theory of prof. Verelst and prof.
Mannaert.
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As mentioned, for building the artefact the methodologies were used, these meth‐
odologies are also needed for creating information systems as they deliver the basis for
the requirements phase.

So this research is not only about testing an artefact but also about the capability of
an organization to accept and use these theories or parts of them. Identifying useable
methodologies to improve the development of Information Systems and creating arte‐
facts to support them is not practical if the IT staff is not able to adopt them.

In order to position the three methodologies in an overall architecture, we used an
architecture developed by a co-creation in the Netherlands, the Blue Chamber [8], for
IT-supported, interactive, regulation based services.

In this so called Blue Chamber architecture there is a distinction between 5 actor
groups. The first actor group specifies the regulations, or in case of information systems
not based on or based on only a few regulations, this group produces the initial require‐
ments, from a business perspective.

The second actor group takes as input the regulations, or the initial specifications,
and produces as output the complete, consistent and formal specifications including all
the relevant test cases, all from the perspective of the business. These specifications
could also be considered as the formal logical model from the business perspective of
the new system. These specifications are durable and thus independent of the often
changing IT. The third actor group transforms the complete and formal specifications
into IT-dependent descriptions.

The fourth actor group consists of the users of the system.
The fifth actor group is concerned with jurisprudence. In the case of systems not

primarily based on regulation, one could consider skipping this fifth group, although it
could also be seen as a kind of regular feedback on the system.

The architecture is diagrammatically represented in the next figure (Fig. 1).

Fig. 1. Blue Chamber architecture [8]

The information systems mentioned have a typical lifespan between 20 and 30 years.
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2.1 Enterprise Ontology

This paper focusses on the theoretical foundations of the DEMO methodology, namely
its particular system concept and corresponding white-box model. These notions provide
a constructional understanding, as opposed to the traditional functional understanding,
of business processes.

Dietz claims the system concept to be a crucial success factor in redesign and re-
engineering projects [2].

An example of constructional understanding is that a racing car driver is perfectly
well able to drive a racing car on the basis of his functional knowledge of cars, i.e. on
the basis of knowing the effects of manipulating the controls, taking into account various
external conditions.

A racing car mechanic is perfectly well able to repair and tune a car for optimal
performance. He does so on the basis of his constructional knowledge, i.e. on the basis
of knowing how the constituent parts, like the engine, the gears, and the transmission
chains, collectively realize the car’s function, and how this is influenced by various
external conditions.

Functional knowledge and constructional knowledge are of a very different nature.
In this paper we distinguish two general kinds of system definitions: ontological

definitions and teleological ones. Ontological definitions are based on empirical obser‐
vation of what a system is, distinct from other observable things. Teleological definitions
are based on the interpretation of observed behaviour of a system.

Enterprise, Information and IT Systems
The system definition provided hereafter is derived from the very general and very exact
ontological definition of the notion of system as provided by Bunge [3]. It defines the
class of discrete dynamic systems.

Something is a (discrete dynamic) system if and only if it has all of the next properties:

– It has composition, i.e. there is a set of constituent elements. The nature of these
elements determine the category to which the system belongs.

– It has structure, i.e. the elements influence each other’s behaviour, such that every
element influences or is influenced by at least one other element, and such that there
are no ‘isolated parts’.

– It has boundary, i.e. the composition is divided in two subsets: the kernel and the
environment. Every element in the environment only influences or is influenced by
one or more elements in the kernel of the system.

– It has activity, i.e. the elements cause changes in the state of some world. The number
of changes in any finite interval of time is finite.

The notion of subsystem is very exactly defined as follows. A system A is a
subsystem of a system B if and only if the kernel of A is a subset of the kernel of B, the
environment of A is a subset of the composition of B, and the structure of A is a subset
of the structure of B.
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2.2 Fact Based Modelling

Fact Based Modelling has been used applied in industry for over 35 years, and is taught
in universities around the world. The University of Maastricht has introduced a FBM
Course in 2017 in the department Data Science & Knowledge Engineering1. The fact
based modelling approach comprises a family of closely related languages and methods,
the oldest being NIAM (Natural language Information Analysis Method), followed by
Object-Role Modelling (ORM), Cognition enhanced NIAM (CogNIAM), Fully
Communication Oriented Information Modelling (FCO-IM), Deploying Ontology-
Grounded Methods and Applications (DOGMA) and Grounding Ontologies in Social
Process by Language (GOSPL). An early version of FBM was the basis for ISO Tech‐
nical Report 9007 (ISO TR9007) [7]. An important addition to the family of fact based
approaches was the adoption in 2007 of the well-known Semantics of Business Vocabu‐
lary and Rules (SBVR) proposal by the Object Management Group (OMG). For this
research CogNIAM will be used as the basis of Fact Based Modelling. CogNIAM is
primarily used by the actor group 2.

What is the essence of CogNIAM? To accept the communication of a specific domain
by the members of one or more communities as a solid basis to be used in a multidis‐
ciplinary team to specify the durable, hence IT independent specification of a new
system. And in the case of IT supported, interactive, regulation based systems,
CogNIAM fully accepts the legality principle that states that a system providing the
regulation based services must fully adhere to the intent of the people that specified the
laws and the regulations.

CogNIAM accepts the given laws and regulations and has an extensive protocol how
to develop the complete set of test cases, how to communicate in a multidisciplinary
group about the test cases and based on the consensus, or decision by the service and
legal expert, formulate the durable legally and logically formal specifications.

CogNIAM works under the assumption that all (or most?) communication between
members of one or more communities about a specific domain can best be taken as a
starting point. Such communication is in the form of declarative facts. Of course such
declarative facts can have any number of instantiated placeholders or variables. Hence
CogNIAM assumes that the most often form of communication used is the exchange of
declarative n-ary facts. That level is called level I in the CogNIAM knowledge triangle
of three levels [6]. This is the most familiar level to most people in this world.

For communication purposes about a certain domain, certainly when more than one
sub community is involved, it is strongly recommended to use Fact Communication
Patterns and Rule Communication Patterns. Fact and Rule communication patterns can
be used to guarantee the communication that a specific sub community prefers, while at
the same time relating the Fact Communication Patterns to the Fact types, and the Rule
Communication Patterns to the Integrity or Derivation Rules.

Most people prefer to have the construct called Event to start a derivation rule or
make a change in a fact population.

1 Fact based modelling as mandatory subject in the first year of a Knowledge Engineering
program, Peter Bollen.
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With the aim to make the communication about a domain as best as possible under‐
stood, CogNIAM describes any term for which there is the slightest assumption it may
be misunderstood, a complete and understandable definition.

Hence a domain specific model in CogNIAM consists of:

1. Fact Types,
2. Object Types (nominalized Fact Types) and subtypes,
3. The Integrity Rules on the Fact Populations and Fact Population Transitions,
4. The Derivation Rules, that produce new Fact Instances from available Fact Popu‐

lations,
5. Exchange Rules to add, remove, or modify (in case of combined facts) facts in the

Fact Populations,
6. Event Rules to either start a Derivation Rule or an Exchange Rule,
7. Fact Communication Patterns to make sub community communication well under‐

stood, while maintaining the overall integrity of the system,
8. Rule Communication Patterns to express rules in a community preferred format and
9. Definitions for all terms to foster the highest degree on understand-ability among

the various members of the sub communities.

The elements of these 9 different categories are strongly related to each other. These
relationships can also be expressed as Fact Types, but then these fact types apply to any
domain, and hence make up the domain agnostic specification, or domain agnostic
conceptual schema, sometimes called meta conceptual schema.

In CogNIAM a unique aspect is that the meta conceptual schema is not postulated,
but is derived using the CogNIAM protocol starting from concrete facts, derive the
domain specific constructs, and from these derive the domain agnostic constructs.

The FBM community has set a research agenda for: sustainable integrated method‐
ologies based on Fact Based Modelling where stakeholders’ individual perspectives are
respected, while at the same time becoming part of an integrated model that provides
bridges to a stakeholder’s “legacy” systems. This agenda is in line with the research,
as described in this paper.

As CogNIAM has realized that a substantial number of persons prefer to think in
processes as this is how they experience a system, CogNIAM provides that perspective
on the entire conceptual model by providing a BPMN view.

2.3 Normalised Systems Theory

Normalized Systems studies evolvability of software architectures independent of a
specific software language or framework. It uses the concept of entropy from thermo‐
dynamics and stability from systems theory to explain that a certain bounded input
always leads to bounded output, even when the size of a system increases. As can be
read in Mannaert and Verelst [4], Normalized Systems theory acts upon the postulate
that an information system needs to be stable with respect to a defined set of anticipated
changes such as: additional data attribute or field, additional data entity, additional action
entity and additional version of a task.

216 K. Meijer et al.



They, Verelst and Mannaert [4] state the scientific claim that Normalised Systems
Theory, if recognized and understood, can counteract the laws of Professor Meir
“Manny” Lehman, who was the chairman of the Department of Computing at the Impe‐
rial College London. From 1974 on Lehman worked on eight laws of software evolution.
Lehman suggests there will be continuing applications and systems growth in order to
maintain user satisfaction. Applications and systems growth will cause a decline in
quality as well as increase complexity.

This increasing complexity is a result of combinatorial effects (CE). Normalized
Systems theory uses the next theorems to avoid these effects and ensure stability:

– Separation of Concerns (SOC): an action entity can only contain a single task in
Normalized systems.

– Data Version Transparency (DVT): Data entities that are received as an input or
produced as output by action entities need to exhibit version transparency in Normal‐
ized Systems.

– Action version transparency: Action entities that are called by other actions, need to
exhibit version transparency in Normalized Systems.

– Separation of States: The calling of an action entity by another action entity needs to
exhibit state keeping in Normalized Systems.

Normalised Systems Theory claims to support the ability to successfully analyse
business and technical changes and realize Information Systems without disruption or
technical debt and therefore resulting Normalised Systems are agile in design.

3 Three Hypotheses for Testing the Artefact2

The system and construct in this paper is the Enterprise Design of Information Systems
of an organization.

The DSR Artefact Comprises of a methodology for Agile Enterprise Design and
Information Systems Development and an implementation of a construct to accelerate
information systems development. This concept emerged since 2009 and was recently
in 2016 implemented in several information systems.

In this phase of the research the formulation of hypotheses is leading (Fig. 2).
Following Recker [5, p. 21]: “A hypothesis is the empirical formulation of a prop‐

osition that is characterised as a testable relationship between two or more varia‐
bles”. In this research hypotheses are formulated such that they are empirically testable
and allow for precise reasoning about the underlying proposition they represent.

2 A hypothesis must contain a justified theoretical argument for why you expect a certain
phenomenon to occur (or not). simply put, there is no such thing as a self-evident hypothesis
or a hypothesis that you explore “because you can”.
The hypotheses have to be connected to existing research, including references to key literature
in building the argument and scientific claims.
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• Hypothesis 1 (EO⇒ISD): Application of Enterprise ontology with a function-
construction perspective towards business processes increases the agility of Infor‐
mation Systems Development.

Agility is in this research defined by “pre-determined change drivers and design
constraints in the process of Information Systems Development” [4].

• Hypothesis 2 (FBM⇒ISD): Application of Fact and Rule based specification of
business processes increases the agility of Information Systems Development.

Fact based specifications offers software patterns which reduces the complexity of
functional software requirement analysis.

• Hypothesis 3 (NS⇒ISD): Application of Normalization of software increases the
agility of Information Systems Development.

The operationalization of the hypotheses on the agility of Information Systems
Development comprises two variables, namely Continuous Change and Stability of
Complexity.

Continuous Change: helps to keep software modern and useful, reducing the need
for large mass absorption. Continuous change means adding new functionality and/or
changing current functionality.

Stability of Complexity: provides for not increasing complexity as much as possible
in the face of more complex requirements. This counteracts the law of Lehman, who
states that software does not age with use, but deteriorates by the need to adapt it to the
changing technology and business requirements.

3.1 Further Research

The last phase will be the testing of the hypothesis on artefacts in several experiments
over a longer period of time. This experimental research is considered [5, p. 82]: “the
gold standard in research as it is one of the most rigorous forms of collecting and

Fig. 2. Hypothesis testing [5]
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analysing data, but it is also one of the most difficult research methods”. Experimental
research relies on very strong theory to guide construct definition, hypothesis specifi‐
cation and testing. Testing will be done in several case studies by adding – more and
more - new requirements to the information system under research, which has to be
adjusted to the changing environment, new legislation and technology.
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ICSP 2017 PC Chair’s Message

Cloud computing, service-oriented architecture, business process modelling, enterprise
architecture, enterprise integration, semantic interoperability—what is an enterprise
systems administrator to do with the constant stream of industry hype surrounding him,
constantly bathing him with (apparently) new ideas and new “technologies”? It is
nearly impossible, and the academic literature does not help solving the problem, with
hyped “technologies” catching on in the academic world just as easily as the industrial
world. The most unfortunate thing is that these technologies are actually useful, and the
press hype only hides that value. What the enterprise information manager really cares
about is integrated, interoperable infrastructures, industrial IoT, that support interop-
erable information systems, so he can deliver valuable information to management in
time to make correct decisions about the use and delivery of enterprise resources,
whether those are raw materials for manufacturing, people to carry out key business
processes, or the management of shipping choices for correct delivery to customers.

The OTM conference series have established itself as a major international forum
for exchanging ideas and results on scientific research for practitioners in fields such as
computer supported cooperative work, middleware, Internet/Web data management,
electronic commerce, workflow management, knowledge flow, agent technologies and
software architectures, Cyber Physical Systems and IoT, to name a few. The recent
popularity and interest in service-oriented architectures & domains require capabilities
for on-demand composition of services. These emerging technologies represent a
significant need for highly interoperable systems.

As a part of OnTheMove 2017, the Industry Case Studies Program on “Industry
Applications and Standard initiatives for Cooperative Information Systems - The future
for the Cyber Physical Systems”, supported by OMG, IIC (Industrial Internet Con-
sortium), IFAC TC 5.3 “Enterprise Integration and Networking”, IFAC TC 9.3 on
“Control for Smart cities” and the SIG INTEROP Grande-Région, emphasized
Research/Industry cooperation on these future trends. The focus of the program is on a
discussion of ideas where research areas address interoperable information systems and
infrastructure. Four short papers have been presented, focusing on industry leaders,
standardization initiatives, European and international projects consortiums and dis-
cussing how projects within their organizations addressed software, systems and
architecture interoperability. Each paper has been reviewed by an international Pro-
gramme Committee composed of representatives of Academia, Industry and Stan-
dardisation initiatives. We thank them for their dedication and interest.

We hope that you find this industry-focused part of the program valuable as
feedback from industry practitioners, and we thank the authors for the time and effort
taken to contribute to the program.

The OTM Industry Case Studies Program chair

September 2017 Hervé Panetto
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Abstract. AIPLA 2017 Spring Conference turned out to be the most interesting
event by AIPLA’s standing, especially as to the IDL. This paper upfront confirms
the truth of this assumption: The event provided the best survey/comment up to
now concerning the recent nationwide §101/Alice-guidelines and similar inter-
national developments. Section 2 namely reports that the AIPLA 2017 Spring
Conference was the first internationally attended meeting of the large expert
community of 35 USC Substantive Patent Law (“SPL”) that in several panels

• showed the by now vastly stabilized understanding of the Supreme
Court’s Alice decision

• complained of the still total helplessness as to an urgently needed
key to ─ or, to the point: ‘clou’ of ─ the Supreme Court’s Alice
analysis, i.e. its MBA-framework, which would clearly/convincingly,
totally robustly, and broadly acceptably separate patent-eligible
(“PE”) from nPE inventions.

But this ‘clou’ exists, even a ‘big clou’, as the latter enables by IDL for any
ETCI to prove rationally & mathematically •trivially and •semi-automatically its
totally robust SPL satisfaction (comprising its PE).

Keywords: Invention Description Language – IDL � FSTP-Test
Alice-guidelines � MBA framework � Solomonic clou
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1 The AIPLA 2017 Spring Conference
and the §101/Framework Issue

By targeting the AIPLA 2017 Spring Conference the [21] assumed already that it
would become─ as to the 35 USC §101 problem, its Supreme Court’s framework, and
the CAFC’s actual precedents ─ the most interesting event by AIPLA’s standing,
especially as to the IDL [21]. This continuation of [21] upfront confirms the truth of
this assumption: This event provided the best survey/comment up to now concerning
the recent nationwide §101/Alice-guidelines and similar international developments,
e.g. by [27].

Section 2 namely reports that the AIPLA 2017 Spring Conference was the first
internationally attended meeting of the large expert community of 35 USC Substantive
Patent Law (“SPL”) that in several panels

• showed the by now vastly stabilized understanding of the Supreme Court’s Alice
decision1(a), (b) ─ as socioeconomically indeed being of groundbreaking impor-
tance for the US innovation economies and their role in warranting the wealth of US
society ─ and, on the other hand,

1 (a)FSTP = ‘Facts Screening/Transforming/Presenting’ (Several versions of it were published already
after the Supreme Court’s KSR decision, as initial drafts and then incomplete as without PE checks,
yet notionally with ‘E-crCs’ already). ETCI = ‘Emerging Technologies Claimed Invention’.
The §101 position papers of the here involved large IPR associations/organizations/consortia

resp. dominating innovation-economies in the US came until the end of 2016 solely from the USPTO
[10, 14, 15], in 2017 (vastly US election caused) from the IPO [23], the ABA [25], the AIPLA [22],
and in between from such important consortia as e.g. the EFF [28] and the Internet Association
[19] ─ importantly also the SIPO [26]. None of these statements still steers the formerly often
openly confrontative course of •bashing the Supreme Court’s framework(d) or •just misinterpreting it
─ both earlier pursued by a thin but resilient resistance net of broadly known veterans of leading the
‘old school of the NPS’, e.g. by a seemingly smaller part of the CAFC, in total by today being a small
minority, clearly shrinking yet residual for a potentially long time.
But this change does not mean the Supreme Court’s short term interception potential is no longer

needed, e.g. for enforcing its Teva decision (‘upgrading’ of district courts v. CAFC & USPTO in SPL
precedents about ETCIs [29, 30]) and/or the it supporting Heartland decision [30].

(b)except in part of this resistance net(a) with its belief in an US patent system, •reconciling itself
after the many CAFC, district courts, and PTO in- and external clashes [1, 30], that •in the future
would consistently/predictably decide the large number of ETCI-based cases •without adjusting the
SPL interpretation to what the Supreme Court’s framework requires─ being as stable as ‘the earth is
flat’, ‘electrons are of wood’, …

(c)The Supreme Court left this “clou” to be derived by the patent community’s experts and the
CAFC from the direction pointing hints provided by what it called [18/ftn2.b.2] its [MBA-]
“framework”(d). Meanwhile it is expected that this new notion of the Alice analysis, “clou”, is
exactly to the point.

(d)─ known since [17, 18, 21] at the latest and now trivialized by the IDL. Thereby “MBA”,
standing for “KSR/Bilski/Mayo/Myriad/Biosig/Alice”, indicates that all 6 Supreme Court decisions
are needed for deriving from them this ‘clou’(c). Its highlighting is omitted from here on.

(e) according to the definition for an ETCI to be “PE”, provided by the MBA-framework(c).
(f)The nontrivial reason being: [17, 21] proved rationally and even mathematically: “An ETCI

satisfies SPL iff it passes the FSTP-Test”.
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• complained of the still total helplessness as to an urgently needed key to ─ or, to
the point: ‘clou’ of ─ the Supreme Court’s Alice analysis1(c), i.e. its MBA-frame-
work1(d), which would clearly/convincingly, totally robustly, and broadly accept-
ably separate patent-eligible (“PE”) from nPE inventions1(e).

But this ‘clou’ exists1(d), even a ‘big clou’, as the latter enables by IDL for any
ETCI to prove rationally & mathematically •trivially and •semi-automatically its totally
robust SPL satisfaction (comprising its PE)1(f).

[31] A.1/.2 explains ─ by derivatives of the below Fig. 1. from [21] ─ the
IDLFSTP-Test’s and an abstract IDLETCI’s triviality.

Fig. 1. At a first glance, the ETCI’s FSTP-Test looks complex ─ in this IDLKR [21] ─ yet
trivial at a second look [31]1(a)
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2 The §101/Alice Decision About ETCIs Is by IDL
Trivialized ─ Its Solomonic Clou

By now there are broadly accepted2(a) basic truths as to all ETCIs of the Supreme
Court’s §101/Alice decision: “The Supreme Court indicated by its Mayo opinion the
need of a socioeconomically broadly acceptable way2(b) to avoid disincentivizing
investing much money and/or time for creating ETCIs ─ just because any ETCI is
preemptive [12ftn 3(a), 11ftn 10(b)]. This disincentivation would inevitably occur if the
Supreme Court a priori took on one of the two extreme positions: Declaring all ETCIs
•PE though many ETCIs are unlimited preemptive (any one threatening to put into
jeopardy the entire US NPS, see below), or •nPE though many ETCIs are limited
preemptive ─ being indispensable for generating this incentivity.”

Given this ‘basic SPL-testing dilemma’ for ETCIs, the fundamental question is
whether a Solomonic2(c) test exists that is capable of solving this dilemma for any ETCI
according to 35 USC/SPL and the Alice analysis, i.e. of deciding this ETCI’s being PE
or nPE2(d).

This question is equivalent to asking for more (ETCI embedded) details: whether
there is a test that is

2 (a) ─ except by the residual resistance groups1(b) ─
(b)─ which it thereafter in principle found by its ‘Solomonic’ Alice analysis ─
(c)A way ─ alternativeless/trivially being a test ─ to avoiding this disincentivation is called

“Solomonic” if it finds any ETCI to be PE iff it is rationalizably/mathematizably provably ‘limited
preemptive’, which is equivalent to a conjunction of tests not referring to preemptivity.
This follows from the FSTP-Test as having, for any ETCI that passes it ─ because of test1 ─ for

any COM(ETCI) a rational/mathematizable refined claim interpretation proven correct. Moreover
then holds: test1–test10 are rationally and mathematically proven as comprising any ETCI’s
PE-criterion (test4–test7) [17] ─ with test7 redundant to test5^test6 (i.e., its test4^test7 =
test4^test5^test6) ─ and PA-criterion (test8–test10), each depending on ETCI-individual and
potentially also RS-specific “MBA-framework knowledge, MBA-FK”, by the Supreme Court
required to be disclosed for the purpose by the ETCI’s specification and potentially also RS-specific
TTi’s specifications [31].

(d)A side remark: Due to the socioeconomic trends in patenting ETCIs [6(a)/(b)/(c)] these are
socially affordable only iff SPL-satisfiability test is vastly automatable. Because of the future
socioeconomic predominance of ETCIs, refraining from automating it also puts the NPS into
jeopardy.

(e)─ which comprises guiding the tester by questions to disaggregate the ETCI’s A-crCs into its
E-crCs and to adjust the potential TTi’s to this E-KR.

(f)The USPTO’s IEG starts the Alice analysis ─ instead from these basic §101/Alice-truths and
using therein the rational [31] MBA-FK, as the Supreme Court requires2(c) ─ by its “2-step-test”
simplifying the Alice analysis, which rationally totally ignores the individual MBA-FK about this
ETCI2(c) and instead uses highly metaphysical ‘pseudo-rationales’ as to the being PE of the ETCI’s
subject matter. This MBA-FK is inevitably needed for refining the basic dilemma as required by the
Alice analysis for rationally deriving for this ETCI its individual PE decision. Thus, for the USPTO’s
“2-step-test” it is rationally impossible to rationally deliver the same PE decision as the Alice analysis
─ which leaves the user without any guidance how to rationally decide an ETCI’s being. NOTE:
This legal error applies also to CAFC decisions proceeding as the USPTO.
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1. known & for any ETCI applicable & finite & rational & today already vastly
automatically executable &

2. capable of guiding the tester of an ETCI to a KR of it that enables testing it for
SPL-satisfiability2(e) &

3. Solomonic.

These questions’ answers3(b), 2(c) cannot yet be the “big clou” ─ as not yet solving
the SPL-problem3(b).

Finding this big clou of the Supreme Court’s Alice Decision ─ hidden in its
philosophical/metaphoric language, as now implicitly confirmed by some parties ─
without the FSTP-Test would have been extremely unlikely: As then there wouldn’t
have been the for this ‘clou finding’ absolutely necessary guidance of the FSTP-Test’s
‘SPL-logic questions asking system’ (on the IES [16]), thus showing how to find the
nonevident way to this big clou. And also the FSTP-Test by itself is for patent prac-
titioners nonevident.

First, in brevity, what at all the big clou is: IDL trivializes for anybody
FSTP-Testing of ETCIs.

Next 10 guideline1(a) comments from this AIPLA conference, indicating key points
(of the basic thinking about the MBA-framework) underlying these comments2(f): •The
hitherto underestimation of ETCIs’ preemptivities is broadly recognized but not yet
clear, just as •CAFC’s recent PE decisions, some requiring reconsideration, their trend
is ok, •powerful groups not understanding this issue and hence this trend ─ including
famous names of really honorable men, •“virtually all parties dropped novelty” (being a
specific statement as to the preceding issue), •the need of one and only one PE criterion,
•no need of separation of SW-Tech from Bio-Tech ETCIs, •doubts about feasibility of
Congressional intervention, •the need to keep the Judicial Committee informed,
•several Innovation Economies being in great troubles due to investment disincenti-
vation, •nobody joined or only seemed to appreciate an appeal to Supreme Court
bashing. All these commentators and observers seemed to enjoy these univocal
agreements.

A common denominator of these 10 comments on exemplary 101/Alice issues is
that classical claiming encounters for ETCIs fundamentally disastrous blind SPL-spots
causing that the parties1(a) meanwhile agree1(b): ETCIs’ classical claiming must be
refined ─ as by the Supreme Court required.
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But, now they disagree about the MBA-framework specific way of refining
claiming of ETCIs ─ hoping there were better such ways that had nothing to do with
the allegedly incomprehensible Alice notions “nature of an application” and its trans-
formation’s result being “significantly more”3(a). But this hope is in vain again, as the
Alice analysis is improvable ─ by a clou ─ only within the MBA framework3(b).

Moreover, today this clou must be considered insufficient ─ in spite of scientifi-
cally resolving all the §101/Alice problems ─ as it does not resolve, for any ETCI
given, •also its SPL-problem, i.e. its additional §§102/103-problem, in a way •for
anybody usable. Thereby the second bullet point is socioeconomically more important
than the first one. This holds in particular as now3(b) ETCIs’ SPL-problems are no
longer caused by sophisticated 35 USC §§112/101/102/103 requirements (as resolved

3 (a)Two clarifications, not yet hitting the “clou point”, are in place here:
• none of the parties1(a) provide a suggestion alternative to theMBA-framework for how to exclude

unlimited preemptive ETCIs from being patented ─ the latter politically threaten to put the entire
US NPS into jeopardy as socioeconomically untenable, unless fair sublicensing of preempted ETCIs
is legally enforced (whereby the notion of ‘fair’ is known to be indefinable, and thus creates another
source of inconsistency and unpredictability of patent precedents about ETCIs) ─ and
• the FSTP-Technology, basically the FSTP-Test─ induced by theMBA-framework’s thought, by

FSTP-Technology brought into line with AIT [2] thinking ─ shows that none of the suggested
modifications1(a) of the MBA-framework comprises a hint that it has fully recognized this Solomonic
cognition of the Supreme Court (disclosed by its Alice’s PE analysis and transformed into
FSTP-Test, i.e. into purely mathematical thinking as envisioned by Kant [24]). This statement holds
also for the USPTO’s IEG interpretation of the Supreme Court’s Alice analysis, its ‘2-step-test’, and
for any of the current CAFC PE precedents (even in DDR, though it is correct in the Al

(b)and evidently none of the parties1(a) has attempted(c) anything alike. This Alice analysis
refinement is scientifically/notionally/semiotically rationally clarified since years [3–5] and published
for the US patent community. I.e., hence since then it is available ─ this “clou” it now asks for. This
delay is due to the legal bodies1(a) are scholastics minded, not analytics/cognitions driven ─
otherwise they also might have recognized the FSTP-Test’s charm as already embodying the “clou”
and now as directly guiding to trivializing an ETCI’s SPL-satisfaction testing (provided they had also
invented the IDL needed to this end), i.e. embodying the “big clou”.

(c)─ barring rationality to penetrate into this intricate realm of the SPL. This has been enabled by
all time interest driven pretentions that patent law is insolubly interwoven with the mystery of
successful constructive creativity (indispensable for creating ETCIs). But since the revitalization of
(decent) AI, in the 70s/80s, it is known how in principle to separate the •transcendence of this
mystery from •rational/mathematical thinking about it [7, 13]. Namely: By creating inventive
concepts, encapsulating their increments of transcendence into individual axioms, and tying these
transcendences’ effects into rationality, predominantly by lowest semantic/rational effort required to
this end, e.g. by their applications/specifications/systems/incarnations/instantiations/declaration/
objectivation/…. This then revolutionary knowledge and the meanwhile incredible increase of the
power of so structured IT systems (alias general purpose computers) enabled those familiar with both
areas of human cognition to practice this thinking of advanced system design ─ here for designing
and implementing FSTP-Technology and the IES prototype for it [16] in the FSTP-Project.
Similar paradigm shifts, as caused by this FSTP-Project ─ induced by the Supreme Court created

SPL-precedents about ETCIs─ occurred during the last 3 millennia in any technology. The time that
any such paradigm shift needed from its technology’s creation to the latter’s full use shrunk from
originally dozens of centuries (e.g. the change-over from Ptolemaic to Copernican navigation), to
few centuries (e.g. high-voltage technology from Lincoln to Tesla), to few dozens of years (e.g. in
rocketry), and now to few years (e.g. in IT, FSTP-Technique).
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by the above clou), but by another well-known innovation blocker existing in all
emerging technologies.

This innovation blocker is hitherto caused by the ubiquitous but today unavoidable
incapability of all expert communities to cooperate with each other ─ here about ETs’
issues3(c), due to the today high pace of development of any ET. This disastrous
innovation barrier is eliminated by IDL [20]: By expanding the above common
denominator of all ETCI-/SPL-problems, for enabling all members of all such com-
munities to communicate with and thereby precisely understanding each other. This is
the above big clou.

This short paper terminates by 5 ‘ETCI creation boosting potentials’ of this big
clou ─ explained in 3:

1. IDL is so trivial that it need not be learned ─ it may be used by just ‘copying’
it! This resolves the patent practitioners qualification problem as enabling them to
instantly perform ETCIs’ FSTP-drafting&testing.

2. The tester is by QA in IDL semi-automatically guided, for any ETCI, to all its
rational COM(ETCI)s and through their rational FSTP-Tests ─ whereby
his/her only vague 35 USC/SPL knowledge is needed.

3. The tester is by QA in IDL guided to any ETCI’s all mathematical COM
(ETCI)s and through their mathematical correct FSTP-Tests ─ starting from
2., his/her precise 35 USC/SPL knowledge is now needed.

4. Broad & fast knowhow dissemination in IDL ─ of all SPL-precedents about
ETCIs and potential impacts.

5. Automatically assessing that none of the many facts to be input by the tester is
forgotten [32] (as all prompted & reminded by the IES [16]) ─ excluding already
the most likely as hardly detectable errors.

In total: IDL trivializes nothing of the ETCIs’ FSTP-Test ─ but just using it, thus
dramatically increasing the efficiency of working with patents as to all its aspects,
including qualifying for it. And: IDL warrants the total robustness of its
FSTP-Test-proof ETCIs, thus dramatically increasing also the qualities of •patents for
ETCIs, of •incentives to invest into creating them, and of •SPL-drafting&-testing them.
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Abstract. User Experience and Agile Software Development are both user-
focused iterative methods. Usually they both are difficult to realize as per the
theoretical concepts in real world development. The challenge is how to integrate
them in the development process.

There is a need for gaining perspective from all the stakeholders which
includes not only customers but internal teams involved in development. This
approach will lay the foundation of taking care of the requirements from both the
product and human perspective so that the development and expectations are
consistent.

The paper will present the framework for managing the design of processes
for each stake holders – Developer, QA, Customer and Management. The frame‐
work tries to resolve the complexity that evolves through collaboration between
self-organizing, cross-functional teams.

Keywords: User experience · Development · Agile · Process

1 Co-existence of User Experience and Agile

The two disciplines of Agile Development and User Experience often come to a debate
when we apply the concepts to the real-world product development. With the miscon‐
ception of using User Experience as a tool to package and renew products with front
end design is a myth which needs to be addressed. Agile on the other hand if not applied
in a seamless manner will create deliverable of lesser quality.

UX [1] and Agile [2] have two different objectives which are product interaction
with user and code creation for a product respectively. The challenge is where to merge
them and how to merge them so that there is a genuine interaction between the two
components. This doesn’t mean that developers will be on the side of agile and designers
will be on the UX front. As per the current literature and methodologies available there
are very few concepts or tools that solves the problem of interaction between a develo‐
per’s workflow and designer’s workflow.

The UX workflow typically comprises of:

a. Assessing the problem
b. Research
c. Ideation

© Springer International Publishing AG 2018
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d. Prototyping
e. Testing
f. Collaboration to Development process

The Agile workflow typically comprises of:

a. Hypothesis
b. Research
c. Estimation
d. Development
e. QA
f. Release
g. Support

As we see that the two workflows are diverse and need to merge which itself is a
daunting task. There are lot of theories which presents concepts around this problem but
they all lack practical implementation.

The need of the hour is not to apply the theoretical concepts for teams to become
productive but to facilitate a framework for the perspective change in the organization
mindset [3].

2 Perspective of Stakeholders

As a Developer

There should be:
• A clear requirement and technical feasibility study
• Design ready with User acceptance of design
• Detailed development activities

As a QA

There should be:
• A clear definition of features
• Design of corner cases and feedback loop for developers

As a Designer

There should be:
• A clear understanding of user requirements
• Complete the design of the workflow of the application

As a Sponsor

There should be:
• A holistic understanding of the requirements
• Customer acceptance of the approved plan
• On time delivery of quality artifacts
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As a Customer

There should be:
• Proper understanding of the requirements in the delivery
• Application with complete features on time
• No Bugs

With all the perspectives in place, we need a framework which ties them together
for an effective result or an outcome. Sometimes agile or user experience methodologies
alone cannot achieve the requirement of a seamless integration or a collaboration. In the
next section we will present the framework that will help overcoming this problem [4].

3 DesEdge = Design Framework with Agile Workflow

We come up with a framework for enabling the teams to share their workshop outcomes
in form of designs which are easy to comprehend from each of the stakeholders.

So the idea is as follows:

a. Before formal development starts, we need every stakeholder to share and agree on
the development outcomes. This can only be possible when all of them share their
expectation and a developer in this mode can also have a clear understanding what
a business team wants to deliver to the customer. This way customer’s tech team
also understands what is being delivered and if it is not the expected delivery then
they have a way to provide the feedback before the expected delivery date arrives
to prevent any delays.

b. After Development ends the design and design artifacts are shared with QA and
continuous feedback cycles are managed between the teams. This way bugs are
prevented (to some extend) from reaching a production environment where customer
is affected.

c. Post the Cycle, All the teams are aware of the deliverable and all the artifacts are
available review.

d. Agile methods like SCRUM/KANBAN [5, 6] can help managing the expected time
to delivery. But the most effective way is to keep lesser stand-ups and flexible to
reduce stress on the development-design-testing teams to preserve the quality.

e. The workshops at every phase of the design of each stake-holders holds a significance
where all the stakeholders are to participate to provide a holistic overview to the
workshop objectives (Fig. 1).
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Fig. 1. DesEdge workflow

4 Conclusion

There are various ways to attain a seamless integration but the problem is with the change
of mindset that is required to adopt the change. The teams must adopt a subset of design
thinking methods [7, 8] which involves observation to discover non-delivered expect‐
ations with the context of set constraints. This will frame the scope of innovation and
refine the existing solution in a coordinated fashion without stressing the teams.

References

1. Hassenzahl, M.: User experience (UX): towards an experiential perspective on product quality.
In: Proceedings of the 20th Conference on l’Interaction Homme-Machine. ACM (2008)

2. Highsmith, J., Cockburn, A.: Agile software development: The business of innovation.
Computer 34(9), 120–127 (2001)

3. Rajkumar, M., Pole, A.K., Adige, V.S., Mahanta, P.: DevOps culture and its impact on cloud
delivery and software development. In: International Conference on Advances in Computing,
Communication, and Automation (ICACCA) (Spring), pp. 1–6. IEEE, April 2016

4. Plattner, H., Meinel, C., Leifer, L. (eds.): Design Thinking Research. Springer, Heidelberg
(2012). https://doi.org/10.1007/978-3-642-21643-5

5. Sutherland, J., et al.: Distributed scrum: Agile project management with outsourced
development teams. In: 2007 40th Annual Hawaii International Conference on System
Sciences, HICSS 2007. IEEE (2007)

6. Ikonen, M., et al.: On the impact of kanban on software project work: An empirical case study
investigation. In: 2011 16th IEEE International Conference on Engineering of Complex
Computer Systems (ICECCS). IEEE (2011)

7. Plattner, H., Meinel, C., Leifer, L. (eds.): Design Thinking: Understand–Improve–Apply.
Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-13757-0

8. Lindberg, T., Meinel, C., Wagner, R.: Design thinking: A fruitful concept for IT development?
In: Meinel, C., Leifer, L., Plattner, H. (eds.) Design Thinking. Understanding Innovation, pp.
3–18. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-13757-0_1

User Experience and Agile Software Practices 235

http://dx.doi.org/10.1007/978-3-642-21643-5
http://dx.doi.org/10.1007/978-3-642-13757-0
http://dx.doi.org/10.1007/978-3-642-13757-0_1


Optimization Approaches
for the Physical Internet

Viktoria A. Hauder1,2(B), Erik Pitzer1, and Michael Affenzeller1,3

1 Heuristic and Evolutionary Algorithms Laboratory,
School of Informatics, Communications and Media,

University of Applied Sciences Upper Austria, Hagenberg Campus,
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Abstract. With the Physical Internet (PI), a global economic trans-
formation towards a more holistic consideration and collaboration of
different agents is promoted. Its goal is the implementation of global
sustainable logistics by increasing the utilization of available resources.
This should be reached by developing a network in which goods of differ-
ent organizations are transported, stored and handled. One aspect of the
PI is the optimization of the transport procedure. In this paper, poten-
tial optimization models for a subset of three key elements of the PI, the
containers, movers (all kinds of transportation means), and nodes (all
kinds of locations), are presented. Moreover, corresponding algorithmic
approaches are proposed. The novel modeling approach of optimization
networks (ON) with the objective of finding an overall optimized solu-
tion considering the involved interrelated subtasks in a holistic sense is
compared to highly reactive solution methods based on rules that are
learned offline. With the proposed approaches, interoperability between
different (economic) agents and (software) systems is supported. The
goal of multidisciplinary collaboration of different participants and their
integration into one PI network should be approached.

Keywords: Physical internet · Optimization network · Integration
Interoperability · Sustainable logistics

1 Introduction

With the development of the so-called Physical Internet (PI or π), a novel type
of transportation of goods is suggested, in which the interoperability of software
systems, humans, and organizations is supported [10]. The current way how
physical objects such as containers are transported and handled is associated
with a loss of optimization potential and thus considered to be unsustainable [10].
c© Springer International Publishing AG 2018
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Therefore, a network which is based on the idea of the digital internet is proposed
by Montreuil et al. [10,11]. With the support of software systems, standardized
containers find their way through a transportation network in which vehicles and
locations of different organizations are connected [10]. Thus, the goal of the PI is
a change from the current globally existing fragmented transportation network
to an interconnected one, which can be seen in Fig. 1.

One aspect of the PI which has to be investigated is the design of the trans-
portation flow of containers [10]. It has to be decided which containers are trans-
ported in which vehicles and in which sequence containers are packed into one
vehicle [10]. As the PI aims at a novel type of interconnection of transportation,
including vehicles and locations of different enterprises, it has to be deliberated
if so far used optimization approaches in the area of production and logistics are
adequately applyable or new, alternative methods have to be developed.

Fig. 1. Fragmented versus interconnected transportation.

The goal of this paper is to give an overview of different possible optimization
approaches for the transportation of containers within the PI. The novel app-
roach of an optimization network (ON) is compared to a multi-agent optimiza-
tion method. Within an ON, production and logistics processes are connected
and optimized simultaneously. In contrary to that, a multi-agent system consists
of a decentralized decision process where incomplete and only local available
information is used for optimization and therefore is highly reactive. With the
presentation of both approaches, it is demonstrated, which possibilities concern-
ing logistics optimization in the PI, and therefore supporting interoperability,
exist.

The remainder of this article is organized as follows. Related work concerning
the Physical Internet is discussed in Sect. 2. This part is followed by the presen-
tation of an optimization network and a multi-agent optimization system for the
PI in Sect. 3. Finally, Sect. 4 provides concluding remarks and gives directions
for further research.
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2 Literature Review

With the proposal of the Physical Internet, Montreauil et al. [10,11] suggest
a paradigm shift in the transportation of goods. Its necessity is argued with
the existing grand challenge concerning the sustainability of global logistics in
an economic, environmental and societal way [10]. This challenge is based on
13 unsustainability symptoms such as the current existing under-utilization of
warehouses or long home absence periods of truck drivers due to their current
route schedules [10]. The three physical elements of the PI are

– π-movers (PI transportation means, for example trucks or conveyors),
– π-nodes (PI locations, for example distribution centers or warehouses), and
– π-containers which are standardized transport boxes [11].

Montreauil et al. [10,11] suggest a multi-segment intermodal transportation net-
work where π-containers are dynamically routed through a global open sup-
ply web in the same manner as digital internet data packets are transmitted.
π-containers are equipped with a smart tag, inter alia, to be able to route
themselves through the PI network. Depending on transport order specifications
and not predictable environmental influences, the routing can be dynamically
changed. π-containers can be moved by different π-movers and through differ-
ent π-nodes on their way from their source to their destination node. With this
holistic consideration, so far unseen opportunity costs for participating organi-
zations are revealed. The afore mentioned unsustainability symptoms are con-
quered and interoperability efforts between different software, human and orga-
nizational agents are supported [10,11].

As the PI is a new approach in the area of production and logistics, several
possibilities of research exist, for example the development of necessary new busi-
ness models or the design of standardized containers [10,11]. Considering opera-
tions research (OR), one research focus is on the design of transportation protocols
[4,10,11]. Algorithms have to be developed which route the π-containers through
the PI network, from its source to its destination, if feasible with several transship-
ments at intermediate stations (π-nodes). Sarraj et al. [13] describe in their work
the advantages of the PI in contrary to a fragmented logistics network. They pro-
pose a point to point routing without loops and a subsequent Bin Backing Packing
Problem (BPP) [9] formulation for the assignment of π-containers to transporta-
tion means (π-movers) and use a discrete-event simulation modeling approach,
the AnyLogic multi-agent based system. Fazili et al. [4] suggest a sequential opti-
mization and simulation consisting of three phases. After solving a BPP, a Vehicle
Routing Problem (VRP) [14] is optimized, followed by a scheduling optimization,
where trucks are assigned to not yet performed jobs. It is shown that in transporta-
tion networks where the ratio of packing costs is lower than driving costs, the PI
is advantageous. They suggest further research activities concerning the PI with
a special focus on integrated modeling approaches and dynamic and multi-agent
optimization and simulation. Based on these suggestions, the integrated approach
of an optimization network and a multi-agent based optimization approach for the
PI are proposed in this paper.
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3 Optimization Approaches for the Physical Internet

The traditional way of transporting goods consists of a fragmented logistics net-
work, in which organizations move their own or third-party goods and, with
few exceptions such as cross docking platforms [15], usually do not share their
resources with other organizations. Thus, until now research efforts in the area of
operations research have been focused on the consideration of single optimization
problems. In contrast, with the concept of the Physical Internet, a holistic, inte-
grative transportation network is demanded [10,11]. Resources of organizations
should be used collaboratively and goods should be transported in standardized
π-containers [10,11]. To accomodate these requirements, new developments con-
cerning the optimization of the proposed transportation network are necessary.
Hereinafter, three potential optimization models which can be taken into account
for optimizations within the PI are pointed out. Moreover, two algorithmic solu-
tion approaches for a holistic optimization of the PI network, an optimization
network and a multi-agent optimization approach, are proposed.

3.1 Optimization Models

As already stated in Sect. 2, the three physical elements within the Physical Inter-
net are π-movers, π-nodes, and π-containers [11]. For the consideration of the
routing of containers through the PI in this work, for π-movers, all kinds of vehi-
cles and carriers, such as trucks, locomotives, trailors, or wagons are addressed.
Concerning the π-nodes, all possible source, destination, and intermediate stop
nodes of goods which have to be transported are included.

Network Flow Problem. With the optimization of network flows, supply and
demand nodes and routes which connect them are modeled and solved [1]. Dif-
ferentiations can for example be made concerning single- or multi-commodities,
static and dynamic flows, where values of flow change over time and time and
capacity constraints [1,6]. A real-world approach for the network of the PI
could be a dynamic multi commodity capacitated network flow model [12]. The
objective of minimizing storage corresponds to aimed minimal storage costs at
π-nodes. The minimization of processing and transportation costs coincides with
the routing of π-containers between π-nodes and within π-nodes from unloading
to loading platforms, where π-movers are already waiting for further transporta-
tion at minimal costs. Moreover, specific customer requests, such as forbidden
commodity flows, for example due to legal requirements, can be considered, as
depicted in Fig. 2.

Vehicle Routing Problem. For the routing of π-containers through the PI net-
work, one possibility is the consideration of a Vehicle Routing Problem [14]. The
VRP is designed to optimize round trips and no point to point transportations as
proposed for the PI [10,11,13]. However, one of the goals of the PI is a reduction
of working times and an increased amount of possible daily home return jour-
neys for truck drivers [4,13]. Therefore, the optimization of round trips within
the PI is at least worth looking at to have possibilities of comparison with other



240 V. A. Hauder et al.

Forbidden Flow

Fig. 2. Network flow connection.

(point to point) modeling approaches. The VRP is a very well studied optimiza-
tion problem with a lot of works on real-world applications [14]. Its objective
is very often the minimization of costs, respectively distance traveled, or time
needed [14] which corresponds to minimal transportation costs of π-containers
routed through the PI network. Associated constraints are for example customer
demand and vehicle capacity constraints, and customer delivery and depot open-
ing time constraints [14].

Bin Packing Problem. For loading π-containers into π-movers, the already well-
known Bin Packing Problem [9] can be applied. The BPP consists of a number
of objects (π-containers), which have to be assigned to bins (π-movers). The
objective commonly is the minimization of used bins, respectively π-movers,
subject to capacity constraints of bins and transportation demand requests of
objects [9]. Depending on the complexity of the problem, one-, two- or three-
dimensional bins can be considered [9]. In terms of the Physical Internet, three-
dimensional π-containers have to be taken into account to be able to implement
valid real-world results.

3.2 Algorithmic Solution Approaches

Previous works concerning transportation optimization of the Physical Internet
show that with a combination of existing, for the PI adopted problem models
and already tested algorithmic approaches, valid solutions can be achieved [4,13].
Subsequently, two further solution approaches are proposed for the transporta-
tion optimization within the Physical Internet.

An Optimization Network for the Physical Internet
In the field of operations research, single production and logistics problems are
often mathematically modeled and solved with an individually developed heuris-
tic approach or an exact algorithm. In contrary to that, with an optimization net-
work, multiple optimization problems are connected and solved simultaneously.
For the here proposed ON, the loading of the π-movers with the π-containers and
the routing of the π-containers between the π-nodes is considered. With regard
to Sect. 3.1, the Network Flow Problem (NFP) and the Bin Packing Problem
are considered within the here suggested ON for the PI.
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The conventional optimization case would be a sequential optimization of
both problem models. After one problem has been solved with one algorithm,
its solution is considered for the optimization of the second optimization prob-
lem. Next, the results are sumed up and the optimization process is finished.
However, with the here proposed ON for the PI, all problem models and solu-
tion approaches are interconnected and several optimization runs are carried out
within one optimization framework. The optimization network’s parts, the prob-
lem solvers, the orchestrator, and the meta solver and its operating procedure is
explained in detail consecutively. Moreover, the here explained procedure of an
ON for the Physical Internet is also presented in Fig. 3.

Fig. 3. Functionality of an optimization network for the physical internet.

Problem Solver: For every problem model considered in the ON, one problem
solver is designed. Depending on the problem size, exact or heuristic methods can
be used. The BPP can for example be solved by applying a Genetic Algorithm
(GA), and the NFP can be modeled exactly and solved by a connection with an
existing exact solver, such as the IBM ILOG CPLEX Optimization Studio1.

Orchestrator: The orchestrator considers the solution of the first problem solver,
for example the NFP, takes necessary input data out of this solution and gives
it to the second problem solver. In this specific case, the orchestrator picks the
information of which π-containers are assigned to which π-movers from the first
problem solver’s solution and gives this information to the BPP problem solver.
Next, the second problem solver is started and the BPP per necessary π-mover
is optimized. After that, the solution of both problem solvers are merged. The
loading costs of the BPP and the storage, transportation and process costs of
the NFP are sumed up to one overall result. This overall result is given to the
third part of the ON, the meta solver.

Meta Solver: The meta solver is responsible for the optimization of the calculated
overall result of the orchestrator. With this optimization, an algorithm finds new
parameter configurations for the problem instances of the problem solvers, for
example based on a black box optimization of the overall result of the ON. The
new parameter configurations are given to the problem solvers, which find better
solutions within the next optimization run of the whole ON. It may be noted that
changed parameter configurations of a problem instance are accompanied with
a change of real world data. However, after every optimization of one problem
solver, the solution, respectively the optimized costs are taken into account and
transmitted to the other parts of the ON with original problem instance data.

1 https://www.ibm.com/at-en/marketplace/ibm-ilog-cplex.

https://www.ibm.com/at-en/marketplace/ibm-ilog-cplex
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The exact functionality of this variegation and return transfer of parameter
configurations with the guarantee of valid real world solutions has been already
proved and can be read in [2,7,8].

After the meta solver has optimized the overall result, the orchestrator starts
a new optimization run of the whole optimization network, which means that the
here described procedure of problem solvers, orchestrator and meta solver starts
again. The amount of optimization runs depends on the optimization algorithm
chosen for the meta solver. For example, applying a GA for the meta solver, the
amount of generations would correspond to the amount of allowed optimization
runs of the ON.

As the ON for the Physical Internet is a novel optimization approach, inves-
tigations concerning algorithmic parameter configurations and real world appli-
cations on a Physical Internet test bed are necessary to be able to implement
this new method. However, first results where an ON is tested on production
and logistics problems out of the OR literature have shown the potential of this
approach [2,7,8].

A Multi-agent Optimization System for the Physical Internet
In contrary to the proposal of an optimization network for the PI, where there
are central and decentral decision mechanisms (meta solver and problem solvers),
the multi-agent optimization is built upon local solving strategies. In other areas
of production and logistics optimization, where multiple nodes and complex deci-
sion support is demanded, multi-agent optimization is presented to be a reason-
able solution approach [16,17]. As the Physical Internet is suggested to be a
global and thus complex network, subsequently, a multi-agent optimization app-
roach for the PI is suggested. With this approach, single optimization agents,
problem dependent parameter information, and complex combined dispatching
rules are considered.

– Within the multi-agent optimization for the PI, so-called agents have to be
defined, which act autonomously, not considering any central decision mech-
anism. Agents are determined as π-containers with the objective of the min-
imization of their lead time within the PI system. Thus, the time needed for
one π-container from the first appearance in the network to its total com-
pletion, respectively the arrival at the destination node, is minimized. Only
considering one future step within the optimization, it has to be decided which
(intermediate stop) π-node is chosen next.

– The fundament for the decision of the next (intermediate stop) π-node is
the problem-specific parameter information, which has to be defined for the
optimization [16,17]. Examples are the start date or the due date of one
π-container or the number of π-containers which want to go the the same
π-node.

– Based on the available parameter information, dispatching rules have to
be designed for the overall agent function. The result of this overall func-
tion is a value which prioritizes every request, respectively every π-container
which demands a routing through the network. As normally many different
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π-containers are competing for a route, the agent with the highest priority
function gets the best prioritization value.

Instead of using simple dispatching rules, it is possible to develop and apply
complex combined rules. Especially when complex decision systems with loads of
data request an optimized solution, combined dispatching rules can bring better
solutions than for example very simple and well-known rules, such as the ’First
Come First Serve’ approach [3]. The basic parameter information is combined
and synthesized by applying a tree representation [16,17]. Dispatching rules are
evolved using Genetic Programming [17]. With simulation optimization, in a
training phase rules are evolved and in a test phase they are adapted and applied
to so far not included test instances [3,5,17].

In contrary to the work of Sarraj et al. [13], the here proposed multi-agent
approach is not based on a simulation environment such as their used AnyLogic
multi-agent based system. The multi-agent optimization system has to be
implemeneted into a specially designed optimization framework for the Physical
Internet, the optimization framework HeuristicLab3, and considers the above
described complex combined dispatching rule optimization and simulation.

4 Conclusion

In this work, two possible optimization approaches for the Physical Internet have
been proposed. Within an optimization network, there are central and decen-
tral decision points. All participating agents and problem models are integrated
into one system and the optimization processes of all single optimization nodes
are interconnected. In contrary to that, the multi-agent optimization system
only works with a decentralized optimization and tries to find optimized solu-
tions by evolving complex combined dispatching rules. With these two presented
approaches for the PI, interoperability efforts are supported due to their solution
method inherent interconnection of software systems, humans and organizations.

The two presented optimization approaches for the Physical Internet have
been developed within a PI project to be able to get further insights into the
possibilities of transforming the current fragmented logistics network to an inter-
connected network. At the moment, it is tried to implement both proposals
under consideration of artificial and real world data. Moreover, it is planned to
test the proposed optimization network not only with a Network Flow Problem
but also with a Vehicle Routing Problem. For the multi-agent based optimiza-
tion, also variations concerning the agent are planned. Besides the here proposed
π-containers, also π-movers will be test objects for the multi-agent based opti-
mization. With these considerations, extensive comparison opportunities con-
cerning optimization possibilities within the PI are aimed.

In general, for future work especially interoperability concerns, such as the
intended cooperation of the different agents within the Physical Internet will be
an important research subject. Not only for the examination and development
3 http://dev.heuristiclab.com/

http://dev.heuristiclab.com/
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of potential business models, but also for the optimization of the Physical Inter-
net transportation network, such considerations are crucial regarding an actual
implementation and realisation of a global, interconnected network.
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Abstract. Today, the Industry 4.0 paradigm has penetrated the everyday
processes and operations of manufacturers, reframing traditional value chains and
delivering novel products and services. Products and services need to be appro‐
priately blended in the path to servitisation, yet manufacturers still struggle with
gaining insights and collaborating with all involved stakeholders in the most
effective way in order to design smart and connected products-services. In this
context, this paper presents how smart furniture product-service bundles have
been designed according to the needs of the furniture industry. Such bundles
provide value added services during the whole Product Life Cycle of the furniture
and range from IoT-enabled workplace monitoring to collaborative ideation and
sentiment analysis in order to deliver manufacturing intelligence.

Keywords: Product-service · Product-service system · Manufacturing
Sentiment analysis · Knowledge management · Workplace monitoring

1 Introduction

In the Industry 4.0 era we currently live in, the massive deployment of Cyber-Physical
Systems (CPS), the unparalleled power of advanced analytics and the exponential tech‐
nology growth have breached the walls of manufacturing, accelerating the digital trans‐
formation of the traditional manufacturing industry.

The present paper presents a set of diverse, yet symbiotic, manufacturing intelligence
solutions in furniture product-service design that materialize in the form of smart furni‐
ture product-service bundles. Such bundles encapsulate value added services in the
concurrent Product-Service Life Cycle of the furniture and range from usage monitoring
of the furniture in the working environment and analysis of postural hygiene of the office
employees detecting wrong habits through sensors, to collaborative ideation for the
renovation of specific offices and analysis of social media resources to understand the
crowd sentiment, the market trends, and how they relate to the previous defined ideas.
The product-service bundles that have been developed in accordance with the needs of
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the furniture industry have been tested in an office renovation case study implemented
in Spain.

2 Product-Service Design in Furniture

2.1 P-S Workers Sentiment and Brand Value Assessment

Workers Sentiment Assessment. Surveys regarding the effect of the office environ‐
ment to employees’ job satisfaction and productivity have consistently proven
throughout the years the strong dependency between them [1]. Hence, a worker senti‐
ment component was developed to collect and process the opinions of workers at the
office about their workplace, considering individual characteristics of their environment.
This tool offers a formal and efficient way for grasping the feelings and opinion of the
employees who operate in a specific workspace, regarding the different characteristics
of the working environment and how they affect physical perceptions as well as
emotional and behavioural responses.

The component is implemented in Python and includes an engine providing sets of
questions to specified employees together with a management platform through which
the questionnaires can be built based on predefined templates, while the assignment of
questionnaires to employees also takes place, as employees who work in a specific
workspace can anonymously provide their opinion for the workspace. The component
includes a monitoring tool for checking the participation of employees, an alert/notifi‐
cation system and an intuitive analytics interface useful for extracting conclusions in a
visualised way regarding the sentiment of the workers for each workspace under
examination.

Brand Value Assessment. Brand value is defined as “consumer perceptions of a brand
as reflected by the brand associations held in consumers’ memory” and is usually meas‐
ured either through an existing list of brand associations or through eliciting associations
from scratch [2]. In PSYMBIOSYS, a brand value analysis component is created which
leverages Aaker’s brand personality list [3] and properly extends it to model brand
associations in the furniture manufacturing domain. This component is used to collect
and process the perspective that employees and visitors of the manufacturer’s customer
company have about the brand value transmitted through the office environment. The
point of view collected from users is compared to the perspective of the company
management in order to evaluate the deviation between both. The analysis results can
be later combined with other types of input, indicatively including the brand image as
perceived by the general discussions from social media.

The component is implemented in Python and includes two parts: an interface to the
management and/or the marketing department through which the firm’s brand value
objectives are analysed and an online questionnaire for collecting customers’ and visi‐
tors’ opinions regarding the defined brand values.
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2.2 P-S Workplace Monitoring

The IoT era has brought advancements in the “Smart Office” concept, ranging from
improving ambient comfort and energy saving [4] to monitoring posture [5]. To leverage
the potential of this new technology, a workplace monitoring component was developed.
This component is in charge of capturing and processing data about the ambience in the
office environment and the ergonomics of the employees at their workplaces.

Sensors at the different office workplaces send data wirelessly through xBee transfer
to a central node which redirects it to a web server that collects and stores all the received
measurements about ambient (such as temperature, humidity, noise and luminosity) and
ergonomics values. Data is internally identified by user, workplace and timestamp. An
event detection system is used to detect not recommended situations in any workplace,
such as unpleasant high temperatures or incorrect sitting postures. Workers are able to
receive notifications about these events through a mobile app that communicates with
the web server application via a cloud push messaging system. Data collected from
workplaces are compared to proper standards and regulations to identify the situations
related to inadequate ambient conditions and postures that may result in discomfort or
even eventual pain and worker injuries.

2.3 P-S Ideation

Open innovation has two main different scopes for a company: the broader of involving
large external crowds to the brainstorming and decision-making processes and the less
wide alternative of internal co-innovation where employees are invited to participate in
the ideation and design processes, regardless of their department and main activities.

The PSY-Idea Generation Platform is an open source and light-weight ideation plat‐
form, designed to be easily used without any preconditions, in order to increase the
adoption likelihood by the traditional manufacturing domain. It is implemented using
the popular CMS Drupal and the Openideadapp module and its functionalities include:
creation and management of ideation challenges, commenting and voting, gamification
elements such as scores and prizes and domain-dependent idea categories, participation
of internal and external stakeholders depending on the current company needs. Main
driver of the platform is the collaboration among employees on expressing and contin‐
uously improving ideas, which is encouraged by the horizontal structure of the platform
that by-design dismisses hierarchy biases among employees.

2.4 P-S Social Insights

Research on the field of social media remains active and recent findings validate the
potential benefits from gaining insights into the collective sentiment encrypted in Web
2.0 channels offering a competitive advantage to any company willing to mine social
data. However, the notion of product-service bundles is not yet mature enough and the
traditional manufacturing domain lacks tools to provide social media analysis and
insights regarding promising new P-S bundles.
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The PSY-Crowd Innovation Platform was therefore created in order to extract
knowledge from unstructured online conversations and sentiment expressions and
further enrich and validate the insights gained from the ideation process. To that end, it
supports data retrieval from various social networks, blogs and other online sources and
extracts sentiment and, where possible, performs more fine-grained emotion analysis.
This platform aspires to turn casual online discussions into product-service recommen‐
dations and unveil hidden relations among P-S bundles or specific product/service
features, guiding the design team towards better and more innovative decisions. It is
primarily addressed at P-S designers, providing them with intuitive (not requiring tech‐
nical background) interfaces in order to support them through configuring the sources
to include, filtering of information and finally interacting with the results in dashboards
which will help them quickly understand the crowd sentiment, as well as the market
trends, and also, potentially how they relate these insights to other sources, like the input
collected through ideation and the brand value assessment results. To this end, the plat‐
form is an open source tool, built on various Python and Javascript frameworks and
libraries, and open source tools, like Couchbase Server, Elasticsearch [6].

3 Conclusions

In order to facilitate such the servitization journey for manufacturers, this paper elabo‐
rates on concrete product-service bundles that aim at preserving the specific character‐
istics of office furniture products while building novel services in a symbiotic and
harmonized manner. The P-S bundles that have been implemented through state-of-the
art technical solutions leverage IoT, analytics, and eventually virtual reality technologies
in order to achieve furniture manufacturing intelligence. The proposed P-S bundles
comply with the needs of the furniture industry (that have been confirmed through focus
groups and brainstorming sessions with furniture stakeholders) and have been validated
in an office renovation case study implemented in Spain.

Acknowledgment. This work has been funded by the European Commission through the
Horizon 2020 FoF Project PSYMBIOSYS: Product-Service sYMBIOtic SYStems (Grant No.
636804). The authors wish to acknowledge the Commission and all the PSYMBIOSYS project
partners for their contribution.

References

1. Leder, S., Newsham, G.R., Veitch, J.A., Mancini, S., Charles, K.E.: Effects of office
environment on employee satisfaction: a new analysis. Build. Res. Inf. 44(1), 34–50 (2016)

2. Chandon, P.: Note on measuring brand awareness, brand image, brand equity and brand value,
pp. 1–12. Insead, Fontainebleau (2003)

3. Aaker, J.L.: Dimensions of brand personality. J. Mark. Res. 34(3), 347–356 (1997)
4. Jazizadeh, F., Ghahramani, A., Becerik-Gerber, B., Kichkaylo, T., Orosz, M.: User-led

decentralized thermal comfort driven HVAC operations for improved efficiency in office
buildings. Energy Build. 70, 398–410 (2014)

Manufacturing Intelligence in Furniture Product-Service Design 249



5. Liang, G., Cao, J., Liu, X., Han, X.: Cushionware: a practical sitting posture-based interaction
system. In: CHI 2014 Extended Abstracts on Human Factors in Computing Systems, pp. 591–
594. ACM (2014)

6. Biliri, E., Petychakis, M., Alvertis, I., Lampathaki, F., Koussouris, S., Askounis, D.: Infusing
social data analytics into future internet applications for manufacturing. In: 2014 IEEE/ACS
11th International Conference on Computer Systems and Applications (AICCSA), pp. 515–
522. IEEE (2014)

250 E. Biliri et al.



DESDEVOPS - A New Paradigm for Dev-Ops: Rethinking
Transition of Quality from Dev to Production

Prabal Mahanta(✉), Pavendra Maurya, and Akhilesh Kumar

SAP Labs Pvt. Ltd., No-138 EPIP Area, Bangalore 560066, Karnataka, India
{p.mahanta,pavendra.maurya,akhilesh.kumar02}@sap.com

Abstract. The dev-ops era has taken the IT world by storm and it has redefined
the way the code is deployed into production environments. There are many tools
which facilitates the standardization of flow of the artifacts onto the nodes. These
workflows are certainly a great way of managing what goes into which environ‐
ments but there is a lack of consideration of design and planning in the way it is
done leading to more frequent patches. Many a times we firefight to keep the
environments stable but we tend to ignore the considerations of a new feature to
be designed. These scenarios are common in most of the cloud applications so
there is a need to design the workflows, the code, the acceptance criteria and the
preventive conditioning. The methods which are effective for scenarios are
explored in this paper and concepts are presented to work towards a dynamic
development environment.

Keywords: Design · DevOps · Standardization

1 DevOps and Design

Design is mostly ignored in DEVOPS and this leads to discrepancy and confusion during
deployment across various environments. So, to avoid the missing link we will go
through the design science concept. Design science consists of build evaluate and
rebuild. Build - process of implementing an artifact for an objective and evaluate -
process of discovering the corner cases. Just like natural science understanding an envi‐
ronment is very critical [1].

Similarly, the most over used concept DevOps or say it is a rushed perspective in
the information technology domain. Everyone either confuses the concept with the same
as a phenomenon, philosophy, mindset, toolset but at the end it is the approach which
we need change to solve a problem and revoke the age old saying during an issue during
production issues - “It works in my dev environment”. The approach requires a proper
design so that seamless and frequent delivery is possible. This should also lead to various
service innovation [2, 3].

Evaluation is evolved into progress when design meets not only the expectations but
also deals with the corner cases of unknown unknowns. This calls for a framework and
associate tools per the need of the organization. The aim should be achieving a stable
DevOps or a Continuous Delivery which can achieved by asking the right design aspects
such as
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• Are the products open and responsive to DevOps?
• How the redesign of architecture impact the performance of the product?

If we can get the consensus about the questions in a right manner, then it will enable
rolling deliveries and lesser patches. This will not only reduce human errors but also
reduce manual efforts for overcoming the standardization problems in the environments
and in turn bringing it closer to development.

2 Designing Phases of the Dev-Ops Lifecycle

When we start with any project we seldom jump into the coding aspect and leave very
few scope for detailed planning. The idea should be to optimize communication between
the teams and so starting with the first best practice concept where we adopt the frame‐
work to adopt dynamics between the organization teams.

2.1 Requirements and Planning

The requirements and planning phase be it waterfall model approach or agile methods
both require a framework to optimize the outcomes and this can be done using the
following design of the phase [4].

Here using this method, we can refine the technical requirements with accurate pre-
requisites and priority per the consensus score of the stakeholders. The outcomes of this
phase should not be considered for productive release and always be considered for
prototypes. This way we can get into the scenario of unknown unknowns and decipher
a feasible solution for the same (Fig. 1).

Fig. 1. Workflow for feature development
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The main objective here is to assessment of requirements and performing a gap
assessments. Performing a “AS IS” analysis on the deliverables should be done with the
environment in scope like processes, tools and workflows with a proper communication
bridge design in place [5].

2.2 Development

Before we start developing for production there should always be a pre-qa prototype to
make it feasible for developers and operations to transition into production like envi‐
ronments. So, the start point should be a prototype even if there are well defined
processes and requirements gathering is established. The way it works is to provide a
validation option to find the known unknowns for any change or patch or a new feature
before it is deployed to stage or production. The process also establishes the workflows
to understand the tools and processes and the communication between the individual
workflow sets (Fig. 2).

Fig. 2. Feature development workflow for seamless production deployment

2.3 Quality Assurance

To have a quality assured it is very important to have deliverables verified for complete
development lifecycle in a devops mode and this should be done stringently in a pre-qa
environment so that there are no environment down time or consecutive deployments
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to patch a release with bugs. The lifecycle phase here would force the user to define post
and pre-deployment checks along with acceptable time to load for web features or data
mining cases (Fig. 3).

Fig. 3. Test plan for feature development and quality assurance

2.4 Standardization

To achieve the standardized environments, it is required to achieve single configurability
for the whole DevOps workflows and the respective production and test bed environ‐
ments. This phase can only be successful when we have defined preventive phases of
the Dev-Ops lifecycle. The preventive measures should be designed for not only the
features of an application but also for the workflow related tools and the environ‐
ments [6].

Design User Driven Tests
Design User Acceptance Tests
Design Environment Tests
Design Management Acceptance Tests

Automating the activities for defining the tests will enable teams to deliver more
frequent releases to customers and the user base without breaking the environments in
question.

3 Conclusion

DevOps is often characterized by third-party tools, and more emphasis is given for
configurations as infrastructure, product bear different sets of unique parameters.
Emphasis on design and consensus acceptance for solution will provide stability to the
overall development process.
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Product based activities should not only be looked from the features perspective but
also from the environment perspective. This way we can bring the operational or
production environment closer to the developers. It means not to package and deliver
packages via Docker like technology but preventive measures can follow the same suite
of events [7]. It is not easy to mitigate the fact that monolithic software would take time
to adopt next gen devops model with seamless production level deployments.
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Faruk Hasić1(B), Johannes De Smedt2, and Jan Vanthienen1

1 Leuven Institute for Research on Information Systems (LIRIS),
KU Leuven, Leuven, Belgium

{faruk.hasic,jan.vanthienen}@kuleuven.be
2 Management Science and Business Economics Group,

University of Edinburgh Business School, Edinburgh, UK
johannes.desmedt@ed.ac.uk

Abstract. With increasing automation of business processes, the possi-
bilities for the automation of routine business decisions grow: granting a
loan, insurance or energy premium; simple diagnosis; sensor control sys-
tems in manufacturing; etc. are not uncommon automated decisions any-
more, deployed and supported by systems and processes. Although each
decision is relatively small and operational, they come in large numbers
so that they eventually represent a large value for organizations. Recon-
ciling and integrating processes and decisions is therefore of paramount
importance, both when it comes to modelling the two concerns consis-
tently, as well as in terms of automated discovery of process-decision
models. This paper outlines a research proposal for the development of a
framework allowing a sound integration of processes and decisions both
for modelling and mining, relying on the newly developed Decision Model
and Notation (DMN) standard.

Keywords: Decision modelling · Process modelling
Integrated modelling · Hybrid modelling · Decision mining
Integrated mining · DMN · BPMN · Separation of concerns
Service-oriented architecture

1 Introduction

There is a strong need for automation, since decision-making (in e.g. online
and mobile applications) needs to be executed less costly and more efficiently.
Therefore, it is important that the decision logic can be formulated in a correct,
flexible and maintainable way. Sound decision modelling and mining techniques
are required that allow to unambiguously describe and implement the decisions
deployed in business processes and systems. Recently, decision modelling and
notation approaches have emerged. Although a lot of research has already been
devoted to process modelling and mining, there is still a lot of research to be
done on the decision side, and on the integration between decisions and processes,
both in modelling and automated discovery or mining.
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The new Decision Model and Notation (DMN) standard [1] is a big step in
modelling routine business decisions, next to business processes and business
data. But fundamental research is needed in order to build a framework for
the integration of business processes and decision, both from a modelling and
a mining perspective. Automating and maintaining even small business deci-
sions requires good modelling techniques. This proposal aims at providing a
sound theoretical basis for integrated decision modelling and mining in
terms an integration approaches between decisions and processes. The results of
the project will be applicable in a large number of domains, such as standard
operating procedures, credit and loan decisions, pricing and discount policies,
marketing decisions, insurance claims, legal decisions and advice, and so on.

This paper is structured as follows. In Sect. 2, the necessity for integrated
process-decision modelling and mining is elaborated upon and in Sect. 3 the
objectives of this research project are elucidated. Section 4 outlines the method-
ology and work plan for each of the objectives, followed by Sect. 5 which discusses
the preliminary results. Finally, Sect. 6 discusses the future work and concludes.

2 Context

Process modelling captures the all-encompassing task of setting up, analyzing,
and maintaining process-aware information systems. Business process manage-
ment and business process improvement and reengineering are essential in busi-
ness nowadays to increase efficiency in a more competitive world [2]. Typically,
the focus is put on both the control flow perspective, i.e., the routing and
scheduling of activities, as well as the data and resource perspective, but deci-
sions are often neglected. Especially in knowledge-intensive processes, such
as healthcare, where expert decisions have to be made based on the staggering
amount of research and patient data, it becomes hard to express good process
models that account for all the flexibility that is needed along all the different
perspectives, without referring to the key issue: the structure and content of the
decisions to be made.

The term decision modelling refers to the various ways to represent deci-
sion rules, constraints, and conditional statements that describe the premises
and outcomes of a specific situation and govern the actions that take place in
applications and systems. Decision representations are used in many domains,
e.g., business process management [3,4], credit risk [5,6], and medical diagnosis
[7]. But they are often tailored towards specific use-cases (one specific deci-
sion type), and not standardised. In this context, Decision Model and Notation
(DMN) comes into play as an application-independent modelling language
for business decisions. Driven by an expanding need for decision support and
automation, the Object Management Group (OMG) has developed this new
standard [1]. A first version of the standard has been made available in Septem-
ber 2015. Many vendors, such as Oracle, IBM, Signavio, Camunda, Decision
Management Solutions and FICO, already offer tooling, and industry users are
starting to adapt the standard. DMN is built around two layers, i.e., the deci-
sion requirements layer, which encompasses all input data, business knowledge
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models, and sub-decisions, and the decision logic layer, which captures the logic
to make each decision in the requirements model. This is illustrated in Fig. 1.
DMN has proven to gain rapid adoption in literature for decision modelling in
general [8,9] and for the integration with business process models [10,11]. The
focus of the research is the need for incorporating decision models into dynamic
environments, where a chain of decisions is often the driver of a business process
and decisions should not be hard-coded into processes.

Police Records

Background Check

Prospect Eligibility

Risk Level

Financial Check

Bank Statements

Collect
Documents

Rejected

Draw Up
Contract

Accepted

Decide
Eligibility

Ineligible Eligible

Fig. 1. Prospect acceptance decision model linked to a process model.

While each of these paradigms provide well-rounded solutions for processes
and decisions respectively, they neglect the interplay that exists between
them. Most processes are state- or data-driven, i.e., they transform inputs into
outputs by using (data) resources that need to be structured and reasoned over
in activities. But, in knowledge-intensive business processes, they often just rep-
resent the steps that have to be taken when making a decision, without modelling
the underlying decision logic. Modelling the execution steps is not the same as
modelling the logic, because a decision model can be executed in multiple ways,
depending on criteria such as efficiency, customer centrality, etc. Both models
should be considered when devising a decision-making process, which makes the
case for an integrated modelling and mining approach. Otherwise pro-
cesses are hard-coded, inflexible and not very suited to deal with change and
variability.
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3 Research Objectives

Decision modelling, and especially DMN, provide an apt paradigm for repre-
senting knowledge-intensive and complex decisions that are based on multiple
inputs and stages. Hence, they form a strong declarative backdrop for enriching
current process modelling approaches towards achieving fully flexible modelling,
execution, and verification environments. Literature is converging towards this
mixed-paradigm approach [8,9,12,13], but there is still a wide array of problems
to address. First of all, a decision-first approach for integrated process-
decision modelling needs to be constructed in conjunction with DMN. This
needs to be done both for procedural and declarative process modelling lan-
guages. Secondly, a discovery approach for obtaining holistic and process-
independent decision models from historical and real-time data needs to be
devised as well.

3.1 Objective 1: Devise an Integrated Decision-Driven Procedural
Process Modelling Approach

The importance of the interplay of decisions and processes has been illustrated
in previous works [4,8]. Up until now, most studies focus on the loose combina-
tion of modelling constructs, i.e., process workflow models and decision models,
mostly by establishing proof-of-concept languages built out of prevalent process
modelling languages and DMN. However, to truly obtain a rigorous connection
between processes and their surrounding decisions, a fundamental basis of the
dynamic behavior of such decisions must be performed in integration. Processes
provide the dynamic aspect, but neglect the decision requirements and logic
layer, and decisions do not capture the dynamics that are tied to the require-
ments and logic. An integrated approach will ensure the synchronization of both.

Therefore, in an initial stage, it has to be researched how complex the con-
struct base for dynamic decisions needs to be, and to what extent they overlap
with current procedural process modelling languages, such as Business Process
Model and Notation (BPMN) [14] and Petri nets [15]. Consequently, an inte-
grated and consistent process-decision modelling framework will be devised in
the form of modelling rules, principles and guidelines.

The following sub-objectives will be examined for Objective 1:

• O1.1: A comparative study of the existing decision-driven process mod-
elling approaches to establish a baseline of modelling constructs needed to
support decisions in process-aware information systems.

• O1.2: Develop a set of integrated modelling principles and guidelines in
order to ensure consistent integration between procedural processes and
decisions, hence adhering to the Separation of Concerns paradigm and ensur-
ing flexibility and verification possibilities.
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3.2 Objective 2: Devise an Integrated Decision-Driven Declarative
Process Modelling Approach

Declarative approaches such as Declare [16] are of particular importance for
knowledge-intensive processes given their flexibility in execution. Hence, declar-
ative approaches form an interesting subject group, as they rely on a rule-based
specification which corresponds to constraints. Rule-based specifications are
typically compatible with decisions, as decisions are often expressed as a set of
rules, decision tables and structures [3,17,18].

In analogy with Objective 1, an approach will be constructed for consistent
modelling of decisions and declarative processes by providing rules, principles,
and guidelines for integrated process-decision modelling.

• O2: Develop a set of integrated modelling principles and guidelines in
order to ensure consistent integration between declarative processes and
decisions, hence adhering to the Separation of Concerns paradigm.

3.3 Objective 3: Design a Control Flow-Independent Automated
Decision Discovery Mechanism

In the third part of the research, the link with existing execution systems will be
made. A plethora of data exists provided by numerous data sources that contain
decisions that have a dynamic aspect to them. In numerous domains, such as
claim handling and patient diagnostics, the decision is made in multiple stages
and records are updated with observations, intermediate decisions, to finally get
to a decision regarding insurance or a diagnosis respectively. This is the perfect
breeding ground to lose track of the different variables and factors that are in
play, and can benefit greatly from automatic discovery to streamline the evoca-
tion of the problem towards the decision maker. Hence, this research objective
will address how the intertwined process and its underlying decisions can be
retrieved from existing information systems logs, as a combination of process
mining and data mining. Objective 3 is therefore defined as follows:

• O3: Build a discovery algorithm for obtaining control flow-independent,
holistic, yet process discovery compatible decision models from logs.

4 Methods and Work Plan

In this part of the paper, we present the methodology and the work plan on how
to achieve the objectives specified in the previous section.

4.1 For Objective 1

A comparative study of the existing decision-driven process modelling
approaches will be conducted to establish a baseline of modelling con-
structs needed to support decisions. The emphasis will be put on what type
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of interactions with the parts of the decision process are made, i.e., how differ-
ent activities within a process influence a decision and its variables, and how
they relate to other activities as well. A typology will be proposed for classifying
how different activities in the process contribute to the decision-making. Cur-
rently this typology is missing and leads to a lack of detail concerning how the
decision requirements layer is represented within a process. This objective will
be reached in the following steps:

1. Obtain a clear overview of all the existing techniques using decision-making
in process models.

2. Classify techniques into decision-first and process-first approaches.
3. Classify activities according to their influence on the decision-making, allow

for relating both the decision requirements level and the control flow level over
the activity set in an integrated model.

4. Establish modelling guidelines and principles to ensure the integration
between the decisions in the decision model and the decision activities in the
process model.

4.2 For Objective 2

In analogy with Objective 1, a declarative process construct lexicon for use with
DMN will be established. Based on the overview constituted in the first objec-
tive, the most ratified relations needed to model dynamic decisions in process
models are withheld to form an expressive modelling language geared towards
understandability as well as execution. The emphasis will be put on finding the
most basic relations necessary, and combining them into simple, but expressive
modelling constructs, such as atomic activity decisions, composite activity deci-
sions for single outputs, next to general sequencing constructs that illustrate
their place in the decision process. They should be modular in order to obtain
a flexible and declarative approach towards building an execution and verifica-
tion environment. An ideal declarative process modelling candidate seems to be
Declare [16] as it has proven to be an adequate choice for knowledge-intensive
processes given its flexibility in execution. Furthermore, Declare relies on a rule-
based specification which corresponds to constraints, making it compatible with
decisions, as decisions are often expressed as a set of rules. This objective will
be conducted as follows:

1. Connect the decision activity classification obtained in Objective 1 with
modelling constructs of the Declare language.

2. Integrate Declare constraints with data-aware Declare [19] relating to deci-
sion outcomes of the decision activities.

3. Formalise the the integration of data-aware Declare and DMN in order to
consolidate the execution flexibility and the verification of the integrated
declarative process-decision model.

4. A subset of the defined construct lexicon can be used in order to reduce
overall modelling complexity. The defined construct lexicon should be mod-
ular in order to obtain a truly flexible and declarative approach.
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4.3 For Objective 3

A discovery algorithm for obtaining holistic decision and process models from
recorded data is the final objective of this project. Currently, mining decisions
in processes boils down to finding decision points in processes and constructing
decision models in these points separately, rather than combining the informa-
tion that resides in multiple data-entry locations of the process into one model
[8,20,21]. This objective investigates how to retrieve a full decision model by
either integrating the decision models of separate decision point tasks, or by
providing a pre-process mining step that delineates the impact of the data
structure to make the activities decision-aware. Better algorithms can be con-
structed due to the structuring of the decision model-setup: by recognising both
the time dimension and the data dimension as two integral parts, discovering
models from data can better pinpoint which behavior corresponds to which mod-
elling constructs to create a holistic view of both the decisions made and their
evolution over time.

The discovery algorithm will be based on the principles of Objective 1 and 2,
most notably on the activity classification in Step 2 of Objective 1. In order to
do so, a mapping of the different constructs needs to be made. First of all, the
data constructs need to be linked with the decision variables and the reason-
ing that is required in the decision activities themselves. Next, the dynamic
aspects need to be formalised in terms of control flow and data flow dependen-
cies. By using insights from process mining [21–24], the correct composition of
decision- or process-first approaches will be selected. This objective contains the
following steps:

1. Build a discovery algorithm that is able to retrieve the activity modelling
construct lexicon by retrieving data dependencies from the historical or
real-time data that determine the decision activity types.

2. Extend the algorithm with relational data between these decision activities.
Where no decision information is found, standard process mining techniques
for control flow can be applied. Where no control flow information is found,
standard data mining techniques can be applied.

3. Extend the algorithm with the decision logic over the relational activities.
As the structure of the decisions is mined, it is possible to obtain the way
they are related from a reasoning point of view.

4. Find a suitable representation form for convoluted models that are retrieved
from big data sets by designing appropriate filters for size, noise, and par-
ticular parts of the data set.

Most approaches display strong abilities to extract the control flow and
relating data variables to its routing elements. Other approaches provide a strong
decision model output, but do not focus on how the decision is established
throughout the process [8]. Hence, there is a gap between strong control flow-
driven and decision model-driven approaches, and the challenge is to develop
a decision mining approach that is driven by the decision model, rather than
by the control flow containing decision points. Therefore, an integrated way of
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capturing the decisions that are embedded in the process, while providing
a decision model which encompasses the full process execution span, is of
paramount importance.

5 Preliminary Results

Seminal work was already conducted for this research project. For Objective
1 some preliminary studies were carried out. In [25], we assessed the syntactical
complexity of the DMN standard in order to motivate the need for integration
between DMN and BPMN. It was shown that DMN has a relatively low meta
model-based complexity and that an integration with BPMN would not nec-
essarily lead to a drastic increase in modelling complexity. Building further on
this idea, potential integration scenarios for BPMN/DMN integration were
enumerated in [26], ranging from a process only to a decision only occurrence in
the process-decision continuum. Additionally, possible incompatibilities
between the process and decision model were specified [26,27]. These inconsis-
tencies must be remedied to achieve a consistent process-decision integration
[28]. The work in [26] further confers opportunities and challenges in achieving
this integration. A first attempt to remedy these inconsistencies was carried out
in [28,29]. Finally, in [30] the role of decisions in supporting process flexibility
and scalability was discussed.

For Objective 3, significant progress has been made in [31], where a holis-
tic decision-first framework for integrated mining was proposed based on
the classification of activities into operational, administrative, and decision
activities. This is achieved by retrieving data dependencies from the event log
representing the process, obtaining the way the decisions are related and conse-
quently representing them in a DMN format. This approach shows to be control
flow-independent, yet it is compatible with process discovery techniques.
Furthermore, the proposed framework is better able to represent the underlying
decision layer of a process than existing decision point mining techniques, as
the proposed technique does not solely rely on control flow information. Rather,
it provides insights on how data variables and underlying decisions are related
to process activities, incorporating both long distance dependencies among
process constructs, as well as loops in the process.

6 Conclusion and Future Work

This work discusses insights and research for an integrated modelling and min-
ing approach of processes and decisions. Most existing literature approaches the
matter from a simplistic point of view by merely dealing with decisions embedded
in a single place in the process, hence making the decisions process-dependent.
That way, the Separation of Concerns paradigm is breached and issues regard-
ing maintainability, understandability and flexibility of both processes and deci-
sions arise. Since the introduction of the Decision Model and Notation (DMN)
standard, a suitable way of representing decisions within processes has become
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available. The framework to support this decision representation must provide a
holistic approach to decision modelling and mining that is control flow-agnostic,
i.e. a decision-first rather than a process-first approach.

In future work, we will further investigate the integration and interaction of
processes and decisions, both in terms of modelling and mining. The focus will
remain on developing a framework for integrated modelling of decisions with both
procedural and declarative process modelling languages. Furthermore, attention
will be given to control flow-agnostic discovery of holistic decisions spanning over
entire processes.
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Abstract. Business organizations acknowledge the importance of Information
Systems (IS) to cope with their responsibility in environmental degradation. The
problem with current IS contributions is that the crucial role of process-centered
techniques is often ignored. Moreover, a common understanding of environ‐
mental sustainability is missing. In response, this paper introduces Green Busi‐
ness Process Management (BPM) which focuses on the ecological impact of
business processes. The concept of a circular economy is introduced to concretize
environmental sustainability at the organizational level. Following the design-
science paradigm, this paper provides a work plan to examine the theoretical and
practical evidence on Green BPM instruments. The research methods we propose
are a systematic literature review (SLR), expert panels, case studies and field-
testing.

Keywords: Green business process management · Green information systems
Environmental sustainability · Circular economy · Design-Science paradigm

1 Introduction

The deterioration of the natural environment is a preeminent issue for the global society.
Resource depletion and environmental pollution are results from household and industry
activities. Therefore, business organizations are often directly addressed to implement
environmental sustainability targets [1]. As part of a comprehensive strategy, companies
have developed a growing interest in the application of Information Systems (IS) to cope
with their responsibility in environmental degradation. Green IS, a specialization of the
IS discipline, examines the possibilities of IT-based systems in order to encounter envi‐
ronmental problems [32]. Based on a survey of 143 organizations, [21] concluded that
businesses invest in IS as part of the solution to pursue both eco-efficiency and eco-
sustainability objectives. Another survey, conducted among 508 senior managers,
showed several motivations for Green IS adoption [13]. Finally, [4] found that both the
practitioner and academic community have a strong interest in the benefits of Green IS
initiatives.
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The problem with current Green IS contributions is that the crucial role of process-
oriented techniques is often ignored [19, 24, 27]. Process improvement is the central
topic in Business Process Management (BPM), which refers to a body of methods,
techniques and tools to discover, analyze, redesign, execute and monitor business
processes [8]. The optimization objectives of BPM typically refer to cost, quality, time,
and flexibility aspects of business processes, the so-called “devil’s quadrangle” [25].
However, in recent years, more and more researchers advocate to extend the scope of
BPM with an environmental sustainability dimension [27]. This new approach, Green
BPM, copes with the environmental impact of business processes [15, 23, 24, 28].
Although both research fields are closely related, Green BPM, as opposed to Green IS,
has a main focus on process change that goes beyond solely IT applications. From
academic and practitioner literature, it can be concluded that the importance of process-
centered techniques is acknowledged but that the research field of Green BPM is
currently dominated by Green IS [19, 24, 27]. In a literature review it is stated: “although
the technical aspects of Green IT are certainly important, we as IS researchers should
go beyond IT infrastructure and focus on other aspects of Green IS, such as business
processes” [4, p. 35]. Similarly, several other authors claim that only through process
change, the transformative power of IS can be fully leveraged [19, 24, 27].

There are two main challenges that need to be addressed to develop process-centered
techniques that act upon the upcoming environmental needs. First, some clarification is
required on the environmental sustainability dimension. Especially, the integration with
the economic sustainability dimension and traditional optimization objectives such as
cost, quality, time and flexibility is relevant. As the focus is on business organizations,
the integration of the environmental sustainability dimension should be economically
beneficial. Secondly, as practitioners show a deep interest in environmental sustaina‐
bility initiatives, the process-centered techniques should be developed in the form of
concrete applications. This will allow practitioners to identify appropriate Green BPM
instruments for their domain.

The current research on Green BPM has some limitations. Although the importance
of ecological process-centered techniques is acknowledged, incertitude still exists about
the scope of the environmental sustainability dimension. Some researchers solely focus
on the reduction of carbon emissions in business processes [14] while others aim to
reduce all environmentally harmful effects of organizational activities [27]. Moreover,
concerning resource utilization, only energy consumption is discussed so far [5]. These
different attitudes are not contributing to a durable development of the research field.
As indicated by [3], the research community should first have a common understanding
of the discipline for successful development. Moreover, another problem in the field of
Green BPM is the lack of concrete applications. So far, Green BPM research has mainly
focused on initial thoughts and basic concepts [15, 23, 24, 28].

To clarify the environmental sustainability dimension we will first rely on the Triple
Bottom Line [9] which defines three dimensions of sustainability (i.e. economic, social
and environmental). According to [9], organizations should focus on all three interde‐
pendent dimensions in order to succeed in the long run. Secondly, we will go beyond
the current Green BPM contributions and make the environmental sustainability dimen‐
sion more concrete on an organizational level by introducing the concept of the circular

An Overview of Challenges and Research Avenues for Green BPM 271



economy. This emerging sustainability notion recently gained importance in policy,
academics and business organizations. In contrast to the holistic idea of environmental
sustainability, most authors conceptually simplify the circular economy to individual
economic benefits through input reduction, efficiency gains, and waste avoidance with
relatively immediate results. Finally, we propose an approach with the aim to explicitly
contribute to concrete applications. The organization of our research follows the design-
science paradigm which focuses on the development of instruments with the explicit
aim of improving their functional performance [16].

Following the design-science paradigm [16], we propose a work plan with three
research questions. RQ1 aims at identifying the current state of Green BPM that provides
the applicable knowledge. The objective of RQ2 is to integrate environmental sustain‐
ability, concretized by the concept of the circular economy, into conventional BPM
techniques. Finally RQ3 aims at testing the developed Green BPM instruments by
returning the output of RQ2 into the business organizations for study and evaluation in
practice. Our research will add new knowledge to the Green BPM discipline by
providing a research framework that helps researchers identifying and completing gaps.
Furthermore, we aim to develop (novel or adapted) validated instruments to analyze
environmental sustainability in business processes. Finally, we plan to provide evidence
of successful Green BPM instruments in a business context.

The remainder of this article is structured as follows. Section 2 summarizes related
work. Then, Sect. 3 identifies the research questions and proposes our design and
methods. Section 4 discusses some preliminary findings. Finally, concluding remarks
will be highlighted in Sect. 5.

2 Related Work

2.1 Sustainability in Information Systems Research

The Brundtland report issued by the World Commission on Environment and Devel‐
opment [29] introduced the concept of sustainability in economic sciences. In this EU
report it is stated that sustainable development “meets the needs of the present world,
without compromising the ability of future generations to meet their own needs” [29, p.
41]. Later, [9] defined three dimensions of sustainability. The Triple Bottom Line
consists of economic sustainability (profit), social sustainability (people) and environ‐
mental sustainability (planet). Organizations should focus on all three interdependent
dimensions in order to succeed in the long run. In a single-minded focus on economic
sustainability (profit), future generations and the society at large have not been consid‐
ered as stakeholders for a long time (people). Moreover, in this narrow economic
perspective (profit), natural resources have long been taken for granted (planet). This
single-minded focus can only lead to short-term success [9]. Although challenging, the
three sustainability dimensions should be integrated and not represented as opposing.
For instance, reducing waste from packaging can also reduce costs.

Although sustainability has three dimensions, it seems that within the BPM disci‐
pline authors focus on economic and environmental sustainability. It could be argued
that the economic dimension of sustainability is already included in conventional BPM
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as it optimizes processes in light of time, cost, quality, and flexibility. An extended
approach, referred as Green BPM, focuses on the ecological impact of business
processes [24]. Literature reviews mention several contributions to this emerging disci‐
pline [15, 23, 24, 28]. Consequently, a full integration of the sustainability concept as
defined by [9] in the BPM discipline would also require research and practice on the
social dimension. However, the existing approaches are often overlooking this dimen‐
sion [20, 28]. Further research is required but it seems that the Triple Bottom Line [9]
could be a valid starting point for a new foundation theory of sustainability-aware BPM.
This could clarify the role of BPM for economic, environmental, and social responsi‐
bility as a theoretical contribution. To narrow our scope and to be in line with earlier
work, for the present research, sustainability in business processes will also be inter‐
preted as environmental sustainability implemented in an economically beneficial way.

The reason that sustainability in the BPM discipline is interpreted from an environ‐
mental perspective is probably due to the close link with Green IS. Many Green IS
scholars contributed to the field of Green BPM [15, 23, 24, 28]. Some definitions of
Green BPM mention an inevitable role for IS by stating that Green BPM is the inter‐
section of both BPM and Green IS [19, 27]. Although we agree on the close link, one
should be careful to assume IS as inevitable. Green BPM (and BPM in general) does
not inherently require IS- and IT-applications. Moreover, the problem with current
Green IS initiatives is that the crucial role of process-centered techniques is often ignored
[19, 24, 27].

2.2 The Circular Economy and the BPM Lifecycle

BPM involves different iterative phases and activities. These are often referred to as
capability areas. The traditional business process lifecycle is based on the established
Plan-Do-Check-Act (PDCA) cycle [7]. In early BPM, research attention was focused
on technical capabilities such as modelling, deployment and optimization [8]. As the
research field evolved, management capabilities gained importance [33] and authors
started also investigating the role of organizational capabilities such as culture and
structure in order to support process improvements [30, 31].

The activities presented in the business process lifecycle will differ if a specific form
of environmental sustainability is introduced. It can even lead to completely different
outcomes [19]. For instance, process optimization with the aim to eliminate carbon
emissions will differ from process optimization solely focusing on reducing costs. In the
process discovery phase it will be necessary to include sustainability-related concepts
that identify carbon emissions. This, in turn, will allow for analysis and redesign that
not only consider cost reduction but also the ecological target of being CO2 neutral. Then
the redesigned sustainable process needs to be implemented. Therefore, organizations
are required to provide training to employees with respect to the environmental targets,
and put the ecological measures into action. This will again be different from traditional
process implementation.

In recent years, several authors attempted to integrate environmental sustainability
in particular capability areas. For instance, [14] introduced a framework that models the
relationship between resources and activities to inform the business process with its
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carbon emission impact. In [19], ecological workflow patterns are proposed for envi‐
ronmental optimization of processes. Other authors attempted to be more holistic by
proposing ecologically sustainable variants of the business process lifecycle. For
instance, [2] presented a sustainable business transformation cycle with five steps:
‘monitor and control’, ‘discover and learn’, ‘strategize’, ‘design’, ‘transform’. In [26]
the BPM capability areas framework of [6] is used to integrate sustainability topics into
an organization’s management system. Sustainability is applied to a company’s vision,
strategy and management.

Our research aims to go beyond the current Green BPM contributions by focusing
on the concept of the circular economy. This emerging sustainability notion recently
gained importance. This is apparent from policies such as the comprehensive European
Circular Economy package [11] and the Chinese Circular Economy Promotion Law
[18]. The circular economy has also become an important field of academic research
[12]. Likewise, companies are increasingly aware of the opportunities promised by the
circular economy and have started to realize its value potential for themselves and their
stakeholders [10]. Based on different contributions in the field, [12] defined the circular
economy as: “a regenerative system in which resource input and waste, emission, and
energy leakage are minimized by slowing, closing, and narrowing material and energy
loops. This can be achieved through long-lasting design, maintenance, repair, reuse,
remanufacturing, refurbishing, and recycling” (p. 759). In contrast to the holistic idea
of environmental sustainability, most authors conceptually simplify the circular
economy to individual economic benefits through input reduction, efficiency gains, and
waste avoidance with relatively immediate results. This more narrowly framed concept
provides clearer directions for its implementation. For the present research, the concept
of the circular economy should help clarifying how the idea of environmental sustain‐
ability can be concretized at the organizational level, namely when outputs of business
processes can become new inputs for the same or other business processes.

3 Research Questions, Design and Methods

The primary goal of our research is to investigate how environmental sustainability,
concretized by the concept of the circular economy, can be integrated in conventional
BPM techniques [22] in order to develop valid Green BPM instruments. We intend to
examine the theoretical and practical evidence on Green BPM techniques. Subsequently
we aim to develop and test Green BPM instruments that could help organizations to
incorporate environmental sustainability into the BPM lifecycle. Our work will be
organized in three work packages (WP) that each have a main research question.
Following concrete research methods we aim to provide a specific output. An overview
is shown in Table 1.

Business organizations are demanding problem-solving instruments to cope with
their responsibility in environmental degradation. So far, Green BPM research has
mainly focused on initial thoughts and basic concepts, concrete applications are rather
limited [15, 23, 24, 28]. Therefore, we propose a different approach with the aim to
explicitly contribute to concrete applications. The organization of our research follows
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the design-science paradigm which focuses on the development of instruments with the
explicit aim of improving the functional performance of the instruments. In order to
develop and evaluate the instruments, research relies on the environment to identify
business needs and on a set of foundations and methodologies to extract applicable
knowledge [16].

RQ1 aims at identifying the current state of Green BPM that provides the applicable
knowledge of our design-science research. We conducted a SLR to study all relevant
articles and to give insights in current Green BPM contributions. Furthermore, we
presented an appropriate definition to avoid misinterpretation about the field of Green
BPM. Finally, a framework for further research was provided by identifying deviations
with conventional BPM instruments. This framework can help researchers to identify
and complete gaps in Green BPM research. More details about the SLR are presented
in Sect. 4.

The objective of RQ2 is to integrate environmental sustainability, concretized by the
concept of the circular economy, into conventional BPM techniques. In this work
package, the current state of Green BPM will be evaluated in organizations to identify
business needs. Here, an application context is required that not only provides the
conditions for the research (e.g., the opportunity/problem to be addressed) but also
defines acceptance criteria for the evaluation of the research results. Expert panels in
sustainability-aware companies is a suggested research method to detect valid Green
BPM practices. Subsequently, case studies will be used as intermediate evaluation
methods for these practices. BPM offers both qualitative (e.g. value-added analysis, root
cause analysis and issue documentation) and quantitative (e.g. performance measures)
techniques to improve business processes. Work package two will focus on the inclusion
of an environmental sustainability dimension by developing best practices and adapta‐
tions to conventional BPM techniques. To further narrow our scope, the choice for
specific BPM techniques will be based on the outcome of the expert panels and case
studies.

Finally, RQ3 aims at testing the developed Green BPM instruments. Here, the output
of RQ2 will be returned into the business environment for study and evaluation in the
application context. This will result in validated instruments. As our research progresses,
we will decide which qualitative or quantitative techniques are most appropriate to test
the developed instruments.

Table 1. Overview of work packages, research questions, methods and output

WP Research questions Methods Output
1. Research
identification

RQ1. What is the current state of Green BPM
practices and research?

SLR Research
gaps

2. Instrument
development

RQ2. How can environmental sustainability,
concretized by the circular economy, be integrated
into conventional BPM?

Expert
panels, case
studies

Preliminary
instruments

3. Instrument
testing

RQ3. Which Green BPM instruments enhance
principles of the circular economy in a business
context?

Field-testing Validated
instruments
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4 Preliminary Results

The SLR (currently under review) presented the first research maturity assessment of
the Green BPM field. We focused on a bibliometric analysis, a definition for the disci‐
pline and a content analysis of the literature in the research field. The research questions
aimed at generating a comprehensive overview about application domains and research
topics. The answers to these questions deliver potential benefits for both research and
practitioner-related communities. Researchers may use the classification framework as
a research agenda in Green BPM. Simultaneously, the study may be a good starting point
for practitioners too, e.g. to identify appropriate Green BPM instruments for their
domain.

Following [17] we defined a review protocol, specifying and documenting a search
strategy with explicit inclusion and exclusion criteria. The structured approach allowed
us to collect a comprehensive sample of 43 articles focusing on Green BPM. Other
reviews discussed a smaller sample or broadened their scope to Green IS. Inclusion of
the term “circular economy”, as a concept to make environmental sustainability more
concrete at the organizational level, did not generate any additional results. This under‐
lines the potential of the concept in BPM research.

By means of a bibliometric analysis we provided insights in the research field. We
found that the current contributions are mainly conference proceedings, with a signifi‐
cant part related to IS conferences. In order to further develop Green BPM, more research
attention is needed on BPM platforms. Concerning geographical distribution of author‐
ship, it was concluded that European research groups are leading the discipline.

We also screened our sample on Green BPM definitions. We analyzed ten unique
definitions and found that a significant majority of authors agrees on the term “Green
BPM”, which can be seen as an extension of conventional BPM techniques in light of
general environmental objectives. Based on these results, and inspired by other findings
in the SLR, we proposed a definition. In our opinion, Green BPM concerns the model‐
ling, deployment, optimization and management of business processes with dedicated
consideration paid to their environmental consequences. In our definition we also stated
the importance of facilitating capability areas as culture and structure for successful
Green BPM implementation.

Finally, the sampled articles were screened to identify BPM-related capability areas
and mapped on three possible categories evolving from rather technical to organizational
capabilities: (1) business process lifecycle, (2) business process management and (3)
business process orientation. We found that Green BPM research so far mainly focuses
on the first category, to a lesser extent on the second category and the third category is
hardly not discussed. These findings show that Green BPM follows a similar develop‐
ment as BPM, namely from a more technical perspective to also including the managerial
perspective. Based on the identified gaps, possible research avenues were presented in
order to further develop Green BPM towards a more mature discipline. Moreover, our
results also stressed the need for Green BPM research in organizations and the intro‐
duction of concrete applications. This supports the approach presented in the present
paper; the design-science paradigm focuses on the development of instruments with the
explicit aim of improving their functional performance.
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5 Conclusion

The integration of environmental sustainability into conventional BPM techniques is
concretized by the concept of the circular economy. Therefore, our research goes beyond
the current Green BPM contributions. This emerging sustainability notion recently
gained importance in policy, academics and business organizations. Our preliminary
results showed that the concept of circular economy did not yet find its way in Green
BPM. However, as the circular economy is defined as a closed loop of inputs and outputs,
BPM seems a suitable approach to contribute on this topic. As the Green BPM discipline
provides preliminary work with a focus on environmental sustainability, it is a valid
starting point.

The research responds to two calls from the practitioner and academic community.
First, there is a focus on process-centered techniques instead of solely IT-applications
as provided by the Green IS discipline. Secondly, a different approach is proposed with
the aim to explicitly contribute to concrete applications. So far, Green BPM research
has mainly focused on initial thoughts and basic concepts. This will be achieved by
following the design-science paradigm which focuses on the development of instru‐
ments. Successful completion of this research will add new knowledge to the Green
BPM discipline and will provide validated instruments to analyze environmental
sustainability in concrete business processes.
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(daily supervisor).
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Abstract. Due to the use of thousands of often very complex process models,
having them immediately usable towards their purpose is of great economic
benefit. In order to maximize usability, process models must be intuitive and
easily understandable. In other words, processing the information contained
within the process models must enable a successful completion of the task for
which the model is being used. Recently, research efforts into the effects of user
characteristics on understandability have increased. However, current limitations
create promising research possibilities, particularly with regard to the use of real‐
istic process models and direct data collection techniques. This thesis will
contribute to the existing body of knowledge by investigating domain knowledge
as a fundamental user characteristic and utilizing eye-tracking as a direct data
collection method while using realistic, complex process models. The end goal
of this research is to propose an automatic process model tailoring technique, with
the aim of enhancing a user’s understanding and thus their performance. As of
now a pilot study has indicated the existence of distinct reading strategies, which
establishes the viability of the proposed future work.

Keywords: Business process modeling · Process model understandability
Process model visualization · Domain knowledge · Process model tailoring
Reading strategy

1 Introduction

The performance of a business is in large part achieved by modeling the business
processes on which the enterprise relies [1]. Due to their communicative and supportive
function for knowledge transfer, quality control and regulation [2], they are required to
be intuitive and easily understandable [3]. Process model understandability is a field
investigating the factors that influence this comprehension. Uncovering these effects
facilitates a common understanding of processes and helps improve the quality of models
[1]. Recently, studies on the cognitive aspects of process models have increased, estab‐
lishing the importance of the effects of user characteristics (e.g. [4, 5]). We follow the
reasoning that the way an individual receives, selects, organizes and uses the information
visualized in a process model is an example of intrapersonal information behavior [6].
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Process models are used and must therefore be understood by a variety of people whose
user characters’ can have an even bigger influence compared to model factors [7].

In our work we will contribute to current research in three studies. First, we will
study the effects of domain knowledge on reading strategy and process model under‐
standability. Efforts into uncovering how users read models are very limited and recent
although it has been established that looking at model elements is highly correlated with
the individual’s thinking process and performance [8]. Our work is innovative as it
improves upon existing research by investigating the reading process, using a realisti‐
cally complex model and applying eye-tracking as a direct data collection technique.
Given the stadium at which our research currently stands, the metrics’ thresholds (e.g.
CFC) are yet to be determined, based on which a model will be deemed “complex”.

In our second study, we intend to investigate and apply these factors to the idea of
tailoring process models [9]. The static way in which processes are currently visualized
is a major shortcoming as it prevents individual and customized perspectives on business
processes [1, 10], hampering performance. Based on the results of this second study, we
will work towards a fully automatic approach that will tailor process models to specific
user characteristics as a third contribution.

2 Related Work

2.1 Process Model Reading

In the domain of process model reading, Figl and Strembeck [11] focus on modeling
direction and the effect on process model comprehension. The authors remarked a lack
of complexity in the models used in the experiment. We intend to improve upon this by
using a realistic, complex model. We further argue that since the experiment did not
contain a direct data gathering method with regard to reading a model, such as eye-
tracking, the deeper cognitive principles remained unknown. Specifically aimed at
model inspection for quality issues, Haisjackl et al. [12] investigated the strategies
undertaken by model readers in search of errors. In this study, data collection was done
using a think-aloud protocol for which we argue the same limitations apply.

2.2 Investigating Domain Knowledge

Only four studies could be identified investigating domain knowledge in the context of
process model understandability. These findings are supported by a very recent literature
review [1]. None of these studies reported an effect of domain knowledge on model
comprehension. Either researchers have kept domain knowledge constant (as a control
variable) (e.g. [5, 13]), have used homogenous groups of participants [14] or domain
knowledge was measured using a self-reported scale [15]. The key problem is that when
the extent of knowledge in a domain is itself unknown, no basis exists for a person to
estimate what they don’t know. In other words, an individual is unable to assess their
own level of domain knowledge as their understanding of the domain affects their
understanding of their own knowledge level [16].
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For all studies mentioned in this chapter, we argue that the data collection method
does not allow a direct observation and registration of the reading strategy and under‐
lying cognitive processes. Furthermore, as explained by Figl et al., domain knowledge
has as of yet not been a factor under study in the process modeling domain even though
relations with performance are well established in other fields [17]. Therefore, utilizing
eye-tracking as a data collection method would be our fourth contribution, next to our
study of domain knowledge, reading strategy and the use of realistic models.

2.3 Process Model Tailoring

Configuring process models so they only provide relevant information for a particular
user is not a new idea (e.g. [18]). Within this field of study, however, the effects of
different configurations of the process on a user’s understanding have received less
attention. More specifically, in line with our work, the idea of tailoring the model to
personal factors [9] has not yet been empirically assessed. In [1], potential future work
on tailoring process models is limited towards variables for which interaction effects
with various forms of representation have been found. Given the limitations of research
regarding the use of domain knowledge as a factor, we aim to contribute to both areas
(i.e. determining the effect of domain knowledge on comprehension and tailoring
process models to personal factors such as learning style or personality).

3 Research Questions and Methodology

Our end goal is to develop a technique for dynamically visualizing process models based
on user characteristics. Specifically, we intend to personalize these models based on
domain knowledge and reading strategy. To this end, we first need to establish an under‐
standing of the effects of domain knowledge on process model reading and understanda‐
bility. Experts and novices acquire and integrate information in different ways [19]. The
extent of tacit knowledge – general and domain specific skills acquired over time – sepa‐
rates experts from novices [20]. As experience and ability form an individual’s internal
state of knowledge, they determine performance.

A preliminary experiment will determine the presence of different reading strategies
and their potential relation with domain knowledge [21]. A process model reading
strategy can be defined as “the set and sequence of reading actions performed to translate
the model into meaning”. Eye-tracking will be used as a direct data collection method.
It uncovers the mental processes underlying task behavior as eye movement paths, eye
fixations and pupil dilations reflect the internal processing of information [22]. The
actions that will be recorded are: fixations, where the eye stops for a brief moment on a
model element; saccades, where the eye is quickly positioned on a new model element,
regression, where the eye returns to an already visited element and perceptual span,
which refers to the size of the visual window processed at each fixation. These actions
will be analyzed individually (e.g. total number and average duration of fixations).
Furthermore, recording the sequence of the elements themselves as read by each partic‐
ipant, a reading strategy will be interpretable as a sentence, on which text reading
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analysis techniques can be applied. Research that employs eye-tracking has high external
validity as it is a non-invasive process tracing technique. This is also supported by [1]
who consider the use of eye-tracking as the one neurophysiological tool that has been
successfully applied in the area of process model comprehension.

Two process models will be used in the form of BPMN-diagrams, each a realistic
representation of a process in a distinct domain: one on complaint handling and one on
the treatment of stroke in healthcare. Both models were created in collaboration with
employees active in the process. A set of domain related questions will be presented to
each participant determining their level of domain knowledge. This set will be the result
of discussions with longtime process participants, who, given their experience with the
domain, will serve as proxies for domain experts. This approximation is necessary
because a user can only be deemed an expert by other experts, for which we would also
need the set of questions, causing a vicious cycle to start. The set will be deemed
complete if no further questions are provided by new proxies. By creating a set that is
as representative and long as possible, the risk of choosing a sample which includes “a
preponderance of questions to which the subject happens to know the answers” [16] is
avoided.

Participants will be domain experts in exactly one of the domains depicted by one
of the models. By that logic, participants can be treated as novices for the model depicting
the domain they are not an expert in. In order to determine reading strategies and differ‐
ences between domain knowledge, each participant will receive both models. Whichever
model they see first will be randomized to avoid bias. We will collect data on a sample
of at least 70 participants (i.e. around 35 per domain) to maximize significance
(following [23]). These are still to be determined, but will most likely be employees
currently active in the used processes.

We focus on comprehension and problem solving measured by questions on seman‐
tics and pragmatics. This study does not aim to investigate differences in modeling
knowledge and thus has no need to include syntax related questions. Performance will
be determined by the results on these tests. We except domain experts to outperform
novices. Therefore we hypothesize:

H1a: Domain experts will have higher performance on comprehension than novices.
H1b: Domain experts will spend less time reading the process model than novices.

Experts will rely on their prior knowledge to build an understanding of the model.
Therefore we expect them to require less time, resulting in lower fixation rates and longer
saccades. This is supported by the information-reduction hypothesis, which proposes
that expertise optimizes the amount of processed information by neglecting task-irrel‐
evant information and actively focusing on task-relevant information [24]. This effect
is also expected to result in a different reading strategy and performance.

H2: Domain experts will exhibit a different reading strategy from novices.
H3: A correlation can be found between reading strategy and performance.

Participants will be required to read the entire model without a questionnaire. We
argue that the specificity of the reading process is too much dependent on question choice
[8] and therefore does not fully represent the cognitive processes that would otherwise
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unfold. The majority of research on process model understandability provides a ques‐
tionnaire adapted to the factors under study. Consequently, those model elements not
included require separate research and might fragment the body of knowledge. Since
there will be no question list provided, participants will likely adopt a certain reading
strategy to process the model in a way that best fits their learning style without being
directed through the model as they are given the liberty to explore and process the model
as they chose. This is in line with research on reading strategies of data models where
participants were “simply asked to give a complete specification of each data
model” [25].

The second stage starts after participants are convinced of understanding the model.
They are only then provided with the aforementioned questionnaire. To avoid memo‐
rization in stage one, the model will be kept in view while solving questions. That way,
participants will not feel the need to memorize for short-term recollection, but will
instead use this first reading as an initial step of a learning process. Again, eye-tracking
will be used to collect data in terms of fixation rates, saccades and reading strategies. In
line with research on data models [25] and process models [12] we expect to be able to
identify distinct reading strategies in both stages and differences in performance based
on those strategies.

In the following phase, based on the findings of the experiment, we will develop a
solution in the form of a collection of propositions towards personalized visualizations
of process models. These will include guidelines and patterns to optimize process models
with regards to a user’s domain knowledge and reading strategy in order to enhance
understandability. We aim to study the results of certain model manipulations on under‐
standability for different users and reading strategies to conclude on a set of guidelines
for each. Further in the thesis, we will work towards an automatic approach that will
adapt models in real-time based on a user’s domain knowledge, reading strategy and the
corresponding set of modeling guidelines. To determine the success of a process config‐
uration, a user’s performance will be monitored with the use of intermediate questions.

4 Exploratory Study Preliminary Results

A pilot study was conducted with the single goal of determining the existence of distinct
reading strategies. In case none of the participants exhibited dissimilar reading behaviour
on the same process model understanding task, there would have been need to adjust
our hypotheses and/or research track of future experiments as these rely on this initial
assumption. A small set of users (10) was invited by the researcher to participate. These
were chosen to ensure adequate variance in the user characteristics (i.e. modelling expert
and modelling novice, abstract learner and structured learner,..). Using the SMI
Red250Mobile eye-tracker (binocular mode at 250 Hz sampling rate with average oper‐
ating distance of 65 cm) data was collected on reading sequence and characteristics (e.g.
saccades, fixations, regressions, dwell time,..). Both types of data were used to define a
user’s reading strategy. At the point of writing, this data has only been inspected visually
by comparing scan paths and fixation sequences side by side on dual monitors. This
visual analysis already made evident the existence of differences in reading strategy.
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However, we plan on continuing the analysis by converting fixation sequence data into
strings on which string similarity measures (e.g. Jaccard index,..) will be applied.

5 Conclusion

Within the large body of knowledge on process model understandability, the growing
importance of the effects of user characteristics is evident [1], establishing the need for
further study. As an answer to current research opportunities, this thesis will contribute
by investigating the effects of domain knowledge on reading strategy and process model
understandability. This work will provide an innovative addition to research on four
aspects: (1) using eye-tracking as a direct data gathering method in order to uncover
participants’ cognitive processes; (2) using realistically, complex process models so as
to recreate as much of a realistic setting as possible; (3) investigating domain knowledge
as the independent variable and (4) studying differences in reading strategy. These
findings will ultimately lead to an automatic tailoring solution, which would personalize
process models depending on the user, thus enhancing their performance.
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the supervision of Prof. Dr. Manu De Backer (administrative promoter) and Prof. Dr. Amy Van
Looy (daily supervisor).
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We are delighted to present the proceedings of the 16th International Conference on
Ontologies, DataBases, and Applications of Semantics (ODBASE) which was held in
Rhodes (Greece) 24–25 October 2017. The ODBASE Conference series provides a
forum for research and practitioners on the use of ontologies and data semantics in
novel applications, and continues to draw a highly diverse body of researchers and
practitioners. ODBASE is part of the OnTheMove (OTM 2017) federated event
composed of three interrelated yet complementary scientific conferences that together
attempt to span a relevant range of the advanced research on, and cutting-edge
development and application of, information handling and systems in the wider current
context of ubiquitous distributed computing. The other two co-located conferences are
CoopIS’17 (Cooperative Information Systems) and C&TC’17 (Cloud and Trusted
Computing). Of particular relevance to ODBASE 2017 are papers that bridge tradi-
tional boundaries between disciplines such as artificial intelligence and Semantic Web,
databases, data analytics and machine learning, social networks, distributed and mobile
systems, information retrieval, knowledge discovery, and computational linguistics.

This year, we received 46 paper submissions and had a program committee of 48
dedicated colleagues, including researchers and practitioners from diverse research
areas. Special arrangements were made during the review process to ensure that each
paper was reviewed by 3–4 members of different research areas. The result of this effort
is the selection of high quality papers: twenty regular papers, six short papers, and four
posters. Their themes included studies and solutions to a number of modern challenges
such as querying, cleaning, publishing, benchmarking and visualizing linked data, RDF
documents and graph databases, ontology engineering, semantic mapping, social net-
work analysis, and semantics-based applications to various domains, such as health,
tourism, smart cities, law, etc. The scientific program is complemented with a very
interesting keynote speech by Markus Lanthaler on Pragmatic Semantics at Web Scale.

We would like to thank all the members of the Program Committee for their hard
work in selecting the papers and for helping to make this conference a success. We
would also like to thank all the researchers who submitted their work. Last but not
least, special thanks go to the members of the OTM team for their support and
guidance.

We hope that you enjoy ODBASE 2017 and have a wonderful time in Rhodes!
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Abstract. Technologies of the Semantic Web stack promise to alleviate
some of the challenges related to data integration on a massive scale and
high level of heterogeneity. This paper explores their application in the
smart cities domain with a focus on energy efficient districts. We develop
an ontology grounded in several well-established vocabularies to leverage
their shared semantics and facilitate data interoperability and we apply
the developed ontology to integrate state-of-the-art energy simulation
facilities into a general district-level monitoring framework.

Keywords: Smart cities · Building energy simulation
Semantic data integration · Ontology alignment

1 Introduction

The energy management at a city or district level requires a synergetic partic-
ipation of multiple stakeholders, for instance citizens, utility companies, policy
makers or municipalities, and companies providing services related to energy effi-
ciency e.g. energy consultants, building energy management providers, software
companies. Multiple tools or services are also utilized to help the stakeholders to
perform energy management activities. The multiple stakeholders and services
consume and produce data resulting in heterogeneous data formats and sources.
The data often come from multiple and unrelated domains, for example building
geometry and topology data, sensor data, occupant behavior data, regulations,
weather and geospatial data [1].

In order to accomplish accurate and efficient energy management activities
involving multiple stakeholders, it requires access and efficient processing of up-
to-date and comprehensive information coming from the heterogeneous data [2].
The interoperability issue is still the main challenge in achieving it. Semantic
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Web technologies promise to alleviate some of the challenges related to data inte-
gration on a massive scale and high level of heterogeneity. This paper introduces
an approach to develop an ontology that reuses well-established vocabularies to
leverage their shared semantics and facilitate data interoperability in the smart
city context.

The energy consumption analysis on district or city level requires an aggre-
gation of energy consumption data of buildings located in the district. Since not
all buildings are equipped with energy metering infrastructure, building energy
simulations are performed to predict the energy consumption of a building based
on building envelope profile, occupant profile, and surrounding factors.

2 Ontology Development

In DAREED project, we have followed the principle of ontology reuse and
grounded the main concepts within the frameworks of other, well-established
ontologies. Figure 1 summarizes the main concept of the ontology.

Fig. 1. Main concepts of DAREED district ontology.

In our model, a district is described by a region encompassing a set of energy
units. The demand and supply of the district are dependent on the energetic
behavior of the energy units within. To further distinguish energy units, we
describe the main services they fulfil as members of the district: for example,
houses provide residential services, schools provide educational services, parks
provide open spaces, and office buildings provide industrial services and so on.
An energy unit can demand and supply energy, and we distinguish the types of
energy involved in the balance.

The computational platform uses the aggregated area usages for each service
category and estimates the demand and response curves of the district in 15-min
steps. Since the spatial characteristics of the energy units have such a central
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role within the district model, we have opted to model these dimensions against
the GeoSPARQL ontologys Spatial Object and Geometry concepts.

Other aspects of the upper district ontology are the Key Performance Indica-
tors and metrics that describe the services and districts themselves. To that end,
we have followed the suggestions outlined by Fox [3]. We derive the service and
district metrics from the Quantity and Measurement concepts of the Ontology
of units of measure [4].

3 Integrating Simulation Data Within the District
Knowledge Graph

Smart meters are becoming increasingly available in districts as electrical net-
works are moving towards implementing smart grids for meeting the environ-
mental challenges. Despite that, monitoring a significant portion of the districts
energy usage with sensors or smart metering devices remains unviable. We main-
tain that without addressing the privacy issues, the district-wide coverage of the
energy consumption will unlikely penetrate the household segment.

To cope with that challenge, we have developed a framework for integrating
simulation data directly into the district knowledge graph. Thereby, we have
leveraged EnergyPlus simulation package since its availability as open source
and text-based IO formats.

Our approach bases on [5], in that it leverages a mapping specification for
providing a linked-data view of the simulation results. The mapping specification
is XML-based and offers two distinct operators not available in existing packages:
the aggregation operator building a single value from a range of fields and the
list operator exporting a range of fields as rdfs:List.

The mapping specification facilitates the extraction of RDF graphs from
table-based sources. It proposes a way for specifying the URLs of resources
and their property assignments in an XML file. Once a specification is written,
a graph can be extracted by processing the input schemas or tables with an
implementation of two interfaces which instruct how to access the data items
and their properties.

Given an input and an output file, we proceed to extract a linked-data graph
describing the energy unit and its energetic behavior. The mapping file we devel-
oped for the purposes of the DAREED project can be logically subdivided into
three categories: building structure (or product model), the resources model and
the sensing model.

The resources model describes the energy producers and consumers repre-
sented in the simulation input/output data. From the EnergyPlus data dic-
tionary, we extract Simulation Resources entities expressing different level of
aggregation of the calculated energetic behavior. These range from the Zone
to the Plant level. We extend the Semantic Sensor Network Ontology [6] with
the special EnergySupply and EnergyDemand concepts expressing which side of
the energetic balance the calculations should be related to. Lastly, we further
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describe the type of energy involved in the energetic balance of the building by
drawing from the Energy Resources Ontology.

With the resources model, we are able to describe the energetic behavior
of the simulated building or individual zones thereof only qualitatively. The
actual estimated measurements are the subject of the Sensing Model. The Sens-
ing Model leverages several ontologies and linked data vocabularies to provide
a tabular view of the data encoded within the EnergyPlus simulation output
without sacrificing the rich metadata model we have described thus far.

This concludes our overview of the conceptualization of a simulated building
and the related output data as used in the DAREED project. It allows us to
answer the key question required for the functioning of the monitoring platform,
namely how the consumption and production of the building and its zones are
behaving over time. By selecting appropriate ontologies and vocabularies from
semantic web repositories and the literature, we are capable of building a seman-
tically rich model that can be interpreted and processed by third-party systems
with very little effort. We emphasize that our model has been primarily informed
by the requirements of the project and, more importantly, the simulation input
files developed therein.

Acknowledgments. The DAREED project has received funding from the Seventh
framework programme of the European Union (EU) under grant agreement 609082.
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Abstract. The market of Product Lifecycle Management (PLM) appli-
cations has changed into a complex landscape of heterogeneous systems
in recent years. Consequently, it has become increasingly challenging for
enterprises to identify a PLM application that meets their requirements
and that can be successfully integrated into their existing IT systems.
The approach presented in this paper aims at developing a decision-
supporting model of the IT system landscape that provides different
analysis tools based on existing IT systems. The model which is expressed
by an ontology is intended to represent data flows between the different
IT applications in order to provide relevant information through requests
and rules in further proceedings.

Keywords: Digitization · Ontology · Product Lifecycle Management

1 Introduction

The digitization dominates the current trends. It is responsible for profound
changes in all areas of life and it opens up new potentials for the industry. Accord-
ing to a study by McKinsey Global Institute, European Countries exploit only
12% of their digital potential on average. If for example Germany used its entire
potential it would be possible to achieve an annual GDP growth of 1% until 2025,
which corresponds to a monetary potential of 500 billion Euro. According to this
study, Europe is rather a consumer than a producer of digital services [3]. Digitiza-
tion aims at the development of working processes that are faster, more dynamic
and more interconnected. This leads to an increasing complexity of processes as
well as to a higher demand for automation. The interconnection of systems is a
major challenge. Another issue is the integration of new IT-systems into exist-
ing IT-system environments. Furthermore, it is necessary to examine legacy sys-
tems concerning their potentials. Based on this challenges this paper develops an
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approach to a digital assistance system. The methodology is based on a Prod-
uct Lifecycle Management (PLM) ontology, which contains the IT systems of an
enterprise as well as the corresponding information that is being processed.

2 Related Work

Through the past years, the supply of PLM applications has increased rapidly
and has caused the emergence of very heterogeneous system landscapes. This
leads to growing challenges for the integration process of new applications into
existing system landscapes. To solve this problem several papers have used meth-
ods of semantic annotation aiming at rebuilding the interconnection of PLM
systems. Providing a survey and a literature collection, Liao et al. present an
overview over semantic modelling in the context of PLM [4].

Matsokis and Kirtisis describe the specific modelling of a generalized PLM
system with an ontology. They focus on the transformation of existing PLM
models into an ontology with a detailed description of the technical realization in
OWL DL. Their ontology is built around the physical product without referring
to the separate PLM applications or taking into account the generated data [5].

Bruno and Villa refine this idea by considering data flows between the sep-
arate concepts of a PLM solution. These flows are interconnected using object
relations to present the direction and the type of the data stream [2]. In a fur-
ther paper with Antonelli, they jointly develop a generalized model of the PLM
applications [1].

The EU project amePLM works on a reference ontology to support the
product lifecycle. The emphases are the product model, meta data, documents,
resources. The model is generalized and can be specified depending on different
applications [1].

Wicaksono et al. develop an ontology that represents the correlations between
properties of customized products, the involved production processes, and the
corresponding resource and energy consumptions [7]. The correlations are discov-
ered from data sets coming from different IT systems with the help of machine
learning algorithms [6]. The knowledge model covers the whole product lifecycle.
However, it lacks a model representing the involved IT systems.

3 OntoPLM - Digital Assistance

The emphasis of this paper is the conception of a data model, implemented
through a corresponding ontology that models different inputs and outputs
between PLM applications. The main components of the model are: (i) PLM
applications; (ii) Data types; (iii) Data input and output flows; (iv) stages of the
product lifecycle. The model considers a selection of IT systems for which the
relevant data input and output flows are determined. The selection of the appli-
cations has been limited to main PLM applications (e.g. Product Data Manage-
ment, Enterprise Resource Planing, Manufacturing Execution, Computer Aided
design, Computer Aided Manufacturing, Office Systems, Supply Chain Man-
agement, Customer Information System). This selection can be extended by an
arbitrary number of systems and builds the basic structure of an integrated
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approach. Based on the data input and output flows of the PLM applications,
similar data types are aggregated under distinct terms and then structured into
five data classes: (i) Construction data; (ii) Simulation data; (iii) Production
Data; (iv) Commercial Data; (v) Customer Data.

The ontology is designed in two steps. In the first step, the taxonomy is cre-
ated. It consists of the previously selected IT applications as well as of the data
model and the stages of the Product Lifecycle Management. In the second step
the class hierarchy and relations are implemented. They describe the relation-
ships of the different classes within the ontology on a file type level and represent
the data flows between the PLM applications. For a basic framework each PLM
application was analyzed and the belonging data inputs and outputs were added
in the ontology.

Based on the ontology and the additional subdivision into development steps
or departments, existing workflows can be created and analyzed in companies.
For this instance, rules determine which information and corresponding devel-
opment steps are required and processed by the individual IT system. In line
with the ontology, it can be checked whether this workflow is possible with the
installed IT systems and which interfaces are implemented.

The developed ontology addresses on the one hand providers of PLM software
and suppliers of tools of the Digital Factory which intend to present their systems
and tools vividly to their prospect customers. On the other hand, present and
future end customers of IT applications also belong to the potential target group
of this ontology. The ontology has to be instantiated individually in accordance
with company-specific IT system environment. On the basis of this ontology dif-
ferent analysis mechanisms can be triggered (Fig. 1). They have the opportunity
to proof how a new tool can be successfully implemented in their already exist-
ing system landscape as data flows are made transparent by the model. Existing
and required interfaces can be thereby identified with less effort and the prod-
uct that has the maximum compatibility can be selected. Furthermore, Lifecycle
Analytics methods are intended to be applied to the ontology.

Fig. 1. Concept of digital assistance.
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The developed model covers a selection of PLM applications, data types and
the stages of the product lifecycle. Each of these elements can be extended by
adding an arbitrary number of new classes and thus generating further benefits.

It seems reasonable to add additional PLM applications to the model to
extend the scope of the requests within the application. The same applies to
the tools of the Digital Factory which can be implemented analogously to the
conception in this paper. Suppliers of these applications and tools can present
the data input and output flows of the product to their prospect customers. An
end user will be enabled to make better decisions concerning investments and
to choose a product which can be integrated optimally into the existing system
landscape.

4 Conclusions

In this paper a basic framework of the data input and output flows of PLM
applications has been developed. Through company individual adaptions and
extensions analysis regarding the IT-Systems can be made. Areas of applications
are the selection and integration of new IT applications based on existing systems
and tools for enterprises. Furthermore the existing connections between the IT-
Systems along the product lifecycle can be analysed. The next steps will be
further evaluations and identifications of analysis scenarios.
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Abstract. This paper presents a representation for storing OBDA map-
ping information in an easily understandable, user-accessible, and exten-
sible format in dedicated metadata tables in the relational database.

1 Introduction and Motivation

Ontology-based Data Access (OBDA) systems aim to allow users to state queries
based on the vocabulary of an ontology against data stored in a relational
database. The core of OBDA tools is a mapping between both formats. Such
mappings can be created manually, or by (semi)automatic alignment tools. When
evaluating such (semi)automatic database alignment approaches through the
evaluation of query translation (SPARQL to SQL), it was found that the gener-
ated alignments are often incomplete or partially incorrect [1]. Most systems do
not allow the user to check and modify the mapping directly because it is only
stored internally in the system. Making the mappings available to the user by
storing them in a well-defined and accessible format in metadata tables inside
the relational database overcomes this limitation. This paper introduces the
“RDF2SQL” approach, which defines a framework for storing RDF↔relational
mappings in a Semantical Data Dictionary (SDD) consisting of generic metadata
tables. The full paper and more information can be found at [2].

2 Generic Metadata: Semantical Data Dictionary

We illustrate the approach by a fragment of the mondial [3] database whose ER
diagram is shown below that contains examples for typical patterns in conceptual
modeling. In an OBDA setting, the OWL ontology of the application contains
the same information; the Mondial ontology can also be found at [3]. Some
modeling details deserve some attention (cf. ER diagram below):

LocatedAt is an n:m relationship between cities and waters. The locatedOn
relationship is also n:m between cities and islands, while between mountains and
islands, it is n:1. The attributed n:m isMember relationship between countries
and organizations includes a type attribute. This leads to reification, which in
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the relational model means an n:m table with an aditional type column. In RDF
(or UML) modeling, there is an artificial reified Membership class with reference
properties ofCountry and inOrganization.

Country Organization

River

City Water Lake

Sea

Island Mountain

isMember<0,*> <0,*>

hasCity

<1,*>

<1,1>

capital

<1,1>

<0,1>

hasHq

<0,1>

<0,*>

locatedAt<0,*> <0,*>

locatedOn

<0,*>

<0,*>

locatedOn <0,1><0,*>

code

name
pop.

area abbrev nametype

name

pop.

name length

area

area

name

area pop. name

elevation

The OWL ontology fragment for these details is as follows; note that it already
represents the modeling after reification.

:locatedOn a owl:ObjectProperty;
rdfs:domain [ owl:unionOf ( :City :Mountain ) ]; rdfs:range :Island.

:Mountain rdfs:subClassOf [a owl:Restriction;
owl:onProperty :locatedOn; owl:maxCardinality 1].

:ofMember a owl:ObjectProperty; a owl:FunctionalProperty;
rdfs:domain :Membership; owl:inverseOf :inMembership; rdfs:range :Country.

:inOrganization a owl:ObjectProperty; a owl:FunctionalProperty;
rdfs:domain :Membership; owl:inverseOf :hasMembership; rdfs:range :Organization.

For illustration of the SDD, we apply the standard design of a relational
database schema according to [4, Ch. 7]. In the OBDA case, the required infor-
mation is extracted from the OWL ontology. (Alternatively, the SDD can e.g.
based on an existing relational database and canonically deriving a ontology
from it, or from an R2RML mapping [5]).

The ClassTables contain all functional properties as columns; and a uri col-
umn acts as the primary key. n:m-relationships are mapped to binary n:m tables:

Country(uri, name, code, population, area, capital).
City(uri, name, population, hasCity inv).
Organization(uri, abbrev, name, hasHq).
Membership(uri, ofCountry, inOrganization, type).
River(uri, name, length). Lake(uri, name, area). Sea(uri, name, area).
Mountain(uri, name, locatedOn). Island(uri, name, area, population).
locatedAt(city, water). locatedOn(city, island).
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The SDD Tables. The Mapping Dictionary (MD) represents where a property p
of a class c is stored/looked up, i.e., in which table, and in which column of it.
For properties like Country.hasCity that are inverse-functional, a lookup in the
inverse direction is required. The range class of every property is also stored:
MD : (Class × Property) → (Class × Table × Column × inv?):

MappingDict

Class Property RangeClass Table LookupAttr inv

Country name xsd:string Country name false

Country code xsd:string Country code false

City name xsd:string City name false

all functional literal-valued properties:

(class, property, range-datatype, Class=tablename, column=propertyname, false)

Country capital City Country capital false

Country hasCity City City hasCity inv true

Country inMembership Membership Membership ofCountry true

City hasCity inv Country City hasCity inv false

City locatedAt Water locatedAt Water false

City locatedOn Island locatedOn Island false

Organization hasHq City Organization hasHq false

Organization hasMembership Membership Membership inOrganization true

Membership inOrganization Organization Membership inOrganization false

Membership ofCountry Country Membership ofCountry false

Membership type xsd:string Membership type false

River locatedAt inv City locatedAt city false

Lake locatedAt inv City locatedAt city false

Sea locatedAt inv City locatedAt city false

Mountain locatedOn Island Mountain locatedOn false

Island locatedOn inv City locatedOn city false

Island locatedOn inv Mountain Mountain locatedOn true

Water name xsd:string River name false

Water name xsd:string Lake name false

Water name xsd:string Sea name false

Water locatedAt inv City locatedAt city false

For the n:m tables, e.g., locatedAt, the entries tell that the (URIs of the)
waters where a city is located can be found in the Water column of the locatedAt
table. Note the different handling of locatedOn for Cities (n:m) and mountains
(functional). In case of relationships, the lookup yields the URI of an object,
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which then must be joined appropriately; in case of n:m tables, also the “back-
wards” join to the domain side is needed:

The Range Tables Table (RTTab) gives for each pair (table, column) the
ClassTables where the referenced URIs can be found. The NM Join Table (NMJ)
table yields the column name to be used for the “back” join with the domain:
NMJoinTab : (Class × Table × (LookUp)Attribute) → (FKJoin)Attribute; where
(c, t, l) �→ f means that, for an instance of class c, to look up the attribute l in
the (n:m-)table t, the attribute f of t must be matched with the URI column of
ClassTable c. Note that a lookup in the NMJ always follows a lookup for (c, p)
yielding (t, l) in the MD.

Example. Consider the following SPARQL query pattern:
{ ?C :name ?CN; :locatedAt ?L . ?L a :Lake; :name ?LN }

RTTab

Table LookupAttr RangeTable

Country capital City

City hasCity inv Country

Organization hasHq City

Membership inOrganization Organization

Membership ofCountry Country

locatedAt City City

locatedAt Water River

locatedAt Water Lake

locatedAt Water Sea

locatedOn City City

locatedOn Island Island

Mountain locatedOn Island

NMJoinTab

Class Table Lookup FKJA.

City locatedAt Water City

Water locatedAt City Water

River locatedAt City Water

Lake locatedAt City Water

Sea locatedAt City Water

Island locatedOn City Island

City locatedOn Island City

First, the classes of the variables are determined: either given by an is-a-
pattern, or as the intersection of the domains of the properties used in the
query. Thus, ?C can be identified to range over cities. The MD tells to look up
?C.locatedAt in locatedAt.Water whose range tables (for ?L) are according to the
RTTab River, Lake, and Sea. ?L is restricted in the query to lakes whose names
are looked up in Lake.name. The NMJ tells to join City.URI with locatedAt.City:

SELECT city.name, lake.name FROM country, locatedAt, lake
WHERE locatedAt.Water = lake.uri AND city.uri = locatedAt.city

Additional SDD Tables and Coverage. The SDD also contains information about
the inverses and about the class hierarchy. Further, the following modeling
aspects are also covered (see [2]): renaming, abstract subclasses, shortcut for
reified properties, symmetric non-functional properties, vertical partitioning.
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3 Current Functionality of RDF2SQL

The current prototype of RDF2SQL can be found at [2]. The central functional-
ity is the transformation of an OWL ontology (optionally with additional anno-
tations about concrete and abstract classes, reification etc.) into a relational
schema and the generation of the SDD tables. The analysis of the ontology is
done as described in [6]. RDF data can be inserted either from a file, or triplewise.
SPARQL queries can be translated into SQL queries and can be evaluated.
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Abstract. Among models and information about economic phenomena that
help to understand how enterprises produce value, Accounting and Financial
Reporting still play a leading and regulative role. The regulative role is estab-
lished by enforceable International Financial Reporting (FR) Standards.
Ontology engineering methods, which have proven to cope with difficult stan-
dardization issues, are seldom used in developing these standards. Furthermore,
no widely accepted computational ontology, covering the concepts and relations
of FR, and the Information Systems supporting FR, exists. This paper proposes
an initial version of the Core Ontology of Financial Reporting Information
Systems (COFRIS) grounded on the Unified Foundational Ontology (UFO).

Keywords: UFO � COFRIS � IASB � IFRS � Shared ledger

1 Introduction

Ontology engineering methods, which have proven to cope with difficult standard-
ization issues [5], are seldom used in developing standards of international financial
reporting (IFRS). Consistency, completeness and clarity of recent editions of Con-
ceptual Framework for FR [1] and reworked standards [2] by the International
Accounting Standards Board (IASB) still need to be improved [12]. Additionally, we
see the following deficiencies of this framework and standards:

• absence of ontology engineering tools used for standard setting;
• limited, inconsistent and not generalized conceptualization of economic contracts

and their progression events [11];
• repetitions and inconsistency among IFRS standards;
• inconsistency with other enterprise standards and enterprise ontologies;
• limited account for the impact of modern information technologies, such as data

analytics and shared ledger [10].

The main contribution of this paper is the initial version of the Core Ontology of
Financial Reporting Information Systems (COFRIS) grounded on the Unified Foun-
dational Ontology (UFO) [5] network. Section 2 depicts an essential fragment of
COFRIS presented in OntoUML [5] diagram in Fig. 1 and definitions of the main
concepts and relations with references to the UFO patterns [3–9] and IASB conceptual
framework [1] and IFRS standards [2] in Fig. 2.

The original version of this chapter was revised: This chapter was originally positioned in the back
matter as a short paper. It has been moved to the main part of the publication. The correction to this
chapter is available at https://doi.org/10.1007/978-3-319-73805-5_35

© Springer International Publishing AG 2018
C. Debruyne et al. (Eds.): OTM 2017 Workshops, LNCS 10697, pp. 302–306, 2018.
https://doi.org/10.1007/978-3-319-73805-5_34

http://orcid.org/0000-0003-3405-0754
http://orcid.org/0000-0002-6035-9045
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73805-5_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73805-5_34&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73805-5_34&amp;domain=pdf
https://doi.org/10.1007/978-3-319-73805-5_35


2 COFRIS OntoUML Diagram, and Concept Definitions
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Fig. 1. An OntoUML diagram of COFRIS economic agents (in yellow), relations (in beige),
phases (in pink), and events (in blue). (Color figure online)
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COFRIS term COFRIS concept and relation definitions UFO pattern IASB[2]
Financial 
reporting (FR)

provides information relevant to investors about the reporting enterprise’s economic 
phenomena - relationships with economic agents and the changes of those relationships.

Normative 
description [3]

CF[1]

Reporting period is used to decompose the changes of the whole as separate one-period flows. Time period [9] CF[1]
Economic agent: is a category of persons and enterprises, contractual groups of people and enterprises, or the 

society at large. Economic agents are capable of committing and fulfilling economic actions.
Social, Human 
agent [3]

CF[1]

Enterprise (subject of FR), is an incorporated contractual group with some inherent goals, An enterprise 
has control to actions upon economic resources to attain its goals and fulfill its obligations.

Institutional 
agent [3]

CF[1]    
IFRS 3

Enterprise owner controls or has a non-controlling interest in an enterprise as per the articles contract. Social role [3] IAS 1
Economic 
relationship: 

is a relational entity existentially dependent on economic agents playing the roles of the party 
and the counterparty and having commitments/claims quantified in monetary terms, regarding 
some underlying object. These commitments/claims are: individual/mutual intentions; or 
enforceable by society: obligations [duties]/rights of a party against a counterparty; or rights of 
a party against all economic agents [permissions].

Social, Legal 
relator,  
Entitlement and 
Burden/Lack   
[3. 4]

CF[1]

Timing is a condition indicating when the resources are to be used/obligations fulfilled. Events [7] IAS 39
Present value is a price that exists independent from the enterprise, and is used as a measurement unit for FR Value [6] IFRS13
Resource is a right that has the disposition to produce economic benefits. The allowed (by law, contract 

or nature) rights prescribe permissions of economic agents to use economic resources.
Resource, 
Disposition [5]

CF[1]

Obligation: is an action to which an economic agent is legally or constructively bound. Duty [4] CF[1]
Distinct obligation fulfillment creates a distinct liability of the counterpary and revenue recognition for the party. IFRS 
Complete obligation fulfillment creates an unconditional right of the party, a complete liability of the counterparty.
Underlying object is a physical or intellectual object; or amount of matter, including human and natural environ-

ment energy; or an obligation/right/both (eg, to exchange) for another underlying object. 
Endurant [5] CF[1]

Unit of account: is a group of recognized by an enterprise enforceable/constructive [net] rights/obligations/ 
both, classified by their intended use and valuation, with assessed uncertainty and impairment.

Resource [5] CF[1]

Carrying amount depicts account value after deducting any accumulated depreciation and impairment losses Value [6] CF[1]
Uncertainty of receiving economic benefits. Assessed through provisions and mitigated by hedging. Disposition [5] IFRS 9
Intended actions 
(Function)

refers to the primary actions and assets and liabilities used in those actions in which an enter-
prise is engaged and capable, eg, selling goods/services, manufacturing, or administration. 

Resource, 
Capability [5]

CF[1]

Role in an action 
(Nature) 

refers to the economic characteristics or attributes that distinguish assets and liabilities used in 
actions that do not respond similarly to similar economic events, e.g., raw materials, labour. 

CF[1]

Benefit/Sacrifice refers to the outcome form of intended or performed action, which increases/decreases equity.
Asset is a present economic resource controlled by the enterprise as a result of past events.
Liability/Equity is a present obligation of the enterprise to transfer a resource as a result of past events. Duty [4]
Correlative 
association

If one party has an obligation to transfer an economic resource (a liability), it follows that 
another party (or parties) has a right to receive that economic resource (an asset).

Correlative 
association [4]

Economic event: is an economic exchange (manifestation of disposition that inhere in economic relationship) or 
other event in environment and society, that affects economic relationships. 

Events [7] CF[1]

Contract 
manipulation

includes offer, inception, modification, [un]suspension and cancellation events. Communicative 
act [7]

IFRS 
15

Revaluation of economic relationship due to changes in the environment.or enterprise IFRS 9 
Reclassification of economic relationship due to changes in the environment or enterprise intended actions.
Economic 
exchange

deploys one economic relationship to obtain another for a gain in value for an enterprise. 
Contains two opposite processes of partial, distinct and complete transfer.

Interaction [7] 
Exchange [11]

IFRS 9, 
15-17

Impairment [loss] is a condition that exists when the carrying amount exceeds the present value. IAS 36
Economic 
contract

establishes a right and an obligation to exchange economic resources. In a contract, a party has 
a commitment to transfer some resource/obligation to the counterparty in exchange for a claim 
to receive another resource/obligation. The contract progresses in phases manifested by 
economic events and the effects of these events become parts of the contract.

Service contract  
relator [4], [11]

IFRS 9, 
15-17

Relator Phase 
Contract phases:  

models the evolution of an instance’s membership in a type along its lifecycle and generally 
includes four phases: intended  (scheduled), recognized  (active), suspended , derecognized 

Social Phase [3] 
Relation Stat.[8]

CF[1]

Offering phase is formed by a contract offer event as a meta-commitment by a provider to a customer, to
exchange. The offering may further enter into the negotiation  phase or become expired .

Offering [7], 
[11]

Obligation 
fulfillment phase

starts with the inception of the contract, includes enterprise/counterparty transfers creating 
process  assets/liabilities and ends with the fulfillment of their respective obligations. 

Liability 
settlement phase

starts when the enterprise/counterparty/obligations are fulfilled and reciprocal liability is 
accrued and ends when liability is settled or expired. 

Asset recovery 
phase

starts when the enterprise/counterparty obligations/liabilities are fulfilled/settled and assets 
are received and ends when asset is recovered or expired. 

Delivery [7], 
[11]

IFRS 
15

Fig. 2. COFRIS terms and definitions with related UFO patterns and IFRS standards.
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3 Conclusions

Financial reporting standard setting, implementation and the corresponding information
system development at present is a partially informal and long process and, as
exemplified by other domains, may be improved using ontological conceptual mod-
eling approaches. Existing foundational and core ontologies, as showed by UFO
ontology network usage, provide upper level patterns for representing FR concepts and
relationships.

Contract economic relationships as dispositions of economic exchange events,
creating new or progressing existing contract lifecycle, is a fundamental and reuse
facilitating pattern of capturing economic phenomena for FR. Based on this exchange
pattern it is possible to extract patterns from particular standards to facilitate reuse.
Ontological analysis allows for explication of the core contract phases and exchange
types to capture full partition of the economic phenomena usable for FR. Introducing
event reification per [9] should release income/expenses elements of FR from semantic
overloading and unify FR concepts for performance statements and notes.

Aligning FR concepts with UFO allows for understanding the FR concepts
meaning and classification in the enterprise domain, as for instance, the economic
resource and asset definitions. Elaboration of correlative associations between enter-
prise and counterparty may lay a foundation for consensus based accounting in shared
ledger environment.

Further, a full validation of COFRIS by modeling all IFRS standards is needed,
including solving the ontology version transition problem.
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