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Preface

This monograph is an extension of the discussions and presentations shared in
Topic Study Group (TSG) 40 on Classroom Assessment for Mathematics Learning
that occurred during the 13th International Congress on Mathematical Education
(ICME-13) held in Hamburg, Germany, in July 2016. Co-chairs of that Topic Study
Group were Karin Brodie (South Africa) and Denisse R. Thompson (United States),
with committee members Leonora Díaz Moreno (Chile), Nathalie Sayac (France),
Stanislaw Schukajlow (Germany), and IPC liaison Elaine Simmt (Canada).

The goal of TSG 40 was “to share and build research relating to assessment for
and as learning in mathematics classrooms” (http://www.icme13.org/files/tsg/TSG_
40.pdf). With this goal in mind, contributions (papers, oral presentations, and
posters) were solicited “relating to teaching mathematics in classrooms as well as
practices in teacher education and professional development that address issues on
assessment for learning and teaching mathematics. How teachers learn to assess for
learning and how their learning is enacted is key to developing assessment for
learning that enables teachers to gain insight into students’ thinking to guide further
instruction” (http://www.icme13.org/files/tsg/TSG_40.pdf).

Seven themes were identified as specific areas where contributions might be
developed that would fit within the broad aims of the TSG:

• “The enactment of classroom practices that reflect current thinking in assess-
ment for learning or assessment as learning in mathematics (for example, giving
feedback, developing classroom conversations, peer or self-assessment);

• The development of pre-service and in-service teachers’ professional knowledge
or practices related to assessment for learning mathematics;

• The enactment of practices in teacher education and professional development
that reflect current thinking relative to assessment for learning and assessment as
learning;

• The development of assessment tasks that reflect the complexity of mathemat-
ical thinking, problem solving, and other important mathematical competencies;

• The design of alternative modes of assessment for learning (e.g., online,
investigations, forms of formative assessment);
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• The development of assessment practices that support equity or enhance access
to the learning of mathematics;

• The enactment of practices to ensure that curriculum, instruction, and classroom
assessment are well aligned.” (http://www.icme13.org/files/tsg/TSG_40.pdf)

Not all themes were equally represented across the contributions. Within the
sessions assigned to various aspects of the TSG during ICME, 12 papers, 12 oral
presentations, and 14 posters were presented. Two of the papers were presented as
part of a joint session with TSG 39 on Large-Scale Assessment and Testing in
Mathematics Education. More information about the overall structure of the various
sessions can be found in the Proceedings of ICME-13.

Development of this Volume

At the conclusion of the Congress, three Topic Study Group participants (Megan
Burton, Annalisa Cusi, and David Wright) joined with one of the co-chairs (Denisse
R. Thompson) to serve as the editorial panel responsible for overseeing the
development of this post-Congress monograph. Given the relatively small number
of overall contributions to the various themes of the TSG, a general call was made
to authors of papers, oral presentations, or posters to expand their original contri-
bution for the monograph. Fifteen of the original contributors chose to make that
investment of time and submitted a revised and expanded version of their
presentation made in Hamburg.

All submissions underwent a review process in which they were reviewed by
two members of the monograph’s editorial panel as well as one other potential
contributing author. Reviews were returned to authors with guidelines and sug-
gestions for revisions needed to strengthen the paper and make it acceptable for
publication in the monograph. Two authors chose not to make the requested
revisions, primarily because their research was not far enough along to enable the
requested revisions to be made. Revised papers were reviewed again by members
of the monograph’s editorial panel and edited as needed.

Structure of the Volume

The remaining contributions, together with an introductory paper and a concluding
paper, provide insight into various assessment practices from educators and
researchers around the globe. Under no circumstances would we claim that the
papers in this volume provide a complete picture of assessment practices in various
countries. It is not even clear that they provide a representative picture of the types
of practices that teachers use around the globe. Rather, they provide a glimpse into
possible assessment practices, the types of information or data to be collected from
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those practices, and the potential for that information or data to inform further
instruction.

The authors of the papers hail from eleven different countries. Thus, the papers
provide a glimpse into the extent to which issues surrounding classroom assess-
ment, particularly formative assessment, are increasingly important regardless
of the schooling or cultural context.

The papers expanded from conference contributions have been grouped into four
main categories:

• Three papers provide examples of classroom assessment in action. The paper by
Swan and Foster focuses on designing curriculum and assessment lessons to
encourage communication and problem-solving. Pai considers how teachers
deal with in-the-moment assessment actions, and Straumberger investigates how
self-assessment might be used by students to enhance their own individual
mathematics practice.

• Four papers illustrate how technology can be used as a tool to facilitate for-
mative classroom assessment, regardless of schooling level. For instance, the
paper by Downton focuses on how digital flip cameras can help primary
teachers capture assessment practices of young children so they can explore
them in more detail with the children. The paper by Cusi and colleagues uses
software, tablets, and interactive whiteboards to help teachers enhance formative
assessment when working with fifth-grade children to engage them in
problem-solving and explaining their reasoning. At the other end of schooling,
the paper by Nagari-Haddif and Yerushalmy considers how online assessments
can be used to understand the thinking of high school students in calculus, and
the paper by Platz and colleagues uses an e-proof environment within tertiary
education to assist students in developing their skills in constructing mathe-
matical proofs.

• Two papers focus on how statistical models might assist with formative
assessment; both were originally presented in the joint session with TSG 39 on
large-scale assessment. Using Rasch modeling or Cognitive Diagnostic
Assessment, the authors of the two papers explore how assessments related to
problem-solving or concept development can inform teachers so that appropriate
instructional interventions could occur.

• The final four papers address different perspectives to engage teachers in for-
mative assessment. Sayac investigates the assessment practices of French pri-
mary teachers, under the assumption that one needs to understand teachers’
assessment practices to develop professional development to enhance those
practices. Andrade-Molina and Moreno illustrate how national curricular guides,
together with national assessments, can send mixed messages to teachers about
the nature of learning and the types of classroom assessments that can support
that learning. Burton and colleagues describe five different pedagogical
approaches used in preparing teachers and in professional development settings
and how teacher educators might highlight the formative assessment practices
that are naturally linked to the instruction within those pedagogical approaches.
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Wright and colleagues share the work of a large-scale assessment project within
Europe that has developed a toolkit to assist teachers as they work to integrate
formative assessment into their regular classroom instruction.

The volume’s introductory paper attempts to set the stage for the importance of
classroom assessment by contrasting formative and summative assessment prac-
tices. Members of the two ICME-13 TSGs on assessment joined together to prepare
a Topical Survey, Assessment in Mathematics Education: Large-Scale Assessment
and Classroom Assessment (Suurtamm et al. 2016), that represents an overview
of the state of assessment and the interactions of classroom and large-scale
assessment as of Spring 2016. Rather than repeat the information in the introduc-
tory chapter, readers are referred to that volume for research issues related to
(1) purposes, traditions, and principles of assessment; (2) design of assessment
tasks; (3) classroom assessment in action; (4) interactions of large-scale and
classroom assessment; and (5) enhancing sound assessment knowledge and prac-
tices. Each of the five sections in that volume concludes with a list of questions for
possible future work.

The concluding paper in this volume looks across the various papers to consider
what lessons can be learned from the various models of assessment practices and to
consider how those lessons might suggest future areas of research. The fact that the
papers are authored by researchers in many countries highlights the importance of
cross-national and cross-cultural research studies so that we can learn from each
other.

Potential Audience for This Book

This volume is applicable to a wide audience. Classroom teachers might read the
volume for ideas about research initiatives and practices in other parts of the world
that can be applied to their own context. Researchers might use the volume to
contemplate areas for additional research. Mathematics teacher educators and
professional development providers might use the volume, perhaps in conjunction
with the Topical Survey on Assessment, as a supplement in a course in the
preparation of teachers or the enhancement of teachers’ instructional practice.

Acknowledgements
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Chapter 1
Formative Assessment: A Critical
Component in the Teaching-Learning
Process

Denisse R. Thompson, Megan Burton, Annalisa Cusi
and David Wright

Abstract This introductory paper to the volume contrasts formative assessment
with summative assessment and describes the importance of formative assessment
to classroom instruction. In particular, it argues that a task is formative to the extent
that data from the task are used to enhance and inform further instruction rather
than simply to provide an evaluation of a student or of instruction. The use of
design research as a mechanism to develop sound classroom assessment is outlined
because a design science framework provides a means to tie together varied
exemplars of innovations in assessment. A cycle of task implementation and
revision can lead to improved assessment practices.

Keywords Design research � Formative assessment � Summative assessment
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1.1 Introduction

For much of the general public, including parents and politicians, assessment is
often synonymous with tests. But assessment can and should be much more than
just a test. In fact, one way to define assessment in mathematics is “as the process of
gathering evidence about a student’s knowledge of, ability to use, and disposition
toward, mathematics and of making inferences from that evidence for a variety of
purposes” (National Council of Teachers of Mathematics [NCTM] 1995, p. 3). In
contrast, evaluation is “the process of determining the worth of, or assigning a value
to, something on the basis of careful examination and judgment” (NCTM 1995,
p. 3). Tests, then, are a means of evaluation, and evaluation is just one aspect of
assessment.

The tension implicit in the previous paragraph reflects the fact that assessment
has both formative and summative perspectives. A given assessment task can be
either formative or summative, depending on how the information gathered from
that task is used. If an assessment task is used for accountability purposes, at the
individual student level or to make value judgments about the quality of education
in a school or country, then that assessment task is summative; most large-scale
external assessments or classrooms assessments used at the end of a unit of study fit
within this category. However, when assessment tasks are used to collect insight
into students’ thinking that can inform the teacher or the students about their
learning which is then used to guide further instruction, the assessment task is
formative; tasks and activities that help move students’ thinking forward and help
guide teachers as they make instructional decisions fit within this side of the
assessment coin.

Too often, assessment is viewed as something that occurs at the end of a unit of
study or a specific time period. However, assessment “that enhances mathematics
learning becomes a routine part of ongoing classroom activity rather than an
interruption. … [and is] an integral part of instruction that encourages and supports
further learning” (NCTM 1995, p. 13). The papers in this volume take this view of
assessment—as an ongoing and integral part of instruction to enhance the learning
of students.

1.2 The Role of Formative Assessment in the Classroom

Black and Wiliam (2009) describe formative assessment in terms of decisions made
based on the assessment rather than on the actual collection of information from the
assessment. Assessment is formative

to the extent that evidence about student achievement is elicited, interpreted, and used by
teachers, learners, or their peers, to make decisions about the next steps in instruction that
are likely to be better, or better founded than the decisions they would have taken in the
absence of the evidence that was elicited. (p. 9)

4 D. R. Thompson et al.



As noted by Wiliam, this definition means that formative assessment necessitates
“that one is clear about what it is that students are to learn, but it does not impose a
particular view of the mathematics curriculum, nor does it entail any particular view
of what happens when learning takes place” (2015, p. 250). That is, a determination
of the nature of an assessment depends on how information from that assessment is
used. A given task, even an end-of-unit test, could be formative if it is used to guide
instruction or help teachers determine how to move students’ learning forward, but
could be summative if it is used solely to provide a grade.

The definition of formative assessment posited by Black and Wiliam poses a
challenge for teachers, educators, and researchers. To gain the type of information
needed to make effective instructional decisions, cognitively demanding tasks are
needed that focus on conceptual understanding rather than just surface knowledge.
Identifying and developing such tasks is not only a challenge for teachers, but is
also a challenge for students who are asked to think mathematically in ways that
involve more than just procedures and to explain their thinking in multiple ways—
via pictures, words, symbols, or in some other format. Students and their teachers
need many opportunities to engage with such tasks to develop an appreciation for
the extent to which they can facilitate the learning process.

Over the last three decades, in particular, there has been a recognition around the
globe of the need to engage many more students in mathematics, and to ensure that
all students have an opportunity to be successful. As a consequence, mathematics
educators in many countries have emphasized the importance of a student-centered
classroom rather than just a teacher-centered or teacher-directed one. Formative
assessment is a critical component of shifting to a student-centered perspective
because it places the student at the center of the assessment process, through having
students assess their own learning as well as supporting the learning of classmates.
Black and Wiliam stress that, together with the teacher and the learner himself,
fundamental agents in the assessment processes are the peers. Peers can challenge
learners to reflect on their own thinking, helping them “to make unconscious
processes overt and explicit and so making these more available for future use”
(2009, p. 19). As Leinwand and colleagues note, “an important goal of assessment
should be to make students effective self-assessors, teaching them how to recognize
the strengths and weaknesses of past performance and use them to improve their
future work” (2014, p. 95). Through both self-assessment and peer assessment of
present and past performance, students become the center of the instruction and
assessment cycle.

1.3 Design Research in Classroom Assessment

The report Knowing What Students Know (Pellegrino et al. 2001) identifies progress
in the science of designing assessments as a key factor in enhancing classroom
assessment. The report provides a range of assessment examples and steers the
analysis of them towards a science of design:

1 Formative Assessment: A Critical Component … 5



while it is important to carefully analyze each of the examples as a separate instance of
innovative design, they also need to be analyzed as a collective set of instances within a
complex ‘design space.’ The latter can be thought of as a multivariate environment
expressing the important features that make specific instances simultaneously similar and
different. (Pellegrino et al. 2001, p. 304)

Developments in design science in recent years (Barab and Squire 2004; Bereiter
2002; Burkhardt 2006; Cobb et al. 2003; DBRC 2003; Kelly 2003; van den Akker
et al. 2006) provide a clearer view of what might be required for the design of
effective assessments. The principles of design research can be described as:

a formative approach in which a product or process (or ‘tool’) is envisaged, designed,
developed and refined through cycles of enactment, observation, analysis and redesign,
with systematic feedback from end-users. Educational theory is used to inform the design
and refinement of the tools, and is itself refined during the research process. Its goals are to
create innovative tools for others to use, to describe and explain how these tools function,
account for the range of implementations that occur, and develop principles and theories
that may guide future designs. Ultimately, the goal is transformative; we seek to create new
teaching and learning possibilities and study their impact on end-users. (Wright et al. 2017,
this volume as adapted from Swan 2014)

Examples within the papers in this volume provide windows into the different
perspectives of the design process as researchers attempt to develop innovations in
assessment occupying the complex design space identified in Knowing What
Students Know. Teaching itself has also been characterized as a design science
(Laurillard 2012) with technology and assessment playing crucial roles in
improving practice. Hence, design research appears to provide a guiding framework
for the development of assessment tasks and resources and might be adopted as a
strategic approach for further research into assessment practices. A design frame-
work provides one means to tie together different papers in this volume with their
varied perspectives on formative assessment. As teachers take small steps in
changing their assessment practice, reflect on the benefits and challenges of those
changes, and then try again, they are actually engaging in aspects of design science
(Suurtamm et al. 2016).

1.4 The Ongoing Nature of Formative Assessment

As noted in Suurtamm et al. (2016), the current climate in mathematics education
encourages teachers to focus students’ learning on both content and process and to
ensure that students have robust mathematical proficiency consisting of appropriate
skill proficiency, understanding of concepts, ability to reason, and productive
attitudes towards learning mathematics. Research with Canadian teachers as well as
with Finnish teachers has found that a focus on the use of formative assessment has
encouraged teachers to view assessment as a social practice that becomes a natural
part of the daily life of the classroom. As teachers move toward ongoing assessment
practices that engage students in demonstrating robust mathematical proficiency,

6 D. R. Thompson et al.



they often face a number of dilemmas: conceptual dilemmas relate to viewing
assessment as more than an end-of-unit result; pedagogical dilemmas focus on how
to develop and implement ongoing assessment opportunities; cultural dilemmas
address challenges faced by teachers and students when assessment practices
change from the established practices in a schooling environment; and political
dilemmas arise as teachers’ assessment practices interact with district or national
assessment practices (Suurtamm and Koch 2014). Although not characterized as
such, the papers in this volume reflect various ways in which teachers and
researchers have addressed one or more of these dilemmas.
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Chapter 2
Formative Assessment Lessons

Malcolm Swan and Colin Foster

Abstract Formative assessment is the process by which teachers and students
gather evidence of learning and then use this to adapt the way that they teach and
learn in the classroom. In this paper, we describe a design-research project in which
we integrated formative assessment into mathematics classroom materials. We
outline two examples of formative assessment lessons, one concept-based and the
other problem-solving, highlighting the important roles within them of pre-
assessment, formative feedback questions, and sample work for students to critique.

Keywords Conceptual understanding � Formative assessment � Problem solving
Mathematics task design � Teacher professional development

2.1 Introduction

High-quality formative classroom assessment has the potential to produce sub-
stantial student learning gains (Black et al. 2003; Black and Wiliam 1998, 1999,
2009). We follow Black and Wiliam’s definition that:

Practice in a classroom is formative to the extent that evidence about student achievement is
elicited, interpreted, and used by teachers, learners, or their peers, to make decisions about
the next steps in instruction that are likely to be better, or better founded, than the decisions
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they would have taken in the absence of the evidence that was elicited. (2009, p. 9, original
emphasis)

Designing mathematics lessons that embed high-quality formative assessment
practices could lead to better learning in those lessons, and could also play a part in
supporting teachers in developing their formative assessment practices more widely
in other mathematics lessons.

In 2010, with funding from the Bill and Melinda Gates Foundation, we began
the Mathematics Assessment Project (MAP) to support US middle and high schools
in implementing the new Common Core State Standards for Mathematics
(CCSSM).1 These standards place a renewed focus on conceptual understanding
and on the development of practices2 (or processes) that should permeate all
mathematical activity. In this project, we explored the research question: How can
well-designed materials enable teachers to make high-quality formative assessment
an integral part of the implemented curriculum in their classrooms, even where
linked professional development support is limited or non-existent?

This ambitious goal was motivated by four empirical findings. First, professional
development support is, in practice, in most places, sharply limited in quantity and
in the quality of its leaders, and currently few have much deep experience of
formative assessment. Second, the development of formative assessment expertise
through professional development needs a program that lasts at least two years for
significant impact (e.g., Wiliam et al. 2004). Third, most mathematics teachers rely
on teaching materials, even when on familiar ground; thus, it is unreasonable to
expect them to face the greater challenges of “adaptive expertise” (Hatano and
Inagaki 1986) within formative assessment without well-engineered support.
Finally, it is our experience that teachers, like students, learn strategies best through
constructive generalization of principles from specific high-quality experiences. We
see these lessons as supporting such experiences—as well as providing a ‘protein
supplement’ to a generally carbohydrate curriculum diet. It was our goal that over
time teachers transfer some aspects of these strategies into their existing practice,
with or without the professional development support for which the project also
developed materials. There is now some evidence of this happening (see Sect. 2.6).

The MAP project developed over 100 formative assessment lessons, called
Classroom Challenges. Each lesson consists of student resources and an extensive
teacher guide.3 In this paper, we describe the research-based design of these
materials and outline two examples, one concept-based and the other focused on

1See http://www.corestandards.org/Math/.
2The eight CCSSM Standards for Mathematical Practice are: (i) Make sense of problems and
persevere in solving them; (ii) Reason abstractly and quantitatively; (iii) Construct viable argu-
ments and critique the reasoning of others; (iv) Model with mathematics; (v) Use appropriate tools
strategically; (vi) Attend to precision; (vii) Look for and make use of structure; and (viii) Look for
and express regularity in repeated reasoning.
3These lessons are available free on the website, http://map.mathshell.org.
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supporting students’ problem-solving strategies. We highlight across both kinds of
lessons the important roles of pre-assessment, formative feedback questions, and
pre-designed sample work for students to critique. We also articulate how the
interaction between the three agents of formative assessment (teachers, learners, and
their peers) and the three main aspects of formative assessment (identifying where
learners are in their learning, where they are going, and how to bridge the gap) is
manifest in the lesson structures (see also Cusi et al. and Wright et al. this volume).
This interaction, or the “five key strategies” of formative assessment (Table 2.1),
was first articulated by Wiliam and Thompson (2007). Finally, we offer evidence
from early independent studies that suggest that these lessons can indeed enable
teachers to redefine the classroom contract.

2.2 Theoretical Framework for Task Design

The CCSSM make it clear that the goals of the new curriculum are to foster a
deeper, connected conceptual understanding of mathematics, along with the
strategic skills necessary to tackle non-routine problems. In our work, we found it
necessary to distinguish between lessons that are designed to foster conceptual
development and those that are intended to develop problem-solving strategies. In
the former, the focus of student activity is on the analysis and discussion of different
interpretations of mathematical ideas, while in the latter the focus is on discussing
and comparing alternative approaches to problems. The intention was that concept
lessons might be used partway through the teaching of a particular topic, providing
the teacher with opportunities to assess students’ understanding and time to respond
adaptively. Problem-solving lessons were designed to be used more flexibly—for
example, between topics—to assess how well students could select already familiar
mathematical techniques to tackle unfamiliar, non-routine problems, and thus

Table 2.1 Key strategies of formative assessment

Where the learner is
going

Where the learner is right now How to get there

Teacher 1. Clarifying learning
intentions and criteria
for success

2. Engineering effective classroom
discussions and other learning
tasks that elicit evidence of
student understanding

3. Providing
feedback that
moves learners
forward

Peer Understanding and
sharing learning
intentions and criteria for
success

4. Activating students as instructional resources for one
another

Learner Understanding and
sharing learning
intentions and criteria
for success

5. Activating students as the owners of their own
learning
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provide a means for improving their strategic awareness. Importantly, for this to be
effective, the technical demands of the task must be low, to allow processing
capacity for students to focus on the strategic aspects of the problem. To this end,
we recommend that these lessons should depend on content taught up to two years
previously.

The tasks that we selected for the concept-based Classroom Challenges were
designed to foster collaborative sense-making. Sierpinska (1994) suggests that
people feel that they have understood something when they have achieved a sense
of order and harmony, where there is a ‘unifying thought’ of simplification, of
seeing an underlying structure and a feeling that the essence of an idea has been
captured. She lists four mental operations involved in understanding:

identification: we can bring the concept to the foreground of attention, name and describe it;
discrimination: we can see similarities and differences between this concept and others;
generalisation: we can see general properties of the concept in particular cases of it; syn-
thesis: we can perceive a unifying principle. (p. 32)

To these, we add the notion of representation; when we understand something, we
are able to characterize it in a variety of ways: verbally, visually and/or
symbolically.

In light of this framework, we developed four genres of tasks for our
concept-development lessons (Table 2.2). The first two rows refer to activities with
mathematical objects (classifying and representing them), the third refers to making
conjectures and statements about those objects, and the fourth refers to the iden-
tification of situations within which those objects may be found.

The problem-solving Classroom Challenges were designed to assess and
improve the capability of students to solve multi-step, non-routine problems and to
extend this to the formulation and tackling of problems from the real world. We
define a problem as a task that the individual wants to tackle, but for which he or
she does not have access to a straightforward means of solution (Schoenfeld 1985).
One consequence of this definition is that it is pedagogically inconsistent to design
problem-solving tasks for the purpose of practising a specified procedure or
developing an understanding of a particular concept. In order to develop strategic
competence—the “ability to formulate, represent, and solve mathematical prob-
lems” (Kilpatrick et al. 2001, p. 116)—students must be free to experiment with a
range of approaches. They may or may not decide to use any particular procedure or
concept; these cannot be pre-determined. Some task genres and sample classroom
activities for problem solving are shown in Table 2.3.

We see problem solving as being contained within the broader processes of
mathematical modelling. Modelling additionally requires the formulation of prob-
lems by, for example, restricting the number of variables and making simplifying
assumptions. Later in the process, solutions must be interpreted and validated in
terms of the original context.
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Table 2.2 Task genres for concept development

Task genres Sample classroom activities

Classify and define mathematical objects
and structures

Identifying and describing attributes and sorting
objects accordingly
Creating and identifying examples and
non-examples
Creating and testing definitions

Represent and translate between
mathematical concepts and their
representations

Interpreting a range of representations including
diagrams, graphs and formulae
Translating between representations and
studying the co-variation between
representations

Justify and/or prove mathematical
conjectures, procedures and connections

Making and testing mathematical conjectures
and procedures
Identifying examples that support or refute a
conjecture
Creating arguments that explain why
conjectures and procedures may or may not be
valid

Identify and analyse structure
within situations

Studying and modifying mathematical situations
Exploring relationships between variables
Comparing and relating mathematical structures

Table 2.3 Task genres for problem-solving lessons

Task genres Sample classroom activities

Solve a non-routine problem by creating an
extended chain of reasoning

Selecting appropriate mathematical
concepts and procedures
Planning an approach
Carrying out the plan, monitoring progress
and changing direction, where necessary
Reflecting on solutions; examining for
reasonableness within the context
Reflecting on strategy; where might it have
been improved?

Formulate and interpret a mathematical model of
a situation that may be adapted and used in a
range of situations

Making suitable assumptions to simplify a
situation
Representing a situation mathematically
Identifying significant variables
in situations
Generating relationships between variables
Identifying accessible questions that may
be tackled within a situation
Interpreting and validating a model in
terms of the context
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2.3 Design-Based Methodology

Our method for lesson design was based on design-research principles, involving
theory-driven iterative cycles of design, enactment, analysis and redesign (Barab
and Squire 2004; Bereiter 2002; Cobb et al. 2003; DBRC 2003; Kelly 2003; van
den Akker et al. 2006). In contrast to much design research, we worked to ensure
that the products were robust in large-scale use by fairly typical end-users; thus, we
engaged in what Burkhardt (2006) has termed “engineering research.”

Each lesson was developed, through two iterative design cycles, and trialled in
three or four US classrooms between each revision. This sample size enabled us to
obtain rich, detailed feedback, while also allowing us to distinguish general
implementation issues from more idiosyncratic variations by individual teachers.
Revisions were based on structured, detailed feedback from experienced local
observers in California, Rhode Island, and the Midwest. Overall, we obtained
approximately 700 observer reports of lessons from over 100 teachers (in over 50
schools) using these materials. We also observed many of the lessons first-hand in
UK schools. On this basis, the lessons were revised. These lessons have subse-
quently been researched by other independent organizations (see Sect. 2.6). It is
worth noting that this engineering approach is more expensive than the ‘authorship’
model that is traditional in education. Nonetheless, even if widely adopted, the cost
would be negligible within the overall running costs of an education system. We
believe that it is the only approach—standard in other fields—that can reliably
combine ambition of goals with robustness in practical use.

We now describe two examples of the formative assessment lessons that we
developed, one concept-based and the other problem-solving (Swan and Burkhardt
2014). Each lesson was designed to occupy about 45 min of classroom time and to
be worked on collaboratively. Complete lesson guides for these lessons may be
downloaded for free from http://map.mathshell.org.

2.4 A Concept-Development Lesson

The objective of this lesson, Distance-Time Graphs, is to provide a means for a
teacher to formatively assess students’ capacity to interpret graphs. The lesson is
preceded by a short diagnostic assessment, designed to expose students’ prior
understandings and interpretations (Fig. 2.1). We encourage teachers to prepare for
the lesson by reading through students’ responses and by preparing probing
questions that will advance student thinking. They are advised not to score or grade
the work. Through our trials of the task, we developed a ‘common issues table’
(Fig. 2.1) that forewarns teachers of some common interpretations that students
may have, and suggests questions that the teacher might pose to advance thinking.
This form of feedback has been shown to be more powerful than grades or scores,
which detract from the mathematics and encourage competition rather than
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collaboration (Black et al. 2003; Black and Wiliam 1998). Some teachers write their
questions on the student work whereas others prepare short lists of questions for the
whole class to consider.

The lesson itself is then structured in five parts:

1. Make existing concepts and methods explicit. The lesson begins with an
initial task to clarify the learning intentions, create curiosity, help students
become aware of their own intuitive interpretations and model the level of
reasoning expected in the main activity (Strategy 1).4 The teacher invites and
probes explanations, but does not correct students or attempt to reach resolution
at this point.

Journey to the bus stop

Every morning, Tom walks along a straight road from his home to a bus stop, a distance of 

160 meters. The graph shows his journey on one particular day.

1. Describe what may have happened.

Include details like how fast he walked.

2. Are all sections of the graph realistic?

Fully explain your answer.

Fig. 2.1 Initial assessment task: Journey to the bus stop, and an extract from the associated
‘Common issues table’

4The strategy numbers refer to the formative assessment strategies listed in Table 2.1.
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2. Collaborative activity: Matching graphs, stories and tables. This phase is
designed to create student-student discussions in which they share and challenge
each other’s interpretations (Strategy 2). Ten distance-time graphs are to be
matched with nine ‘stories’ (the 10th to be constructed by the student). When the
cards have been discussed and matched, the teacher distributes a further set of
cards that contain distance-time tables of numerical data. These provide feed-
back, by enabling students to check their own responses and reconsider the
decisions that have been made. Students collaborate to construct posters dis-
playing their reasoning. While students work, the teacher is encouraged to ask
the prepared questions from the initial diagnostic assessment (Strategy 3).

3. Inter-group discussion: Comparing interpretations. Students’ posters are
displayed, and students visit each other’s posters and check them, demanding
explanations (Strategy 4).

4. Plenary discussion. Students revisit the task that was introduced at the
beginning of the lesson, and resolution is now sought. Drawing on examples of
student work produced during the lesson, the teacher directs attention to the
significant concepts that have arisen (Strategy 2).

Issue Suggested questions and prompts

Student interprets the graph as a 

picture

For example: The student assumes 

that as the graph goes up and down, 

Tom’s path is going up and down 

or assumes that a straight line on a 

graph means that the motion is 

along a straight path.

• If a person walked in a circle around their home, 

what would the graph look like?

• If a person walked at a steady speed up and down a 

hill, directly away from home, what would the 

graph look like?

• In each section of his journey, is Tom’s speed 

steady or is it changing? How do you know?

• How can you figure out Tom’s speed in each 

section of the journey?

Student interprets the graph as 

speed-time

The student interprets a positive 

slope as ‘speeding up’ and a 

negative slope as ‘slowing down’.

• If a person walked for a mile at a steady speed, 

away from home, then turned around and walked 

back home at the same steady speed, what would 

the graph look like?

• How does the distance change during the second 

section of Tom’s journey? What does this mean?

• How can you tell if Tom is traveling away from or 

towards home?

Fig. 2.1 (continued)
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5. Individual work: Improving solutions to the pre-assessment task. Students
now revisit the work they did on the pre-assessment task. They describe how
they would now answer the task differently and write about what they have
learned (Strategy 5).

2.5 A Problem-Solving Lesson

Our trials showed that teachers find it difficult to interpret and monitor students’
extended reasoning during a problem-solving lesson, and very hard to select which
students to invite to talk about it during whole-class discussion. We therefore
decided to precede each lesson with a preliminary assessment in which students
tackled a substantial problem individually. The teacher reviews a sample of the
students’ initial attempts and identifies the main issues that need addressing. The
focus is on approaches to the problem. If time permits, teachers write feedback
questions on each student’s work, or alternatively prepare questions for the whole
class to consider.

For example, one High School problem poses the following question:

A poster asserts that one female cat can have 2000 descendants in 18 months.
Is this realistic?

This problem is accompanied by five pieces of information:

• The length of a cat’s pregnancy is about 2 months;
• Cats can first get pregnant when they are 4 months old;
• Cats normally have 4 to 6 kittens in a litter;
• A female cat can have about 3 litters per year;
• Cats stop having kittens when they are 10 years old.5

The lesson is structured as follows:

1. Introduction: Responding to formative feedback. The teacher re-introduces the
main task for the lesson and returns students’ initial attempts, along with some
formative questions. Students have a few minutes to read these questions and
respond to them individually (Strategy 3). ‘Common issues’ have been identi-
fied from trials and these are provided for teachers to use (Fig. 2.2).

2. Group work: Comparing strategic approaches. In small groups, students are
asked to discuss each person’s work and then produce a poster showing a joint
solution that is better than the individual attempts. Groups are organized so that

5This task was originally designed by Lesley Ravenscroft and appears courtesy of the Bowland
Charitable Trust.
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students with contrasting ideas are paired, thus promoting peer assessment
(Strategy 4). The teacher’s role is to observe groups and challenge students
using the prepared questions to refine and improve their strategies (Strategy 2).
The teacher may at this point ask students to review the strategic approaches
produced by other groups in the class, and justify their own. Additionally, the
teacher may introduce up to four pieces of “pre-designed sample student work”
(Evans and Swan 2014), provided in the materials, which are chosen to highlight
alternative approaches. Each piece of work is annotated with questions that
focus students’ attention (Fig. 2.3).

3. Group work: Refining solutions. Students revisit the task and try to use
insights to further refine their solution (Strategy 4).

4. Whole-class discussion: Reviewing learning. The teacher holds a plenary
discussion to focus on the processes involved in the problem, such as the
implications of making different assumptions, the power of alternative repre-
sentations and the general mathematical structure of the problem.

Issue Suggested questions and prompts

Has difficulty starting Can you describe what happens during the first five 

months?

Does not develop a suitable 

representation

Can you make a diagram or table to show what is 

happening?

Work is unsystematic Could you start by just looking at the litters from the first 

cat?

What would you do after that?

Develops a partial model Do you think the first litter of kittens will have time to 

grow and have litters of their own? What about their 

kittens?

Does not make reasonable 

assumptions

What assumptions have you made? Are all your kittens 

born at the beginning of the year? Are all your kittens

females?

Fig. 2.2 An extract from the ‘Common issues table’ for Having Kittens
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2.6 Conclusion

The two lessons we have described contain many features that are not common in
mathematics teaching, at least in the US and UK. In both kinds of lessons, there is a
strong emphasis on the use of preliminary formative assessment, which enables the

Questions for students:

Wayne’s solution

What has Wayne done correctly?

What assumptions has he made?

How can Wayne’s work be improved?

Notes from the teacher guide:

Wayne has assumed that the mother has six kittens after 6 months, and has considered 

succeeding generations. He has, however, forgotten that each cat may have more than one 

litter. He has shown the timeline clearly. Wayne doesn’t explain where the 6-month gaps 

have come from.

Fig. 2.3 Sample work for discussion, with commentary from the teacher guide
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teacher to prepare for and adapt interventions to the student reasoning that will be
encountered. Students spend much of the lesson in dialogic talk, focused on
comparing mathematical processes. The successive opportunities for refining the
solution enable students to pursue multiple methods and to compare and evaluate
them. Finally, pre-designed sample student work is used to foster the development
of critical competence.

Early evidence of the impact of these lessons is encouraging. Drawing on a
national survey of 1239 mathematics teachers from 21 US states, and interview data
from four sites, Research for Action (RFA),6 found that a large majority of teachers
reported that the use of the Classroom Challenges had helped them to implement
the Common Core State Standards, raise their expectations for students, learn new
strategies for teaching subject matter, use formative assessment, and differentiate
instruction.

The National Center for Research on Evaluation, Standards and Student Testing
(CRESST) examined the implementation and impact of Classroom Challenges in
9th-Grade Algebra 1 classes (Herman et al. 2015). This study used a
quasi-experimental design to compare student performance with Classroom
Challenges to a matched sample of students from across Kentucky, comparable in
prior achievement and demographic characteristics. On average, study teachers
implemented only four to six Classroom Challenges during the study year
(or 8–12 days); yet, relative to typical growth in mathematics from eighth to ninth
grade, the effect size for the Classroom Challenges represented an additional
4.6 months of schooling. This remarkable gain cannot have come entirely from the
particular topics focused on in those few formative assessment lessons, suggesting
that there was significant ‘seepage’ of the pedagogy that these lessons exemplify
into the teachers’ other teaching—the goal that we set out at the beginning.

Although teachers felt that the Challenges benefited students’ conceptual
understanding and mathematical thinking, they reported that sizeable proportions of
their students struggled, and it appeared that lower-achieving students benefited less
than higher achievers. This, they suggested, may have been due to the great dif-
ference in challenge and learning style required by these lessons, compared with
students’ previous diet of largely procedural learning.

Finally, in 2014, Inverness Research (IR 2015) surveyed 636 students from 31
trial classes (6th Grade to High School) across five states in the US. They found that
the majority of students enjoyed learning mathematics through these lessons and
reported that they understood it better, had increased in their participation, and had
improved in listening to others and in explaining their mathematical thinking.
About 20%, however, remained unaffected by or disaffected with these lessons.
This was because they did not enjoy working in groups, they objected to the
investigative approach, and/or they felt that these lessons were too long or too
difficult. It is our hope, with some evidence in support, that greater exposure to the

6RFA is a non-profit research organization; see http://www.researchforaction.org/rfa-study-of-
tools-aligned-ccss/.
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Classroom Challenges over a longer period will enable lower-attaining students to
benefit more, as their teachers learn to broaden their adaptive expertise.

In conclusion, Classroom Challenges appear to provide a model for teachers as
they attempt to introduce formative assessment into their everyday classroom
practice, but they require a radical shift in the predominant classroom culture. How
far teachers transfer this approach into the rest of their teaching is the focus of
ongoing research. We are also currently looking at building on this work to design a
suite of Classroom Challenges for elementary school ages.
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Chapter 3
Observations and Conversations
as Assessment in Secondary Mathematics

Jimmy Pai

Abstract In-the-moment decisions are important for teachers in a busy classroom.
In this study, I explore secondary mathematics teachers’ experiences in working
with ephemeral assessment opportunities derived from observations and conver-
sations within a classroom. The study reflects a phenomenological approach, and
involves multiple interviews with three secondary mathematics teacher participants,
as well as my own reflective journal as a secondary mathematics teacher. In this
paper, I describe the complex nature of assessments that are embedded in classroom
practice. Three phases of ephemeral assessment cycles (eliciting, interpreting, and
acting) as well as factors that influence these phases of the cycle are discussed.

Keywords Assessment � Ephemeral � Observations � Conversations
In-the-moment decisions

3.1 Introduction

Assessment is a powerful process with which the teacher may facilitate learning.
Wiggins (1993) noted that the word assessment derives from the Latin word as-
sidere, meaning “to sit beside or with.” Its origins (Klein 1966) suggest that
assessment needs to be a process done with students, not simply to students. Baird
and colleagues go so far as to state that “the intersection between assessment and
learning is of utmost importance for the promotion or hindrance of quality in
education” (2014, p. 3). Many have suggested that assessment strategies need to be
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varied—to include, for example, “observations, clinical interviews, reflective
journals, projects, demonstrations, collections of student work, and students’
self-evaluations” (Shepard 2000, p. 8). Research also indicates that many inservice
mathematics teachers are using a variety of assessment practices (e.g., Suurtamm
et al. 2010), including observations and conversations. These are, by their nature,
in-the-moment and fleeting. They are ephemeral. These ephemeral forms of
information are important, as these quick exchanges are “consequential—what
[teachers] see and don’t see shapes what [teachers] do and don’t do” (Schoenfeld
2011, p. 228) in day-to-day activities.

In this paper, I share explorations of observations and conversations as assess-
ment based on a study with three secondary mathematics teachers, as well as my
own reflective journal as a secondary mathematics teacher. The central research
question is: what is it like for a secondary mathematics teacher to consider and use
observations and conversations as assessment opportunities within the classroom?
The guiding questions include: (a) how do teachers engineer situations that are
suitable for observations and conversations? (b) how do teachers interpret infor-
mation gathered from observations and conversations? (c) what do teachers do with
what they have interpreted from the observations and conversations?

3.2 Theoretical Framework

To better understand ephemeral forms of assessment, I draw from thinking about
summative and formative functions of assessment (e.g., Harlen 2005, 2012; Wiliam
2010) as well as mathematics teacher noticing (e.g., Mason 2002; Sherin et al.
2011) in my theoretical framework.

An assessment serves summative functions when the assessor attempts to sum up
the evidence of student understandings “by drawing inferences about [his or her]
students’ learning” (Harlen 2005, p. 213). Assessment could serve formative
functions when it helps students form understanding. Leaning on Wiliam (2010):

An assessment functions formatively to the extent that evidence about student achievement
is elicited, interpreted, and used by teachers, learners, or their peers, to make decisions
about the next steps in instruction that are likely to be better, or better founded, than the
decisions they would have taken in the absence of that evidence. (p. 148)

The descriptors summative and formative are not defining characteristics of any
particular assessment process (e.g., Wiliam and Leahy 2007). Instead, Harlen
suggests that it is possible for assessment information to be used “for both sum-
mative and formative purposes, without the use for one purpose endangering the
effectiveness of use for the other” (2005, p. 215). These descriptors, then, only
apply retroactively to an assessment process after it has taken place. In other words,
whether or not an assessment process has functioned formatively depends on its
interactions with specific students and how one utilizes the related information.
This consideration of the functions of assessment relates to my third research
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question concerning what teachers do with interpretations of observations and
conversations.

The three component skills of professional noticing of children’s mathematical
thinking summarized by Jacobs et al. (2010) also contributed to my exploration of
the moments in the classroom. These three component skills included attending to
children’s strategies, interpreting children’s understandings, and deciding how to
respond on the basis of children’s understandings. Of these three skills, Jacobs et al.
(2010) believe that attending and interpreting are purposefully developed expertise,
and argue that teachers must “execute these three skills in an integrated way, almost
simultaneously” (p. 192) in order to build on student thinking. These perspectives
on noticing inform my study with respect to my first and second research question
regarding how teachers engineer situations for observations and conversations, and
how they subsequently interpret the information.

Mason’s (2002, 2011) conceptions of noticing have been influential in how I
think about assessment as well as how I approached my study. He describes
noticing as “an act of attention, and as such is not something you can decide to do
all of a sudden” (Mason 2002, p. 61), and that it involves levels of awareness. This
view of noticing both encompasses the entire assessment process and, at the same
time, is subsumed in every element in the assessment process. It may encompass the
entire assessment process if one considers questions such as why do we assess, for
whom do we assess, and how might we assess. In this perspective, noticing is also
specific to the different phases of assessment, since noticing is about “[working] on
becoming more sensitive to notice opportunities in the moment; to be methodical
without being mechanical” (p. 61). This involves being prepared to respond in the
moment as opposed to reacting habitually.

3.3 Visual Representation of an Assessment Cycle

I have developed a visual representation of an assessment cycle in Fig. 3.1 to help
me better understand the process of assessment, as well as to situate my study
concerning ephemeral moments in the mathematics classroom. The phases have
been influenced by Wiliam and Black’s (1996) general descriptions of elicitation,
interpretation, and action, as well as conceptions of noticing (e.g., Mason 2002;
Sherin et al. 2011).

Eliciting is when the teacher gathers information about student learning, whether
purposive (planned), incidental (unplanned), or a combination of the two.
Information from observations and conversations can be both purposively or inci-
dentally elicited. The resulting information may be permanent (i.e., long-lasting and
can be revisited) or ephemeral (i.e., fleeting and need to be seized). This study
focuses on assessment opportunities that are ephemeral in nature, and may be
purposive or incidental. The eliciting process includes the idea of attending to
children’s strategies described by Jacobs et al. (2010). Attending is an important
aspect of eliciting, since, for the teacher, elicited information fades away if
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unattended. Eliciting, therefore, involves how teachers design tasks and activities,
facilitate student-peer conversations, and engage students in elaborating their
thinking.

Interpreting is when the observer attempts to make sense of what the students
mean, and considers what the students understand. The extent to which a teacher
toils over interpreting is related to how and what was elicited, as well as the kinds of
action she intends to take. If the teacher purposively elicits information about
student understanding of integers, and she plans to use this opportunity to provide
feedback on students’ thinking, then this frame of mind would impact how she
interprets what the students say and do. Jacobs et al. (2010) believe that interpre-
tation is closely tied to teacher’s “understanding of the mathematical landscape to
connect how [children’s] strategies reflect understanding of mathematical concepts”
(2010, p. 195). Making sense of student understanding also includes deciding how
to respond, which is “intended responding” (Jacobs et al. 2010, p. 173) and not the
actual execution of the response. With ephemeral assessment opportunities, there is
not a lot of time available for interpreting—all events that follow the elicitation are
seen as actions, even if it is silence or to walk away from the students.

Fig. 3.1 Visual representation of an assessment cycle
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Acting is what the teacher does after eliciting and interpreting information from
students. A teacher’s actions may function formatively (e.g., provide feedback) or
summatively (e.g., translate into a grade), or both. Some examples of actions have
been listed in Fig. 3.1, but this is not intended to be an exhaustive list. Actions
deriving from ephemeral assessment opportunities often serve formative functions,
while tests remain the primary form of assessment that serves summative functions.
This may be due, in part, to teacher perceptions of pressures from stakeholders who
discount reports of student achievement that are not based on tests (Black et al.
2010).

Ephemeral assessment cycles may inform the teacher on next steps to take in
class. In other words, information and interpretations may feed back into a new or
existing assessment cycle. They may also inform more effective teacher actions in
the future, as these cycles help develop “a collection of alternative actions
[to habitual reactions] and an awareness of situations in which these actions would
be preferable” (Mason 2011, p. 38). This means that interpretations and actions
from one assessment cycle have the potential of feeding back into other assessment
cycles. These compounding of interpretations and actions contribute to the
assessment processes which may serve formative, summative, or both functions.

3.4 Methodology

This paper reports on aspects of my phenomenological study that aimed to better
understand how teachers use observations and conversations within the classroom.
It is phenomenological because of its focus on weaving together participants’ lived
experiences and interpretations. The study includes two rounds of individual tea-
cher interviews with three secondary mathematics teachers, a focus group interview
with the three teachers, as well as my reflective journal as a secondary mathematics
teacher.

3.4.1 Teacher Interviews

The participants are secondary mathematics teachers, each with between 17 and
24 years of teaching experience: Cadence, Casey, and Fernanda. (Pseudonyms are
used for teacher participants and any students they mentioned.) The purpose of the
first round of semi-structured individual interviews was to re-construct participants’
experiences of ephemeral assessment moments in their class. This first interview
began with questions regarding background information to understand potential
influencing factors in the teachers’ perspectives. I then asked about how the par-
ticipants create situations that allow them to observe, ask questions about, and listen
to students’ mathematical thinking. I continued by asking the participants to
describe a specific moment in recent memory, and sought details about the set up of

3 Observations and Conversations as Assessment … 29



the classroom, details of the tasks, the structure and context of the lesson, student
reactions and responses during the conversations and more. I also asked participants
to recall what they considered during the moment and about short and long-term
decisions that were impacted by the moment they described. I concluded the
interview by exploring supports and challenges in observations and conversations.

During the focus group interview with all three participants, we explored and
questioned themes that had emerged during the first round of interviews. The
second round of individual interviews allowed for opportunities to reflect on the
ideas that had been discussed, as well as to clarify participant statements from
previous meetings. The process of interpreting emerged as difficult to recall and
capture. As a result, at this final interview there was an emphasis placed on further
exploring how we, as teachers, interpret events in the moment.

3.4.2 Reflective Journal

Reflective journals are useful for “[digging] deeper… into the heart of words,
beliefs, and behaviours” (Janesick 1999, p. 513), and provide a good position from
which to examine my own presuppositions, choices, experiences, and actions. In
this way, it is helpful for developing bracketing skills and improving my awareness
as a researcher. Schön (1983) coined the terms reflection-on-action (thinking back
over what happened) and reflection-in-action (awareness of thinking as one acts in
the moment). The first 19 days of the journal were completed before beginning the
study. These initial journal entries were reflections-on-action, involving portfolio
and observation assessments I used during my classes. As my journey progressed,
my inquiry focused on ephemeral assessment opportunities, and I identified a need
to explore my thoughts during these moments. Therefore, the entries for days 20–
23, again before the study, also included reflections-in-action as well as dialogues
of classroom conversations with students as context. I continued my reflective
journal throughout the study, including interview, transcription, and analysis pro-
cesses. During the interviews, I reflected-in-action and noted down thoughts I had
during the conversations. While transcribing the interview, I fleshed out these
descriptions of what I thought about in-the-moment. At the same time, I reflected on
the actions that I have taken and related these to my experiences as a secondary
teacher.

3.5 Analysis

Analysis was influenced by the work of Van Manen (1990, 2014). I began the
analysis of the teacher interviews by reading through the transcriptions in their
entirety to get a general sense of what the participants were talking about. For each
participant, I then went through the transcripts paragraph by paragraph and
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identified key ideas related to how teachers elicit ephemeral information from
students. I repeated the process for ideas related to interpreting, and again for acting
on ephemeral information. Emergent themes were then compiled from the three
participants under eliciting, interpreting, and acting. As I worked with these
themes, factors that influence eliciting, interpreting, and acting also became
apparent. As a result, I found it useful to explore a second layer of analysis that
examined factors affecting the three phases of eliciting, interpreting, and acting.

The reflective journal was helpful in two ways. First, as I reflected on my own
lived-experience, I became more aware of possible experiential meanings. This
helped me reflect on conversations and observations, and identify key ideas.
Second, this heightened sensitivity also helped me in my attempt to reach epoché
(Van Manen 2014), and enabled me to understand each participant’s view on
assessment. Experiences are personal, and thus it is important to be able to
understand the participants’ experiences.

3.6 Discussion of Results

I have found it useful to consider two layers in discussing the data. For the purposes
of this paper, I focus on discussing the first layer of my analysis, which involves
what teachers do and think about during the ephemeral assessment process; the
second layer involves the factors that affect what teachers do and think. A summary
of the first layer of analysis (Fig. 3.2) categorizes what the teacher does and thinks
about during the ephemeral assessment process. This was organized under eliciting,
interpreting, and acting. During the eliciting phase, “how we elicit” describes what
teachers do, and “what we elicit” describes how students respond. The interpreting
phase involves what teachers think about. It begins with “making sense” of
information obtained in the previous phase, and continues onto “building impres-
sions” and “deciding on responses.” Lastly in the acting phase, teacher actions serve
three functions of formative, summative, and interpersonal.

3.6.1 Eliciting

We can consider two stages in eliciting: how we elicit and what we elicit. As
mentioned earlier, ephemeral sources of information may be elicited purposively or
incidentally. A teacher may plan ahead of time to elicit specific information about a
student’s understanding, or happen upon it incidentally.

How we elicit during the moment in the classroom. The first stage involves
how the teacher goes about eliciting information through conversations and ob-
servations. The teacher may do this through activities or through questions and
prompts. These ephemeral sources of information can be elicited both purposively
and incidentally.

3 Observations and Conversations as Assessment … 31



First, the teacher may elicit information through activities that involve individual
students, groups of students, teacher, or any combination thereof. These may be
ongoing or new activities. For example, Cadence had a cross-curricular (English
and Math) banking project where students worked on understanding different
concepts involved in banking, such as down payments and financing. Through this
project, students had conversations with each other and the teacher. Cadence
established opportunities for natural and ongoing elicitation of student learning
through this project.

Second, the teacher may also say something to the students through the form of
questions and prompts that elicit a response. Boaler and Brodie proposed categories
for questions and “utterances that had both the form and function of questions”
(2004, p. 777). One category of questions involved teachers gathering information
or leading students through a method.

In the following sections, I point out two implications of how we elicit during
moments in the classroom. The first is that incidental eliciting requires a level of
awareness on the part of the teacher. The second is that there exists complexity in
how we question and prompt.

3.6.1.1 Incidental Eliciting Requires Awareness

In an earlier section, I differentiated between purposive and incidental eliciting. My
conversations with the participants revealed that incidental eliciting requires
awareness in the moment. A teacher may have purposively devised many oppor-
tunities to elicit information about students’ learning. However, having rigid
‘look-fors’ prevents the teacher from accessing the myriad of information that

Eliciting

How we elicit

Questions and prompts 

(Boaler and Brodie 2004)

Activities involving student(s), teacher, or 

both

Ongoing activities New activities

What we elicit

What the student says, writes, or does How the student says, writes, or does

Interpreting

Making sense of what and how the student says, writes, or does

Building impression of the student(s) Deciding how to respond

Acting

Formative function Summative function Interpersonal function

Fig. 3.2 What the teacher does and thinks about during the ephemeral assessment process

32 J. Pai



student words and actions may provide. For example, during the banking project,
Cadence engaged with a student who had trouble understanding “16 out of 16” as a
percentage. The conversation helped move the student’s understanding forward, as
well as provide information on what the teacher might be able to do next with the
rest of the class. This would not be possible if Cadence was only listening for1

conversations about the mechanics of compound interest.
In another example, Fernanda engaged the class in reviewing linear relations by

providing students with five lines on a grid. Students were instructed to ask each
other questions and to explore subsequent elaborations. As students worked, she
came across a student who asked another student to identify parallel lines. Fernanda
then took this idea, and asked the rest of the class to also engage in developing
equations for parallel lines. This activity was created on the spot, specifically to
elicit information about students’ understandings of rates of change.

The difference between incidental and purposive eliciting is that one of them is
necessarily born out of the moment. A teacher is unable to access incidental
opportunities of noticing if she is not in a frame of mind that welcomes them.

3.6.1.2 There Is Complexity in How We Question and Prompt

I note three interesting findings in using the previously mentioned categories of
questions proposed by Boaler and Brodie (2004) in my analysis. First, not many
gathering information types of questions were described by the teacher participants
when asked to consider the ephemeral assessment opportunities. This contrasts with
findings from Boaler and Brodie (2004) where they found a high percentage of
teachers used questions that involved factual responses. This may be due, at least in
part, to the fact that participants were asked to consider moves that create oppor-
tunities for student conversations. Questions that involve factual responses, by their
nature, are closed questions that are not conducive to continuing student
conversations.

Second, the categories seem to be closely interrelated, and multiple types can be
attributed to the participants’ questions or prompts. In the following example,
Casey described a conversation between her and two students when the students
had just finished creating a sine graph with spaghetti:

I said “okay ladies, predict for me, cosine, before you actually start [building the graph with
spaghetti]” and Callie said “[pause] well […] I think it’s going to look like this” but Callie,
not confident, going “but I’m not really sure. I’m not really sure what it looks like but I
think it kind of looked sort of similar.” And Elizabeth, who’s more confident, [said] “well
no… cosine is supposed to start up here… and then it needs to go down” […] Elizabeth was
starting to measure off and place the points for the cosine curve and then I said “okay, so
what do you predict after that.” And Elizabeth said… “okay, well, it’s going to keep going
down and it’s going to keep going on, but it’s moved over, it’s like this curve moved over.”

1The work on listening from several authors (e.g., Crespo 2000; Davis 1997; Suurtamm and
Vezina 2010) has been influential in my thinking about how we elicit.
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So, she also got this connection. Callie wasn’t so clear. (Casey, Initial interview, December
1, 2015)

As Casey and I explored this conversation further, we found that her request for
a prediction served multiple purposes:

• Linked back to the sine graph that the students were working on
• Extended the students’ thinking to a different situation involving cosine
• Probed and got the students to explain their thinking with respect to the cosine

and sine function.

This differed from how Boaler and Brodie (2004) categorized questions and
prompts, where questions and prompts served only one purpose each. I believe that
the idea that teacher questions and prompts may serve multiple purposes creates a
more complex picture of how we elicit information in the classroom.

Finally, the teacher may not even fully understand or appreciate the purposes
that her questions and prompts might serve, until after the moment has passed. In
the previous excerpt, as Casey and I discussed the multiple purposes in her ques-
tions and prompts, we discovered that she was unsure of the primary purpose. With
the three purposes listed above, she explained that she did not know whether:

(a) She began with wanting to probe student thinking, by extending their thinking
to a different situation, and subsequently to prompt the students to link back to
the sine graph.

or perhaps

(b) She began by extending their thinking to a different situation, in the process got
the students to explain their thinking, and subsequently involved the students in
linking back to the sine graph.

As Casey and I reconstructed the moments in her classroom and explored her
in-the-moment decisions on how she elicited information, we realized that often we
are not completely clear with why we say what we say. The purposes may only
emerge as a product of the interaction involving both the question/prompt and the
response.

3.6.1.3 What We Elicit from the Moment in the Classroom

The second stage in eliciting involves what is generated by the student during the
moment. During ephemeral assessment opportunities, the teacher is listening to
what the student is saying and watching what the student is doing. At the same time,
the teacher is taking in other cues, such as body language (e.g., eye contact, head
scratches) and speech disfluencies (e.g., pauses, repetitions).

As Casey pointed out, it is important during conversations to “get at [students’]
thought processes to actually understand what they’re thinking” (Casey, First
Interview, December 1, 2015). She explained that this may emerge naturally from
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student conversations with each other while engaged in a task. Other times, the
teacher may elicit more information by prompting students to compare represen-
tations or asking students to elaborate on their mathematical thinking behind their
actions. For example, during the same task related to trigonometric functions, Casey
asked students to make connections between a sine graph on the x-y plane to the
representation of a unit circle.

Teachers often do not recognize that they have already incorporated a consid-
eration of body language and speech disfluencies, or even that they have been made
available. For Casey, she remarked that our explorations of her conversations with
students were eye-opening because we unpacked many subtleties in the interac-
tions. For example, when Casey interacted with students about the trigonometric
functions, she also paid attention to their body language. This included their ges-
tures as they attempted to trace the graph with their fingers. This also included
where they were looking as they explained their reasoning. Paying attention to
speech disfluencies (such as pauses, repetitions) can also be important (e.g., Corley
et al. 2007; Gordon and Luper 1989) in paying attention to student learning. For
example, as Casey’s student, Callie, engages with a problem that she is uncertain of,
she produces speech disfluencies as she explains her thinking. The hesitations
therefore heightened Casey’s attention to what Callie said immediately following
the hesitations. This then helped Casey identify the task as being more complex for
Callie.

3.6.2 Interpreting

Not surprisingly, the ephemeral assessment process is complex and difficult to
capture. Notably the most difficult aspect of reconstructing the ephemeral moment
for the participants is not how they created the environments (eliciting), or what
they did after the moment (acting). It is what they were thinking during the moment
itself (interpreting). The teachers I interviewed often had difficulty reconstructing
those interpretations, and in my analysis, I found that turning to my reflective
journal helped to describe those moments. I have sorted interpreting into two stages:
making sense of information and thinking about the information, which may be
simultaneous and done subconsciously.

3.6.2.1 Making Sense of What and How the Student Says, Writes,
or Does

The first stage is when the teacher integrates as many pieces of information as
possible involving what and how the student says, writes, and does. There were
four aspects that I saw through data analysis. I use Casey’s example to elaborate on
how these aspects contribute to her making sense of students’ mathematical
thinking about trigonometric functions. All of these aspects contribute to Casey’s
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in-the-moment interpretation of how her students understood trigonometric
functions.

First, teachers can only make sense of what they have taken in as information.
Casey, for example, indicated that she scans the class all the time while teaching,
and subsequently decides on areas of the room where she may be the most helpful.
This means her attention to elicited information is opportunistic; with each decision
to attend to a specific area, other possibilities vanish as it is impossible for the
teacher to be everywhere at the same time.

Second, as I pointed out earlier, beyond simply what a student said, wrote, or
did, body language and speech disfluencies can also be interpreted. This is also
opportunistic; once again, a teacher cannot interpret what they did not sense. For
example, Casey lamented that when she used an iPad to capture conversations in
the classroom, she “focused on the iPad and…so [she] couldn’t see [the expression
of the student]” (Casey, First Interview, December 1, 2015).

Third, interpretation often requires information beyond simply what is available
in the moment. In order to interpret student thinking in the moment, it is also
helpful to relate to prior examples of what the teacher had seen or heard before such
a moment. Casey, for example, elaborated on other interactions in the past that
contributed to how she interpreted Callie’s hesitations. She explained that she
believed these may have led her to believe that Callie didn’t quite get the concepts
yet.

Finally, the process of making sense is neither algorithmic nor transparent. We
are constantly interpreting happenings around us. Any attempted analysis of how
we interpret cannot be during the moment. Analysis would always be retrospective
because we cannot return to the same moment. Even if we begin to analyze how we
interpret during interpretation, we would no longer be interpreting the happenings
in the moment. This was the case for all three participants as, during the second
interview, we began to investigate how we interpret in the moment decisions.
However, even if the process of making sense cannot be algorithmic or transparent,
there is still great value in examining how we interpret. Mason (2002) believes that
it is important to reflect and build capacity for becoming aware of possibilities
during the moment. Even though my interviews with the three participants failed to
identify how they interpreted their moments without a shadow of a doubt, they
believed that the attempt to understand how we interpret was a powerful exercise
for thinking about our practice. Casey, for example, elaborated on how the inter-
views have helped her think about thinking:

You’ve made me think a lot more about… this whole thing about how do you think in the
classroom… good god, right!? When you’ve been teaching for almost 20 years, it’s like
“wow I don’t think about it, you just do it”… so, you’ve made me think a lot about my
teaching, which is actually very useful, because we have a tendency to get in our class-
rooms, close the door, and not think about our thinking [laughs] which is a bad plan
[laughs] (Casey, Second Interview, April 22, 2016).
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3.6.2.2 Building Impressions and Deciding How to Respond

The second stage can involve two elements: building impression of the student(s)
and deciding how to respond. First, the teacher may be building an ongoing or new
impression of how a student understands a particular topic. The teacher is also
building an ongoing or new impression of the circumstances that are most appro-
priate for a specific student to learn. Across many interactions with the student, a
teacher builds a better understanding of how a particular student interacts with her
learning environment. This process of building an interpretation applies to indi-
vidual students, but it also applies to the class as a whole. The teacher is also
constantly developing a better idea as to what the class understands, and what
strategies are most effective. The second element is deciding how to respond. This
is the same phrase used by Jacobs et al. (2010) and reflects intended responding,
and not the actual execution of the response. This is where teachers may think about
the information that they have processed and decide on what to do next.

3.6.3 Acting

Teacher actions help facilitate mathematical learning in the classroom. Fernanda,
for example, helped the class focus on parallel lines by redirecting a question from
students, and Casey drew attention to different representations of trigonometric
functions to further student understanding. In this section, I focus on several sug-
gested additions to existing conversations regarding teacher actions during an
ephemeral assessment process.

3.6.3.1 Teacher Actions also Serve Interpersonal Functions

Conversations with my participants revealed the importance of considering inter-
personal functions of teacher actions, as these can improve, or make more difficult,
the possibilities for the assessment process to serve formative or summative
functions. For example, Cadence described a student who became very defiant
about doing a written assessment related to the Pythagorean theorem. Cadence
believed that the fact that she had built connections with this student before that
incident allowed her to send the student to a student support worker. She com-
mented on how “if [she] did that to [other students], and if [she] didn’t have
connection, they’re done… and it would take months [to regain their trust] and
maybe [even then] you won’t get that connection back” (Cadence, Initial interview,
November 23, 2015).

As mentioned in the theoretical framework, interpretations and actions feed back
into the assessment process as teachers engage in more assessment cycles. As
Cadence pointed out, interpersonal functions affect all ongoing and future assess-
ment processes with a student, and therefore impact teachers’ ability to support
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students’ learning of mathematics. Although there has been work on the types and
frequencies of feedback (e.g., Voerman et al. 2012), or effects of feedback on
performance (e.g., Kluger and DeNisi 1996; Hattie and Timperley 2007; Shute
2008), I believe the interpersonal function helps frame another layer of complexity.

3.6.3.2 Assessment Functions Depend on How It Was Done and Who
the Assessment Process Involved

In the example where Cadence sent a student to a student support worker, she
commented on how this may not have gone well if it were a different student. This
means it is important to consider not only what the teacher does, but also how s/he
does it and who the student is, in order for it to serve possible functions. This
subsequently indirectly affects the teacher’s ability to support a student’s learning of
mathematics.

There were many different ways that Cadence could have had the student go to
the student support worker. She could have called the student support worker to
come retrieve the student, she could have asked the student to go to the student
support worker, or she could have walked the student down herself. How she sent
the student to the student support worker may impact how it was perceived by the
student as well as how the rest of the situation played out. This could then have an
impact on current or future assessment processes, and, for example, made it difficult
to elicit, interpret, or act on more information.

It is also important to consider who the student is when acting during assessment
processes. As Cadence pointed out, she had a good understanding of what worked
with the defiant student. Her connection that she built in the previous year with a
non-mathematics course also helped make the necessary decisions to send the
student away.

3.6.3.3 Unintended Actions also Have an Impact

Even actions that are not easily captured may have an impact on the assessment
process. This includes short acknowledgements such as ‘mm-hmms’ during a
student’s explanations of her/his thinking. For example, Casey was responding to
student explanations about the trigonometric functions made out of spaghetti.
Throughout the students’ explanations, Casey responded with vocalisations such as
‘yeah’, ‘mm-hmm’, and ‘hmm’s.’ In reflection, Casey believed that these unin-
tended brief responses helped make students more comfortable in continuing their
elaborations. This means that these vocalisations indirectly supported possible
teacher actions that facilitate the learning of mathematics.
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3.6.3.4 Moments May Serve Summative Functions Directly
or Indirectly

Acts from ephemeral assessment cycles may also serve summative functions. These
summative decisions may be directly or indirectly impacted by ephemeral sources
of information. At Cadence’s school, students who attend are those who have been
unsuccessful in a regular school program. For a variety of reasons, including test
anxiety, “the majority of [Cadence’s] marks [come from] observations and con-
versations” (Cadence, Initial interview, November 23, 2015). When she makes
summative decisions such as grading, this is compiled from the results of multiple
interactions. In this way, no particular moment would constitute the entirety of a
student’s mark. Rather, she would make records about several instances of class-
room interactions, and make summative decisions based on those. During the
interviews, she also explained that she had been exploring online portfolios in order
to better manage recordings of learning.

Actions that serve summative purposes can also be indirectly impacted by
observations and conversations. For example, Casey describes instances where
marks from written tests did not correspond with her observations about a particular
student’s understanding. As a result, she sought out other opportunities to explore
this discrepancy. These examples demonstrated that not only is it possible for
ephemeral sources of information to contribute to summative decisions, they also
serve the function directly and indirectly.

3.6.4 Factors Affecting the Three Phases

As I explored the ephemeral assessment cycle, I began to notice many factors that
appear to influence and are influenced by how and what teachers think and do.
I conceptualize these influencing factors as four interrelated domains: teacher (e.g.,
identities, experiences, beliefs, frame of mind), students (e.g., identities, experi-
ences, beliefs), relationships (e.g., teacher-student, student-student), and contexts
(e.g., goal, time, accountability). A teacher may integrate these factors of influence
consciously or subconsciously. In this paper, I briefly describe one aspect of the
teacher domain that affects, and is affected by, the different phases in an assessment
cycle: consideration of the teacher’s frame of mind.

In the following exchange, Casey noted that her interactions with students
changed when she was recording the conversation:

Casey: I realized, this is true… when you are… videotaping… you then become an
observer. And… you don’t interact in… because the teacher as you know, goes from spot to
spot to spot to spot to spot to spot

Researcher: right of course

Casey: as the observer, I had to stay here… for an extended period of time to actually
observe this particular group (Casey, First Interview, December 1, 2015).
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Besides having to stay with the group longer, she continued to explain that she
found that she was asking the students to elaborate for the purposes of the
recording, and not for the sake of better understanding student learning. She also
noted that she was often distracted by the management of the iPad and did not
pursue conversations as she normally would.

Fernanda believed that her mood may also impact how a lesson unfolds, or how
a conversation with a student progresses. For example, if she had just disciplined a
student, she explained, that may affect how she paid attention and how she
responded during a conversation with another student. In a similar way, Cadence
also suggested that there are rhythms that teachers and students get into. Sometimes
the rhythm of the classroom is positive and productive, and other times the rhythm
can be negative and destructive. Part of this rhythm can be attributed to the mental
state of the teacher during the interactions of the classroom, since the rhythm is
perceived by the teacher, as well as influenced by the teacher.

These frames of minds, moods, or rhythms indirectly affect the teacher in how
she might introduce a task, how she might facilitate conversations with and between
students, or how she might interpret elicited information. These subsequently
impact how students engage in mathematical thinking.

3.7 Implications and Further Research

Teachers are constantly engaged in multiple assessment cycles. Processes involving
in-the-moment assessment are difficult to capture, even when recognized as
important. This paper sought to examine the intersection of formative assessment
and noticing through teachers’ lived experiences. Further research might also find it
useful to explore both fields as we continue our conversations about assessment.

The visualization of the assessment process that I have developed is helpful in at
least two ways. First, its development and continued modifications help me better
understand the phenomenon of assessment strategies based on teacher observations
of student actions and conversations in an environment that encourages group work
and student discourse. Second, the framework itself, along with the various elab-
orations and implications from this paper, may be helpful for others in thinking
about the complexities of in-the-moment decisions within the classroom. By
sharing parts of my journey, I hope to participate in, and contribute to, the ongoing
conversations on classroom assessment in secondary mathematics education.

3.7.1 So What? How Might This Be Helpful for Teachers?

As a secondary mathematics teacher, I have continued to ask myself these two
practical questions throughout my research journey. Ephemeral assessment is a
complex process. At the same time, it is also an important aspect of how
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mathematics teachers facilitate learning. My work has elaborated on some of the
complexities involved in ephemeral assessment opportunities. This may be helpful
for practitioners in two ways.

First, it may help teachers expand their awareness of possibilities in the moment.
Becoming aware of the complexities involved in the moments of the classroom may
be intimidating. However, this awareness can also be empowering. It provides
teachers with different ways of reflecting in the moment as well as reflecting on the
moment. The complexities illustrated are not to say that all teachers must consider
every possible aspect of the situation, and act on them perfectly. Instead, it is to
provide teachers with a sense of freedom and wealth because there are many
possibilities that they could follow up on, and many opportunities after the moment
to reflect and learn from the possibilities.

Second, acknowledging the complexities in the moment also may encourage
teachers to seek out different ways of reflecting on their practice. During the
interviews, all three participants pointed out that they thought it was helpful to
reconstruct the moment with another teacher (who happened to also be a
researcher). Casey, in particular, appreciated working together to unpack the
complexities in the moments she described, and felt that it strengthened her decision
making for the future. While teachers may not always have access to a researcher,
they often have access to their colleagues. This study suggested not only that it is
important to reflect, but also offers an example as to how one might reflect. It may
be helpful to honor the moment that occurred by reconstructing it with another
teacher—to describe not only what happened, but also how they made sense of
what happened, why they interpret the situation the way they did, and more.

As a secondary teacher, I have enjoyed my research journey and plan on con-
tinuing in some capacity. I believe it may be helpful for professional development
to provide opportunities for teachers to clarify and expand their definitions of
assessment. Even a recognition that we, as individuals, have different working
definitions for the concept of assessment may be eye-opening. The task of such a
professional development session, then, would be to work with teachers (and to
allow them to work with themselves) toward a growing definition of assessment and
thinking about how this impacts their practice in meaningful ways.

3.7.2 Future Directions

At this point of my research journey, I can conceive of four possibilities for future
research.

First, there may be modifications of, or elaborations on, various aspects of my
visualization of the ephemeral assessment process, and influencing factors.
Although influential factors may not impact teachers in the same way, it may be
helpful to examine examples of how that may occur. During the interview process,
the participants and I had difficulties identifying how they interpreted the situation
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and how they arrived at a decision to act. An exploration targeted at the interactions
among influential factors and in-the-moment decisions may be illuminating.

Second, it may be helpful to simultaneously explore how a teacher and her
students might experience the same moment in the classroom. These possible future
explorations of student perspectives may provide more insight into the details of the
ephemeral assessment process.

Third, it may be illuminating to better understand how awareness impacts the
ways that teachers act and reflect. Perhaps a study where participants actively
practice ways of improving awareness may be worth exploring. During the focus
group, participants commented on how this study and its focus on in-the-moment
thinking had really helped them think about how they thought in the classroom. It
may be interesting for future studies to explicitly work with teachers on improving
awareness.

Lastly, it may also be interesting to further explore the role of technology. The
use of a recording instrument distracted Casey and altered her role in the moment.
Because she was not used to recording students during the class, it may be inter-
esting for future studies to explore the impact of technology on ephemeral
assessment processes for teachers who have become accustomed to recording their
students in some way.

A focus on ephemeral assessment helps identify the interactions in the classroom
at the center of mathematics education research. I believe it is important to continue
to emphasize these interactions. Not only is assessment a bridge between teaching
and learning, I believe that better understandings of assessment processes (and their
influencing factors) also provide roads to continuing improvements to teachers’
professional practice.
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Chapter 4
Using Self-assessment for Individual
Practice in Math Classes

Waldemar Straumberger

Abstract In this paper, the format of the self-diagnosis sheet is presented as a
means to help students self-assess their confidence using competencies for indi-
vidual practice. The reported study investigates evidence of the accuracy of judg-
ments based on self-assessments that were collected throughout a year in a
classroom setting. The paper further presents research from classroom assessment,
as general theory framework, and educational psychology, which provides the
methods for analysing the judgments of self-assessment. First results show an
improvement of accuracy and a decline of overestimation after time.

Keywords Formative assessment � Self-assessment � Self-diagnosis sheet
Individual practice

4.1 Introduction

The findings of the first PISA-study, specifically for Germany, indicated that the
ability of teachers to identify weak students is missing (Horstkemper 2006). As a
consequence, interest in educational diagnosis increased among the teacher com-
munity (Winter 2006). Another consequence was a realization that teachers had an
obligation to help each learner be successful within the German curriculum. Under
the label, “Diagnose und Förderung,” which could be translated as “diagnosis and
promotion of learning,” procedures were grouped to assess the achievement level of
students and provide support for advancing their learning process in the classroom.
In this area, different materials were created and introduced, like digital diagnosis
tests (Hafner 2008) or other analogue material (Salle et al. 2011), in order to
integrate the approach of “Diagnose und Förderung” into the classroom. This
development is comparable to the advent of formative assessment in the
Anglo-American arena in the last 20 years (Maier 2010; McGatha and Bush 2013).
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Self-diagnosis became popular in Germany as an opportunity to reach the goals
of individual promotion of each student in the classroom (Bruder 2008). What’s
special is that self-assessment is used as one possibility to assess the achievement
level of students during individual practice. In addition, it lightens teachers’
assessment workload and creates an opportunity to support students more indi-
vidually during practice phases. Experience Reports about its utilization in class-
rooms described possible intervention scenarios using self-diagnosis as a structured
element in practice phases (Achilles 2011; Bruder 2008; Fernholz and Prediger
2007; Reiff 2006, 2008). This study examines the self-diagnosis sheet as an aid to
integrate self-assessment into classrooms. The focus is on embedding experiences
in existing theory and examining these experiences in a natural classroom setting.

As can be inferred from the term self-diagnosis, learners themselves perform
diagnosis of their level of performance instead of the teacher. The underlying
assumption is that the learner knows best what he knows and what he does not
know. The self-diagnosis sheets work as a tool by presenting currently important
skills to learners and giving them the opportunity to self-estimate and provide
exercise recommendations for each of the listed competencies (Straumberger 2014).
In this way, all students have the opportunity to practice individually according to
their level of progress (Reiff 2006).

The self-diagnosis sheets resemble the more familiar format of a rubric. Both are
instruments of self-assessment, which could be used in the context of independent
learning and individual practice (Achilles 2011; Meier et al. 2007). They are used as
an aid to allow learners to judge their own level of performance. However, they also
differ depending on their applications. A rubric describes different qualities of
competencies. These different qualities are formulated as performance levels of
competencies and are often organized in a grid as in Fig. 4.1.1 Each cell describes
minimum requirements, making it possible to classify one’s own performance in
relation to established guidelines and to have the requirements for the next level in
sight (Depka 2007). Rubrics are used to guide learners through new content. So
they could be used for independent practice of skills or for self-study on new
content (Danielson and Marquez 1998), primarily on more complex content (Meier
et al. 2007).

In contrast to rubrics, self-diagnosis sheets do not contain specifically formulated
competency levels and the different performance levels of expertise are, for
example, represented through icons. In the presented study, smile icons were used
to express the students’ confidence with the competencies (see Fig. 4.2). This
allows their use for more fundamental competencies in which a formulation of
different levels would be difficult or impossible for the teacher. The description of
the competencies in a self-diagnosis sheet uses prototypical tasks in order to prevent
any barriers that might arise from verbal descriptions (see Fig. 4.3). In addition to

1It is just a scheme presented, because in the study no rubrics are used. Examples of rubrics can be
found under the following links: http://www.learnalberta.ca/content/ieptLibrary/lib04.html and
http://gbdsacmath.blogspot.de/2014/03/the-role-of-rubric.html.
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avoiding language barriers, it is also important to make sure that the prototypical
items are in accordance with the already known tasks from the classroom (Brown
and Harris 2013), so that students can connect their experiences of the competencies
with the prototypical tasks. Because of this, the prototypical tasks would differ
depending on the classroom practice. In addition, to facilitate autonomous practice,
the exercise recommendations of the self-diagnosis sheet refer to familiar material
that is already used in class. In most cases, self-diagnosis sheets are used for
practice lessons before class tests to direct the learners’ work on their individual
deficits (Achilles 2011).

Fig. 4.1 Scheme of a rubric

Fig. 4.2 Example of the utilized self-diagnosis sheets from the study
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4.2 Literature Review

This section contains reports presenting initial findings about the use of
self-diagnosis sheets. The general theoretical framework centers around the use of
classroom assessment, which includes self-assessment, to classify experience
reports into existing research and theory. Theories and research from pedagogical
psychology present a detailed look at the judgments in self-assessment.

Reports about experiences with self-diagnosis sheets confirm positive benefits of
self-diagnosis sheets to individualize phases of exercise in school (Achilles 2011;
Reiff 2008). There is often a lack of accuracy of the learners’ estimations in the
beginning, which are supposed to improve over time. Furthermore, the autonomous
practice is hypothesized to have a positive impact on the learning culture in the
classroom.

Classroom assessment could be done by the teacher, peers, or the students
themselves. Self-assessment thereby refers to all processes of the learners to
identify or diagnose their own learning progress (Brown and Harris 2013).
Self-assessment in the classroom can be based on rubrics, criteria, self-ratings, or
estimates of performance (Brown and Harris 2013). Rubrics could be either for-
mative or summative assessments in the classroom, depending on their use. One
example for a summative assessment is the use by the teacher to rate student work
based on the criteria formulated in a rubric. Rubrics used in combination with
self-assessment are only conditionally suitable for summative assessment (Brown
and Harris 2013), therefore they are more often used as a part of a formative
assessment.

Fig. 4.3 Scheme of a self-diagnosis sheet with examples for prototypical tasks, containing
translated items of Fig. 4.2
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On the theoretical level, especially referring to theories of self-regulated learn-
ing, the use of self-assessment brings advantages to the classroom. It is argued that
the practice of self-assessment increases students’ responsibility for their own
learning process as well as academic performance by the use of metacognitive
processes as well as increasing motivation and engagement in learning (Brown
and Harris 2013). Self-assessment can reduce the formative assessment workload of
educators. Already available self-assessment material only has to be adapted to the
class. The independent work of the students enables the teacher to provide indi-
vidual support during practice. In their literature review, Brown and Harris (2013)
identified various studies that report high and low effects of the use of rubrics based
on differing study designs and possibilities to use self-assessment in the classroom.

To date there are no studies in mathematics education that have examined the
effects of self-diagnosis sheets or the underlying assumption for the use of
self-diagnosis sheets. In educational psychology, the general assumption that the
learner knows best what he knows and what he does not know is criticized (Kruger
and Dunning 1999). Within educational psychology, the fit of judgment about
performance and shown performance is examined under the concept of calibration
(Bol and Hacker 2012; Schraw et al. 1993; Stone 2000; Winne and Azevedo 2014).
Calibration was first discussed by Flavell (1979) in his contribution to metacog-
nition and cognitive control and has been increasingly examined since then (Bol
and Hacker 2012). Kruger and Dunning first showed that incompetent people do
not realize that they are incompetent (Kruger and Dunning 1999). But not only
incompetent people seem to be unable to assess their performance properly, top
performers also have problems. In comparison, within their peer group, top per-
formers underestimate their own competence (Ehrlinger et al. 2008). The research is
often focused on the accuracy or fit of judgments and performance (Schraw 2009)
and on factors that affect the accuracy and methods for measuring accuracy.

Several factors have been identified as having an influence on judgments of
self-assessment. The factors most frequently mentioned in the literature are the age
of the learner, the individual level of performance, and the type of tasks used in the
assessments (Bol and Hacker 2012; Brown and Harris 2013). Although the liter-
ature does not provide any specific age levels, children’s ability to judge their own
performance seems to increase in accuracy in relation to their age (Brown and
Harris 2013; Garner and Alexander 1989). A reason for this might be that younger
children seem to be more optimistic than older children (Brown and Harris 2013).
There are similar findings with respect to the level of performance. Individuals at a
higher level of performance are more likely to accurately estimate their perfor-
mance. Individuals at lower levels of performance display less accurate estimations
of their performance with a tendency to overestimation (Bol and Hacker 2012). This
finding is confirmed by Kruger and Dunning (1999).

Most of the previous studies on self-assessment worked with college students in
non-naturalistic learning settings, without authentic tasks (Bol and Hacker 2012).
The existing findings are restricted by the primarily laboratory design of the studies.
In addition to the focus on college students, most studies include only one or two
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points of measurement for data collection. There is only a rare use of mathematics
as the content for the self-assessments.

Methods for measuring the accuracy of calibration are grouped into absolute
accuracy and relative accuracy (Hacker et al. 2008; Schraw 2009). Methods of
absolute accuracy examine differences between judgments and performance.
Methods of relative accuracy, however, investigate the relation of judgments and
performance. In this study, the emphasis is on absolute accuracy. To evaluate the
data, the absolute accuracy index (AAI) and Bias are used. The AAI measures
differences between judgments and performance by the sum of squared differences,
divided by the number of competencies (Schraw 2009). Low scores indicate a high
accuracy and high scores a low accuracy of the calibration. Bias measures the
direction of the error by summing the differences divided by the number of com-
petencies (Schraw 2009). In doing so, negative values indicate a tendency to
underestimation and positive values indicate a tendency to overestimation. The AAI
and Bias represent different perspectives to the construct of calibration and should,
therefore, be interpreted in relation to one another.

Many of the research results from classroom assessment and calibration research
were carried out under less naturalistic settings in laboratory studies with college
students. These studies showed a relation between performance and accuracy of
self-assessment, which is also reported in the experience reports using
self-diagnosis sheets in the classroom. Taking these findings into account, it appears
necessary to examine the effects of self-diagnosis sheets and to clarify how the
experience reports about self-diagnosis sheets as part of classroom assessment are
compatible with existing findings made in studies with a less naturalistic setting.
Additionally, studies about the development of self-assessment in natural settings
are needed (Bol and Hacker 2012), including the development of accuracy in
classroom settings.

4.3 Study Design

The aim of the study reported here was to collect data about self-assessment and
performance in a natural learning environment in order to examine the accuracy of
judgments. The study included 48 students (25 female and 23 male) from the fifth
grade (age 10–11) of a secondary school in a German city. The self-assessment was
recorded with the self-diagnosis sheet and the performance with a test, a more
formal assessment. The accuracy of the judgments should indicate the ability of the
students to use the self-diagnosis sheets as a tool for practice phases.

The following questions arise from the experience reports. Does the overesti-
mation of students decrease when using self-diagnosis sheets and does the
self-assessment get more accurate? From classroom assessment, how is the accu-
racy of judgments affected by performance and are there differences in the accuracy
of judgments for groups with different performance?
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To ensure the practicability of the study design for application in regular classes,
no additional lessons or materials were used, except for the self-diagnosis sheets
and corresponding tests. During the year, parallel lessons with four practice phases
at intervals of two months took place in three classes. Each practice phase consists
of four lessons, followed by a class test, with the aim for the learner to prepare
independently and individually for the class test. At the beginning of the practice
phase, the students evaluate their confidence with the competencies and then
independently start to practice (see Table 4.1). In the third lesson, the learners
assess their confidence again and perform a test immediately after that, which they
also correct on their own. The test examines the skills of the self-diagnosis sheets
and was designed to be completed in less than half an hour. Finally, the fourth
lesson provides an opportunity for the students to practice for the class test again.

The self-diagnosis sheets and the test were both collected and digitalized after
the third lesson, so that they could be promptly returned to the students. The
self-diagnosis sheets recorded the judgments at the beginning of the exercise period
as well as the judgments before the test. Deliberately the test is not used before the
third lesson, allowing the students to practice on the basis of their self-assessment
and not to fully rely on their test results.

4.4 Results

Judgments and performance were modelled on a four-step scale from 0 to 1. For the
judgments, the four steps relate to the rating scale (Fig. 4.2), with 0 for unconfident
and 1 for very confident. For performance, the relation of right solutions in the test
was modelled (nothing; less than 50%; at least 50%; everything). It is assumed for
the judgments and for performance that the four steps have approximately the same
distances between each other. Table 4.2 shows the average performance score of
the competencies tested in the third lesson of the practice phases within classes and
overall. The average performance of all students develops positively throughout the
practice phases. The lowest average value of performance is in the second practice

Table 4.1 Design of the practice phases

Lesson Actions in classroom Data-collection

1 • Self-assessment with self-diagnosis sheet
• Individual practice based on self-diagnosis
sheet

• Self-assessment before
practice

2 • Individual practice based on self-diagnosis
sheet

3 • Self-assessment with self-diagnosis sheet
• Test and self-checking

• Self-assessment before test
• Performance test

4 • Individual practice based on self-diagnosis
sheet
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phase and shows a rising tendency in the following phases on average for all
students.

The development of the values of absolute accuracy differ in all classes (see
Table 4.3). In class 1 and class 3, the AAI values are nearly similar. Their values
differ slightly at single measurement points and show a similar development in the
course of the school year whereas they differ more in Bias score. The average value
of class 1 shows a steady reduction in overestimation, whereas in class 3 the Bias
shows more overestimation on average. The measured values of class 2 differ in
AAI and the Bias in almost all practice phases as well as in their development
throughout the year. Students in this class already show good accuracy at the
beginning and little overconfidence on average. After that, the values of AAI rise till
the third measurement point and the values of Bias fluctuate between the mea-
surement points.

For the analysis of the relation between performance and self-assessment, the 48
learners were grouped by conducting a hierarchical cluster analysis (Table 4.4),
with the aim to get more homogenous groups of students (Wendler and Gröttrup
2016).

Table 4.2 Average scores of performance (standard deviation)

Assessment 1 2 3 4

Class 1 0.525 (0.228) 0.500 (0.178) 0.700 (0.230) 0.600 (0.158)

Class 2 0.667 (0.201) 0.496 (0.214) 0.627 (0.193) 0.667 (0.168)

Class 3 0.596 (0.195) 0.497 (0.209) 0.690 (0.235) 0.729 (0.178)

All students 0.594 (0.216) 0.498 (0.201) 0.674 (0.223) 0.685 (0.175)

Table 4.3 Average scores of absolute accuracy (standard deviation)

Assessment 1 2 3 4

Class 1 AAI 0.176 (0.120) 0.186 (0.069) 0.174 (0.134) 0.125 (0.096)

Bias 0.171 (0.187) 0.156 (0.201) 0.063 (0.206) 0.033 (0.168)

Class 2 AAI 0.111 (0.103) 0.139 (0.098) 0.175 (0.148) 0.157 (0.088)

Bias 0.046 (0.205) 0.194 (0.161) 0.098 (0.256) 0.148 (0.200)

Class 3 AAI 0.197 (0.110) 0.219 (0.141) 0.197 (0.150) 0.139 (0.114)

Bias 0.208 (0.169) 0.252 (0.223) 0.145 (0.217) 0.024 (0.199)

All students AAI 0.166 (0.117) 0.184 (0.113) 0.182 (0.144) 0.138 (0.102)

Bias 0.149 (0.198) 0.202 (0.203) 0.103 (0.229) 0.064 (0.197)

Table 4.4 Allocations of
students by cluster

Cluster Students Female Male

1 23 11 12

2 14 10 4

3 11 4 7
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Specifically, clusters were analysed with average linkage within groups, based
on the squared Euclidean distance as the measurement scale interval (see Fig. 4.4).
The learners’ test performance at the four measurement points provided the vari-
ables for the grouping. Thus, the development between the four measuring points
serves as the basis for the classification into different clusters. In each cluster,
students are grouped with similar progress in the performance scores. It is assumed
that groups of students will show different development in performance during the
school year. For example, a group of top performing students with low values in
AAI and Bias will represent an accurate self-assessment.

Table 4.4 presents three clusters. According to the dendrogram (see Fig. 4.5),
visualizing the minimum distances in each step on the horizontal axis (Wendler
and Gröttrup 2016), the largest increase of heterogeneity would arise in the last
step, combining the last two clusters. In this case the cluster solution should contain
two clusters referring to Wendler and Gröttrup (2016). Nonetheless the presented
solution contains three clusters, because in the penultimate step combined clusters
(cluster 1 and 2) differ in their average scores and describe two different devel-
opments of performance (Table 4.5). Especially, the development of cluster 2 is of
interest, as discussed below.

It is assumed to be a good solution, because the average scores of performance in
the clusters differ from each other and the standard deviation of each measurement
point is lower in the cluster than for the whole sample (Fromm 2012). So, the aim to
get more homogenous groups of students through the use of cluster analysis is
achieved.

The analysis resulted in three different clusters that display different develop-
ments in test performance. Two of the three clusters (cluster 1 and cluster 3) show a
perceptible drop in performance at the second practice phase, followed by an

Fig. 4.4 Average scores of performance by cluster
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Fig. 4.5 Dendrogram of average link (within groups)

Table 4.5 Average scores of performance (standard deviation) grouped by cluster

Assessment 1 2 3 4

Cluster 1 0.641 (0.141) 0.447 (0.178) 0.554 (0.203) 0.591 (0.154)

Cluster 2 0.343 (0.097) 0.409 (0.158) 0.714 (0.160) 0.695 (0.135)

Cluster 3 0.818 (0.121) 0.717 (0.122) 0.873 (0.164) 0.867 (0.094)

All students 0.594 (0.216) 0.498 (0.201) 0.674 (0.223) 0.685 (0.175)
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increase in test performance. Cluster 3 represents the efficient learner of the sample.
This cluster comprises a quarter of the sample with four female and seven male
students. Cluster 1 represents half of the students with a balanced proportion of
gender and a test performance that is average. Cluster 2 shows the most interesting
development. The learners in this group start with below-average test performance
and show an improvement in the course of the evaluation. Furthermore, female
students are overrepresented in this group (10 female and 4 male).

Looking at the AAI and the Bias, the three clusters also differ in their devel-
opment (see Table 4.6). There is a notable decrease of the AAI score in clusters 2
and 3, which indicates improvement of the accuracy of self-assessment (see
Fig. 4.6). For cluster 1 the AAI score is not decreasing as in the other two clusters.
In contrast, it rises at the second and third practice phases and slightly decreases
towards the end. Hence, the accuracy is not improving notably until the end of the
school year. Analyses of Bias provide similar results (see Fig. 4.7). Bias of clusters
2 and 3 is approximating to zero, which implies a decrease of overestimation. This
is strengthened through the development of AAI in the clusters, showing a decrease
of differences between judgments and performance. The overestimation of cluster 1
increases after the first practice phase but also decreases towards the end.

Similar to development of performance, the Bias development of cluster 2 is
most interesting. Cluster 2 best reflects the assumptions from the experience reports
of the three groups. The accuracy is low at the beginning and the learners over-
estimate their performance, represented in the high value of the Bias at the first
measurement point. But over time the overestimation decreases and the
self-assessment becomes more accurate. In addition, cluster 2 supports the
assumptions of a relationship between performance and the accuracy of judgments.
With an improvement in test performance, accuracy of the judgments also
improves, represented through the decrease of AAI and Bias. Furthermore, the other
clusters support this assumption, too, because cluster 3 represents high performers
that also have a higher accuracy in comparison to the other clusters, and show less
overestimation in particular.

Table 4.6 Average scores of absolute accuracy (standard deviation) grouped by cluster

Assessment 1 2 3 4

Cluster 1 AAI 0.135 (0.094) 0.196 (0.103) 0.205 (0.158) 0.174 (0.113)

Bias 0.108 (0.173) 0.205 (0.222) 0.191 (0.173) 0.152 (0.207)

Cluster 2 AAI 0.244 (0.127) 0.222 (0.116) 0.189 (0.107) 0.151 (0.078)

Bias 0.286 (0.188) 0.254 (0.193) 0.024 (0.253) −0.024 (0.172)

Cluster 3 AAI 0.123 (0.093) 0.111 (0.090) 0.127 (0.141) 0.057 (0.037)

Bias 0.055 (0.160) 0.131 (0.147) 0.018 (0.233) 0.000 (0.117)
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4.5 Discussion

The data show an overall positive development of the accuracy of estimation. The
slight deterioration after the first practice phase might be explained by the shift from
primary to secondary school. At the beginning of the fifth grade, content from the

Fig. 4.6 Absolute accuracy index of cluster

Fig. 4.7 Bias of cluster
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primary school curriculum is repeated in order to harmonize the different levels of
the students who come from various primary schools. Because of this, the content at
the beginning of the fifth grade could be more familiar to the students than the
content that follows, thereby allowing a facilitated assessment of the performance.
The divergent development in class 2 could also be a consequence of the higher
proportion of students who already possess a strong knowledge base from ele-
mentary school. This argumentation is strengthened by the values of performance
(see Table 4.2). At the first practice phase, the performance in all three classes is
higher than at the second practice phase. The difference in class 2 is the largest,
because of the high performance at the first practice phase.

Apart from the low performance scores in the second practice phase, the
development of the performance is positive. The performance score does not
increase vastly but it shows a positive tendency. In addition, the collected data
supports the findings from the experience reports on the accuracy of the judgments.
At the beginning, self-diagnosis shows only a slight fit between students’
self-assessment and their actual performance. However, it improves over time. The
average accuracy of the judgments, measured by the AAI, improves towards the end
of the school year and the overconfidence, measured by the Bias, decreases.

The findings from the cluster analysis show the accuracy is changing in con-
nection to the development in performance. This is especially observable in the
analyses of cluster 2. It comprises students who start with low performance and
accuracy at the beginning and increase their performance and accuracy towards the
end of the assessment. This positive development is also observable in their scores
of absolute accuracy. The errors in self-assessment are decreasing and the direction
of the errors changes from high overestimation in comparison to the rest of the
sample to a slight underestimation. Thus, there seems to be an adjustment of
self-assessment taking place when performance changes. Cluster 3 comprised of the
top-performers shows the best rates in AAI and Bias throughout the assessment.

The presented results contribute to the existing findings on self-assessment as a
part of classroom assessment as well as to metacognitive judgments in the field of
pedagogical psychology. The accuracy seems to be partly influenced by individual
performance, as the data of the second practice phase, in particular, show. In this
phase, individual performance decreases in all classes as well as the accuracy, as the
increase of the AAI and the Bias display. After the second practice phase, perfor-
mance and accuracy both improve across all classes.

Despite the limitations of the small sample size, the presented results can be
interpreted as a first confirmation of the experience reports. Recording longitudinal
data of larger samples using self-diagnosis sheets would require a lot of organi-
zation. In addition to organization, there are many other aspects that have to be
controlled to generate comparable groups of students for research. In the prelimi-
nary study, care was taken to have comparable conditions for implementation in the
classes, in order to minimize disturbing effects. Using large samples, like classes
from different schools, has the consequence that some requirements must be
abandoned. It would be hard to find schools that are using the same book and
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school curriculum to generate groups with a comparable learning progression.
A larger sample would make potential disturbing effects less strong.

Qualitative research might help obtain finer grained analyses of the effects of
self-diagnosis sheets as part of classroom assessment. Another aspect, which results
from the small sample size, is the difficulty of using a control group in the study
design. In this study, a control group was not used, so as to avoid reducing the size
of the already small sample.

Despite these first positive results, it is necessary to further investigate the use of
self-diagnosis sheets. The presented findings need to be replicated in other samples
to confirm the benefits of self-diagnosis sheets as part of classroom assessment.
Another point of interest is whether similar clusters could also be found in other
studies. It seems clear that a group of top performers could be identified in each
sample but perhaps it would be more interesting to examine if there is a group of
low performers who benefit from the use of self-diagnosis sheets. Researchers
should also examine to what extent self-assessment develops over several school
years and where factors contribute to its improvement or deterioration.
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Part III
Technology as a Tool for Classroom

Assessment



Chapter 5
Using a Digital Flip Camera: A Useful
Assessment Tool in Mathematics Lessons

Ann Downton

Abstract This paper describes how two early career teachers in Australia used
digital Flip cameras as an assessment tool as part of their regular mathematics
lessons to improve their assessment practices. Both teachers taught Grade 1/2 and
identified formative assessment in mathematics as a challenge as they had trouble
collecting data that captured students’ thinking and reasoning during a mathematics
lesson. The purpose of this study was to identify the ways in which early career
teachers utilized technology as a tool to enhance their formative assessment prac-
tices within a mathematics lesson. The findings suggest that the use of Flip cameras
enabled the teachers to capture authentic assessment data and improve their doc-
umentation and analysis of the students’ learning, and better cater to the students’
learning needs when planning.

Keywords Formative assessment � Digital flip camera � Primary school mathe-
matics � Teachers’ use of technology

5.1 Background

A Flip camera or Flip camcorder refers to a camera with a USB arm that can plug
into a computer for charging and for ease of downloading the videos (Gao and
Hargis 2010). Such a tool has been used across disciplines, including in secondary
schools, to promote technology-assisted active learning and increase student
engagement. Using a tool such as this enables teachers to gather pre/post assess-
ment data on how students performed on a task that can provide real-time feedback
to students and enable them to reflect on their learning (Gao and Hargis 2010).
Capturing videos of students’ learning assists teachers to gain a sense of how
conceptual understanding develops and what students are gaining from their
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learning experiences. Playing the video back to the students provides an opportu-
nity to delve deeper into their thinking processes and problem-solving strategies
post lesson (Boardman 2007; Keeley and Tobey 2011). The use of Flip cameras is a
simple way to engage students in the assessment process as they are working.
However, there is no current Australian research that explores their use in primary
school mathematics classrooms.

5.2 Literature Review

Within Australia over recent decades, higher expectations have been placed on the
assessment of students’ mathematical learning and the need to move beyond tra-
ditional assessment practices that are inadequate for assessing student thinking and
disposition (Masters 2013). Aligned with these expectations has been growing
interest in how highly effective teachers use assessment as part of their teaching to
promote improved student learning (Black and Wiliam 1998; Wiliam and
Thompson 2007). Part of this reform agenda has been to have a unified view of
educational assessment, namely that the “fundamental purpose of assessment is to
establish where learners are in their learning at the time of their assessment”
(Masters 2013, p. 6). Such a view conceptualizes assessment as the process of
establishing where students are in their long-term learning in terms of their
developing knowledge, skills, and understandings (Masters 2013). This holistic
view concurs with those of Clarke (1997) and Wiliam (2010) both of whom
maintain that assessment (formative and summative) is central to learning.
Furthermore, Newhouse suggests that assessment could be termed as “making
learning visible” (2015, p. 215) as the judgements teachers make are a result of
either their observations or inferred from what they observed. Within the
mid-1990s, formative assessment or assessment for learning (Wiliam 2010) became
more evident in mathematics lessons in primary schools within Australia as it
informs teachers during their daily decision-making in the classroom, and provides
direction for subsequent planning. Black and Wiliam defined formative assessment
as “all those activities undertaken by teachers, and/or by their students, which
provide information to be used as feedback to modify the teaching and learning
activities in which they are engaged” (1998, p. 8). Formative assessment provides
both teacher and students with insights into the student’s learning and feeds forward
into the teacher’s planning. This process of collecting, storing and analyzing data to
assist in making informed decisions about learning is cyclical and commonly
referred to as “learning analytics” (Newhouse 2015, p. 223). McDonough and
Gervasoni (1997) represented this cyclic nature of teaching linked to assessment as
a process of exploring, reflecting, and responding (Fig. 5.1). They argued that it is
through reflecting on insights gained by observing and listening to students during a
lesson that teachers better understand how children learn mathematics. These
reflections inform teacher planning on a daily basis.
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In addition, observing and questioning are two assessment practices commonly
used in the mathematics classroom that enable teachers to develop insights into
students’ conceptual understanding, reasoning, and disposition when considering
how to adapt instruction for individuals (Clarke and Wilson 1994; Furtak and
Ruiz-Primo 2008). The most effective teachers are likely to be those who approach
assessment as an opportunity for students to show what they know and can do, who
link assessment and teaching (making these links clear to students), and consider
assessment as a precursor for action (Clarke 1997). However, research suggests that
the demands on a teacher’s time are such that there is often some disconnect
between what is observed and noted in the enactment in the classroom, and how it
is later interpreted (Della-Piana 2008). This was the issue that the two early career
teachers in this study experienced prior to using the digital Flip camera in their
mathematics lessons. The following research question guided the study:

In what ways do early career teachers use technology to enhance their formative assessment
practices?

5.3 Method

The two teachers reported here were part of a small study conducted in 2010 that
examined Early Career Teachers’ (teachers in their first three years of employment)
use of Information and Communications Technology (ICT) as part of their regular
mathematics lessons. Five teachers (four female, one male) who accepted the
invitation to participate in the study were graduates of the university in which the
researchers worked. Prior to the commencement of the study, the researchers
conducted an after-school meeting at the university. In this meeting, participants

Fig. 5.1 Assessment informing teacher practice (adapted from McDonough and Gervasoni 1997)
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explained how they intended to explore the use of ICT in their mathematics
classrooms. The only technology they had used as part of their practice were
calculators and the interactive white-board. Both schools had separate computer
rooms.

5.3.1 Participants and Context

Julia and Sarah, both in their mid-twenties, had two years teaching experience with
Grade 1/2 classes in different schools within Melbourne, Australia. Sarah’s school
was situated in a predominantly middle-class suburb, whereas Julia’s school was
situated in a less affluent area. Both cohorts of Grade 1/2 classes consisted of 24
students (aged 6 and 7).

The classroom environment of both teachers was inviting, stimulating, and well
organized. The students worked in mixed-ability pairs during mathematics lessons,
the duration of which was approximately 60 min per day. The lesson structure
consisted of a short tuning-in task as a whole class (approximately 10 min), fol-
lowed by exploration time in which students worked in pairs on an open-ended task
for approximately 30 min, and then a whole class plenary session in which selected
students shared their learning (approximately 15–20 min). Both classrooms were
student-centered with the teacher observing, listening and interacting with the
students as they worked, using probing questions such as, “Why did you choose to
use that strategy?”, “What is another way you might solve the problem?”, “Can you
prove to me that you have found all the possibilities?” The plenary time was an
opportunity for the students to share their solution strategies with the class whilst
the teachers guided the discussion using questioning that challenged student
thinking such as, “If we change the numbers do you think that strategy would
work?”

5.3.2 Teachers’ Use of Flip Cameras

A key assessment focus of both teachers was students’ articulation of their math-
ematical thinking. To elicit and gain insights into students’ thinking, they were
using observation and probing questions (a practice modelled during their preser-
vice education), but they had difficulty in adequately recalling key insights that
occurred in mathematics lessons and finding subsequent time to document them.
Within this study, the teachers’ goal was to see whether the use of a Flip camera
would assist them to capture authentic assessment data relating to student thinking
as it occurred in the course of a mathematics lesson. Both teachers decided to use
the Flip cameras as part of the exploration time during the lesson when students
worked in pairs on the given task without teacher assistance. Prior to the com-
mencement of the study, each teacher showed the students the Flip camera and
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explained how it would help the teacher to learn more about students’ learning.
Sarah chose to use the Flip camera twice a week, whereas Julia decided to use it on
a daily basis for short periods of time and as a reflective tool the following day to
revisit previous learning with particular students. Replaying selected video snippets
with individual students would allow Julia to challenge any misconceptions and
provide students with an opportunity to consider what they might do differently and
why. Sarah also planned to replay the video clips to the students post lesson for
them to record their reflections on their learning in writing. Both intended to
conduct ‘mini interviews’ with students while they were working, using probing
questions to elicit their thinking.

5.3.3 Data Collection

Three sources of data were collected: the teachers’ Flip videos; the researchers’
observational notes of the four lessons; and the semi-structured interviews post
lessons. The specific questions asked of teachers during the semi-structured inter-
view included:

• What prompted you to use the Flip camera at that particular point of the lesson?
• Why did you choose those particular students to probe and video?
• In what way has the use of this tool assisted you to improve your formative

assessment practices?
• What were some of the insights gained about the students’ learning that the use

of the Flip camera afforded?
• What were the challenges or limitations in using this particular tool?
• What modifications would you make for the future use of it to support your

assessment practice?

Each post lesson semi-structured interview was audio-recorded and conducted
immediately after the lesson for approximately 30 min in duration. Prior to the
commencement of the study, the researchers visited each classroom to explain their
role to the students when they visited each fortnight. So as not to distract the
learning, the researchers sat on either side of the classroom and independently
observed each of the eight lessons (four for each teacher) over the course of eight
weeks (one lesson per fortnight in each class). They used time-point observations
(Sarantakos 2013) of when the teachers used the Flip camera and the action that led
to the use. Having both researchers observe the lessons increased the reliability and
validity of the data. The lessons were not digitally recorded as the researchers felt
an additional camera would be intrusive and unnecessary, as the purpose was to
focus on the particular number of occasions that the teachers used the Flip camera.
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5.3.4 Data Analysis

The audio recordings of the semi-structured interviews and the Flip videos were
transcribed and analyzed using a grounded theory approach (Strauss and Corbin
1990), as were the researchers’ field notes, to identify any themes that emerged over
the course of the four lessons and to identify any similarities between the teachers’
insights. The analysis of the semi-structured interview data is not presented in this
paper due to limited space.

5.4 Results and Discussion

From the researchers’ observations, it was evident that the teachers used the tool in
quite contrasting ways. Sarah set the camera up on the table in front of the students
whom she was observing, whereas Julia tended to hold it in her hand as a recorder
while she interacted with individual students. Each student interaction in Sarah’s
observed lessons took approximately one minute, whereas those in Julia’s class
took approximately 3 min. Sarah went to particular pairs of students in each
observed lesson and conducted five one-minute ‘mini interviews’ within each
lesson as students worked on a task. In contrast, Julia roved and observed the
students as they worked on a task and videoed six students in each of the four
observed lessons. Both teachers gave the students approximately 10 min to engage
in the task uninterrupted before videoing.

From the analysis of the post lesson interview data and video clips, it was
evident that Julia’s use of the Flip camera was triggered by particular observations
of a student’s representations, such as a mismatch between the drawing and the
equation (that highlight misconceptions), or the use of sophisticated strategies. In
two different lessons (observed lessons one and three), Julia noticed possible stu-
dent misconceptions and captured these on video and used them as part of the
plenary to gauge whether other students might have a similar misconception or if
they could identify what was wrong.

In contrast, Sarah selected five students prior to each lesson with whom she
conducted one-minute ‘mini interviews’ within each lesson, and used the same line
of questioning with each student to assist with her post-lesson analysis. Her
selection of students was informed by earlier analysis of student assessment data
relating to their understanding of a concept or development of a skill, with the
intention of having a snapshot of all her students’ explanations of thinking and their
learning by the end of the school term. Sarah’s focus was on collecting assessment
data for post-lesson analysis and student reflection, whereas Julia utilized some of
the data during the plenary, when appropriate. Both used the video clips post lesson
to enable students to reflect on their learning. Sarah’s children recorded their
learning in writing and their reflections were made into a PowerPoint presentation
to add to their digital portfolios. Julia encouraged her students to think about the
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mathematics they were using and how they might solve the problem differently. In
this way, Julia was using the video data to delve more deeply into the students’
thinking processes and problem-solving strategies (Keeley and Tobey 2011).

Analysis of the video clips also revealed that questioning was a strong aspect of
both teachers’ assessment practices. Part of the questioning was to elicit student
thinking, use of mathematical language, and being able to convince the teacher.
Examples of these were evident in the following dialogue of a one-minute clip from
Sarah’s second observed lesson and dialogue from a three-minute clip from Julia’s
third and fourth observed lessons.

5.4.1 Dialogue Between Sarah and David

Sarah interviewed David (Year 1 student), the third child recorded during this
lesson, the focus of which was subitising collections and building up number facts
to ten. He was working with Oscar and playing a game of ‘How many counters are
hiding?’ in which students take turns to arrange some counters (no more than 10)
under a card, while their partner looks away. The counters are revealed to the
partner for 10 seconds and then covered again, and he/she has to work out the
quantity of hidden counters.

S: How many counters are under the card?
D: I think there are 10.
S: What did you see?
D: 2 on the top, 3 on the side, and 3 on the other side.
S: So how many is that so far?
D: 8 and then I sort of saw 2 on the bottom at the side.
S: Can we see what was there? Lift the lid please Oscar.
D: Two at the top, 3 at the side and 3 on the other side and only 1 at the bottom so

there are 9.
S: How do you know it is 9 and not 10?
D: Because there is only 1 at the bottom not 2.
S: Can you prove it to me in another way?
D: Double 3 is 6, and another 3 is 9.

Sarah’s assessment focus was on students’ ability to subitise small collections,
make reasonable estimates, and to find the quantity of a collection without using a
‘count by ones’ strategy. She later recorded that David’s estimation was good, as
was his visualization and explanation of the arrangement of the collection and use
of doubles as a strategy to prove that he was correct.
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5.4.2 Dialogue Between Julia and Kevin

Lesson 3 focus: Generating and interpreting a multiplication situation. Students
were given a template with 20 legs from the Animal legs task (Downton et al.
2006), then drew a possible number of animals required, and expressed this as a
number sentence (see Fig. 5.2). Julia chose to interview Kevin as she was perplexed
by his recording of two contrasting number sentences, one reflecting multiplicative
thinking, and the other, additive thinking.

J: Tell me about your task? What animals do you have in your farm?
K: A person, a cow, donkey, goat, pig, and a chicken.
J: How did you write this number sentence (4 � 4 + 2 � 2 = 20) to match your

picture?
K: 2 animals that have 2 legs and 4 animals have 4 legs.
J: Which number sentence did you write first?

Fig. 5.2 Kevin’s work sample
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K: 4 times 4 plus 2 times 2.
J: How did you work it out?
K: I was thinking of something like that before when we did the Teddy Bear’s

picnic.
J: So how did you get this number sentence from there?
K: The long way of 4 times 4 is 4 plus 4 plus 4 plus 4 and the long way of 2 times

2 is 2 plus 2.
J: How did you know that this sort of addition is related to multiplication?
K: Times is the same as groups of, 4 times 4 equals 16, and when you do 4 groups

of 4 it equals 16. (He drew dots in each of the circles.)
J: Now try and figure out whether there is a different solution.

Julia asked Kevin to explain the thinking he used, and she recorded insights on a
checklist (see Fig. 5.3), which she elaborated on post class when she replayed the
video clips of each student. She noted that Kevin demonstrated his understanding of
multiplication using the notation 4 � 4 + 2 � 2 = 20, and clearly explained the
relationship between repeated addition and multiplication.

Fig. 5.3 Excerpt of Julia’s assessment checklist related to the Animal legs task

5 Using a Digital Flip Camera: A Useful Assessment Tool … 71



5.4.3 Dialogue Between Julia and Miranda

Lesson 4 focus: Exploring the perimeter of 2D shapes using a range of materials. In
particular, Julia was interested in observing whether students used the material
correctly (i.e., put materials end to end, leaving no gaps), recorded the quantity and
the unit, and if they could generalize that the larger the unit, the less quantity
required. Her assessment focus was on students’ reasoning and their demonstrated
understanding of the measuring process. While roving, Julia noticed that Miranda
was perplexed at her answers, which she knew were incorrect but was not sure why.

J: Miranda, what’s wrong?
M: When I counted the big blocks there were 24 and when I counted the little

blocks there were 23.
J: Why do you think that’s a problem?
M: Because these are littler there should be more, and the big ones should be less,

because they are bigger.
J: Ok, so what are you going to do to solve this problem?
M: Redo it and do the same thing I did with the big blocks.
J: So where do you think you went a bit wrong? Where do you reckon the

problem is?
M: I think I didn’t fill up the little gaps and points here, but I did with the big

blocks.
J: Ok, so check it and see.

Julia noted Miranda’s problem-solving strategies, her explanation of thinking
and her awareness of the relationship between the size of the unit, and quantity
required. Julia also used the video of Miranda’s dilemma as part of the plenary
discussion to draw out the generalization and considerations when measuring.

5.4.4 Summary and Insights from Post-lesson Reflections

Over the course of the study, both teachers reported that their lesson planning was
more focused and their assessment within their daily practice more purposeful and
targeted. They both documented insights from the video recordings on an Excel
spreadsheet (see Fig. 5.4). The spreadsheet was designed so that it could be used for
any lesson. The full spreadsheet has ten foci: nature and quality of written work, use
of problem-solving strategies, reasoning and mathematical skills, use of materials/
diagrams, engagement, explanation of thinking, organisation, persistence, use of
generalisation, and confidence. Under each heading are descriptors of what the
teachers might observe. Additional descriptors were added if needed. For example,
if a student used doubling and halving it would be added under reasoning and
mathematical skills. The excerpt provided (Fig. 5.4) includes two distinct lessons,
one relating to perimeter in which Miranda was interviewed, and the other to the
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multiplication in which Kevin was interviewed. For the purpose of this paper, both
insights were shown on the one spreadsheet and the lesson focus and student names
were merged into one column. The teachers had separate spreadsheets for each
topic, and they could extract specific information about particular students. Doing
so assisted them to keep more accurate records of students’ learning, provided an
efficient way to develop a profile of each student’s mathematical understanding
over the course of the year, and informed future planning related to students’ needs
(Boardman 2007; Masters 2013).

The following excerpts from the final post-lesson interview are in response to the
question, “In what way has the use of this tool assisted you to improve your
assessment practices?”

Sarah: It’s given me authentic assessment data that I can use to inform my planning and it
has given me the opportunity to get the children to reflect on their learning. Capturing the
children’s learning in this way is really powerful and informative because it gives me a
visual and audio snapshot of each child’s learning and their written self-assessment.
Importing the videos into the children’s digital portfolios with their journal comments is
further evidence of their learning and developing understandings. It is a fantastic way for
parents to see authentic assessment of their child’s learning. The use of the Flip camera has
improved my questioning and documentation of my assessment data.

Julia: The use of the Flip camera has given me greater opportunities to use students’
thinking in the plenary and to gain deeper insights into students’ developing understanding
of particular mathematics concepts. The digital recordings have enabled me to collect
authentic assessment data and keep accurate records of the students’ learning. I would not
have thought about using an Excel spreadsheet before this. I feel my planning is much more
focused on the children’s needs as a result, and I am much more relaxed because I know I
don’t have to remember things that happen in the moment. Using the videos to reflect on
my own practice was a bonus as it made me realise that I needed to use deeper questions at
times and give students more ‘wait time’.

Fig. 5.4 Excerpt of Julia’s assessment by observation spreadsheet
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The teachers also reported that the students were more articulate and confident in
explaining and justifying their thinking during class discussions as a result of the
use of the Flip cameras. These findings reflect those of Boardman (2007) who found
that the use of audio recorders and digital cameras facilitated kindergarten chil-
dren’s reflective thinking processes.

Some of the challenges Julia mentioned related to being disciplined not to over
use the Flip camera in the plenary. Both teachers indicated that they were devoting
more time to reflecting on the insights gained (McDonough and Gervasoni 1997),
which made their planning and teaching more focused but did limit the amount of
time devoted to other areas of the curriculum.

5.5 Concluding Remarks

These findings highlight the value of using Flip cameras in the mathematics
classroom as an assessment tool combined with teacher questioning to make stu-
dents’ reasoning visible. The teachers identified a need—how to adequately capture
authentic learning as it is enacted in the classroom, and chose to use the technology
that best suited their classroom practice, which is linked to the notion of ‘inter-
pretative flexibility’ of technology use in the classroom (Ruthven et al. 2008).
Another example of this is the variability in which the teachers used the Flip camera
in their classroom. While their needs were similar, their use of the Flip camera was
quite different. Sarah used it in a focused and predetermined way to collect for-
mative assessment data that she could subsequently use to inform her practice and
with the students as a reflective tool in their written self-assessment, the artefact of
which became part of the student’s digital learning portfolio. In contrast, Julia
implemented it to capture insights into students’ thinking as they engaged with a
mathematical task, and used these insights in the plenary. She was particularly
interested in the strategies students were using and any errors or misconceptions
that were evident from observing their representations. Unlike Sarah, Julia had not
pre-determined which children she would select; she used the Flip camera on a
daily basis, whereas Sarah used it twice a week.

These findings also indicate the teachers’ exploration of the use of technology
beyond the collection of data to analysis and design of spreadsheets, digital storage,
and in Sarah’s case digital portfolios. This reflects Masters’ (2013) suggestion that
the use of technology can transform assessment processes. Furthermore,
Clarke-Midura and Dede argue that digital technologies offer “exciting opportu-
nities to design assessments that are active and situative, and that measure complex
student knowledge and provide rich observations for student learning” (2010,
p. 311). Both teachers indicated that they wanted to capture students’ thinking, and
in so doing make their learning visible (Newhouse 2015), which was achieved
using the Flip camera. This resolved the issue of the disconnect between what is
observed and noted in the enactment in the classroom, and how it is later interpreted
(Della-Piana 2008). From these findings, it is reasonable to suggest that these

74 A. Downton



teachers have a greater understanding of assessment as a cyclical process of
establishing where students are in their learning at a given time in relation to their
developing knowledge, skills, and understandings (Masters 2013), and reflecting on
these insights to assist them in making informed decisions (McDonough and
Gervasoni 1997; Newhouse 2015). Furthermore, the digital technologies made the
range of approaches to assessment more accessible to and more manageable for the
teachers (Newhouse 2015).

This small study only examined two teachers’ flexible use of technology in early
years’ classrooms for a limited period of time, so one must be circumspect in
relation to the findings. However, it does provide an avenue for further research
regarding teachers’ flexible use of technology for formative assessment practices.
A larger study could examine the teachers’ flexible use of technology across a range
of year levels for a longer duration to gain a sense of whether such practice enables
teachers to have greater insights into their students’ current learning, where they are
going, and how to support them to achieve that goal (Wiliam 2010). Within such a
study there would be opportunities to compare and contrast the different uses,
building on the work of Ruthven et al. (2008) and any evidence of improvement in
teachers’ formative assessment practices, subsequent classroom practice, and stu-
dent learning. A further study might explore teachers’ use of the data captured in
the lesson as a reflective tool to assist students to reflect on their learning and set
subsequent learning goals.
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Chapter 6
The Use of Digital Technologies
to Enhance Formative Assessment
Processes

Annalisa Cusi, Francesca Morselli and Cristina Sabena

Abstract We focus on formative assessment processes carried out, by the teacher
and the students, through the use of digital technologies. The research is situated
within the European Project FaSMEd, in which a new model connecting the role of
technology to classical views on formative assessment is proposed. Through data
analysis from teaching experiments in Italian schools using connected classroom
technology, we highlight how the specific choices concerning the use of technology
and the design of the activities can enable the enactment of formative assessment
strategies at the teacher’s, the students’, and the peers’ levels.

Keywords Formative assessment strategies � Connected classroom technologies
Making thinking visible � Argumentation � Teaching-learning processes

6.1 Introduction

Digital technology can provide great support both to students and teachers in
getting information about students’ achievement in real-time. Relying on this
hypothesis, the FaSMEd Project, “Improving progress for lower achievers through
Formative Assessment in Science and Mathematics Education,” investigates, by
means of design-based research methodology (Cobb et al. 2003), the role of
technologically enhanced formative assessment (FA) methods in raising students’
attainment levels, with special attention to low achievers (for a detailed presentation
of the project, see also Wright et al., in this volume).

A. Cusi (&) � C. Sabena
Department of Philosophy and Education, University of Turin,
Via Gaudenzio Ferrari 9, 10124 Turin, Italy
e-mail: annalo@tin.it

F. Morselli
Department of Mathematics, University of Genova, Via Dodecaneso 35,
16146 Genoa, Italy

© Springer International Publishing AG 2018
D. R. Thompson et al. (eds.), Classroom Assessment in Mathematics,
ICME-13 Monographs, https://doi.org/10.1007/978-3-319-73748-5_6

77



Several studies provide evidence about how new technology can be used as an
effective tool in supporting FA processes (Quellmalz et al. 2012). In our design
experiments in Italy, we focus in particular on connected classroom technologies
that are networked systems of personal computers or handheld devices specifically
designed to be used in a classroom for interactive teaching and learning (Irving
2006). Research has shown that connected classroom technology may provide
several opportunities for classroom practice: create immersive learning environ-
ments that give powerful clues to what students are doing, thinking, and under-
standing (Roschelle et al. 2004); make students take a more active role in the
discussions (Roschelle and Pea 2002); encourage students, through immediate
private feedback, to reflect and monitor their own progress (Roschelle et al. 2007);
and enable teachers to monitor students’ progress and provide appropriate reme-
diation to address student needs (Irving 2006).

Within the FaSMEd Project, we designed mathematical activities and developed
a methodology aimed at fostering formative assessment processes by means of
connected classroom technology. The overall design relies on two fundamental
assumptions: (i) in order to raise students’ achievement, FA has to focus not only on
cognitive, but also on metacognitive and affective factors; (ii) argumenta-
tion practices can be developed as crucial FA tools in the mathematics classroom.
The teacher’s role is, in particular, envisaged according to a cognitive apprentice-
ship perspective (Collins et al. 1989; see the theoretical framework section).

In this paper, we highlight how the specific choices concerning the use of
technology, the design of the activities and the adopted methodology can foster the
enactment of formative assessment strategies at the teacher’s, the students’, and the
peers’ levels. We ground our discussion on the analysis of a teaching-learning
episode in an Italian grade 5 school. The analysis will be framed by a
three-dimensional framework developed within the FaSMEd project. The frame-
work highlights how digital technologies may support formative assessment pro-
cesses carried out by teachers and students. In particular, we show how students are
supported in “making their thinking visible” (Collins et al. 1989) through efficient
formative assessment strategies.

6.2 Theoretical Framework

Within the FaSMEd Project, FA is conceived as a method of teaching where

[…] evidence about student achievement is elicited, interpreted, and used by teachers,
learners, or their peers, to make decisions about the next steps in instruction that are likely
to be better, or better founded, than the decisions they would have taken in the absence of
the evidence that was elicited. (Black and Wiliam 2009, p. 7)

In this method, three crucial processes are identified: establishing where learners
are in their learning; establishing where learners are going; and establishing how to
get there (Wiliam and Thompson 2007). Moreover, Wiliam and Thompson (2007)
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provide a model for FA in a classroom context as consisting of five key strategies:
(A) Clarifying and sharing learning intentions and criteria for success;
(B) Engineering effective classroom discussions and other learning tasks that elicit
evidence of student understanding; (C) Providing feedback that moves learners
forward; (D) Activating students as instructional resources for one another;
(E) Activating students as the owners of their own learning. Three main agents are
involved in these processes: the teacher, the learners, and their peers.

Within FaSMEd, the model by Wiliam and Thompson (2007) has been extended
to include the use of technology in FA processes. The result is a three-dimensional
model taking into account three main dimensions (Aldon et al. 2017; Cusi et al.
2016): (1) the five FA key-strategies introduced by Wiliam and Thompson (2007);
(2) the three main agents that intervene (the teacher, the student, the peers); and
(3) the functionalities through which technology can support the three agents in
developing the FA strategies (see the chart in Wright et al., in this volume).

The third dimension (functionalities of technology) is the new one integrated to
the previous model. More specifically, we subdivide the functionalities of tech-
nology in three main categories, according to the different uses of technology for
FA within our project:

(1) Sending and displaying, when technology is used for sending questions and
answers, messages, files, or displaying and sharing students’ worksheets or
screens to the whole class.

(2) Processing and analyzing, when technology supports the processing and the
analysis of the data collected during the lessons, such as the statistics of stu-
dents’ answers to polls or questionnaires, the feedback given directly by the
technology to the students, the tracking of students’ learning paths.

(3) Providing an interactive environment, when technology enables the creation of
an interactive environment within which students can work individually or
collaboratively on a task or a learning environment where mathematical/
scientific content can be explored.

In FaSMEd, a main goal was studying the exploitation of new technologies in
order to raise students’ achievement. As stressed by the European Commission
Report on low achievement in mathematics and science, “low achievement is
associated with a range of factors that are not only cognitive in nature” (European
Commission n.d, p. 27). In particular, research has highlighted the role played by
metacognition (Schoenfeld 1992) in fostering students’ achievement in mathe-
matics. The importance of focusing on the metacognitive dimension, in particular
when working with low-achievers, is stressed by Gersten et al. (2009, quoted in
Scherer et al. 2016), who identify the selection and sequencing of instructional
examples and the students’ verbalization of their own strategies as fruitful com-
ponents that support students who face difficulties in mathematics. However,
research has also shown the impact of affective factors (McLeod 1992) in students’
achievement, as documented, for example, by Fadlelmula et al., who declare that “if
mathematics educators want to enhance students’ mathematics achievement, they
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may need to consider motivational factors along with learning strategies, rather than
considering each factor in isolation” (2015, p. 1372).

In our study, we planned and developed classroom activities with the aim of
fostering students’ development of ongoing reflections on the teaching-learning
processes at both a metacognitive and affective level. More specifically, we planned
activities with a strong focus on students’ sharing of the thinking processes with the
teacher and their classmates, supporting them in making thinking visible
(Collins et al. 1989).

Cognitive apprenticeship theory proposes a model of instruction that incorpo-
rates some key aspects of the apprenticeship of practical professions. Collins et al.
(1989), in particular, identified specific teaching methods that should be designed to
give students the opportunity to observe, engage in, and invent or discover expert
strategies in context:

(1) modeling, which requires an expert (the teacher or a classmate) to carry out a
task externalizing his/her internal processes;

(2) coaching, that is the expert’s observation of students while they are facing a
task, in order to give them stimuli, supports, feedbacks;

(3) scaffolding, which refers to the support the expert gives to students in carrying
out a task;

(4) fading, which refers to the gradual removal of the support to enable students to
autonomously complete the task;

(5) articulation, which involves those methods aimed at getting students to artic-
ulate their knowledge, reasoning, or problem-solving processes to become able
to consciously control their own strategies;

(6) reflection, aimed at making students compare their own problem-solving pro-
cesses with those of an expert (the teacher or another student).

These categories can be subdivided into two groups: the first group (modelling,
coaching, scaffolding, and fading) refers to the methods mainly aimed at fostering
students’ development of specific competencies through processes of observation
and guided practice; the second group (articulation and reflection) includes methods
aimed at making students reflect on experts’ approaches and learn how to con-
sciously control their own strategies.

Another crucial assumption concerns the central role of argumentation.
Mathematical argumentation is conceived as “the discourse or rhetorical means (not
necessarily mathematical) used by an individual or a group to convince others that a
statement is true or false” (Stylianides et al. 2016, p. 316). The argumentation
process encompasses ascertaining (when the individual removes his or her own
doubts about the truth or falsity of a statement) and persuading (when the individual
or the group remove the doubts of others about the truth or falsity of a statement)
(Harel and Sowder 2007). The concept of argumentation was widely studied by
scholars in the last decades, with an emphasis that can be traced back to two
different kinds of sources. The first one relies on the possible links between
argumentation and proving processes (Durand-Guerrier et al. 2012). The second
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source of interest for argumentation relies on the growing consensus on the
importance of classroom discourse as a source of mathematical learning (Sfard
2001; Yackel 2004). Argumentation as a social activity was studied by many
scholars, starting from Krummheuer (1995). More recently, some researchers have
addressed the role of the teacher in managing argumentation in the classroom,
discussing the double role of the teacher in giving arguments and in dealing with
the arguments provided by the students, towards the creation of a “collective”
argumentation (Conner et al. 2014). Although research did not explicitly address
the possible connection between argumentation and formative assessment, in our
research we argue that argumentation practices may support formative assessment
processes.

6.3 Methodology and Research Question

In line with the perspective introduced in the previous section, we planned activities
with a strong argumentative component and we searched for a technological tool
that allows the students to share their productions, and the teacher to easily collect
the students’ opinions and reflections during or at the end of an activity. The
activities were carried out in a connected classroom environment, in which students
were using tablets connected with the teacher’s laptop. Specifically, we chose a
software (IDM-TClass) which enables the teacher to monitor students’ work, to
show (to one or more students) the teacher’s screen and also the students’ screens,
to distribute documents to students and to collect documents from the students’
tablets, and to create instant polls and immediately show their results to the tea-
cher’s laptop, which can be connected to a wider screen by means of a data
projector or an interactive whiteboard.

The experimental phase involved 19 teachers from three different clusters of
schools (primary and lower secondary schools) located in the North-West of Italy.
In order to foster collaborative work and argumentation, students are asked to work
in pairs or small groups (of three) on the same tablet.

The use of connected classroom technologies has been integrated within a set of
activities on relations and functions, and their different representations (symbolic
representation, tables, graphs). We adapted activities from the ArAl project
(Cusi et al. 2011) and from The Mathematics Assessment Program, designed and
developed by the MARS Shell Center team at the University of Nottingham
(http://map.mathshell.org/materials/lessons.php). Specifically, we prepared a set of
worksheets aimed at supporting the students in the verbalization and representation
of the relations introduced within the lesson, enabling them to compare and discuss
their answers, and making them reflect at both the cognitive and metacognitive
levels. The worksheets, which have been designed to be sent to the students’ tablets
or to be displayed on the interactive whiteboard (IWB) or through the data pro-
jector, can be divided into four main categories:
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(1) Problem worksheets, introducing a problem and asking one or more questions;
(2) Helping worksheets, aimed at supporting students, who have difficulties with

the Problem worksheets;
(3) Poll worksheets, prompting a poll between proposed options;
(4) Discussion worksheets, prompting a focused discussion.

In this paper, we show how our specific choices concerning the use of tech-
nology and the design of the activities promoted the development of FA processes.
More specifically, we address the following question:

In what ways could focusing on “making thinking visible”, through the support provided by
connected classroom technologies, enable the activation of FA strategies?

During the design experiments, all lessons were video-recorded. Aligned with
design-based research methodology (Cobb et al. 2003), one researcher (one of the
authors) was always in the class as both an observer and a participant; she sup-
ported the teacher in the use of the technology and in the management of the class
discussion. When we use this term class discussion, we refer to the idea of
mathematical discussion developed by Bartolini Bussi: “Mathematical Discussion
is a polyphony of articulated voices on a mathematical object (e.g., a concept, a
problem, a procedure, a structure, an idea or a belief about mathematics), that is one
of the motives of the teaching-learning activity … A form of mathematical dis-
cussion is the scientific debate that is introduced and orchestrated by the teacher on
a common mathematical object in order to achieve a shared conclusion about the
object that is debated upon (e.g., a solution of a problem)” (1996, pp. 16–17).

The video-recordings of the lessons have been examined to identify meaningful
episodes to be transcribed, which were chosen as “selected aspects of the envi-
sioned learning and of the means of supporting it as paradigm cases of a broader
class of phenomena” (Cobb et al. 2003, p. 10). Other collected data were field notes
from the observers, teachers’ interviews after sets of lessons, questionnaires posed
to students at the end of the activities, and interviews with groups of students.

In the following, we analyze an episode from a class discussion developed in
primary school, referring both to the FaSMEd three-dimensional framework and to
the cognitive apprenticeship methods.

6.4 Analysis of an Episode from a Classroom Discussion

The episode is taken from a classroom discussion carried out in grade 5. The
discussion is focused on a problem worksheet called Match the story (Fig. 6.1),
from a sequence of lessons on time-distance graphs, which we called Tommaso’s
walk. The students have previously worked on two sequences of lessons (about
16 hours) on functions and graphs, set within the context of early algebra. The
lessons involve interpreting, comparing and discussing different representations
(verbal, symbolic, graphical) of relations between variables and are adapted from
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two activities from the ArAl Project: “The archaeologist Giancarlo” and “La festa di
Primavera.” (All sequences of lessons can be found at https://microsites.ncl.ac.uk/
fasmedtoolkit/category/partner/university-of-turin/.)

Tommaso’s walk is our adaptation of the activity Interpreting distance-time
graphs developed within the Mathematics Assessment Program. This activity was
chosen to be adapted and implemented by all the partners involved in FaSMEd. In
tune with the results of the TIMSS seven-nation comparative study (Hiebert et al.
2003), the common aim was to adopt approaches which preserve the complexity of
concepts and methods, rather than simplifying them. Accordingly, the activities are
designed and implemented with the aim of fostering the students’ construction of
meaning through formative assessment. Before facing the Tommaso’s walk
sequence, students are introduced to time-distance graphs by an experience with a
motion sensor, which produced the distance-time graph of their movement along a
straight line. Subsequently, they face the interpretation of a given time-distance
graph according to a given story (referring to the walk of a boy, Tommaso) and
focus, in particular on the meaning of ascending/descending lines and horizontal
lines within a time-distance graph, and on the distinction between the concepts of
“distance from home” and “distance that was walked through.”

Fig. 6.1 The problem worksheet Match the story
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Match the story (Fig. 6.1) is the 6th worksheet of the sequence and is aimed at
making students: (a) consolidate their competencies in the interpretation of a
time-distance graph; (b) interpret the slope of the graph as an indication of the
speed; (c) consolidate their competencies in recognizing complete justifications of
given answers. The sequence then develops through matching between different
graphs and the corresponding stories and finishes with the construction of graphs
associated with specific stories. (The complete sequences of the designed work-
sheets can be found at https://microsites.ncl.ac.uk/fasmedtoolkit/2016/11/16/time-
distance-graphs-idm-tclass/.)

After working on the interpretation of time-distance graphs for two lessons
(about 4 hours), students are given the Match the story worksheet. The worksheet
requires students to identify which story corresponds to a given graph among three
proposed stories. To solve the task and identify the correct story (C), students have
to interpret the slope of a line, within a time-distance graph, as an indicator of the
speed. Stories B and A were designed as containing typical mistakes with this kind
of task. Story B presents the typical mistake of interpreting time-distance graphs as
drawings (in this case, the drawing of a hill). An interesting aspect is related to the
main reason why this choice is not correct: story B implies that the distance from
home should increase, while the last section of the graph represents a “return to
home.” Story A and story C are very similar. Identifying the correct story requires
the student to observe that the graph represents, through the changing of the slope
from the first to the second section, a decreasing of the speed.

At the beginning of the lesson, the worksheet is sent from the teacher’s laptop to
the students’ tablets. Students work in pairs or small groups of three to solve it. To
support the students who face difficulties, two helping worksheets were designed.
The first one (Fig. 6.2) provides students with a given table to collect the distances
from home next to the corresponding times (0, 5, 15 min). This helping work-
sheet also proposes guiding questions to make students observe that the same
distance (400 m) was walked in different periods of times, highlighting when
Tommaso was quicker.

During the working group activity, the teacher can send the helping worksheets
to the pairs/groups of students who face some difficulties. Receiving the helping
worksheets represents therefore feedback for the students, because they become
aware that their answer should be improved, and at the same time, they receive
support to face the task. So, sending helping worksheets is a means to foster the
activation of FA strategy C (Providing feedback that moves learners forward).

After facing the task and answering the questions, the pairs/groups send back
their written productions to the teacher. When all groups send back their answers,
the teacher groups the written answers and shows some of them on the IWB to set
up a class discussion, activating FA strategy B (Engineering effective classroom
discussions that elicit evidence of student understanding). Specifically, four
answers are projected on the IWB.

The discussion starts focusing on Carlo and Elsa’s answer, which is projected on
the interactive whiteboard:
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Fig. 6.2 The helping worksheet for the Match the story task
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In our opinion, (the story) B is not right because a sensor cannot measure the height. (The
story) C is not correct because the graph tells that Tommaso initially walks slowly, then
more rapidly; however, the story tells the contrary. The story A tells something that,
probably, is possible.

After the teacher reads the text, Carlo and Elsa immediately declare that they
realized they made a mistake. Carlo says that, however, the justification they gave to
discard story B is right. The teacher and the researcher help the students notice that the
argument they propose (“a sensor cannot measure the height”) is not the correct one
because amotion sensor could also be used to study themotion of a personwalking on
a hill, even if in the classroom this was not experienced. The discussion then focuses
on the reasons why story B could not be accepted, and Sabrina asks to speak:

(347) Sabrina: Because [the story] B, practically, … I see a sort of drawing that looks like
a hill…so I describe it as I see it and not…

(348) Researcher: So you are saying: “The story B…the graph resembles a hill… this fact
could lead me to make a mistake”.

Sabrina highlights that the reference to the hill in story B could make the
students think that the graph represents the same hill that Tommaso is climbing,
which is a typical mistake in this kind of activity. The researcher’s strategy can be
referred to the articulation and reflection categories of cognitive apprenticeship
methods. In fact, by revoicing Sabrina’s observation to make it more explicit for the
other students, the researcher focuses the discussion on the possible mistake, thus
providing students with tools to monitor their future work. In this way, Sabrina’s
contribution to the discussion is exploited as a resource for her classmates, and FA
strategy D is activated.

The episode continues with the researcher challenging the students with the aim
of making them focus on a fundamental part of story B, which assures them that the
story cannot be associated with the graph:

(349) Researcher: There is also another reason why B is not right… Let’s look at the
graph for a while. Let’s see if you can find it looking at the graph. Why is B not
right?

Many pupils raise their hands.

(350) Researcher: A lot of hands have been raised. Who can start? Giacomo…
(351) Giacomo: The story C: “Tommaso went … When Tommaso left his friend, he

walked back home”. And you cannot find it over there (pointing to story B written
at the whiteboard)…

Voices.

(352) Researcher: Wait (speaking to the other students). Maybe I understood what
Giacomo wants to say. He says: here we can read “he walked home” (pointing to
this sentence in story C). Here you can read “he goes back” (indicating the sentence
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in story A). Here (indicating story B) you cannot find it. …Why is it not correct that
“he goes back home” is not written in this story? (speaking to Giacomo)

Giacomo remains silent.

(353) Researcher (speaking to Giacomo): Why do you say that it is not correct that here
we cannot find the sentence “he goes back home”?

(354) Giacomo: Because, over there, we can find that it [the line], then, goes down (he
indicates the graph on the IWB).

(355) Researcher: You say: here, the graph is going down (moving her finger along the
descending part of the graph, from the point (15,800) to the point (30,0)), it goes
down toward the horizontal axis. What does it tell us?

Giacomo remains silent.

(356) Researcher: What is Tommaso doing?
(357) Giacomo: He is going back…
(358) Teacher: Good!

In this excerpt, it is possible to observe the activation of several categories of
cognitive apprenticeship methods by the researcher. On one side, her interventions
can be interpreted within the articulation and reflection categories, because she
revoices two interventions by Giacomo to make them more explicit for the other
students (lines 353 and 355):

line 351, when he stresses that, differently from the stories A and C, the story B does not
include the fact that, at the end, Tommaso goes back home, and

line 354, when, asked to explain why it is so important that the story includes the fact that
Tommaso goes back home (line 353), he focuses on the descending line of the graph.

At the same time, the researcher poses to Giacomo specific questions to support
him not only in making explicit his reasoning, but also in refining and consolidating
it, carrying out a scaffolding process through the questions: “Why is it not correct
that “he goes back home” is not written in this story?” (line 352); “Why do you say
that it is not correct that here we cannot find the sentence “he goes back home”?”
(line 353); “What does it tell us?” (line 355); and “What is Tommaso doing”? (line
356).

The combination of articulation and reflection interventions and of scaffolding
strategies also enables Giacomo to carry out the task posed by the researcher (lines
355–357). This observation puts the approach of the researcher in the modeling
category of cognitive apprenticeship methods, that is, the researcher proposes
Giacomo answer those questions that guide an expert in the solution of the task. In
this way Giacomo becomes a model of reasoning for his classmates. For these
reasons, this excerpt can be considered an example of an effective activation of FA
strategies D and E. Giacomo, in fact, thanks to the support provided by the
researcher, is activated as the owner of his learning (FA strategy E). At the same
time, the interventions aimed at making Giacomo’s ideas more explicit enable him
to become an instructional resource for the other students (FA strategy D).
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The discussion continues then as follows:

(359) Researcher: Let’s listen to other observations.
(360) Teacher: Did you listen to what Giacomo said? …I don’t know. Someone, in my

opinion, was lost.
(361) Carlo: Can I explain it?
(362) Researcher: Carlo is going to explain what Giacomo said.
(363) Carlo (speaking to his classmates): Because Giacomo said that, in the answers A

and C, these two stories explain that, at the end, … A tells that he goes back, C tells
that he goes home… while C doesn’t tell this thing. And, if we look at the graph,…
the line …it goes down …it goes down at a certain moment. It approaches the
horizontal axis, which is the home, it is right…but B doesn’t specify it.

(364) Teacher: Instead of “It doesn’t specify”…
(365) Researcher: Is it only that B doesn’t specify this? It tells something that

contradicts…

Livio, Adriana, Ambra raise their hands. Ambra is asked to speak.

(366) Ambra: It tells that …that it goes down to the other side. It [the graph] seems a hill,
so it goes down to the other side. But …

(367) Noé: It is a graph, not a hill!
(368) Researcher: Noé says: “it is a graph, not a hill”.
(369) Noé: Because…
(370) Researcher: Then, if Tommaso went down to the other side, …?
(371) Ambra: He wouldn’t come…
(372) Arturo: He wouldn’t be at home.
(373) Valeria: Yes! … and, in C, you can read “he goes back home”.
(374) Researcher: He (indicating Arturo) says: “he wouldn’t be at home”.

In the subsequent part of the discussion the pupils are guided to observe that, if story B
were the correct one, the last part of the graph should be an ascending line.

In this third excerpt, the teacher and the researcher act together in order to foster
a sharing of the ideas expressed by Giacomo in the previous excerpt. The technique
they adopt is to ask other students to revoice Giacomo’s interventions (lines 360
and 362). This approach could be, again, located within the articulation and
reflection categories of cognitive apprenticeship methods. The effectiveness of this
approach is evident when Carlo asks to explain his classmate’s observation (line
361), activating himself both as owner of his learning (strategy E) and as an
instructional resource for the other students (strategy D).

The subsequent interventions by the teacher and the researcher aim at supporting
Carlo and the other students in the correct interpretation of the graph and in the
identification of the reasons why story B should be discarded. The interventions in
lines 364, 365, 370 can be therefore referred to as the modeling and scaffolding
categories of cognitive apprenticeship methods. Thanks to these interventions, other
students take the responsibility of their own learning (strategy E), asAmbra (line 366),
Noé (lines 367), Arturo’s (line 372) and Valeria’s (line 373) interventions testify.
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6.5 Conclusions

In this paper, we argued that the sending and displaying functionality of connected
classroom technologies and the focus on making students’ thinking visible could
foster the activation of FA strategies. As a first remark, we stress the role played by
technology in supporting the different phases of this lesson and the subsequent
activation of FA strategies: the worksheets are sent by the teacher to the students
and vice versa (fostering, in case of helping worksheets, the activation of FA
strategy C); then the students’ written answers are displayed on the IWB, enabling
the teacher to carry out a class discussion during which different feedback is pro-
vided (FA strategy B and C); and the students read carefully, discuss and compare
their classmates’ answers. In this way, students are activated both as owners of their
learning (FA strategy E) and as resources for their peers (FA strategy D).

As a second remark, our analysis shows relevant interrelations between:

(a) the activation of articulation and reflection categories of cognitive appren-
ticeship methods and the activation of FA strategies C (Providing feedback that
moves learners forward), D (Activating students as instructional resources for
one another), and E (Activating students as the owners of their own learning);

(b) the activation of modeling and scaffolding categories of cognitive apprentice-
ship methods and the activation of FA strategy E (Activating students as the
owners of their own learning), because students are guided to “act as experts”
in facing the tasks. As a result, students’ ideas are made more explicit, enabling
them to become instructional resources for their classmates (strategy D).

Moreover, the combination of the different teacher’s interventions delineates
specific ways of managing class discussions, so they support an effective activation
of FA strategy B (Engineering effective classroom discussions and other learning
tasks that elicit evidence of student understanding).

The analysis we developed highlights also how argumentation, besides being
part of the mathematical task at issue (students are required to justify their answers),
turns into a means to enhance formative assessment. It is possible to distinguish two
main argumentative moments that characterize the structure of the lessons we carry
out during our design experiments: first when pairs/groups of students are asked to
accompany their answers with an explanation of their plausibility; and second, a
collective moment, when the class, under the guidance of the teacher, examines
some selected group answers. When, during the collective argumentative moment,
students explicitly state the reasons behind their answers, they are led to become
owner of their learning (FA strategy E); when the classmates intervene and explain
why the answer at issue doesn’t hold and should be modified, they become
resources for their classmates (FA strategy D); moreover, the teacher and class-
mates give feedback on the proposed argumentation and, in this way, clarify what
are the learning objectives (FA strategy A), that is to say what are the relevant
features an argumentation should have. The role of argumentation in formative
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assessment activities and the connection between argumentation and FA strategies
is an issue that we are planning to study in depth.

We are also developing an analysis of teacher’s interventions in relation to the
goal of providing specific feedback to students. In particular, we are going to
integrate the analysis presented in this paper with the analysis on the strategies of
feedback to focus on the intentionality behind the teacher’s interventions.
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Chapter 7
Supporting Online E-Assessment
of Problem Solving: Resources
and Constraints

Galit Nagari-Haddif and Michal Yerushalmy

Abstract Our research focuses on the e-assessment of challenging ‘construction’
e-tasks designed to function as a dynamic interactive environment of multiple
linked representations (MLR); we explore the effect of constraints on the variation
in the students’ response space. Students are asked to determine whether an exis-
tential statement is correct. If they answer “yes,” they construct an example in a
MLR environment to support their answer; otherwise, they provide an explanation.
The submitted example may be a sketch or an algebraic expression that can be
checked automatically. Using a design-based research methodology, we describe a
two-cycle study, focusing on one e-task on the topic of tangency to a function.
Findings suggest that adding constraints to a logical mathematical statement enri-
ches the variation of the response space and helps reveal different characteristics of
students’ thinking.

Keywords Automatic assessment � Examples � Response-space
Construction tasks � Calculus

7.1 Introduction

First-generation e-assessments were limited to multiple-choice questions, subse-
quently enhanced by short verbal or numeric answers (Scalise and Gifford 2006).
Studies show that assessments based exclusively on questions of this type lead to
limited learning and incorrect inferences about the purpose of the assessment, such
as “there is only one right answer,” “the right answer resides in the head of the
teacher or test maker,” and “the role of the student is to get the answer by guessing”
(Bennett 1993). Black and Wiliam defined formative assessment as encompassing
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“all those activities undertaken by teachers, and/or by their students, which provide
information to be used as feedback to modify the teaching and learning in which
they are engaged” (1998, p. 7). Based on socio-constructivist philosophy, Mislevy
(1994) described formative assessment as the gathering of evidence to support
inferences about student learning.

In the present paper, our focus is on task design principles that help reveal
different characteristics of students’ thinking automatically. We explore ways to
design tasks for formative e-assessment that expand students’ response space and
support our understanding of their knowledge. We focus on analysis of freehand
sketches and symbolic expressions automatically, using the STEP (Seeing the
Entire Picture) platform described in Olsher et al. (2016). The results of the analysis
are used to characterize the response of the entire sample and to offer ways to
characterize individual student’s responses, to provide individual feedback to the
student, and to improve teaching that responds to students’ needs. We briefly
discuss implications of our findings, related to teachers’ instruction and students’
learning. A detailed description of the way the automatic checking was performed is
beyond the scope of this paper.

7.2 Theoretical Background

Multiple linked representations (MLRs) are useful with tasks that involve
decision-making and other problem-solving skills, such as estimation, selecting a
representation, and mapping changes across representations (e.g., Yerushalmy
2006). E-tasks involving MLRs also provide feedback to students, which reflect a
process of inquiry while being assessed (reflecting feedback), and therefore have
the potential to support the formative assessment of problem-solving processes, to
catalyze ideas, and to provide an indication of students’ perceptions and concept
images, as described by Tall and Vinner (1981). Examples generated by partici-
pants require higher-level skills and may mirror students’ conceptions of mathe-
matical objects, their pedagogical repertoire, their difficulties, and possible
inadequacies in their perceptions (Hazzan and Zazkis 1999; Sangwin 2003; Zazkis
and Leikin 2007). Another use of examples is for determining the validity of
mathematical statements. The framework by Buchbinder and Zaslavsky (2009)
proved useful in constructing tasks that elicit logical connections between examples
and statements, as well as in assessing this type of understanding.

In the present study, we focus on the construction of e-tasks in which the
students are asked to determine whether an existential statement is correct. If they
answer “yes,” they construct an example in the MLR environment to support their
answer. Otherwise, they provide an explanation. The example may be a sketch or an
algebraic expression that generates a graph. The existential statement in this case
concerns derivatives and specifically aims to assess the understanding of tangency
to a function. The e-task assesses knowledge grounded in different areas of the
high-school curriculum. Definitions of tangency appear in several topics throughout
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secondary-school math; they are related to Euclidean geometry (a tangent to a
circle), analytic geometry, and calculus (Winicki-Landman and Leikin 2000). In
geometry, students learn that the tangent line touches a circle in one point, often
resulting in a limited concept image of a tangent in relation to a more general curve.
Later, students are introduced to a formal or semi-formal definition of the tangent to
the graph of a function. The global relations between figures that characterize
tangency in Euclidean geometry are different from the local aspects that charac-
terize tangency in analysis.

The global aspects of tangency to a function were identified by Biza et al.
(2008), as one of three basic perspectives that students hold on tangency, and may
be demonstrated by a concept image in which the tangent line has only one
common point with the curve, and it leaves the curve in the same semi-plane. Other
perspectives found in that study reflect the local aspects of tangency to a function,
such as a tangent that intersects the curve at another point, or tangency at an
inflection point. In these cases, the tangent does not leave the curve in the same
semi-plane.

For the present study, we analyze the emerging response space: to distinguish
between those who are influenced by the definition of the tangent to a circle, and
therefore think that a tangent to a function in two points is not possible; those who
think that a tangent to a function in two points is possible in certain limited cases
and functions; and those who believe that tangency in two points may occur in
various cases and functions. By asking students to construct and submit examples,
we aimed to determine the richness of the students’ concept image based on the
attributes of the submitted functions (e.g., without extrema and discontinuities) and
of the tangents (e.g., non-horizontal tangent lines). We can also determine the
students’ notions about the attributes of the mutual relations between functions and
tangents (e.g., tangents that leave the curve in the same semi-plane, as identified by
Biza and colleagues).

We explored the domain of response spaces constructed as answers to
e-assessment problems in a recent work, and the present study is the outgrowth of
our previous results (Nagari-Haddif and Yerushalmy 2015; Yerushalmy et al.
2017). In this study, we use a design-based research methodology that relies on
iterative cycles of design. We describe a two-cycle study, focusing on one e-task. In
the first cycle, we implemented the guiding design principles for a rich assessment
task and categorized the submissions of the response space we obtained. Based on
the results we refined the design of the original e-task, and conducted the second
cycle. We report the data of the submissions of high school students (ages 16–17),
all of whom learned the same curriculum with different teachers in different schools,
without special emphasis on technology, although they were all conversant with the
basic tools and technologies. Before the experiment in each cycle, students
underwent a preparatory activity to become familiar with the STEP platform. The
first cycle was conducted with 21 participants; the second one, 12 months later,
with 86 participants, none of whom were part of the first cycle. During the
experiments, each student solved 10 e-tasks in calculus, spending an average time
of 10 min on a task.

7 Supporting Online E-Assessment of Problem … 95



7.3 First Cycle: Version A

As described in Yerushalmy et al. (2017), this cycle was designed to study what we
can learn (in real time) about the students’ knowledge by asking them to construct a
supporting example in an MLR environment in answer to the existential claim:
“There are functions that have one tangent line to their graph in two different points.
Is this statement correct? If you answer ‘yes,’ submit a confirming example using a
symbolic or graphic representation (a sketch). Otherwise, submit an explanation.”
The submissions created a response space that appears non-distinctive. Analyzing
the 21 submitted answers, we found that all students answered that the statement was
correct, and provided an example of a continuous function with at least two extrema.
Eighteen students chose a function with extrema of equal y-coordinates, and con-
structed a horizontal tangent line through the extrema. Only three students submitted
a non-horizontal tangent line, with the tangency points located near the extreme
points. Seventeen students submitted a sketch, and four entered a symbolic
expression. All symbolic expressions were of continuous trigonometric functions,
with a horizontal tangent line. The homogenous response space did not provide
in-depth information about the students’ knowledge, and the task was not sufficiently
interesting to serve as a formative assessment item. We did not expect this homo-
geneous response space, and found that the naïve examples represent functions with
a “w” shape, or periodic ones with horizontal tangent lines at the extreme points,
because in each case a tangent in one extreme point is tangent in the other extreme
points (with the same y value). To obtain a less homogeneous response space, we
conducted a second cycle of experiments, different from the first one in the design
aspects of the task. In Yerushalmy et al. (2017) we report on the effect of one aspect,
asking for three different examples rather than one, as a design principle that was
found to help generate a heterogeneous response space. Here we analyze and report
on another aspect of change: adding constraints to a logical mathematical statement.
We created a sequence of three tasks based on the same existential statement; the
original task (A) and two additional tasks (B1, B2), in which new mathematical
constraints appear.

7.4 Cycle 2: Adding Constraints to the Logical
Mathematical Statement (Versions B1, B2)

Although constraints are not always regarded as positive because they appear to
limit freedom, creativity is released as a result of meeting constraints: increasing
constraints extends awareness of what is possible (Watson and Mason 2005).
Response space can be explored or extended when further constraints are included
in the existential statement task to focus on particular characteristics of the exam-
ples (Zaslavsky and Zodik 2014). As constraints are added, learners may be
directed toward slightly unfamiliar territory, helping them discover that there are
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possibilities beyond those that had come immediately to mind. Constraints are
designed to support learners in thinking beyond their “habitual boundaries”
(Watson and Mason 2005). Constraints that are manifest in the design of the tool
affect students’ engagement with the guiding interactive diagram and contribute to
making the task an interesting challenge (Naftaliev and Yerushalmy 2017). In light
of these studies, we designed constraints to challenge the homogeneous response
space found in the first cycle. We attempt to explore whether students’ concept
image would include considerations of tangency to functions that have vertical
asymptotes (Version B1, Fig. 7.1) and to those that have no extreme points
(Version B2, Fig. 7.3).

7.4.1 Version B1: Tangent in Two Points to a Function
with a Vertical Asymptote

We conducted the same type of analysis as described in Yerushalmy et al. (2017),
therefore we report on the same categories of mistakes (Table 7.1) and character-
istics of the submissions (Table 7.2).

Constraining the function to have a vertical asymptote (Fig. 7.1) resulted in
30.2% of mistaken submissions (Table 7.1): 60 students (69.8%) answered “Yes”
and submitted a correct example that supports the claim; 10 students answered
“No” and added an explanation, such as “A tangent line cannot intersect an
asymptote,” “I couldn’t construct such an example,” “The tangent is not defined
where the function is not defined,” “Because if for one value of x there are two
values of y, this is not a function,” etc. These answers imply that some students’
image of tangency to a function in two points refers to continuous functions only.

The characteristics of the submissions were varied (Table 7.2): in 15 cases,
tangency points were located near the extreme points and the tangent line was not
horizontal. These cases appeared also in the first cycle, and raise an interpretation
challenge: Was the sketch meant to represent a tangent at the extreme points, and
therefore the tangent had to be parallel to the x-axis, or was it intended to be only
approximately at the extreme points, making the submission correct? Twenty five

Fig. 7.1 Multiple points of tangency task: Version B1 (the function has a vertical asymptote)
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students submitted a non-horizontal tangent line (e.g., Fig. 7.2c); 14 students
submitted a function without extreme points (e.g., Fig. 7.2c, d); 23 students sub-
mitted a function constructed of a duplicated (mirrored) period with tangency points
at the extrema (e.g., Fig. 7.2a); 27 students submitted a variety of relationships at
different points: intersection (e.g., Fig. 7.2c), tangency that does not leave the curve
in the same semi-plane (e.g., Fig. 7.2b–d). Three students submitted tangency at an
inflection point (e.g., Fig. 7.2c, a); 16 students submitted a tangent line at the edges
of the definition domain (e.g., Fig. 7.2d). Four students submitted symbolic
expressions that belong to different families of functions, such as f ðxÞ ¼ 1

sinðxÞ
(Fig. 7.2b). We can assume that the student created this function, which has a
vertical asymptote, based on the fact that y ¼ sinðxÞ is a continuous function that
has a tangent line in more than one point. Similarly, function f ðxÞ ¼ x2 þ 2xþ 4

ffiffiffiffiffiffiffiffi

x2�4
p was

constructed based on the notion that in some functions the vertical asymptotes reset
the denominator to zero.

7.4.2 Version B2: Tangent in Two Points to a Function
Without Extreme Points

When we added to the function the constraint of the functions not having extreme
points (Fig. 7.3), we received 38.4% mistaken submissions (Table 7.1): 53 students
(61.6%) answered “Yes” and submitted a correct example that supports their claim;
19 students answered “No” and added an explanation, such as “For two points of
tangency we need two points with the same value, and it is possible only if the
function has extreme points,” “A function will never have the same y value unless
there is an extreme point to return it back to the same y value,” etc. The answers
suggest that some students’ image of a tangency to a function in two points refers to

Table 7.1 Types of mistakes in the second cycle (Versions B1, B2)

Type of mistake Number of students N = 86 (100%)

Version B1
(asymptote)

Version B2 (no
extreme point)

Mistakes Function that does not satisfy the
constraints

4 (4.7%) 5 (6%)

Incorrect symbolic expression 2 (2.3%) 2 (2.3%)

Not submitted 4 (4.7%) 3 (3.5%)

Not a function 3 (3.5%) 1 (1.2%)

The line is not a tangent 3 (3.5%) 2 (2.3%)

No tangent line added 0 (0%) 1 (1.2%)

Incorrect answer (“no”) 10 (11.6%) 19 (22.1%)

Correct answer 60 (69.8%) 53 (61.6%)

Total 86 (100%) 86 (100%)
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Table 7.2 Characteristics of objects submitted for all versions (A, B1, B2)

Object Attributes Version
A (first
cycle)

Version B1
(asymptote)

Version
B2 (no
extreme)

Function Continuous, periodic function with infinite
number of tangency points

✓ ✓ ✓

Function constructed of a duplicated
(mirrored) period with tangency points

✓ ✓ ✓

Symbolic representation ✓ ✓ ✓

Discontinuous function (with a vertical
asymptote)

� ✓ ✓

A function without extreme points � ✓ ✓

Linear function (coincides with tangent) � � ✓

Possibly incorrect
representations of
functions

Function sketch
includes
non-univalent regions

� ✓ ✓

Tangent Variety of relationships at different points:
intersection, tangency (does not leave the
curve in the same semi-plane)

✓ ✓ ✓

Non-horizontal tangent line ✓ ✓ ✓

Possibly incorrect
representations of
tangents

Non-horizontal
tangent close to
extreme points

✓ ✓ ✓

Added line is not
tangent to the function
in 2 points

✓ ✓ ✓

Tangent and function intersect at tangency
point (inflection point of tangency)

� ✓ ✓

Tangent line at the edges of the definition
domain

� ✓ ✓

Total number of relevant attributes 7 12 13

(a) (b) (c) (d)

Fig. 7.2 Sample of correct submissions (second cycle, Version B1: The function has a vertical
asymptote)
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horizontal tangents in extreme points only. The characteristics of the submissions
varied (Table 7.2): 52 students submitted a non-horizontal tangent line (e.g.,
Fig. 7.4a–c); 10 students submitted a function with a vertical asymptote (e.g.,
Fig. 7.4d).

Eight students submitted a straight line as the function (e.g., Fig. 7.4c): this is a
case in which the tangent and the function converge, and each point of the function
is a tangency point (one of the students, however, answered “No” and explained:
“A function without extreme points is a straight line and therefore the tangent line
cannot intersect it in two different points,” suggesting that some students’ image of
a function without extreme points is a linear function); 5 students submitted a
tangent at an inflection point (e.g., Fig. 7.4d).

Four students submitted a symbolic expression that belongs to different families
of functions, such as f ðxÞ ¼ � cosðxÞþ 2x (Fig. 7.4a) and f ðxÞ ¼ x5 þ ffiffiffi

x3
p

; 9 stu-
dents submitted a tangent line at the edges of the definition domain (e.g., Fig. 7.4b);
20 students submitted a variety of relationships at different points: a tangent that
also intersects the function, and tangency that does not leave the curve in the same
semi-plane (e.g., Fig. 7.4d).

The refined design resulting from the constraints imposed in Versions B1 and B2
produced a heterogeneous response space that shed light on the characteristics of the
different ways of students’ thinking (Table 7.2). The identified mistakes,
(Table 7.1), were confirmed by the submitted verbal explanations. Our first con-
jecture was confirmed: adding constraints to a logical mathematical statement
enriches the response space. Each of the two constraints on the type of the required
function (Versions B1 and B2) produced a heterogeneous response space that
became a means for distinguishing among the students’ conceptions. Table 7.2
shows that for Versions B1 and B2, the response space of the submissions consisted
of 12 and 13 characteristics (out of 13 possible) respectively, whereas for Version A,
it consisted of only seven characteristics (out of 13 possible).

Fig. 7.3 Multiple points of tangency task: Version B2 (Cycle 2: Function without extrema)
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7.4.3 Analyzing Personal Response Spaces and Concept
Images

When invited to construct their own examples, learners both extend and enrich their
personal response space, but also reveal something regarding the sophistication of
their awareness of the concept or technique (Liz et al. 2006). Watson and Mason
(2005) regarded the notion of a personal response space as a tool for helping
learners and teachers become more aware of the potential and limitations of
experience with examples. If experiencing extensions of one’s response space is
sensitively guided, it contributes to flexibility in thinking and makes possible the
appreciation and adoption of new concepts (Zaslavsky and Zodik 2014).

In the second cycle, we examined two versions of the existential statement, B1
and B2, concerning the same topic (tangency to a function at two points), auto-
matically creating for each student a personal example that consists of a pair of
submissions. This enabled us to distinguish between students’ conceptions and
diagnose more convincingly the aspects of their personal knowledge. For example,
we were able to characterize students s70 (Fig. 7.5) and s84 (Fig. 7.6), whose pair
of examples differ in the number of characteristics and mistakes (Table 7.3), and
diagnose each one separately. For Version B1, student s70 (Fig. 7.5) submitted a
function with a horizontal tangent at extreme points, with the same y value.

(a) (b) (c) (d)

Fig. 7.4 Sample of correct submissions (Cycle 2, Version B2: Function without extreme points)

Fig. 7.5 Personal response space of student s70
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We assume that student s70 thinks that tangency at two points is possible only at
extreme points with the same y value.

The negative response of student s70 to the e-task in Version B2 (regarding a
function without extreme points) verifies this assumption: “It is impossible for a
function to have the same y value at two different points if it has no extreme points.”
Student s70’s answer is incorrect for several reasons: (a) the student marked as
“incorrect” the originally correct claim: it is possible for a function without extreme
points to have a tangent line at two different points; (b) it is possible for a function
without extreme points to have the same y value at two different points, for example,
f ðxÞ ¼ tan(xÞ; and (c) tangency at two points is possible when the y values of the
points are not equal (as demonstrated in Fig. 7.4a, b).

For Version B1, student s84 (Fig. 7.6) submitted a function with a horizontal
tangent at extreme points, with the same y value. Based on this result, we infer that
the student assumes that the tangent to a function at two points must be a horizontal
line, and that tangency points must be extreme points. But the student’s correct
submission for Version B2 (Fig. 7.6), in which the function has no extreme points
and the tangent line is non-horizontal, contradicts this assumption. The two func-
tions that the student submitted (Fig. 7.6) suggest that the student’s image of tan-
gency to a function in two different points consists of functions that need not have
extreme points, may have asymptotes, and the tangent line may be non-horizontal.

Fig. 7.6 Personal response space of student s84

Table 7.3 Characteristics of answers submitted by students s70 and s84, integrating Versions B1,
B2

Object Attributes s70 s84

Function Function constructed of a duplicated (mirrored) period with
tangency points at extrema

✓ �

A function without extreme points � ✓

Tangent Variety of relationships at different points: intersection, tangency
(does not leave the curve in the same semi-plane)

� ✓

Non-horizontal tangent line � ✓
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7.5 Summary and Discussion

Construction tasks appear to be an appropriate type of rich e-task for the validation
of correct existential statements, because they have multiple correct solutions that
can be automatically checked and analyzed. But we saw that the tasks submitted in
the first cycle formed a narrow and homogenous response space, which may not
provide adequate information about the students’ knowledge beyond immediate
perceptions. These tasks did not make it possible for us to characterize the variation
between answers. In other words, asking for an example that supports a mathe-
matical statement does not guarantee that the resulting response space will be rich,
even if there are an infinite number of possible examples.

Constraining the type of function forced students to move out of their comfort
zone. Given a choice of multiple representations when submitting their answers
(Figs. 7.1 and 7.3), most students chose to submit a sketch, in both cycles. The
small number of symbolic submissions (most of them were of trigonometric
functions) indicates that students find sketching to be more intuitive, as described in
Yerushalmy et al. (2017) and an alternative to uncontrolled trial-and-error behavior
(Nagari-Haddif and Yerushalmy 2015).

The results show the delicate balance between giving students rich resources to
freely construct examples, without any constraints, and asking them to construct
strictly constrained examples. Both options may fail to encourage the development
of a rich response space. The former might lead to a narrow response space, despite
an infinite number of possible examples, as we found in the first cycle; the latter
option leaves no room for imagination, personal creativity, and expressiveness
because there is only one correct answer. Although both options could be prob-
lematic, we demonstrate a successful attempt to design online assessment interac-
tive tasks, appropriately constrained, based on previous students’ response space,
which on one hand does not limit students to a single possible answer and on the
other hand helps assess the students’ knowledge of the concept at hand.

Automatic analysis of student submissions can provide feedback to teachers and
students, helping them understand the students’ conceptions of mathematical
objects and of the mutual relationships between them. This analysis can affect
future instruction, both in the classroom and online: teachers may receive online
feedback about the submission characteristics of the entire class (e.g., Table 7.2) or
of individuals (e.g., Table 7.3). According to the feedback they receive, teachers
may conclude that they need to strengthen some properties of particular concepts or
ideas, either in the classroom or with respect to an individual student. Similarly,
students may receive detailed individual feedback, based on the characteristics of
their submission. This, together with the given MLR, may encourage them to reflect
on their actions during problem solving and following submission.
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Chapter 8
Suggestion of an E-proof Environment
in Mathematics Education

Melanie Platz, Miriam Krieger, Engelbert Niehaus
and Kathrin Winter

Abstract This paper deals with electronic proofs (e-proofs) implemented with
existing open-source web applications (i.e., IMathAS) to be used in school and
academic teacher education in mathematics. In these e-proofs, the learner will be
supported and guided to prove a given theorem. An educational e-proof environ-
ment is a preliminary step towards a complete proof with paper and pencil in order
to support students in building arguments and overcoming difficulties related to a
traditional approach. IMathAS is a web-based mathematics assessment tool for
delivery and semi-automatic grading of mathematical homework. In this paper, a
theoretical framework to identify preferences of learners for logical reasoning is
presented. This framework determines the structure of the IT-environment.
Therefore, a brief introduction to the system is given; benefits, requirements, and
constraints as well as further perspectives are discussed.
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8.1 Introduction

Mathematical reasoning may be regarded rather schematically as the exercise of a com-
bination of two facilities, which we may call intuition and ingenuity. The exercise of
ingenuity in mathematics consists in aiding the intuition through suitable arrangements of
propositions, and perhaps geometrical figures or drawings. (Alan Turing, 1912–1954)
(cf. Ladewig 2016, p. 329)

In the process of proving, an “assertion will be deducted step by step in a formal
deduction from theorems and definitions which are deemed to be known” (Meyer
2007, p. 21). In mathematics education, the teaching of reasoning skills plays a
major role. These skills form the basis for proofs of mathematical statements and
contexts dealt with in higher school grades in different contexts. It is especially
logical reasoning and argumentation that support the formation of understanding.
This is particularly valid in an everyday social context, where argumentation assists
in the imparting of orientation competency, decision finding, and decision justifi-
cation, peaceful conflict solution and the basic principles of democracy. In our case
—science—the most important aim is to produce truths based on argumentations
(cf. Budke and Meyer 2015). Furthermore, most research on mathematical educa-
tion emphasizes the importance of mathematical reasoning as an integral part of
doing mathematics (cf. Kramarski and Mevarech 2003).

Although digital instructional media are discussed controversially, they more
than ever have a growing impact on learners. In 1998, Pavlik mentioned that
“Today’s children and youth are the heaviest users of new media technology”
(Pavlik 1998, p. 394). This citation is still valid as verified by several studies like
the KIM-studies in Germany (MFS 2000–2015). Cataloglu (2007) developed an
internet-mediated assessment portal as a pedagogical learning tool and discovered
that the majority of students were excited to use the computers and the computer
supported instructions seemed to have a positive influence on their motivation. In
conclusion, the students spent much more time solving problems in and out of class.
Additionally, the added value of the use of multimedia educational material has
been empirically proven repeatedly (cf. Handke and Schäfer 2012). In Alcock and
Wilkinson (2011), e-proofs were designed to address the problem of teaching of
proof comprehension in large, teacher-centered undergraduate mathematics lec-
tures. Theoretical proof comprehension issues were supposed to be addressed
within the practical context of traditional lectures by making the structure and
reasoning used in a proof more explicit without cluttering its presentation.

Each e-proof consists of a sequence of screens. Each screen shows the theorem and the
whole proof, with much of the latter “greyed out” to focus attention on particular lines.
Relationships are highlighted using boxes and arrows, and each screen is accompanied by
an audio file which students can listen to as many times as they wish. (Alcock and
Wilkinson 2011, p. 9)
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The e-proof used in Alcock and Wilkinson (2011) differs from the e-proof used
in the approach described in this paper. Those presented in Alcock and Wilkinson
“are interactive, but only in a weak sense that the student controls the pace and
sequence of the content” (2011, p. 13). As this method did not lead to an
improvement of proof-comprehension compared to a proof presented in a lecture,
they will explore “the possibility of allowing the students to construct their own
e-proofs for submission as a part of an assignment in a course on communicating
mathematics” (Alcock and Wilkinson 2011, p. 14) in future research. This kind of
e-proof is closer to our approach of an e-proof-system. However, IMathAS (http://
imathas.com), the system described in this article, may also include keeping both
distractors to reduce the guessing probability (cf. Winter 2011), proof puzzles (cf.
Ensley and Crawley 2006), and direct graphs of connected arguments (cf. Niehaus
and Faas 2013) allowing for flexibility in conceptual argumentation. The research
philosophical stance in the study is a mixture of pragmatism and realism. The
research approach is inductive and mixed methods are used in a longitudinal time
horizon.

8.2 Objectives

The overall objective is the development of an adaptive learning, test and diagnostic
system, including the substantial and methodological potential of fuzzy logic and
artificial neural networks to include a tutorial component for learning, on the one
hand and, on the other hand, to improve automatic correction and to enable auto-
matic valuation with possibly low manual correction efforts. Within the proposed
E-proof system, the solutions of an E-proof task given by students are checked
against the correct solution which can include different pathways from the pre-
conditions to the conclusions. Wrong justifications that the learner chose or justi-
fications the learner forgot will be used for analyzing the proof competencies of the
learner and for the evaluation of distractors for the E-proof system. Further dis-
tractors, which are based on typical errors in argumentation, are determined through
a didactical analysis of the proof competencies of a learner on a blank piece of
paper (cf. Platz et al. 2017). Distractors serve as an analysis tool of argumentation
competencies and for the future development of a support-system for the
improvement of argumentation competencies. The correction effort shall be kept as
low as possible while preferably having high degrees of freedom, which means that
the learner is not forced to present one certain solution determined by the teacher,
but different pathways to prove a theorem are esteemed and are supposed to be
automatically evaluated through the system. In this paper, a theoretical framework
to determine the preferences of learners for logical reasoning is presented. The
theoretical framework determines the structure of the IT environment. IMathAS is
presented and the benefits, requirements and constraints of using it in the form of an
E-Proof-Environment are discussed.
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8.3 The IMathAS E-proof Environment

IMathAS is an open-source web-based Internet Mathematics Assessment System
which can be used within a web browser. A gradebook included into IMathAS
allows automatic grading of mathematical homework, tests and electronic assess-
ments. The questions are algorithmically generated, and numerical and mathe-
matical expressions can be generated by the computer. Furthermore, free text and
essay environments can be included with manual grading by the teachers. IMathAS
allows accurate display of mathematics and graphs. A randomizer-function enables
the creation of individual questions for all students. Questions created with the
randomizer-function are structurally equivalent to each other. One advantage is that
the results cannot be plagiarized, as the students have to solve the tasks on their
own. The biggest benefit for the teachers and authors is a shared joint repository of
questions and tasks. The questions can be included in a public library accessible for
all teachers/tutors in the community. It is possible to modify and improve questions
from other authors and integrate them into one’s own private library. In this vein,
the philosophy of collaboration and sharing among teachers and lectures of multiple
educational institutions shall be supported. Alternatively, it is also possible to keep
the questions in private libraries.

Most educational facilities have financial constraints. Therefore, the requirement
was derived that a web-based learning environment should be provided as
open-source in order to enhance free access to the learning of mathematics.
Moreover, the cost of development for an e-proof system is minimized if just the
e-proof system is realized as a kind of plug-in in an existing open-source solution.
The aim to provide an e-proof learning environment within an existing open-source
solution has additional advantages, because new releases of the underlying math-
ematical assessment system will be available to the e-proof plug-in as well.
IMathAS was selected because it is open source and it provides a shared joint
repository to a potentially large target group (universities, schools) in
Rhineland-Palatinate (Germany), but beyond that it can be used on a transnational
scale as well.

8.4 E-proofs in IMathAS

8.4.1 The Structure of an E-proof

Meeting the different requirements and functions of proofs, such as verification or
discovery (cf. Bell 1976; de Villiers 1990), we classify the prototype for an e-proof
environment as an interpolation aid between understanding of a given proof of a
certain theorem (e.g., in a textbook) and the creation of one’s own proof for the
same given theorem on a blank piece of paper. In a first step, the proof can be
comprehended gradually on a PC (cf. Alcock and Wilkinson 2011); following this,
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proof fragments shall be ordered (proof puzzle, cf. Ensley and Crawley 2006) and
finally false proof-fragments can be added that can be determined via the diagnosis
of typical mistakes of students (cf. among others Winter 2011). In this way, the
degree of freedom will be increased, but also the correction effort. The aim is to
keep the correction effort as low as possible while having preferably high degrees of
freedom (cf. Platz and Niehaus 2015).

Consequently, an e-proof is not as flexible as a proof in a paper-and-pencil
approach. Within an e-proof system, the solutions of an e-proof task given by
students are checked against the correct solution, which can include different
pathways from the preconditions to the conclusions. The considered proofs for the
e-proof environment can be decomposed into single fragments. Each fragment
consists of three components (see Fig. 8.1), namely

1. the connection with the previous fragment (resp. proof step)
2. the description of the proof step itself and
3. one or more justifications on the proof step.

In Fig. 8.2, the structure of an e-proof is illustrated by three possible solution
graphs.

Additionally, it is possible to give the students the opportunity to define their
own proof steps with an integrated editor in IMathAS and to use these proof steps in
the e-proof environment. This method is closer to creating a proof on a blank piece
of paper. Furthermore, pre-defined and semi-defined proof steps can be combined in
the e-proof environment. (See Fig. 8.3 Students’ view of the e-proof-environment
in IMathAS.) The consequence of allowing self-defined proof steps is that, at
present, the teacher needs to correct the student’s electronic solution manually.

8.4.2 Valuation of an E-proof

One problem of the automatic valuation of e-proofs is that a certain proof fragment
is expected in a certain position within a proof. To improve this situation, the
correct solution is represented as a graph and, therefore, shortest path algorithms
existing in graph theory (cf. e.g., Goldberg and Harrelson 2005) are helpful for the
assessment of proofs, although longer paths are not necessarily wrong. The problem
can be understood as a pure task of graph theoretical arrangement of proof frag-
ments and justifications as attributes of edges in the solution graph in which a
subset of proof-fragments and links between them are selected to form a logical
sequence for the theorem. This sequence starts from an initial state with the pre-
vailing conditions, a proof gap with a goal state is defined by the conclusion in the
theorem (interpolation proof). The edge in the graph defines links between pairs of
fragments.
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8.4.3 Formative Assessment

Beside the summative assessment that can be performed with the e-proof system,
formative assessment can be implemented into teaching with the system. The
progress of a learner during the learning process can be determined with the aim to

Fig. 8.1 Visualization of a proof fragment
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Fig. 8.2 The structure of an e-proof illustrated by three possible solution graphs. The associate
applet is available at http://e-proof.weebly.com/applet-the-structure-of-an-e-proof.html

Fig. 8.3 Students’ view of the e-proof-environment in IMathAS
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collect information to derive measures for supporting the learner in learning
(cf. Handke and Schäfer 2012), in our case proving. Currently, this can be done via
an author-function of the system, which enables the author to see the inputs of each
learner in real time, as well as the reaction and summative assessment of the system.
(See Fig. 8.4.) Furthermore, it is possible to display a summary of the assessment
results and to export the students’ answer details.

The teacher can then intervene into the learning progress by addressing the
students personally. In the future, the system is supposed to act as an intelligent
tutorial system, which supports the learner with automated feedback based on
repetitive formative assessment. In addition, research on typical student errors in
elementary mathematical proofs is currently being conducted to identify suitable
individual didactical help to support the students in their learning process and to
derive appropriate distractors (see next section) to enhance the e-proof-system.

8.4.4 Included Distractors for a Diagnostic Evaluation

An ideal type of correct and false puzzle fragments allows for diagnostic evaluation
transcending the decision of “wrong” or “correct” by providing false proof steps
that are similar to the correct ones, so that learners have to read carefully. Standard
student errors are considered and appropriate fragments for the prospective standard
errors are provided. By applying this method, scores can be given in a more
differentiated way and students receive diagnostic feedback referring to their (in-
dividual) deficits. Those assessments ought to be considered as a basis for
well-targeted individual support of students relating to personal argumentation and
proof competence. In addition, those results could be used to adapt teaching in
relation to the needs of students. Above that, learners do also receive feedback on
their current skills in order to encourage them in their learning process and docu-
ment their progress in knowledge.

Fig. 8.4 Exemplary statistics on tasks in IMathAS
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8.5 Research Methodology

The basis of our approach forms the so-called research onion from Saunders et al.
(2012) that describes several layers of a process that ought to be passed through. In
so doing, the research philosophical stance is a mixture of pragmatism and realism.
On the one hand, the stance involves realism because researchers are independent of
the test group and so will not create biased results; data are collected via the system,
among others, and the learner is not influenced by any researcher. New methods of
research should be taken into account, if they could improve the system for a more
reliable outcome. On the other hand, pragmatism is used because the system
develops itself based on the action of the learners and the teachers in order to create
a practical approach used to find solutions for problems.

The research approach is inductive, because so far, few results exist on the
development of an e-proof system; thus, research is done to create theory. While
doing so, grounded theory is utilized by using inductive methods to predict and
explain behavior as well as by building theory and improving the system. Thus, big
data are collected from observations via the system, theory and predictions are
generated based on this and then those predictions are tested.

Using mixed methods, quantitative and qualitative research methods are com-
bined in the process of the study, data collection, and analysis. The combination of
both types of research allows for an offset of limitations of each method and for
prevention of gaps of data. As the e-proof system consists of several components
and has several layers, all the components have to be regarded separately: the
research for appropriate distractors, the student’s solutions to enable the provision
of decision support to the teacher; and the GUI (Graphical User Interface) to
improve the comprehension of the user and to exclude that wrong answers are
based on a bad GUI. Furthermore, the system itself has to be tested and improved
continually.

Because events and behaviors are analyzed using concentrated samples over a
longer period, the time horizon is longitudinal. Data collection will be done via the
system by collecting the answer of the learners and the inputs of the teachers, but
also by comparing paper-and-pencil based solutions to the inputs into the system to
refine the functionality of the e-proof system. Data collection will be realized via
questionnaires and interviews/observations based on the learners’ and teachers’
expectations and impressions with the system. By implementing diagnostic dis-
tractors into the system, careless mistakes or guessing will be considered to increase
the diagnostic result obtained by the system.

As an initial step, 144 written examinations on a lecture at the University of
Koblenz-Landau which was supposed to impart basic proving skills for teacher
trainees for primary and secondary education were analyzed, as well as 3 written
examinations by mathematically gifted pupils who participated in the same lecture
(cf. Platz et al. 2017). This study was based on a pilot study for distractor deter-
mination of Platz and Niehaus (2015). Typical student mistakes were derived from
the students’ solutions to enable the implementation of the proving tasks as e-proofs
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into the system, including analytical distractors as exercise support for students
participating in the lecture in further semesters. Methodologically, the study is
based on the concept of Winter (2011) about distractor determination for electronic
assessments. Initially, the proofs prompted in the examination were implemented
into the e-proof system by decomposing them into proof fragments (without having
knowledge about the students’ errors). Furthermore, expected students’ errors were
implemented as distractors.

Based on this study, student mistakes could be determined from students’
paper-and-pencil based solutions and they could be formulated as distractors for
implementation into the e-proof system. The determined distractors were compared
with the initial e-proof decomposition (without knowledge about the students’
errors), which was in very small steps and linear. The actual students’ errors dif-
fered from the expected students’ errors. It became obvious that this kind of
decomposition might not be helpful for learners, if rote memorization of the single
proof steps should be avoided. The focus should rather be shifted to finding and
understanding the proof idea.

Consequently, the determined distractors will be implemented into the e-proof
system to enable better support of the learners. This concept will be tested in the
same lecture at the University of Koblenz-Landau in order to detect if this concept
is fruitful and how this concept can be optimized.

8.6 Benefits and Challenges

Using a free of charge web-based Internet Mathematics Assessment System appears
to be the most obvious advantage of the application, although there may be further
benefits for both learners and teachers as well as challenges. First, the system
includes a forthcoming tutorial component, a tool that supports learning as an
adaptive system. This tutorial component contains the substantial and method-
ological potential of fuzzy logic and artificial neural networks to include a tutorial
component for learning, to improve automatic correction, and to enable an auto-
matic valuation with possibly low manual correction efforts. Fuzzy logic can be
used to represent linguistic values and arguments used within mathematical proving
by the learners, which tend to be fuzzy. Artificial Neural Networks are used to
enable the system to learn and to act as an intelligent tutorial system. Moreover, an
immediate personal, but at the same time anonymous, feedback to single tasks can
be given. This fosters real-time content-specific learning and encourages shyer
students to work on different problems, even though they may not be likely to solve
tasks in a more personal atmosphere or face-to-face interaction. In addition,
working with new media can be exciting and motivating for learners and con-
tributes to greater engagement in learning. Furthermore, gamification, that is the use
of video game elements in non-gaming systems to improve user experience and
user engagement (Deterding et al. 2011), could be implemented into the system
in the future. As a first step towards the realization of gamification, an
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earn-as-you-learn reward-based badge system (cf. Herselman and Botha 2014) will
be incorporated.

Second, new technology methods adjusted to the needs of learners can be
applied and struggles with writing mathematical formula language may be avoided
due to implemented fragments. Nevertheless, these fragments still have to be
retraced in mind and set into a logical order, so that the comprehension of math-
ematical language is still required. For teachers, a targeted pool of shared tasks may
reduce time for preparation as well as correction if they can fall back on
well-established tasks and evaluations. Above that, personal experiences can be
shared and discussed by building up networks.

Both teachers and learners have to face various challenges concerning the use of
a web-based assessment system. First and foremost, difficulties could arise if
learners may not be very adept at working with similar programs, because for a
novice the graphical user interface (GUI) is not easy to comprehend. Therefore, the
GUI should be modified or adapted to facilitate input, editing, and correction. So
far, students’ own proof steps still have to be corrected manually by the teacher. An
improvement of the correction effort at this point would be desirable.

This kind of working on a given task is not as free as with paper-and-pencil
proof. There can be a large number of proofs for one theorem and some of these
proofs might not be considered yet; even if a proof step does not contribute to the
proof, it is not logically wrong and the proof is still correct. Also, because there are
limited data space and time, it is not possible to include each conceivable proof for a
theorem into a system. This provides a challenge to software development con-
cerning the implementation of the requirements of the system to support learners in
gaining proof competencies. The other very difficult question to answer is “What is
a good proof?”. In order to claim interdepartmental validity, such a derivation must
be documented by other true statements, that is, the procedure is coded so that the
chain of arguments or the complete traceability to axioms can be examined by the
members of the professional community, which is in our case the community of
teachers. The so-called “community” is thus responsible for an evaluation and
validation function, as it tests the claim of validity of a proof. A proof thus
establishes a reasoning, which, if found to be valid, is generally accepted
(Brunner 2014).

So far, no big community developing e-proofs has been formed and no large
number of proofs is included into the public library of IMathAS, which still needs
to be created. For this reason, the collaboration of and sharing between different
institutions should be cultivated and the awareness of open-source Internet
Assessment systems has to be increased. Therefore, the system should be enhanced
and optimized continuously to minimize challenges and derive maximum benefits.
In so doing, a Community of Practice (cf. among others Hoadley 2012) as a
collaborating group of people sharing the same aims can be established.
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8.7 Further Perspectives

IMathAS may not only be limited to a mathematical context, but the generative
method could also be transferred to various other fields, such as evidence-based
medicine. As decisions of treatment cannot clearly be divided into “wrong” or
“right” (in analogy to mathematical logic), there are similar structures of decision
making found by using the best medical evidence available (cf. Sackett et al. 1996).
In Table 8.1, an example of such a chain of decisions is given.

On that account, IMathAS could also contribute to initial medical studies as well
as support prospective doctors during the practical year with virtual case studies
without severe consequences for any patient. However, contents in this field still
need to be implemented.

8.8 Summary and Conclusion

In this paper, a theoretical framework to identify preferences of learners for logical
reasoning was presented. This framework determines the structure of the IT envi-
ronment. Therefore, a brief introduction into an open source environment, namely
IMathAS, was given. As the system was established in all universities and edu-
cational facilities in Rhineland-Palatinate in Germany, collaboration on a joint
repository was encouraged and will be implemented in order to develop tasks and
solutions being adapted to the individual needs of learners and educational facili-
ties. Based on the former results, a generic system should be developed in the
future, in order that no limits are set on the content design. The aim is the devel-
opment of an adaptive learning, test and diagnostic system, including the substantial
and methodological potential of fuzzy logic and artificial neural networks to include
a tutorial component for learning and to improve automatic correction and to enable
automatic valuation with possibly low manual correction effort.

Based on a first study described in Platz et al. (2017), a focus shift of the system
seems reasonable: the detection and understanding of the proof idea is essential and
should be supported. As a first step towards this goal, the determined distractors
derived from paper-and-pencil based students’ solutions will be implemented into
the e-proof system to enable better support for the learners. This concept will be
tested in lectures focused on imparting basic proof competencies to detect if this

Table 8.1 Example of a chain of decisions in evidence based medicine analogous to
mathematical logic

Connection Proof step decision Justification (reason)

… Diagnosis X Anamnesis of patient X

Implies Treatment Y of patient X Scientific results for disease X
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concept is fruitful and how this concept can be optimized. Furthermore, the design
of the system will be reconsidered and the potentials and limitations of software
development and realization in this context will be sounded.

References

Alcock, L., & Wilkinson, N. (2011). E-proofs: Design of a resource to support proof
comprehension in mathematics. Educational Designer, 1(4), 1–19.

Bell, A. (1976). A study of pupil’s proof explanation in mathematical situations. Educational
Studies in Mathematics, 7(1/2), 23–40.

Brunner, E. (2014). Was ist ein Beweis? In Mathematisches Argumentieren (Ed.), Begründen und
Beweisen (pp. 7–25). Berlin/Heidelberg, Germany: Springer.

Budke, A., & Meyer, M. (2015). Fachlich argumentieren lernen—Didaktische Forschung zur.
Argumentation in den Unterrichtsfächern, 9–30.

Cataloglu, E. (2007). Internet-mediated assessment portal as a pedagogical learning tool: A case
study on understanding kinematics graphs. European Journal of Physics, 28(4), 767–776.

Deterding, S., Dixon, D., Khaled, R., & Nacke, L. (2011, September). From game design elements
to gamefulness: Defining gamification. In A. Lugmayr, H. Franssila, C. Safran, & I.
Hammouda (Eds.), Proceedings of the 15th International Academic MindTrek Conference:
Envisioning Future Media Environments (pp. 9–15). New York, NY: ACM.

de Villiers, M. (1990). The role and function of proofs in mathematics. Pythagoras, 24, 17–24.
Ensley, D. E., & Crawley, J. W. (2006). Discrete mathematics: Mathematical reasoning and proof

with puzzles, patterns, and games. New York, NY: Wiley.
Goldberg, A. V., & Harrelson, C. (2005). Computing the shortest path: A search meets graph

theory. In Proceedings of the sixteenth annual ACM-SIAM symposium on discrete algorithms
(pp. 156–165). Philadelphia, PA: Society for Industrial and Applied Mathematics.

Handke, J., & Schäfer, A. M. (2012). E-learning, E-teaching und E-assessment in der
Hochschullehre. Eine Anleitung: Oldenbourg Verlag.

Herselman, M., & Botha, A. (2014). Designing and implementing an information communication
technology for rural education development (ICT4RED) initiative in a resource constrained
environment: Cofimvaba school district, Eastern Cape, South Africa. Pretoria, South Africa:
CSIR Meraka.

Hoadley, C. (2012). What is a community of practice and how can we support it? In D. Jonassen &
S. Land (Eds.), Theoretical foundations of learning environments (pp. 287–300). Mahwah, NJ:
Lawrence Erlbaum Associates.

Kramarski, B., & Mevarech, Z. R. (2003). Enhancing mathematical reasoning in the classroom:
The effects of cooperative learning and metacognitive training. American Educational
Research Journal, 40(1), 281–310.

Ladewig, R. (2016). Schwindel: Eine Epistemologie der Orientierung (Vol. 6). Mohr Siebeck.
Medienpädagogischer Forschungsverbund Südwest (MFS) (2000–2015). KIM-Studie 1999–2014.

Kinder und Medien, Computer und Internet.
Meyer, M. (2007). Entdecken und Begründen im Mathematikunterricht: Von der Abduktion zum

Argument. Hildesheim: Franzbecker.
Niehaus, E., & Faas, D. (2013). Mathematische Beweise in elektronischen Klausuren in der

Lehramtsausbildung. In G. Greefrath, F. Käpnick, & M. Stein (Eds.), Beiträge zum
Mathematikunterricht 2013 (pp. 704–707). Münster: WTM-Verlag.

Pavlik, J. V. (1998). New media technology. Cultural and commercial perspectives (2nd rev. ed.).
Boston, MA: Allyn and Bacon.

Platz, M., Krieger, M., Niehaus, E., & Winter, K. (2017). Distraktorenermittlung für elektronische
Beweise in der Lehre. In Beiträge zum Mathematikunterricht 2017. Münster: WTM-Verlag.

8 Suggestion of an E-proof Environment in Mathematics Education 119



Platz, M., & Niehaus, E. (2015). To “E” or not to “E”? That is the question. Chance & Grenzen
eines E-Proof-Systems zur Förderung von Beweiskompetenzen. In F. Caluori, H.
Linneweber-Lammerskitten & C. Streit (Hrsg.), Beiträge zum Mathematikunterricht 2015
(pp. 704–707). Münster, Germany: WTM-Verlag.

Sackett, D. L., Rosenberg, W. M., Gray, J. M., Haynes, R. B., & Richardson, W. S. (1996).
Evidence based medicine. British Medical Journal, 313(7050), 170–171.

Saunders, M., Lewis, P., & Thronhill, A. (2012). Research methods for business students (4th ed.).
Harlow, England: Pearson Education Ltd.

Winter, K. (2011). Entwicklung von Item-Distraktoren mit diagnostischem Potential zur
individuellen Defizit- und Fehleranalyse. In Didaktische Überlegungen, empirische
Untersuchungen und konzeptionelle Entwicklung für ein internetbasiertes Mathematik-Self-
Assessment. Münster, Germany: WTM-Verlag.

Author Biographies

Dr. Melanie Platz currently works as deputy professor at the University of Siegen (Germany) in
the field of mathematics education. In her research, she is focused on the development of an
electronic proof system and the determination of analytical distractors in this context. Furthermore,
she applies mathematical modelling for the mathematical optimization of spatial public health
using the One Health approach in the ICT4D context. In didactics, her focus is on
problem-oriented mathematics teaching by being embedded in concrete applications and the use
of digital media in education.

Miriam Krieger is a prospective Ph.D. student from the Europe-University of Flensburg. She
holds a B.Sc. and a M.Ed. in mathematics and biology from the University of Münster and was
awarded a Deutschlandstipedium scholarship in 2011. Currently, she also teaches mathematics and
biology at a German comprehensive school. Her research focuses mainly on electronic proofs,
distractors and language diversity in classrooms.

Prof. Dr. Engelbert Niehaus is a full Professor of the Department of Environmental and Natural
Sciences, University of Koblenz-Landau, Germany. In this capacity, he lecturers in Pure and
Applied Mathematics and Mathematics Education. His research interests focus on adaptive
modelling of learning processes and the application on neural networks in e-learning
environments. He obtained his Ph.D. at the University of Münster in 1995 in Mathematics and
Computer Science. His Ph.D. studies focused on topological algebras. After his Ph.D., he worked
as a teacher in Mathematics and Computer Science. He finished his Habilitation in 2004 on
adaptive modules in computer based learning environments for Mathematics.

Prof. Dr. Kathrin Winter is a full Professor of the Department of Mathematics and its Didactics
at the Europe-University of Flensburg. In this capacity, she lectures in Applied Mathematics and
Mathematics Education. Her research focuses on individual diagnostics, encouragement and
consulting programs especially for pupils, students and vocational trainees. Therefore, she
researches and develops adaptive online assessments including an individual diagnostic feedback
—for example in the context of an e-proof environment.

120 M. Platz et al.



Part IV
Statistical Models for Formative

Assessment



Chapter 9
Cognitive Diagnostic Assessment:
An Alternative Mode of Assessment
for Learning

Carolyn Jia Ling Sia and Chap Sam Lim

Abstract This paper discusses how cognitive diagnostic assessment can be used as
an alternative assessment for learning the topic of “time” in primary mathematics.
Cognitive diagnostic assessment is an assessment that can provide meaningful
feedback on student’s cognitive strengths and weaknesses. The one described here
was initially developed by the researchers and validated by a panel of seven expert
primary mathematics teachers. It was then administrated to 127 Grade Six (12 years
old) students. In this paper, several examples are given to illustrate how cognitive
diagnostic assessment could be used as an assessment for learning. The limitations
of using this approach as well as future research directions are also discussed.

Keywords Cognitive diagnostic assessment � Assessment for learning
Mathematics assessment � Attribute hierarchy method

9.1 Introduction

Assessment is a process of making judgment on students’ learning progress. An
assessment can be summative or formative depending on its purpose. Summative
assessment is used to summarize or to capture the overall performance of students’
learning whereas formative assessment is used with a smaller scope of the cur-
riculum and mainly to monitor the learning progress of a student. Based on the
definition of these terms, Black and William (1998) have equated assessment of
learning with summative assessment and assessment for learning with formative
assessment.
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According to the Assessment Reform Group, assessment for learning is defined
as “the process of seeking and interpreting evidence for use by students and their
teachers to decide where the students are in their learning, where they need to go
and how best to get there” (2002, p. 1). Some examples of assessment for learning
are journal writing, learning logs, written assessment, and item analysis of sum-
mative assessment. Among these, cognitive diagnostic assessment is an instrument
that can help make formative inferences on students’ cognitive strengths and
weaknesses in a specific topic (Wu et al. 2012). Thus, we propose to use cognitive
diagnostic assessment as an alternative mode of assessment for learning because its
characteristics fulfill the requirement of assessment for learning.

Cognitive diagnostic assessment presented in this paper was the product of a
larger project. Although the research objective of the project was to develop and
validate this technique as an assessment framework in the learning of “time,” this
paper focuses on the use of cognitive diagnostic assessment as assessment for
learning.

Time is an important concept in our daily life, for instance, in the duration of an
event or the relationship between different units of time. Time is a basic concept of
mathematics that is related to representations and symbol systems, such as clocks,
calendars, lunar cycles and time-tables (Kelly et al. 1999). However, some
researchers (e.g., Burny et al. 2009) have concluded that “time” is a complex
concept that is not easy to teach to children. Rather, time is an abstract concept, and
thus, it is difficult to link with other topics of measurement. For example, we cannot
go to a shop and buy a quantity of time (McGuire 2007, as cited in Harris 2008).
Thus, the cognitive diagnostic assessment described in this paper was developed as
an instrument to identify learner’s difficulties in learning the topic of time. Perhaps
by using this assessment, the way a learner learns the topic of “time” can be
revealed, and thus assist teachers’ instructional planning.

9.2 Literature Review

Since the 1980s, researchers (e.g., Linn 1986; Messick 1984; Snow and Lohman
1989) have argued for the fusion of cognitive science and psychometric models.
The argument was raised due to dissatisfaction with conventional assessments that
are unable to provide in-depth information regarding students’ learning progress
(Glaser 1981). Nichols (1994) called this diagnostic assessment, which combines
cognitive science and psychometrics, as cognitive diagnostic assessment.

9.2.1 Cognitive Diagnostic Assessment

According to Jang (2009), cognitive diagnostic assessment is an alternative
assessment that aims to provide fine-grained analysis of students’ skill mastery
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profiles and their cognitive knowledge state. It can also be used to measure stu-
dents’ cognitive structures and processing skills (Leighton and Gierl 2007). This
fine-grained result is crucial as two students who score the same marks on a test
might have different levels of skill mastery (or cognitive level). It helps the students
to take essential actions to close the gap between their current competency levels
and their desired learning goals (Black and William 1998).

Because cognitive diagnostic assessment consists of the psychology of learning,
it explicates the assumptions about the knowledge, skills, or processes that are
possibly possessed by the students. Assessment tasks are designed based on these
assumptions. Then, scores are assigned based on students’ responses. Thus, it is
believed that cognitive diagnostic assessment is able to make inferences about
students’ specific knowledge structures and processing skills (Alves 2012). These
inferences provide adequate knowledge about the teaching and learning process. In
addition, these inferences should also provide sufficient information about students’
learning progress to plan appropriate remedial steps as well as to carry out any
instructional intervention. As stated by Ketterlin-Giller and Yovanoff (2009), the
power of this model in identifying students’ underlying cognitive processes, which
could not be found in skill analysis and error analysis, can be used to enhance the
remedial process.

Nichols (1994) proposed a five-step framework to develop cognitive diagnostic
assessment: (1) substantive theory construction; (2) design selection; (3) test
administration; (4) response testing; and (5) design revision. To begin the devel-
opment, a substantive base constructed from past studies or theories of learning is
essential. This substantive base includes assumptions regarding how an individual
learns. Consequently, this base serves to guide item design to make inferences on a
student’s knowledge, skill, or process structure in solving the item.

After constructing the substantive theory or base, the second step of develop-
ment is design selection. There are two choices of designs: observation design and
measurement design. Observation design refers to the properties of assessment
activity, for instance, the content of the assessment items and how these items are
organized. Observation design aims to arrange the structure of the items to ensure
that the students’ ways of thinking can be observed based on their responses.
Meanwhile, measurement design describes the procedures that were used to analyze
and classify the responses. It aims to gather and combine students’ responses to
identify their ways of solving items.

The third step of the development involves administration of the designed
assessment. This is to collect students’ responses. These responses will be used to
evaluate the designed items and arrangement of assessment activities. The next step
of development is response scoring, which is implementation of the test theory.
This step involves managing students’ scoring. From this step, evidence about
students’ knowledge and process-structure, as well as differences among the
structures, are identified.

These inferences are used to revise the observation and measurement designs
used in the development process. There are two sources of evidence that can
support the designs used: the extent of fit between the expected responses and the
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students’ responses; and related past studies. If the evidence gathered is insufficient
to support the selected designs, the selected designs may require review.

9.2.2 Cognitive Diagnostic Assessment in Education

Cognitive diagnostic assessment has been applied to various subjects, such as
mathematics (Alves 2012; Broaddus 2011; Ye 2005) and English (Jang 2009; Lee
and Sawaki 2009; Wang and Gierl 2011). For mathematics learning, the model has
been applied to several topics, such as algebra, fractions, mixed number subtraction
(Mislevy 1996; Sinharay and Almond 2007), multiplication and division with
exponents (Birenbaum and Tatsuoka 1993), pre-algebra (Ye 2005), and counting
numbers forward (Alves 2012).

In addition to developing cognitive diagnostic assessment for learning,
researchers have investigated the usefulness of this model in education. For
instance, Wang and Gierl (2011) found that, based on the results obtained in their
study, the number of questions a student answered correctly was not proportional to
the number of attributes that the student had mastered. In other words, a student
who received a higher score did not necessarily master more attributes than a
student who received a lower score. This finding revealed that results obtained from
cognitive diagnostic assessment could reflect a student’s learning progress better
than a single score did. Thus, teachers can plan and design the lesson better
according to students’ learning situations.

Several researchers, such as Ketterlin-Giller and Yovanoff (2009), Russell et al.
(2009) and Wu et al. (2012), have realized the effectiveness of using diagnostic
results to identify students’ misconceptions. Identification of students’ miscon-
ceptions is vital as it serves as the basis of effective remedial materials preparation
and design (Ketterlin-Giller and Yovanoff 2009). If cognitive diagnosis and
instructional design fail to connect, students might not be able to receive the
instructional support needed to overcome their misconceptions. This statement was
supported by Russell et al.’s (2009) study whereby diagnostic information obtained
from cognitive diagnostic assessment was used to help students conceptualize. The
results showed that students’ algebra ability had improved after the remediation.
These studies show that this model has great potential to assist teachers to assess
students’ actual learning progress. Thus, they can make appropriate instructional
decisions based on students’ needs.

9.2.3 Theoretical Framework

According to Alves (2012), cognitive diagnostic assessment has four main char-
acteristics that seem to fulfill the principles of assessment for learning (Assessment
Reform Group 2002). Table 9.1 compares similarities between the principles of
assessment for learning and the characteristics of cognitive diagnostic assessment.
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As shown in Table 9.1, it is clear that cognitive diagnostic assessment can be a
good instructional tool to be used as assessment for learning. It provides meaningful
feedback to the group of educational stakeholders on what the students have learned
and how they are doing in their class. The report of assessment is no longer a piece
of paper with all the grades and scores of different subjects.

The cognitive model that is created helps experts discover how students learn
cognitively. When teachers or experts know how their students learn, they can
easily identify the misconceptions in students’ learning. Besides, experts can make
a comparison between students’ expected way of learning by the experts and the
students’ actual way of learning. Therefore, this comparison contributes to effective
instructional planning.

Furthermore, cognitive diagnostic assessment helps students to engage actively in
the teaching and learning process. It provides them precise information of themselves.
They now have better insight on their strengths and weaknesses. This encourages
students to take part in learning and work on their weak parts rather than just working
blindly on everything. This, in a way, shouldmotivate students to do self-learning and
monitor their own learning progress, which is also the purpose of assessment for
learning. In addition, this should build students’ confidence towards mathematics,
especially students who struggle with mathematics or have phobias related to math-
ematics. Asmentioned byGierl andAlves (2010), instructional interventions can then
focus on reinforcing strengths while overcoming weaknesses.

Table 9.1 Similarities between assessment for learning and cognitive diagnostic assessment

Principles of assessment for learning (AfL) Characteristics of cognitive diagnostic
assessment (CDA)

Assessment for learning should be a part of
effective instructional planning. Students
should engage actively and conduct
self-assessment throughout the process of
learning.

Formative inferences on student’s learning can
be made, and thus, help in instructional
decision making. The formative approach
motivates students to engage more in learning
as this encourages them to use assessment as a
tool in the learning process (Jang 2009).

AfL emphasizes constructive feedback from
both teacher and assessment, and how the
feedback can be used to help students to
improve themselves.

CDA provides fine-grained test scores, which
yield information on whether students have
mastered the defined set of attributes
(knowledge, skills, or processes). This
meaningful feedback provides constructive
feedback as students are given opportunity to
enhance their learning, as they know their
strengths and weaknesses precisely.

AfL is designed based on students’ learning
process.

CDA is designed based on students’ cognitive
processes when solving the problems.

AfL is a tool used by teachers to make
judgments based on students’ responses
(feedback from students) and make decisions
about how to help the students and encourage
the process of learning to occur.

CDA has the possibility to provide a better
quality of diagnostic feedback to students and
educational stakeholders. This diagnostic
feedback will assist teachers to identify the
needs of their students.
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9.3 Methodology

Because the main focus of this paper is to introduce cognitive diagnostic assessment
as an alternative mode of assessment for learning, this section describes the
development of the specific assessment used in the study reported here.

9.3.1 Identification of Attributes

In this study, we began the development of a cognitive diagnostic assessment by
defining a set of 35 attributes on the topic of “Time.” These attributes described the
knowledge, skills, or processes that were required to solve a mathematical task
correctly. Attributes can be identified by task analysis, protocol analysis, or expert
review on curriculum specifications. In this study, expert review on primary
mathematics curriculum specifications was first carried out, followed by the task
analysis of past years’ public examination questions. The curriculum specifications
were reviewed to understand the scope of time intended to be taught throughout the
six years of primary mathematics education. Then these syllabi were used to
identify the knowledge or skills that were measured by the items in the Malaysian
Primary School Achievement Test.

All the test items that were related to Time from the past five years (2009–2013)
Malaysian Primary School Achievement Test were compiled. This set of selected
items was then given to a panel of experts, which consisted of seven experienced
primary mathematics teachers. Based on their teaching experiences and knowledge,
they identified the questions that might be problematic for their students. This step
was taken to ensure that the instrument developed later would be helpful for the
students to overcome their difficulties in learning the topic of Time.

Based on the experts’ responses, the 11 most problematic questions were
shortlisted and piloted with 30 Grade Six (age 12) students. This step aimed to
confirm if these items represented the problematic areas in learning the topic of
Time from the students’ perspective. Analysis of the students’ responses confirmed
that these students were weak in calculating the duration of an event and converting
units of time. Later, based on these findings, the panel of experts was asked to solve
each of the problematic tasks and state the required attributes needed to solve the
problematic tasks correctly. Consequently, a list of attributes was identified. The list
of attributes was then revised several times based on the students’ responses until
the final cycle of development.
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9.3.2 Formation of the Cognitive Model

This set of attributes was linked to form a cognitive model. The panel of experts
then arranged these relevant attributes hierarchically from the most basic to the
most complex. Cognitive modelling is crucial as it yields the cognitive structure of
students in solving the problems and a framework for item design (Roberts et al.
2009). It serves as fundamental to the assessment so that useful and detailed
diagnostic feedback can be provided. Each cognitive model aimed to measure a
specific learning outcome. In the developed assessment, there were 11 cognitive
models that related to time. Models 1–8 focused on clock time while models 9–11
focused on calendar dates. Table 9.2 displays examples of cognitive models.

In this study, each cognitive model consisted of at least five attributes. Each
attribute was measured by three parallel items. The parallel items serve two pur-
poses: (a) to ensure the reliability of inferences (Alves 2012); and (b) to avoid the
probability of guessing and slip. For students who had mastered the attributes, they
were expected to answer all three items correctly. Students who were not so familiar
with the attribute might answer one or two items correctly. Students who did not
master the attribute would not be able to answer any of the items correctly.

9.3.3 Construction of Items

Three parallel items were needed to measure each attribute because the result from
only one item for each attribute might not be sufficient to conclude the student’s
mastery level on that attribute. If two items were used and the student only
answered one of them correctly, there was no valid conclusion. Therefore, at least

Table 9.2 Examples of cognitive models in the designed cognitive diagnostic assessment

Cognitive
model

Description

1 Finding ending time of an event in hours and minutes

2 Finding duration of an event in hours and minutes

3 Finding starting time of an event in hours and minutes

4 Finding ending time involving both 12-hour and 24-hour time systems

5 Finding duration involving both 12-hour and 24-hour time systems

6 Finding starting time involving both 12-hour and 24-hour time systems

7 Finding the total duration of two events in minutes and seconds

8 Finding the difference between the duration of two events in minutes and
seconds

9 Finding the ending date when involving concept of “After”

10 Finding the starting date when involving concept of “Before”

11 Finding the duration of two inclusive dates
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three items were required to identify a student’s performance on a specific attribute
(Alves 2012). In addition, a substantial number of items (i.e., three) for each
attribute were also required to achieve diagnostic purposes of the assessment.

9.3.4 Administration of Assessment and Procedure of Data
Analysis

As the chosen psychometric model for this cognitive diagnostic assessment was
Attribute Hierarchical Method, the attributes were arranged hierarchically (i.e.,
from the most basic attribute to the most complex attribute) in constructing the
cognitive models. The panel of experts constructed 75 items based on the 11
cognitive models. The resulting set of items was then administered to 127 Grade
Six students (age 12) and the students’ responses were analyzed using the Attribute
Hierarchical Method. This statistical procedure was used to analyze the observed
responses in terms of mastery level for each attribute (Hubner 2010). Finally, based
on the results generated from the psychometric procedure, a cognitive profile for
each learner was generated. This cognitive profile presented a defined list of
attributes that measured the learner’s mastery level on each specific attribute.
Hence, the cognitive profile helped the teachers to identify the cognitive strengths
and weaknesses of the learner.

Note that each student’s response was marked dichotomously with 1 indicating a
correct response and 0 an incorrect response. The marking was based on each
student’s working steps in solving each item. If a student showed that he/she had
mastered the attribute that was intended to be measured by the tasks, then he/she
would be scored as correct or 1 for the item. Conversely, if a student got a correct
final answer by doing an incorrect/inappropriate working step, then he/she would be
scored as incorrect or 0 for the item. Hence, the accuracy of the final answer was
not the sole consideration in the marking procedure; instead, the student’s working
steps to get the final answer were given more priority. Therefore, during the
administration of the assessment each student was encouraged to write down his/her
working steps clearly while solving the task as the student’s working steps would
help the researchers to better understand their students’ cognitive processes.

As an illustration, Fig. 9.1 shows an example of a student whose response was
scored as correct even though his final answer was incorrect. This student knew that
to find starting time, he would need to subtract the duration from the ending time.
He also knew that he needed to regroup 1 hour to 60 min, so that he could have
enough minutes (60 + 5) to subtract 45 min. However, during the process of cal-
culation, he made a mistake: 65 − 45 = 25 (should be 20). Hence, he ended up with
the final answer as 6:25 p.m. instead of 6:20 p.m. (the correct answer).
Nevertheless, this student still scored 1 for this response as he had shown that he
had mastered the attribute (as discussed above) that was intended to be measured by
this item.
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Conversely, in Fig. 9.2, the student converted 7:30 a.m. to 1930 hours, then
subtracted nine hours to get the answer. Although the final answer was correct
(10:30 p.m.), his working step was not appropriate. He converted incorrectly
between the 12-hour and 24-hour time systems; 7:30 a.m. is equivalent to
0730 hours, not 1930 hours. This shows that this student might have been confused
between 12-hour and 24-hour time systems.

9.4 Findings and Discussion

Only data from one cognitive model are discussed here. The final assessment was
administered to 127 Grade Six students, but only data of 10 students are reported to
illustrate how cognitive diagnostic assessment can be used as assessment for
learning. Table 9.3 displays the list of attributes for the first model which measures
problem solving involving addition of start time and duration to find end time (in
hours and minutes).

Fig. 9.1 An example of a student’s response of which the final answer was incorrect but was still
given a score of 1 (Note The Bold Italic words show English translation of the Malay words)

Fig. 9.2 An example of a student’s response with a correct final answer but which was scored 0
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Table 9.4 shows the observed response patterns and mastery levels of ten stu-
dents on 16 items in this first model. All the responses were converted to a binary
pattern with 1 indicating a correct response and 0 a wrong response. Similarly, 1 in
the mastery level means the student mastered the attribute, whereas 0 means
non-mastery.

There were 16 items in Cognitive Model 1 which measured six attributes. All
attributes except Attribute A1 were measured by three items. A1 (knowing
1 hour = 60 min) was a very basic knowledge which could not been questioned in
any other way; thus, it contained only one item (1 hour = how many minutes).

As shown in Table 9.4, although two candidates, C and I have the same score
(11/16), their patterns of mastery level are different. Candidate C has mastered A1,
A2, A4 and A5a whereas candidate I has mastered A1, A2, A3 and A4. Similar
results were also found in Wang and Gierl’s study (2011). They found that some
students obtained the same score but did not necessarily possess the same pattern of
attribute mastery. These students might have different knowledge states at the time
of testing. This shows that the feedback provided by the cognitive diagnostic
assessment is much more meaningful as it provides detailed information on a
student’s learning progress instead of just the total score (Ye 2005). In other words,
this assessment can effectively be used to differentiate students who obtain the same
score, subsequently identifying special issues that students have. This will certainly
help teachers in grouping their students based on their students’ strengths and
weaknesses, allowing more effective differentiated teaching (Wu et al. 2012).

Next, although four candidates (A, E, H and J) appear to have mastered all six
attributes, only candidates A and E have full scores (16/16). Meanwhile, candidates
H and J scored 14/16 and 15/16, respectively. This result was unexpected as students
were expected to answer the items correctly if they had mastered the attribute(s)
measured by the items. Thus, candidates H and J might have committed some
careless mistakes in one or two items. Based on the result, students will know which
parts of the topic they should work harder or focus on. Cognitive diagnostic
assessment provides a clearer goal for the student to achieve, which should certainly
encourage the student to become more self-reflective and engage in learning (Alves
2012).

Table 9.3 List of attributes for cognitive model 1

Description of attribute

A1 Knowing 1 hour = 60 min

A2 Addition involving time/duration without regrouping (hour and minutes)

A3 Addition involving time/duration with regrouping (from minutes to hour)

A4 Finding end time as involving addition of start time and duration

A5a Transform word context into mathematical operation to find end time (in hour and
minutes)

A5b Reasonability of final answer as end time for word problems
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Because the tasks of the assessment were designed based on how a student
learns, we observed that all candidates were following the expected way of learning
except candidate C. For instance, candidate G showed mastery of A1 to A5a, while
candidate F only mastered A1 and A2. However, candidate C showed mastery of
A1, A2, A4 and A5a. This pattern indicates that candidate C did not need to master
A3 before A4 as we expected. An alternative explanation might be the candidate
committed systematic errors for the tasks involving A3. Thus, based on this
feedback, the teachers can find out more about how their students learn, and find
ways to improve their instructional strategies (Ketterlin-Giller and Yovanoff 2009).

Finally, as each attribute was measured by three parallel items, this allows the
teacher to gather sufficient evidence on their students’ mastery level on a defined set
of attributes or to identify persistent errors that might have been committed by their
students. Subsequently, they could make formative inferences based on the evi-
dence and provide their students appropriate suggestions and advice. As students’
misconceptions in learning can be diagnosed in-depth (Buck and Tatsuoka 1998;
Hartz et al. 2002), teachers can tailor their teaching approaches to individual student
needs and stages of mental development, and direct students to achieve teaching
objectives.

9.5 Conclusion

Cognitive Diagnostic Assessment is an assessment that can provide fine grain
feedback to both teachers and students, which enhances the learning process, and
thus achieves the purpose of assessment for learning. By using the statistical pro-
cedure, a score report can be generated. The score report displays attributes being
measured and the student’s mastery level on each attribute. It provides feedback on
a student’s strengths and weaknesses to educational stakeholders, particularly
teachers and parents, and thus enhances effectiveness in preparing remedial work
(Ketterlin-Giller and Yovanoff 2009; Wu et al. 2012).

Because the main objective of the larger project was to develop the cognitive
diagnostic assessment, the analysis of students’ responses was not shared with the
students. However, in the future this can be done to help students obtain an idea on
their learning progress as well as understand the difficulties that they have had in
learning. This would then help them decide the actions to be taken in order to
achieve the learning goal. Thus, we would have achieved the purpose of using
assessment as a tool for learning.

However, in the process of developing the cognitive diagnostic assessment, we
identified some limitations. It is time consuming to develop such as assessment as it
is fine grained and developed based on students’ ways of learning. In addition,
lacking human resources is one limitation in developing such an assessment. To
develop a cognitive diagnostic assessment, project leaders will need a panel of
experts (experienced teachers) to identify the attributes and design the tasks. The
assessment will need to be administered to a substantial number of students to
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increase the validity of the instrument. To make this process happen, a team of
committed experts and supportive schools are needed throughout the entire process.
Thus, teachers should be providing or guiding development of this kind of
assessment through professional development programs, such as a two-day
workshop. Then, experienced teachers can contribute based on their teaching
experiences in the process of development. This will certainly encourage collabo-
ration between novice teachers and experienced teachers.

Because the analysis of data involves psychometric procedures, teachers often
cannot do it by themselves without the relevant psychometric software and the
assistance of experts. Nevertheless, the latter issue might be addressed by devel-
oping a computerized system for cognitive diagnostic assessment.

The cognitive model constructed is very specific, and the items are constructed
based on the cognitive model. These items can only be reused in the cognitive
diagnostic assessment for topics related to that particular concept, such as time as
prior knowledge. Meanwhile, if a teacher wants to develop such an assessment in
the topic of algebra or fractions, he or she might need to go through the whole
process of developing a cognitive diagnostic assessment, starting from the identi-
fication of attributes. We acknowledge this constraint in constructing such assess-
ments. However, to reduce the workload, the teacher might use existing items (e.g.,
from other large-scale assessments or teaching materials) that can measure the
attributes that he or she intends to measure.

From the perspective of future study, it is recommended to focus on the
development of modules of remedial materials. Cognitive diagnostic assessment is
used to diagnose skills that students have mastered and skills which are yet to be
mastered at the end of a lesson. After the diagnostic process, remedial alternatives
will be needed to help students cope with learning difficulties related to the inter-
ested domain. In other words, remedial work is an important process for both
teachers and students as it helps teachers to apply suitable modules in order to
accommodate students of different background knowledge or learning progress to
achieve expected learning outcomes. In conclusion, cognitive diagnostic assess-
ment is still a potential tool to achieve the purpose of assessment for learning
despite all the mentioned limitations and constraints which are resolvable. Future
studies may focus on how teachers can use this approach to develop formative
assessment in the classroom as well as how students can use the results of such
assessments.
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Chapter 10
Validating and Vertically Equating
Problem-Solving Measures

Jonathan D. Bostic and Toni A. Sondergeld

Abstract This paper examines the validation of a measure for eighth-grade stu-
dents related to problem-solving. Prior work discussed validity evidence for the
Problem-Solving Measure series, but it is uncertain whether linking items appro-
priately vertically equates the seventh- and eighth-grade measures. This research
connects prior work to the development of linked measures with anchor items that
assess problem solving within the frame of the Common Core in the United States.
Results from Rasch modeling indicated that the items and overall measure func-
tioned well, and all anchor items between assessments worked satisfactorily. Our
conclusion is that performance on the eighth-grade measure can be linked with
performance on the seventh-grade measure.

Keywords Assessment � Evaluation � Measurement � Middle-grades problem
solving � Rasch Modeling

10.1 Introduction

Assessments should address the depth and focus of instructional standards (Wiliam
2011). Classroom assessments provide opportunities to promote learning and give
teachers data about what and how students are learning (Black et al. 2004). Since
2009, a majority of states within the United States of America have adopted the
Common Core State Standards for Mathematics (Common Core). The Common
Core shares similarities with mathematics standards implemented around the world
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(e.g., Australia, Japan, and Germany) with respect to depth and coherence,
specifically the way that problem solving is woven throughout the standards across
grade levels (Commonwealth of Australia 2009; Mullis et al. 2016; Takahashi et al.
2009). The Common Core has a clear focus on problem solving (Common Core
State Standards Initiative [CCSSI] 2010) and has two equally important compo-
nents: content and practice standards. The Standards for Mathematics Content
describe what students should learn in each grade level. The Standards for
Mathematical Practice communicate behaviors and habits students should experi-
ence while learning mathematics in classroom contexts. The Standards for
Mathematical Practice are primarily developed from the notions of mathematical
proficiency (Kilpatrick et al. 2001) and the National Council of Teachers of
Mathematics process standards (2000) and are shown in Table 10.1. Some
researchers have started to identify what the Standards for Mathematical Practice
look like in practice; the Revised Standards for Mathematical Practice Look-for
Protocol (Bostic and Matney 2016) and Mathematics Classroom Observation
Protocol for Practices (Gleason et al. 2017) are two published, evidence-based
observation protocols with sufficient validity evidence grounding their use by
educators and researchers.

If teachers are expected to engage students in problem solving during regular
mathematics instruction, then a discussion on how students’ problem-solving per-
formance can be assessed in a valid and reliable manner alongside the new content
and practice standards must be held. From a review of literature using multiple
scholarly search engines (i.e., EBSCO, Google Scholar, and Science Direct), Bostic
and Sondergeld (2015b) reported that the Common Core, much less state-level
standards from the previous era, have not been integrated into published
problem-solving measures. Since that time, there have been no additional reported
problem-solving measures drawing upon the Standards for Mathematics Content or
Standards for Mathematical Practice besides the Problem-Solving Measure for
grade six (PSM6; see Bostic and Sondergeld 2015a, b). On the PSM6, students are
expected to solve problems drawing on content found in the content standards in
ways that engage them in the Standards for Mathematical Practice. Teachers,

Table 10.1 Titles of Standards for Mathematical Practice

SMP # Title

1 Make sense of problems and persevere in solving them

2 Reason abstractly and quantitatively

3 Construct viable arguments and critique the reasoning of others

4 Model with mathematics

5 Use appropriate tools strategically

6 Attend to precision

7 Look for and make use of structure

8 Look for regularity in repeated reasoning

From: Common Core State Standards Initiative (2010)
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educational stakeholders, researchers, and even students need to know to what
degree students can do this as evidence of understanding.

This paper attends to the notion that problem solving is complex and requires
high-quality assessments that are useful for a wide audience in order to move
student learning forward and inform classroom instruction. Our first objective is to
briefly describe the psychometric results of a new assessment for eighth-grade
students called the Problem-Solving Measure 8 (PSM8), which builds upon past
problem-solving measures for seventh- and sixth-grade students (PSM7 and PSM6;
Bostic and Sondergeld 2015a, b). Our second objective is to describe the vertical
equating process and results with respect to the PSM7 and PSM8. As a result of
examining a measure for English-speaking students, readers may learn how to
develop similar measures for use with other students using the PSMs as a model.
The development of the Problem-Solving Measures began by examining a
problem-solving measure used with Dutch-speaking students, translating it from
Dutch to American English, then starting the assessment development process (see
Bostic and Sondergeld 2015a, b for more information). Moreover, this paper
illustrates an example of vertical equating within a mathematics education context,
which may foster conversations about developing sound measures using modern
measurement approaches.

10.2 Related Literature

10.2.1 Synthesizing Literature on Problems and Problem
Solving

For these measures, we characterized problem-solving as a process including
“several iterative cycles of expressing, testing and revising mathematical interpre-
tations—and of sorting out, integrating, modifying, revising, or refining clusters of
mathematical concepts from various topics within and beyond mathematics” (Lesh
and Zawojewski 2007, p. 782). Problem solving occurs only when learners work on
a problem. Schoenfeld (2011) frames a problem as a task such that (a) it is unknown
whether a solution exists, (b) the solution pathway is not readily determined, and
(c) more than one solution pathway is possible. Problems are unique from exercises.
Exercises are tasks intended to promote efficiency with a known procedure
(Kilpatrick et al. 2001).

Researchers across multiple countries have argued for students to experience
non-routine word problems as part of their typical mathematics instruction (Boaler
and Staples 2008; Bostic et al. 2016; Matney et al. 2013; Palm 2006; Verschaffel
et al. 1999). These word problems should be complex, open, and realistic (Bostic
et al. 2016; Matney et al. 2013; Palm 2006; Verschaffel et al. 1999). Complex
problems require reasoning and persistence because a solution or solution pathway
is not clear. Open problems allow multiple viable problem-solving strategies and
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offer several entry points into the task. Realistic problems encourage problem
solvers to draw on their experiential knowledge and connect mathematics in and out
of the classroom. Given frames for problem solving and problems, coupled with a
need for valid, reliable problem-solving assessments, we developed a series of
classroom assessments to measure students’ problem-solving performance that
allow students’ performances to be linked over time. We build upon prior published
work on developing classroom based assessments (Bostic and Sondergeld 2015a, b)
and share findings about the validity and reliability of the PSM8. Rasch modeling
(also known as one-parameter item-response theory) and vertical equating were
employed while examining the PSM8 within the broad context of its two-related
measures, the PSM7 and PSM6.

10.2.2 Rasch Modeling

Assessments for learning should provide meaningful evidence to students and
teachers about future directions for classroom instruction (Wiliam 2011). The
Problem-Solving Measures were created with two goals in mind. The first goal is to
inform students, teachers, parents, school personnel, and research communities
about what abilities students bring to problem solving. The second goal is to
support instructional implications based upon the results. To do this, Rasch mod-
eling (1980) was used in the Problem-Solving Measure instrument development
process. Rasch modeling is a suite of modern measurement methods considered
more appropriate for use in cognitive and affective assessment development and
validation processes than Classical Test Theory methods (Bond and Fox 2007).
This is largely because of Rasch’s strict adherence to unidimensional measurement,
its ability to produce a conjoint measurement scale which allows for
criterion-referenced interpretations, the probabilistic nature of the models, and
Rasch’s generation of more precise person and item measures.

All measurement models specify that the construct under study must be unidi-
mensional. This means that an instrument can only measure one latent trait or
variable at a time. Using our case as an example, it was important to make sure that
the Problem-Solving Measures were measuring only problem-solving ability and
not reading ability or some other construct simultaneously or instead. While in
theory all measurement models require unidimensionality, Rasch is the only mea-
surement model that has specific fit statistics designed to assess the meeting of this
assumption (i.e., point biserial correlations, infit/outfit mean-square fit statistics, and
infit/outfit z-statistics for individual people and items). See Linacre (2002) or Bond
and Fox (2007) for a more detailed explanation of Rasch fit statistics, and Smith
(1996) for a more expansive discussion on the notion of unidimensionality in
measurement theory.

Criterion-referenced interpretations of results are made possible with Rasch
modeling because of the conjoint measurement scale produced. Conjoint mea-
surement means items and persons are placed on the same scale or ruler. The ruler
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produced is made up of Logits (Log Odds Units) and show test-taker performance
(abilities) in direct comparison to item measures (difficulties). Students are lined up
from least able to most able, and items are on the opposite side of the ruler going
from least difficult to most difficult to answer correctly. When students are com-
pared to items on the same scale, then it is possible to determine the content
students have mastered as well as areas to further master because Rasch modeling
allows individuals to be measured against the construct (i.e., criteria or items) rather
than a normed sample as done with Classical Test Theory. Moreover, multiple
populations can be compared to one another in relation to the content because
results are not norm-referenced.

The probabilistic nature of Rasch modeled measures are also likely to offer more
accurate estimates of problem-solvers’ abilities (De Ayala 2009; Embretson and
Reise 2000). For example, suppose two students—Connor and Josephine—both
correctly answer seven questions on a 10-item test. Connor answers the seven most
difficult items correctly, and Josephine answers the seven easiest items correctly.
With Classical Test Theory, Connor and Josephine both earn a 70% because item
difficulty is not considered, and each item is typically given the same value (e.g.,
one point). However, Rasch measurement’s use of a conjoint model that places
students and items on the same ruler allows for students’ scores to be expressed
more accurately. Instead of both students earning the same score, with Rasch-
modeled measures Connor would earn a higher score than Josephine because item
difficulty is taken into consideration when generating student ability measures.

Rasch’s probabilistic nature using a conjoint item/person measure also makes it
so missing data are not problematic (Bond and Fox 2007). A test taker could skip
items they are unsure of or do not have enough time to complete, and Rasch
modeling is still able to reliably estimate an accurate person-ability measure from
data collected. Rasch modeling does this by relating correct item responses to their
item difficulty. A final way that Rasch modeling produces more accurate measures
of student abilities is related to standard errors. With Classical Test Theory there is
one standard error applied to all test takers, regardless of their ability. In contrast,
Rasch modeling produces individual estimated standard errors for each test com-
pleter, eliciting more precise participant ability measures (Embretson and Reise
2000).

10.2.3 Vertical Equating

Many tests are limited to providing scores aligned with a single grade level, or
inappropriately compare test results from year-to-year to assess student growth
because tests are not appropriately linked. If assessing the same construct at mul-
tiple grade levels, then a single ruler of the construct can be developed to produce
test results that show reliable and valid growth measures over time for individual
students or compare a test taker to different levels of the same latent variable (e.g.,
problem solving). Vertical equating (or scaling) with Rasch modeling can be
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performed for this purpose when exploring a single, unidimensional construct
(Lissitz and Huyunh 2003; Wright and Stone 1979). To do this, each test is
developed with its own set of items aligned to grade specific content. A small set of
common items (anchor items) are also placed on two consecutive measures to
connect the measures and allow for one measuring stick across grade levels to be
employed (Wright and Stone 1979). Typically, anchor items measure at a moder-
ately difficult level on the lower grade level assessment, and are then evaluated for
appropriateness on the higher grade-level assessment. If the anchor items fall
within ±.40 logits on the higher-level test (displacement), they are considered
suitable anchors to link different grade-level tests (Kenyon et al. 2006). A second
suggestion for anchor items is that they address fundamental content within a set of
standards (Wright and Stone 1979). This suggestion helps to maintain fidelity of
measures between two sets of standards so long as there is a common theme cutting
across the standards. There is no required number of anchor items to vertically
equate measures; however, using as few as three high quality items has been shown
to be sufficient (Pibal and Cesnik 2011).

In summary, many social science researchers believe Rasch measurement
methods are one of the best approaches for assessment development and refine-
ment. This is due to the model’s ability to convert ordinal data into equal interval
hierarchical measures that conjointly place both item difficulties and person abilities
on the same scale for direct comparison (see Bond and Fox 2007). Further, using
Rasch measurement for vertical equating of various grade-level tests assessing the
same content allows growth between grade specific content to be meaningfully
measured.

10.3 Method

This paper describes research building from validation and linking studies of the
Problem-Solving Measure 6 (PSM6) and the Problem-Solving Measure 7 (PSM7)
and explicitly focuses on the vertical equating process. Readers interested in the
prior validation studies should consult Bostic and Sondergeld (2015a, b) or Bostic
et al. (2017). The two research questions for the present study are (a) What are the
psychometric properties of the Problem-Solving Measure 8 (PSM8)? (b) Is there
sufficient psychometric evidence to suggest that scores on the PSM7 and PSM8 are
vertically equated successfully? We present necessary evidence supporting two
sources of validity evidence needed for measures aiming to generate meaningful
scores and useful score interpretations.
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10.3.1 Instrumentation

Development process for the PSM7 is shared first to contextualize development of
the PSM8. Prior peer-reviewed manuscripts describe the PSM6 (Bostic and
Sondergeld 2015b) and linking between PSM6 and PSM7 (Bostic and Sondergeld
2015a). The PSM7 has 19 items, which includes four anchor items from the PSM6.
There are three items representing each of the five domains within the
seventh-grade content standards of the Common Core (i.e., Ratio and Proportions,
Number Sense, Expressions and Equations, Geometry, and Statistics and
Probability). Item writing involved intentionally developing low-, moderate-, and
high-difficulty items for each content area. It also involved examining key standards
that led to the development of algebraic thinking and reasoning, a core component
of the Common Core (Smith 2014). Initial development included reflecting on
standards within each domain and then gathering data from potential respondents
about what constituted realistic contexts.

The second stage of item development led to conducting think-aloud interviews
with a small group of potential respondents for response process evidence as well as
feedback from mathematics teachers and terminally degreed mathematics educa-
tors. Feedback led to item revisions, which led to further interviews and expert
panel feedback until there was sufficient validity evidence that the individual items
might be put together to form a useful and meaningful measure addressing
problem-solving performance related to the Common Core.

An expert panel evaluating the measure consisted of four seventh-grade math-
ematics teachers, one mathematician holding a Ph.D., and two mathematics edu-
cators with terminal degrees. This expert panel reviewed the items for connections
with the content found in the Standards for Mathematics Content and mathematical
behaviors and habits described by the Standards for Mathematical Practice,
developmental appropriateness, use of complex, realistic, and open problems, and
considered potential bias within the measure. The survey sent to the expert panel is
shared in the Appendix. Results of their reviews communicated that the items
adequately addressed the Standards for Mathematics Content and Standards for
Mathematical Practice, were grade-level appropriate, and adhered to the ideas that
problems should be complex, realistic, and open.

We also wanted a representative sample of seventh- and eighth-grade students to
examine items for potential bias and response processes. Teachers provided sug-
gestions for individuals from both grade levels representing a diverse set of genders,
ethnicities, and academic abilities. From those suggestions, nine students volun-
teered to serve on a second panel following measure administration. This group of
students represented both grade levels, male and female students, multiple ethnic-
ities, and below-average, average, and above-average academic abilities according
to their teachers’ perception. During one meeting, students met in groups of two or
three students and were asked to share their thinking aloud about each item. They
were instructed to describe how they might solve each problem. When every par-
ticipant on the panel shared their approaches, then the interviewer moved to the
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next task. These response process interviews were followed by whole-group
interviews about bias within the items. Students were asked to express if they felt an
item exhibited any bias to a group of students that might cause undue harm or
undue influence on their problem-solving abilities. Both groups (i.e., expert panel
and student panel) expressed that there was no known bias impacting students’
performance.

Data from 654 seventh-grade students located in the United States of America
took the PSM7 during a 90-min block. None of the students had limited English
proficiency. Responses were scored as correct or incorrect. Rasch modeling for
dichotomous responses (Rasch 1980) was employed to examine the psychometric
properties.

Development of the PSM8 followed a similar process; three eighth-grade items
from each of the five content area domains were included in the measure. Item
descriptions for the PSM8 are shown in Table 10.2. Standards come from the
Standards for Mathematics Content.

One item from each of the PSM7 and PSM8 are shown in Figs. 10.1 and 10.2,
respectively.

Table 10.2 Item descriptions and connections with Standards for Mathematics Content (SMC)

Item # Item description Primary SMC Secondary SMC

1 Acres of land 8.Expressions and Equations.4

2 John/Eric Run 8.Expressions and Equations.8.A

3 Festival 8.Expressions and Equations.8.C

4 Chess board 8.Number Sense.2

5 Beef Jerky 8.Number Sense.1

6 Marbles 8.Number Sense.2

7 Boys/Girls Lunch 8.Statistics and Probability.4

8 Walleye 8.Statistics and Probability.1

9 Diapers 8.Statistics and Probability.2

10 Water Balloons 8.Geometry.9

11 Map of Town 8.Geometry.8

12 Capture The Flag 8.Geometry.7

13 Theme Park 8.Functions.5

14 Hockey Game Travel 8.Functions.2

15 Cat Weight 8.Functions.3 8.Functions.4

A water tower contains 16,880 gallons of water. Each day half of the water in the tank is used 

and not replaced. This process continues for multiple days. How many gallons of water are in the 

tower at the end of the fourth day?   

Fig. 10.1 Water tower item from the PSM7
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To meet the aim of the present study, we also selected five seventh-grade items
that represented core ideas and were moderately difficult for seventh-grade students.
One item from each domain (i.e., Ratio and Proportions, Number Sense,
Expressions and Equations, Geometry, and Statistics and Probability) was added to
the PSM8 to make a total of 20 items. The rationale for item selection was (a) items
represent content areas identified as critical areas of seventh-grade mathematics
content standards (CCSSI 2010) and (b) support a trajectory to developing
deep-rooted proficiency for understanding algebra (Smith 2014). These items were
within one standard deviation of mean item difficulty for the PSM7 and respon-
dents’ mean; hence, they were moderately difficult items. As an example, an
average performing sixth-grade test taker had approximately 50% likelihood of
correctly answering the anchor items placed on PSM7. Thus, the items were
appropriate within the broader scope of mathematics progressions because the
average student should be able to correctly respond to the anchor items related to
the previous year’s mathematics content.

10.3.2 Data Collection and Analysis

It is expected that a sample of more than 30 respondents representing the target
population is needed to participate in a validation study and/or to gather meaningful
data about measure functionality when using Rasch modeling (Bond and Fox 2007;
Embretson and Reise 2000). We exceed the minimum for the present study. Three
hundred eighty-four students from a Midwest state in the US completed the PSM8
in approximately 90 min. Responses were scored as correct or incorrect and then
examined using Rasch modeling for dichotomous responses as with previous
iterations of the Problem-Solving Measure. Winsteps version 3.74.0 (Linacre 2012)
was employed for executing Rasch analysis. Psychometric evaluation of validity
evidence, reliability, assessment of anchor item functioning, and displacement were
explored similarly to analyses conducted in previous studies of the measures.

10.4 Results

10.4.1 Psychometric Findings

First, we frame our findings within appropriateness for a fundamental quality of
measurement—unidimensionality. The results respond to the first research question

ofA chess board is made of eight rows with eight squares in each row.  Each square has an area 

3 inches².  What is the exact length for one edge of the chess board? 

Fig. 10.2 Chess board item from the PSM8
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exploring the psychometric properties of the PSM8. For the purpose of our study,
we will only assess item quality and not person-response quality because our focus
is on measure creation and not evaluation of person-ability measures. Items with
infit mean-square (MNSQ) statistics falling outside 0.5–1.5 logits, outfit MNSQ
statistics greater than 2.0 logits, or negative point biserial correlations detract from
high-quality measurements (Linacre 2002). Infit statistics provide information about
unexpected patterns of responses that are closer to the mean. Outfit statistics give
information about whether items have unexpected patterns of responses in outlier
items. Point biserial correlations indicate whether an item is measuring the construct
under investigation.

No item on the PSM8 had a negative point biserial correlation. Further, all infit
and outfit statistics were appropriate. Item reliability was .95, indicating strong
internal consistency. Item separation was high (4.16) suggesting that five distinct
groups of items can be separated along the variable (minimum separation of 2.0 is
acceptable). Item difficulties ranged from −2.87 to 3.11 logits. Synthesizing these
results, we concluded that the items functioned well together to form a unidi-
mensional construct assessing a broad range of problem-solving abilities within
eighth-grade students.

10.4.2 Vertical Equating Findings

Related to our second research question examining evidence suggesting that scores
on the PSM7 and PSM8 are vertically equated, four of the five anchor items from
the PSM7 for the PSM8 functioned well as they were within the appropriate range
for displacement (±.40 logits). We concluded that four of the five items should
remain on the PSM8 as a means to link the PSM8 with the PSM7. Thus, the PSM8
was revised and future administrations of this assessment were as a 19-item test
instead of 20 items. A variable map of the PSM8 with the anchoring items is
provided in Fig. 10.3 showing items ordered on the right side of the map from
easiest at the bottom to more challenging at the top. Students are on the left side of
the map ordered from less able on the bottom to more able on the top. PSM7 items
kept as anchors on the PSM8 are boxed on the map.

10.5 Discussion

The present study is grounded within the context of other research on the
Problem-Solving Measures. Initially, the PSM6 was developed and validated for
use as a classroom assessment useful for researchers, administrators, teachers, and
students (Bostic and Sondergeld 2015b). A logical next step was to create a
Problem-Solving Measure for use with seventh-grade mathematics students and
vertically equate the PSM6 and PSM7. For a complete discussion of validating the
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PSM7 and linking it with the PSM6, see Bostic and Sondergeld (2015a). In sum-
mary, there was sufficient evidence along five validity sources for the PSM8 and
four items link the PSM7 with the PSM8. The present study provides the next step
in developing a suite of middle grades problem-solving assessments: communi-
cating psychometric validity evidence for the PSM8 and linking it with the PSM7.
Thus, these studies collectively provide sufficient grounding for using the
Problem-Solving Measure series in grades six, seven, and eight for assessing stu-
dents’ problem-solving performance.

Standards and assessments should align (Wiliam 2011) and provide meaningful
evidence to test administrators and respondents (Black et al. 2004). Vertically
equating is often discussed but rarely performed in practice (Lissitz and Huynh
2003). Its use on the Problem-Solving Measures with linking items provides
meaningful formative assessment data including mathematical understanding of
standards that are part of classroom instruction as well as connections to mathe-
matical practices (CCSSI 2010). The Problem-Solving Measures meet Wiliam’s
(2011) call for classroom assessments that align with content and practice standards
that students learn.

Fig. 10.3 Variable map for
PSM8
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Results from this study also provide researchers examining mathematics edu-
cation constructs a means to gather data about students’ problem-solving abilities.
Problem solving and mathematics should not be considered as two separate fields of
mathematics learning (National Council of Teachers of Mathematics 2000, 2014);
hence, we frame the Problem-Solving Measures as not only a tool to examine
mathematical problem-solving abilities, but also an instrument to gather data about
students’ mathematics learning. We caution use of the series as a sole determinant
of mathematical understanding, because it does not necessarily provide evidence of
students’ knowledge related to all standards that should be taught during the aca-
demic year. Moreover, it is not a high-stakes test and should not be used to make
high-stakes test decisions. Instead, it should be used as a formative assessment tool
to capture information about students’ growth during an academic year and/or
growth across multiple years.

Considering the international audience of this monograph, we advocate for
following best practices for creating measures and validating them (American
Educational Research Association [AERA] et al. 2014). The Problem-Solving
Measures were modeled after a problem-solving instrument used by Verschaffel
et al. (1999) for a single grade level. Adhering to the validation process described
by Bostic and Sondergeld (2015b) was essential before we considered vertical
equating the PSM7 and PSM8. Thus, scholars working with respondents who are
not fluent English speakers should not implement the Problem-Solving Measures
series before conducting a small validation study. It may be necessary to revise
contexts and/or language before implementing it on a large scale in such situations.
Researchers working with English-speaking respondents should feel confident that
they are using an instrument that measures performance on grade-level items as
well as material found in the previous grade-level and is grounded in robust validity
evidence. A second facet is that different standards from different countries may not
necessarily align with the Common Core. Thus, researchers intending to use this
measure in English-speaking countries outside of the US should explore the content
connections between the Common Core and the standards in their country before
administering the measure. Otherwise, there is potential for a misuse of the PSM7
and PSM8 because the validity evidence is grounded with a specific set of content
and practice standards consistent with policies found in most states within the US.

10.6 Limitations

Like any study, the present work has limitations. The first limitation is that the
PSM7 and PSM8 address all of the domains found on the Common Core but do not
represent every standard within a particular domain. A measure containing an item
whose primary standard is addressed by one and only one item would require a test
with more than 25 items and likely take an entire week of school to complete.
Hence, the Problem-Solving Measure in general broadly addresses the mathematics
content found in grade-level standards.
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A second limitation is that, while results from Rasch modeling are
sample-independent, it may be possible to have slight fluctuations in results (usu-
ally within a standard error) due to a sample. We met evaluation standards (AERA
et al. 2014) for measure development with our sample, but it is possible that a
different respondent sample for this study might produce slightly different results.
However, because we met the requirements for measure development (AERA et al.
2014), results from different samples should produce similar statistics because of
the sample-invariant nature of Rasch modeling.

10.7 Future Directions for Research
on the Problem-Solving Measure Series

Three directions for research on and with the Problem-Solving Measure series are
shared here. Data from students in 65 teachers’ classrooms are currently being
analyzed to explore students’ growth during one academic year using the series.
Teachers in grades six, seven, and eight administered the measures at the beginning
of an academic year (first two weeks of school) and again near the end of it (within
the last month of school). Authors of the present study are leaders of this project,
and will extend data collection into a second year, thus collecting two years of data
on students’ problem-solving performance. Goals with this project are three-fold.
The first goal is to examine changes in students’ problem-solving performance
related to a set of mathematics standards during one academic year. Respondents
are unlikely to recall items that are verbally dense when there is sufficient time
between test administrations and the thinking required to solve the items requires
critical, complex thinking. A rough guideline for problem-solving items like those
on the PSM7 and PSM8 is to allow more than two weeks for respondents to forget
their earlier responses, longer durations between test administrations significantly
decrease likelihoods for retaining this information in working or short-term memory
(Schacter 1999). Thus, there is little concern that at the end of the academic year
students might respond identically to how they did at the beginning of the year.

The second goal is to examine students’ growth across years using the series.
Because the PSM7 and PSM8 are vertically equated, growth is measured along one
meter stick. Respondents’ performance is measured and can be discussed easily in
terms of year-to-year growth, which is unlike tests without anchor items. In the
latter case, respondents’ growth can be described on a single measure but not
necessarily across measures (or grade-levels).

A third goal is to illustrate how researchers might successfully document growth
across one year as well as multiple years at-scale. There is a need for more lon-
gitudinal studies of problem-solvers’ performance; at the present time, there are few
such reports, and hence, little is known about how students’ development as
problem solvers is related to the content they learn in classroom contexts. The
Problem-Solving Measures provides a means to capture those data effectively and
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efficiently. Moreover, score interpretations and uses are deeply grounded with
validity evidence (see Bostic and Sondergeld 2015b; Bostic et al. 2017).

Extending the Problem-Solving Measure assessments into elementary grade
levels (e.g., grades three, four, and five) is a second direction for future research.
Such an extension might provide students, teachers, parents, and researchers with
useful information about changes in students’ problem-solving performance over
time and across grade-levels. This extension may involve a closer examination of
testing students of these ages across two days. For instance, a 90-min test might
require students to have two or three days (e.g., 45 and 30-min blocks) for testing.

A third viable direction for research has two different but related pursuits. In
every instance, a Problem-Solving Measure has been administered without a cal-
culator and as a paper-and-pencil measure. Problem solving may focus on appro-
priate strategy-use for an open, realistic, complex task. Arriving at a correct result is
important but not necessarily more important than employing an appropriate
mathematical strategy to the task. At times, problem solvers express incorrect
answers to problem-solving tasks because of calculation errors that might or might
not be remedied by the use of a calculator. To that end, a study of students’
responses with and without a calculator might offer some idea about the role of a
calculator for the assessments in the series. The second direction involves an online
format for test administration. Students’ responses to the Problem-Solving Measure
are scored as correct or incorrect. If each answer has a finite number of correct
responses, then could it be delivered as an online instrument and still maintain its
rigorous validity evidence? Again, this question requires follow-up in its own
research study.

10.8 Conclusions

The PSM8 had reasonable psychometric properties and results supported linking
the PSM8 with the PSM7. These results, in combination with our past research,
suggest we have created a series of classroom-based measures for grades six, seven,
and eight. Such measures reflect the complexity of assessing mathematical problem
solving within the context of grade-level content standards. Linked measures also
respond to a call for valid and reliable assessments that might be useful across a
wide audience. Teachers in the United States have already used results from the
series to inform instruction and modify classroom practices (Folger and Bostic
2015). Additional teachers and researchers might consider the series as a foundation
for assessments that can be employed to derive meaningful feedback for learning
about students’ problem-solving abilities and informing instructional practices.
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Appendix

Is the task a problem? (YES or NO).
Is the task open? (YES or NO).
Is the task realistic? (YES or NO).
What seventh- or eighth-grade Common Core Standard(s) for Mathematics
Content are addressed by this task? Please list the primary standard and/or
secondary standard, if applicable.
(NOTE: The primary standard is one that is best addressed by this task. The task
may also address a secondary standard. Finally, the task may address a tertiary
standard that is somewhat connected but not necessarily the clearest standard. For
example, a student could solve the problem in a certain manner that employs
knowledge from the tertiary standard but is not the most likely problem-solving
approach that will be used.)
What Standard(s) for Mathematical Practice primarily are addressed by this
task?
What bias, if any, do you perceive within this task that might inappropriately
influence a respondent’s ability to answer this question?
FOR MATHEMATICIAN ONLY
Please show at least two viable approaches to solve this task.
Is the mathematics correct?
Is there a well-defined solution?
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Engaging Teachers in Formative

Assessment



Chapter 11
French Primary Teachers’ Assessment
Practices: Nature and Complexity
of Assessment Tasks

Nathalie Sayac

Abstract Lack of regulation regarding grading and autonomy granted to teachers
in the classroom characterize evaluation in France. Therefore, we know little about
the assessment practices of French teachers. This paper reports results of a study
designed to explore the assessment practices of French primary school teachers in
mathematics with a didactic approach. Using a didactic tool to analyse assessment
tasks given to students and studying classroom assessment practices of 25 primary
school teachers, I found that, even if the tasks proposed in assessments are different,
most are connected to low-levels of complexity and competencies. Great diversity
is a characteristic of assessment practices among primary school teachers in France
concerning grading, design intent, collaboration, etc.

Keywords Assessment � Mathematics � Schoolteacher � Tasks
Didactics

11.1 Introduction

How do French primary school teachers assess their students in mathematics? It is
the question I asked myself as a researcher in didactics of mathematics and teacher
training. To deal with this issue, we need to focus on the specific activities of
teaching and consider the cultural and institutional context within which they occur.
This paper answers this call by focusing on the assessment activity of primary
school teachers in France to increase awareness and understanding of their
assessment practices and ways to enhance those practices. Given the link between
assessment and learning and concerns about student achievement, the question of
how students are assessed in classrooms is a major concern. In a number of
countries, classroom assessment is strongly supported by objectives set out in the
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curriculum (in terms of competencies) or in education policies; these objectives
may or may not be accompanied by guidelines. Classroom assessments should
therefore be studied within the context in which they exist or evolve because this
may provide more elements for interpretations of observed patterns (Nortvedt et al.
2016).

In the case of France, classroom assessment has been largely left to teachers.
However, over the past fifteen years, France has begun to join other countries in
moving toward some regulation of assessment and grading. An appendix provided
by The Superior Council for the Curriculum recommends considering assessment
as a ‘toolbox’ with resources for both students and teachers. However, there is little
information and training as to how to apply these recommendations, so assessment
practices appear to be implemented in ways that are individual to the teacher.

In fact, very little is known about the assessment practices of teachers in general,
and in particular with respect to assessment in mathematics. Thus, the question
arises: how do French teachers really assess their students in mathematics in their
day-to-day classroom practice? The study reported here was developed to gain
further insight into French assessment practices in mathematics by exploring these
practices among primary school teachers.

To study the assessment practices in mathematics classrooms in France, I con-
ducted a study as part of a collaborative research project with practitioners, which
allowed a close investigation of the day-to-day reality faced by teachers (Jaworski
2006). In the next section, I present results related to summative assessment in
mathematics at school, by studying various data that highlight the kinds of
assessment tasks given by primary school teachers, in terms of content and com-
petencies, in a specific mathematical domain.

11.2 Theoretical Background

In this study, I consider the assessment of student learning from a didactic
approach. A didactic approach towards assessing student performance focuses on
the “relationships between teaching, learning, and content, and relationships
between assessment and subject matter construction, in other words between
didactic and pedagogy” (Reuter et al. 2013, p. 101). This didactic approach to
assessment lies within the context of French didactics, the main elements of which
need to be specified. Assessment is not a central subject in French mathematics
didactic theories. In the Theory of Didactic Situations (TDS) (Brousseau 1997),
students learn by confrontation with fundamental situations and an appropriate
didactical contract. Assessment has no place in this leading French theory, which
could explain why there are so few studies on assessment in France. In the
Anthropological Theory of Didactic (ATD) (Chevallard 1999), assessment is
the sixth moment of the ‘study’ (teaching situation). Chevallard considers that “the
evaluative events that may be observed are not merely incidental existing events, a
necessary evil that may be ignored, but instead constitute one of the determining
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aspects of the didactic process that sets and regulates everything: teachers’ behavior
and students’ learning alike”1 (1986, p. 4). For Roditi (2011), as part of the ‘double
approach’ theory (Robert and Rogalski 2002), assessment is one of the five orga-
nizational activities in teaching practices. For my part, I consider assessment as a
specific activity that is part of the teaching and learning process that should be
studied through different evaluative episodes (both formal and informal) planned by
the teacher during the learning process. These evaluative episodes may play either
formative or summative purposes. They are influenced by the way that the teacher
conducts them and on the didactic contract2 involved (Brousseau 1988;
Schubaeur-Leoni 1991). To study classroom assessment, I chose to focus on the
main evaluative episode, the one proposed by primary school teachers in France at
the end of a teaching situation (summative). My examination focused on:

• Teachers’ assessment activity, in terms of complexity of their practices, their
professional judgement and their assessment skills. How do they design their
tests? Which kind of grading do they use? How do they connect their tests to the
other moments of the teaching situation?

• The content being assessed, in terms of the nature and the validity of assess-
ment tasks. What can we say about the assessment tasks proposed by teachers in
their tests? Is there enough variety and complexity regarding the mathematical
content?

In the following, I explain why I focused specifically on these elements.

11.2.1 Teachers’ Activity

11.2.1.1 Complexity of Practices

In France, teachers have full freedom in how they assess their students (Nortvedt
et al. 2015). Yet, I share the view, held by Black and Wiliam (1998, 2009),
Clarke (1996), Nunziati (1990) and Stiggins (1988), that classroom assessment is a
complex teaching–learning process that is dependent on various parameters. Further
to this, in the double approach theory (Robert and Rogalski 2002), which I use as a
framework for analyzing teaching practices in mathematics, teachers’ practices are

1In French: “les faits d’évaluation qu’il peut alors y (la classe) observer ne sont pas simplement un
existant contingent, un mal nécessaire que l’on pourrait ignorer, mais bien l’un des aspects
déterminants du processus didactique qui règle et régule tout à la fois les comportements de
l’enseignant comme l’apprentissage des élèves.”
2From the Encyclopedia of Mathematics, edited by Lerman (2014): A “didactical contract” is an
interpretation of the commitments, the expectations, the beliefs, the means, the results, and the
penalties envisaged by one of the protagonists of a didactical situation (student, teacher, parents,
society) for him- or herself and for each of the others, à propos of the mathematical knowledge
being taught (Brousseau and Otte 1989; Brousseau 1997).
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also considered to be complex and dependent on several components (cognitive,
evidential, personal, social, and institutional). Thus, the assessment practices of
primary school teachers in mathematics, being part of overall teaching practices, are
also complex. Although very little is known about these assessment practices,
certain findings about classroom assessment practices in other countries may also
apply to practices in French classrooms. For instance, like teachers in other
countries, French primary school teachers may use a “hodgepodge” of factors when
assessing and grading students (McMillan et al. 2002). Teachers’ decision-making
in the classroom is influenced by a variety of external factors (e.g., accountability
testing, parents’ expectations) and classroom realities (e.g., absenteeism, disruptive
behaviour, heterogeneity) (McMillan 2003), which presumably is also true for
teachers in France.

11.2.1.2 Professional Judgement

Professional judgement plays a large role in teachers’ assessment practices (e.g.,
Allal 2013; Barr and Cheong 1995; Laveault 2009; Morgan and Watson 2002;
Wyatt-Smith et al. 2010). Professional judgement includes both cognitive processes
and social practice (Mottier Lopez and Allal 2008), which is not the same as a
‘mechanical gesture of measurement’ (Wyatt-Smith et al. 2010), but must be
considered as a “flexible dynamic process comprised of middle and final judge-
ments” (Tourmen 2009). Allal considers that “teachers’ judgement in assessment is
analogous to clinical judgement in the medical professions in that it implies
establishing a relationship between the singular (everything the evaluator knows
about a particular individual) and the general (formal and tacit professional
knowledge, as well as institutional norms and rules) in order to formulate the most
appropriate course of action possible” (2013, p. 31). The professional judgement of
teachers could be viewed as an act of discernment and as the ability to build an
intelligibility of the phenomenon of assessment, while taking into account the
epistemic, technical, social, ethical and paradigmatic dimensions of classroom
assessment practices (Tessaro 2013). According to Noizet and Caverni (1978),
Chevallard and Feldmann view professional judgement as “an act in which we
make a judgement about an event, individual or object by referring to one or more
criteria, regardless of the criteria or object involved” (1986, p. 24). They also assert
that assessment is a message from a teacher to their students that goes beyond the
sole objective of assessing learning. In the didactic approach of assessment I pro-
pose, the professional judgement in assessment could be considered as a kind of
“didactic vigilance” (Charles-Pézard 2010) specifically applied to the assessment
activity of teachers allowing them two things: to give a valid verdict (Chevallard
1989) on students’ mathematical knowledge, individually and collectively, from
data collected during the different evaluative episodes; and to mutually articulate
the different moments of the teaching situation (connecting evaluative episodes to
the other moments of the learning process), based on data collected during the
different evaluative episodes.
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This professional judgement in assessment depends on individual factors, such
as beliefs about learning and assessment and also professional and personal
experiences with assessment (Brady and Bowd 2005; Di Martino and Zan 2011;
Jong and Hodges 2015). Professional judgement in assessment is also related to
teachers’ mathematical and didactical knowledge as they interpret students’ mis-
conceptions and errors (Bennett 2011; Vantourout and Maury 2006).

11.2.1.3 Teachers’ Assessment Skills

Classroom assessment requires a great deal of time and effort and is a central task of
teachers (Stiggins 1988) but many researchers have shown that teachers may be
under-skilled and lack confidence in carrying out assessment (Black and Wiliam
2010; Moss and Brookhart 2014) and in using assessment techniques
(Christoforidou et al. 2014). Martinez et al. (2009) have highlighted that teachers
use normative perspectives on a widespread basis without understanding the real
issues at stake, while Kilday et al. (2011) indicate that a number of teachers are
misinterpreting students’ results and undervaluing their skills. Furthermore,
Stiggins (2007) argues that too much attention is paid to high-stakes standardized
tests and not enough to day-to-day assessments. Although France does not engage
in high-stakes standardized tests at the primary level, I am convinced that there is a
lack of attention to day-by-day assessments, particularly because teachers receive
little or no training in student assessment.

11.2.2 Content Being Assessed

11.2.2.1 Nature of Assessment Tasks

Focusing on mathematical tasks to study how students are assessed is a common
practice in mathematics education (Clarke 1996; Senk et al. 1997; Van Den
Heuvel-Panhuizen 1996) because “the quality and consistency of teachers’ informal
assessment of their students are also dependent on the quality of the tasks used”
(Morgan and Watson 2002, p. 82).

In this study, tasks are analyzed via Activity Theory, which was first developed
by researchers who adopted Vygotsky’s approach, was subsequently used in pro-
fessional didactics (la didactique professionnelle), and was later linked to a
didactical approach to mathematics teaching in the ‘double approach’ (Robert and
Rogalski 2002). This theory involves the notions of task and activity. By task, we
refer to the definition proposed by Leontiev (1976, 1984) and developed by Leplat
(Leplat 1997; Leplat and Hoc 1983), that is, the “goal to be attained under certain
circumstances” (Rogalski 2013, p. 3). The activity is what a subject engages in
while performing the task. This includes external actions as well as any inferences,
hypotheses, decisions, and actions that the subject decides not to carry out.
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In collaboration with Grapin, I developed a tool for analyzing assessment items
in mathematics, guided by didactic findings as well as the theory of activity (Sayac
and Grapin 2015). This tool, which takes into account the class level, is composed
of three factors:

• A complexity factor related to the wording and the context of the items
(FC1), and to the way in which the task is presented to students. In this factor,
the language level used in the formulation of the task and the nature of the
information are considered (text, chart, diagram, etc.). What matters is how
students manage to understand the question and what they must do to perform
the task. Sometimes, the formulation is not clear or is misconstrued. Context and
the provision (or absence) of an operational representation of the task are also
considered in this factor. Indeed, even if the effectiveness of real-life problems is
far from established (Beswick 2011; Boaler 1993), I agree with Van Den
Heuvel-Panhuizen that:

Their crucial feature is that they be situations that students can imagine, that are ‘real’ in
students’ minds. (2005, p. 10)

For example, consider three complexity levels when asking students to
decompose a number:

Level 1—Decompose every number as in the example:
4567 = 4000 + 500 + 60 + 7.
Students could easily understand what can be done through the example.
Level 2—Write every number by decomposing it unit-by-unit (thousand, hundred,
ten, unit).
This instruction is clear, but students need to interpret the units words.
Level 3—Decompose every number by writing its additive decomposition giving
the value of every digit.
This instruction is convoluted and more difficult for students to understand.

• A complexity factor related to the difficulty of the mathematics involved in
the tasks (FC2), in terms of the scope of the work performed in the didactics of
mathematics.
In this factor, the mathematical difficulty of the tasks is considered and high-
lighted by didactic findings that include some of the factors used by Henningsen
and Stein (1997) to study appropriate or inappropriate mathematical tasks. This
factor is directly connected to mathematical knowledge as well as to difficulties
encountered by students or identified in didactics research. From this factor, a
task could be simple or not, and regarded as more or less easy. For instance,
many studies have shown the difficulties of learning and teaching the decimal
number system for whole numbers, particularly in the concept of unit (Fosnot
and Dolk 2001; Houdement and Chambris 2013; Mounier 2010). Tempier
(2016) has also shown that, in the case of numbers larger than one hundred,
complexity is partly due to the multitude of possible relationships between units.
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For example, if you ask students to write numbers, the mathematical difficulty
depends on various didactic components.

Level 1—5 hundreds, 3 tens, 6 units: the way you write this number is the way you
read it. Students should be able to do this without any difficulty.
Level 2—7 hundreds, 8 units: The absence of ten units involves the presence of a
zero in the number. This may present a difficulty for the student.
Level 3—8 hundreds, 12 tens, 45 units: students need to compose units before
writing the number. This makes the task of writing the number more difficult.

• A competency factor related to the way in which students must combine
knowledge to carry out the task (NC).
Mathematical competency is defined as the “capacity to act in an operational
way when faced with a mathematical task, which may be unfamiliar, based on
knowledge that is autonomously mobilised by the student” (Sayac and Grapin
2015, p. 113). This means that the familiarity with the tasks must be considered
despite the difficulty involved in the task. This competency factor is illustrated
below by means of three items corresponding to different competency levels of
the tool relating to a particular task, that of associating a hatched area with a
given fraction.

Level 1: Shade in the area corresponding to the fraction ¼ in the given figure.

This level requires the direct application of knowledge pertaining to fractions in a
regular task.
Level 2: Shade in the area corresponding to the fraction ¼ in the given figure.

At this level, students must first divide the figure into four equal parts before
shading in the area corresponding to the fraction ¼. It is not exactly a regular task,
but students would certainly have encountered similar ones before.
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Level 3: Shade in the area corresponding to the fraction 5/10 in the given figure.

At this level, the student must convert 5
10 to

1
2 before shading in half of the eight parts

that constitute the figure. This conversion is left entirely to the student and requires
a high level of competency.

To study classroom assessment through a didactic approach, I analyze the
knowledge being assessed and the complexity of the tasks used by teachers to
assess their students by examining these three factors.

11.2.2.2 Validity of Classroom Assessment

The validity of assessments is an important component of research on classroom
assessment. My understanding of validity is that conceptualised by European
researchers (De Ketele 1989; De Ketele and Gerard 2005; De Landsheere 1988;
Laveault and Grégoire 2002):

Validity is the adequacy level between what we say we are doing (assessing such and such
a dimension) and what we are actually doing, so between what the tool is measuring and
what it is supposed to measure. (De Ketele and Gerard 2005, p. 2)

Among the various definitions of validity by these authors, some important
components that are consistent with classroom assessment are curriculum validity
(what is assessed refers to the curriculum) and pedagogical validity (what is
assessed refers to the mathematical content taught) (De Landsheere 1988).
Researchers in didactics also pay attention to the techniques used by students to
perform tasks, such as Grapin (2015) who considers that to be valid, the goals
defined for tasks need to correspond to the techniques that are expected to be used
to accomplish these tasks. With regard to summative assessment, Moss (2013)
suggests these conditions for validity: the appropriateness of the assessment tasks in
relation to the learning being assessed, the format of the question in relation to the
nature of the learning being assessed, and the correspondence between curriculum
goals and the learning that occurs in class.
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11.3 Methodology

11.3.1 Overall Approach

As a first step towards studying the assessment practices of French primary school
teachers, I decided to focus on evaluative episodes proposed by teachers at the end
of a teaching situation, because they constitute the main evaluative episodes pro-
posed by teachers in France. To limit the scope of the study, while allowing
mathematics assessment to be explored at all primary school levels (grades 1–5), I
chose to focus on one specific area of knowledge: whole-number learning assess-
ment (knowledge and writing of numbers).

These choices led me to study, more specifically, the assessment tasks designed
by teachers to assess their students. To do that, I collected test(s) given by teachers
to assess their students in numeracy and whole numbers as well as exercises and
homework on numeracy and whole numbers given to students during the learning
process.

Each assessment task in every test was examined in relation to the three factors
defined previously, so as to determine the corresponding levels. I also compared
these assessment tasks with those given during the teaching situation (exercises and
homework) in order to measure the gaps between tasks conducted during this
period and tasks conducted during the evaluative episode. In this way, I could
explore the validity of the classroom assessment provided by the teachers in my
sample. I also collected complementary data allowing me to investigate some of the
dimensions of the assessment practices of the primary school teachers:

• Biographical and professional data based on a short questionnaire in addition to
the other data collection for the study.

• Marked tests with comments and grades: successful, less successful and
unsuccessful students’ tests.

• Additional information based on interviews.

After analyzing all the tasks given by the teachers in their test(s), I identified
questions to be asked in the interviews pertaining to specific tasks that I wished to
explore in greater depth or in terms of the rationale behind the task selection. For
example, I asked a teacher to justify the chosen numbers with different writing
proposed within the same exercise, I asked another one if she always used such
presentations to ask her students to compare numbers. I wanted to know if the tasks
were usual and if teachers picked them knowingly. Each interview was transcribed
and the teachers’ responses were coded so as to enable the identification of what I
considered to be the most crucial elements with regard to their approach, namely
when they created their assessments (before or after planning their lesson), what
resources they used (websites, textbooks, curriculum, etc.), whether they designed
assessments with other teachers or alone, how much importance they placed on the
competencies defined in the curriculum, what grading system they used (numerical,
alphabetical, competency level), and how they utilised assessments (group or
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individual correction, identification of groups with specific needs, etc.). In doing so,
I could explore the teachers’ assessment activity of my sample and learn more about
their assessment practices.

The marked tests along with interview data provide information about the
teachers’ professional judgement and their relationship with mathematics
(Vantourout and Maury 2006). After gathering all the data, I computed simple
statistics to explore the different components of the assessment practices and the
nature of the assessment tasks.

11.3.2 Data

The data were collected during the 2014–2015 school year with the help of field
educators involved in the collaborative research, who approached colleagues within
their school sector (the Seine-et-Marne department). Twenty-five primary school
teachers formed our sample. Among these were regular teachers (22), fledgling
teachers (3), and teachers working in disadvantaged areas with special educational
needs (8). They all agreed to take part in our study because they were interested in
the research subject and the potential results. The teachers provided us with the data
mentioned above, with each test corresponding to an evaluative episode of sum-
mative assessment. I obtained the exercises and homework during the teaching
situations themselves by photocopying the exercise book (cahier du jour) of one
student per class.

Our analytical tool was only applied to the mathematical tasks given in tests as
the other data were solely useful for comparing the nature of test tasks with tasks
given during teaching situations. A total of 884 tasks were studied, and each teacher
gave tests composed of various numbers of tasks, ranging from 16 to 53.

11.4 Results

In this section, the results relating to episodes of summative assessment by French
primary school teachers are studied through the aspects investigated: content being
assessed and teachers’ activity.

11.4.1 Content Being Assessed

As indicated earlier, the content of evaluative episodes at the end of teaching
situations concerning numeracy in Grades 1–5 classrooms were analyzed by using
the three analytical factors of the above-mentioned tool. This tool provides insight
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into the levels of complexity and competency associated with assessment tasks
based on our sample of primary school teachers in France.

11.4.2 Overall Result

On the whole, the assessment tasks given by the teachers in their tests are char-
acterised by low levels in both complexity factors related to the wording and the
context of the tasks (FC1), to the mathematics involved in the tasks (FC2), and the
competency factors (NC) as presented in Table 11.1.

Notice that most of the assessment tasks in the sample correspond to the lowest
level in the complexity factor related to the wording and the context of the tasks
(FC1). That means that, broadly, teachers give simple instructions to their students
to assess them. However, there is significant variability among the twenty-five
teachers, regardless of grade. For example, level 3 tasks are observed at all grades,
from grade 1 to the upper grades. However, observe that more than 75% of the
tasks are related to the first level of FC1 and this result is valid regardless of the
grade level. It is a reassuring outcome to the extent that students need to understand
the assessment task in order to perform it. If a student doesn’t understand the
assessment task, the teacher cannot assess him and determine his knowledge level
of content.

The majority of assessment tasks pertaining to the second factor (FC2), which is
directly related to mathematical knowledge, are also connected to low levels.
Slightly over two-thirds of assessment tasks correspond to the lowest complexity
level, approximately 30% at the intermediate level, while only 2.5% related to the
highest level. This finding is not surprising as the vast majority of the teachers
stated their belief that assessment must not be so difficult as to penalize students and
must be designed fairly. Regarding the nature of the assessment tasks, complexity is
often associated with the presence of zeros, the absence of certain units, number
length, or the transition to higher-order or lower-order units.

If we distinguish assessment task levels by grade, we observe that teachers from
higher grades (cycle 33: grades 3–5) set more difficult assessment tasks in relation to
this factor related to mathematical knowledge than teachers from lower grades
(cycle 2: grades 1–2) (see Table 11.2).

It seems as though the higher-grade teachers wish to prepare their students for
junior secondary school, as the higher-grade teachers are more likely to provide
more difficult assessment tasks in relation to mathematical knowledge. This might
be regarded as legitimate given the increase in the level of requirements in
accordance with the class level, but the allocation of the complexity levels of this
factor already takes into account this increase. That means that teachers seem to

3In France, school levels are cut in cycles: cycle 1 for kindergarten, cycle 2 for grades 1–2, and
cycle 3 for grades 3–5.
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expect more of their students only when they are teaching in higher grades at
school. Concerning the competency factor (NC), we note that no level 3 was
identified in any of the assessment tasks. This finding supports the fact that during
the interviews, the teachers said that they did not want their students to fail;
therefore, they preferred to wait until they believed that the students were ready
before assessing them. Overall, the first competency level is associated with 92.6%
of the tasks given in the assessment sessions. Only a small percent (7.4%) of the
assessment tasks deal with the second level. Furthermore, the setting of assessment
tasks corresponding to competency level 2 does not seem to be linked to grade
levels but rather to professional judgement and personal conceptions. I also
examined the nature of tasks given by the teachers in tests concerning the domain of
numeration. More specifically, I counted the number of tasks related to 3 typical
aspects of numeration: ordering of numbers, equivalence of writing registers, and
the cardinal number of a collection, distinguishing them by cycle (see Table 11.3).

The hierarchy of the tasks corresponding to the category “Equivalence of writing
in the same register or in different registers” is very marked. This nature of tasks
represents more than half of the tasks proposed in the whole of the collected tests,
but the distribution between cycles is uneven (26% in cycle 2 against 66% in cycle
3). The category “Ordering of numbers” is rather homogeneous in both cycles of
primary school and represents a little more than a third of all tasks. In contrast, the
category “Cardinality of a collection without operation” is absent from cycle 3,
although it corresponds to more than a third of the tasks proposed in cycle 2 tests.

I had considered that the validity of classroom assessments could be ensured by
a variety of assessment tasks and through the connection of assessment tasks to
tasks given during the teaching process. My results indicate that the validity of the
tests given by the teachers to their students may be questioned; although the tasks
given during assessment align with the tasks given during teaching situations, the
predominance of low-level assessment tasks regarding the three factors has
implications for the validity of classroom assessment. If only low-level tasks are
included in the tests, how could we consider that students are adequately assessed?

Table 11.1 Percent of content analysis of assessment tasks

FC1
(level 1)

FC1
(level 2)

FC1
(level 3)

FC2
(level 1)

FC2
(level 2)

FC2
(level 3)

NC
(level 1)

NC
(level 2)

NC
(level 3)

75.5 21.7 2.7 68.5 29 2.5 92.6 7.4 0

Table 11.2 Percent of tasks
at each level of FC2 by grade
level

Mathematical
knowledge

FC2 = 1 FC2 = 2 FC2 = 3

Grade 1–2 (cycle 2) 85.5 14.5 0

Grade 3–5 (cycle 3) 58.5 37.1 3.9

Average cycle 2 and
cycle 3

68.5 29 2.5
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This predominance of low-level assessment tasks could be explained by the will of
primary school teachers to not defeat their students, but teachers also need to know
exactly what their students have learned and how students might extend their
knowledge to more complex tasks. The validity of classroom assessment could be
ensured with a range of simple to complex assessment tasks and not only by
matching assessment tasks with tasks proposed during the teaching situation.

11.4.3 Teachers’ Activity

11.4.3.1 Assessment Practices

A majority of the teachers in this study designed their tests alone (72%) based on
online resources (72%) or mathematics textbooks (68%). Teachers appear to have
picked exercises from various sources, which they then compiled to create the tests
in accordance with both institutional and professional expectations as well as the
exercises given during previous sessions.4 This supports the idea that classroom
assessment usually uses a range of teacher-selected or teacher-made assessments
that are closely aligned with what and how the students are learning (Baird et al.
2014).

Furthermore, nearly half of the teachers designed their tests at the end of the
teaching situation, which was when they considered that the students were “ready to
be assessed”. Thirty-six percent of teachers (36%) designed their tests prior to the
teaching situation, but they admitted to making adjustments towards the end of the
teaching cycle. In France, all primary school teachers must fill in a skills booklet for
each student at the end of each term. They have choice as to what data they draw
on. Some of them choose to base their information on day-by-day assessments,
while others use specific tests. In the interviews, twenty-eight percent (28%) of the
teachers mentioned the skills booklet in relation to tests and how to design tests. Of
course, this does not imply that the other teachers did not link their tests with the
skills booklet. Sixty four percent (64%) of the teachers involved in the study

Table 11.3 Number (percent) of numeration tasks by content nature

Nature of tasks Cycle 2 Cycle 3 Total

Equivalence of writing numbers
in the same register or in different registers

83 (26%) 388 (65.6%) 471 (52%)

Ordering of whole numbers 125 (39%) 203 (34.4%) 328 (36%)

Cardinality of a collection without operation 111 (35%) 0 111 (12%)

Total 319 591 910

480% of the teachers gave exercises corresponding ‘exactly’ to those given during previous
sessions.
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designed their tests based on the competencies listed in the curriculum and 68% of
them used them for grading and filling in skills booklets.

Twenty percent (20%) of the teachers expressed a certain degree of benevolence
or encouragement, either during the interviews or through the comments they made
when marking tests. For example, one of the marked tests bore the comment ‘Well
done, you’ve made progress, keep it up’; during the interviews, several teachers
said that they did not wish to ‘trick’ their students or that they took care not to
stigmatise weaker students.

11.4.3.2 Assessment Skills

Only sixteen percent (16%) of the teachers involved in this study had a background
in mathematics. This could mean that many teachers may lack mathematical skills
or are uncomfortable with mathematics. The analysis of teachers’ grading of tasks
demonstrated this lack of mathematical knowledge in many instances. For example,
in the exercise5 below (Fig. 11.1) given in Grade 5, a teacher has corrected the
student answer concerning the figure C (triangle) by proposing the number 8 for the
perimeter (in red). She didn’t realise that neither she nor the students could answer
this question, at this grade level, as the Pythagorean theorem would be required.

Surprisingly, most of the teachers did not grade tests in collaboration with other
teachers, with only eight percent (8%) of them doing so. Nearly a third of the
teachers (32%) indicated they only went back to a test if they felt it was necessary,
for example when many students failed an exercise. This seems to suggest that
teachers only use assessments to pick out students who are struggling, with the
intention of helping them by means of specific devices outside of classroom ses-
sions. These findings can be explained by the fact that the focus was on summative
evaluative episodes. During the interviews, only four teachers spontaneously dis-
cussed formative assessment and two mentioned diagnostic assessment. A likely
reason for this is that in France, until recently, there were no institutional recom-
mendations promoting formative assessment in the classroom and there is still no
training in formative assessment.

11.4.3.3 Grading Practices

According to a report by the General Inspectorate of the Ministry of Education (July
2013), French teachers use a variety of grading systems, ranging from colour codes
(in nursery school), literal appraisals such as ‘mastered’ (A), ‘not mastered’ (NA),
‘to be reviewed’ (AR) and ‘in the process of being mastered’ (ECA), to marks

5Students must find out the area and the perimeter of each figure and put results in a table.
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denoted by numbers (from 0 to 10 or from 0 to 20) or letters (A, B, C, D). The
grading system differs greatly among class levels, but there is a marked increase in
the use of the number system from grade 4 onwards (p. 3).

In our sample, forty percent (40%) of the teachers used numerical marks (mainly
in cycle 3), twenty-four percent (24%) of them used letters, and a quarter carried out
appraisals related to competencies; some combined two methods of grading. This
study demonstrates that pedagogical freedom granted to French teachers leads them
to design their tests and grade their students in a variety of ways, regardless of the
class level involved. This finding is consistent with the highly variable results
obtained by Cizek et al. (1996) and McMillan and Nash, thereby confirming that
“an important characteristic of classroom assessment and grading practices is that
they are highly individualised and may be unique from one teacher to another, even
in the same school” (McMillan and Nash 2000, p. 31).

11.5 Conclusion

To broaden or deepen our understanding of mathematics teacher practices and
effective teacher education as called for by Chapman (2016), it is necessary to study
real practices of teachers. This is what I proposed to do with this study investigating

Fig. 11.1 Corrected grade 5 exercise
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specific evaluative episodes of classroom assessment practices of a group of French
primary school teachers through the following perspectives:

• What kinds of mathematical assessment tasks, in terms of complexity and
competencies, are given to students in French primary schools?

• What can be said about the summative episodes conducted by French primary
school teachers? What kinds of resources do they use? Do they collaborate with
other teachers to design their tests? To what extent do they follow institutional
recommendations and use the competency approach?

The didactic tool used to analyze the assessment tasks provided by the teachers
has revealed that, notwithstanding the differences in presentation, context, and
formulation among these assessment tasks, practically all of them are connected to
low levels of complexity and competency, even if, on average, teachers teaching
higher grades designed assessment tasks with higher levels of difficulty. This
implies that French students regularly face low-level assessment tasks in summative
evaluative episodes; even if these tasks are connected to those tasks studied during
the teaching situation, the results challenge the validity of classroom assessment in
mathematics. Therefore, if assessment and learning are indeed closely related, one
wonders if French students are properly equipped to support high-level mathe-
matical thinking and reasoning (Henningsen and Stein 1997). Another conclusion
that can be drawn is that the assessment practices of primary school teachers in
France are extremely diverse in terms of such characteristics as grading, design
intent, and collaboration, which is also the case in many other countries (Cizek et al.
1996; McMillan 2003; Remesal 2007; Stiggins 2001; Suurtamm et al. 2010). This
diversity is likely due to the pedagogical freedom granted to French teachers but
also to a lack of training in assessment and the absence of grading and assessment
instructions in the curriculum.

Classroom assessment among French primary teachers appears to be more
related to societal function, paying attention to social and personal behavior of
students (Coll and Remesal 2009) than to pedagogical function (Coll et al. 2000;
Coll and Martin 1996). That is why in France, formative assessment is not the
common model of assessment in the classroom although recent educational policies
have promoted it through the curriculum and the introduction of certain standards.

In addition to these new recommendations to incorporate more formative
assessment, I believe that French teachers need to be trained in didactics so as to be
better equipped to change their classroom assessment practices as well as enhance
their professional judgement in order to better support both student learning and
equity. We share the view of Morgan, who considers that:

Assessing students in the subject of mathematics is a complex endeavor that relies on
different understandings of the purposes of assessment, as well as what it means to know
and/or do mathematics and whether and how this knowledge and these activities can be
observed and evaluated. (Morgan 1999, p. 18)

It is well known that assessment, especially classroom assessment, can promote
student learning and improve teachers’ instruction (e.g., Hao and Johnson 2013;
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Stiggins 2001, 2002), not only in France but also in all countries in the world.
Enhancing classroom assessment is, however, a considerable challenge, particularly
in France with respect to its national assessment culture.
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Chapter 12
Assessing Visualization: An Analysis
of Chilean Teachers’ Guidelines

Melissa Andrade-Molina and Leonora Díaz Moreno

Abstract The aim of this paper is to describe how visualization should be assessed
in schools as recommended by official curricular guidelines. We contend that
researchers and policy makers have granted spatial abilities with the status of a key
element to improve students’ mathematics performance. However, this importance
seems to fade when developing curricular guidelines for assessing students while
learning school mathematics and geometry. We conducted an analysis of the tea-
cher’s official guidelines for the assessment of school mathematics in Chile. The
analysis of two of those guides is considered in this paper. The results revealed that
these guidelines do not provide sufficient guidance to teachers related to assessing
visualization in schools; rather, their focus is on a culture of evaluation based on
large-scale assessment techniques that leads to less emphasis on spatial abilities and
more emphasis on calculation.

Keywords School geometry � Visualization � Spatiality � Assessment
Guidelines for teachers

12.1 Introduction

As Suurtamm et al. (2016, p. 25) claim, assessing what students learn in schools “is
a fundamental aspect of the work of teaching.” They draw awareness to the com-
plexity of the connection between large-scale assessment, for example PISA, and
classroom assessment that is usually teacher-selected or teacher-made. Such
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interplay leads to external large-scale assessment often influencing assessment
practices in the classroom.

Although classroom teachers have long used various forms of assessment to monitor their
students’ mathematical learning and inform their future instruction, increasingly external
assessments are being used by policy makers throughout the world to gauge the mathe-
matical knowledge of a country’s students and sometimes to compare that knowledge to the
knowledge of students in other countries. (Op. cit., p. 1)

Assessments, both external large-scale and classroom assessments, as a means of
monitoring and regulating teaching and learning practices of school mathematics
are believed to “define what counts as valuable learning and assign credit
accordingly” (Baird et al. 2014, p. 21), with valuable learning becoming “what is
important to know and to learn” (Suurtamm et al. 2016, p. 6). In other words, the
monitoring and regulating features of assessments determine what is considered the
important and necessary mathematical knowledge that students should learn in
schools and the feedback students should receive to improve their own perfor-
mances. As stated by Swan and Burkhardt (2012), assessments not only have
influence on the content of instruction, but additionally on how tasks are regularly
presented to students, for example the preference for multiple-choice problems.
Large-scale assessments, as pointed out by Suurtamm et al. (2016), are not con-
cerned with examining students’ thinking and communication processes—the
learning itself—as they frequently use mathematical problems leading to only one
correct answer. In contrast, formative assessment in classrooms is “informal
assessments that teachers might do as part of daily instruction as well as more
formal classroom assessments used to assess the current state of students’ knowl-
edge” (Op. cit., p. 14). Thus, formative assessment is “a social practice that pro-
vides continual insights and information to support student learning and influence
teacher practice” (Suurtamm et al. 2010, p. 400). Building on Pellegrino et al.’s
notion of assessment as “a process of reasoning from evidence” (2001, p. 2), the
very nature of students’ results taken as “evidence” leads to imprecise views
regarding what students are able to do, what they have learned, and what they
know; Pellegrino and colleagues add that such assessment results are just estimates
of students’ performances.

The impact that large-scale assessment has on policy, curriculum, and classroom
practice influences the nature of classroom instruction, for example, by shaping
curricular reforms (e.g., Barnes et al. 2000). This impact prompts Suurtamm et al. to
recognize “the challenges teachers face in engaging in assessment practices that
help to provide a comprehensive picture of student thinking and learning” (2016,
p. 25). Schleicher, as a result of a study conducted among OECD countries, stated
that formative-assessment techniques are “infrequently used in mathematics classes,
with the exception of telling students what is expected of them for tests, quizzes and
assignments” (2016, p. 20). Considering teachers’ challenges regarding the
assessment of school mathematics as a political dilemma, as described by
Windschitl (2002), helps position the discussion over the struggles teachers face
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concerning their own views on classroom assessment and the educational policies
and standards on national assessment (e.g., Engelsen and Smith 2014).

In this paper, we explore how official guidelines for teachers, released by the
Chilean Ministry of Education (MINEDUC), recommend teachers assess school
geometry in the classroom and what they should expect from students’ perfor-
mances. Particularly in school geometry, these recommendations expose a double
discourse about, on the one hand, the importance of visualization as a necessary
skill in problem-solving tasks, and on the other hand, expectations of students’
learning that seem to be focused solely on calculation techniques. This paper seeks
to explore how assessment ought to occur in the classroom according to teachers’
official guidelines. That is, how do Chilean curricular guidelines inform teachers
about how to assess visualization in schools?

12.2 Visualization, Spatiality, and School Geometry

Since the 1980s, research in the field of mathematics education has focused on
understanding and grasping the complexity of visualization for the learning of
school mathematics (see e.g., Swoboda and Vighi 2016). Probably one of the most
prominent and most cited definitions is:

Visualization is the ability, the process and the product of creation, interpretation, use of
and reflection upon pictures, images, diagrams, in our minds, on paper or with techno-
logical tools, with the purpose of depicting and communicating information, thinking about
and developing previously unknown ideas and advancing understandings. (Arcavi 2003,
p. 217)

Visualization has become a form of reasoning that has particular significance,
both in the learning and teaching of school geometry and school mathematics
(Sinclair et al. 2016). On one hand, some studies advocate for the inclusion of this
ability as part of the school mathematics curriculum (Sinclair and Bruce 2015). On
the other, Presmeg (2014), for example, suggests that it is worth arguing whether
visualization is accepted, encouraged, and valued in the classroom. In connecting
school geometry and visualization, Andrade-Molina and Valero (2015) argue on the
existence of a gap between the curricular aims of school geometry, in terms of the
teaching of spatial abilities—“typically defined as spatial perception, visualization,
and orientation” (Lee and Bednarz 2012, p. 15)—and a school geometry rooted in
Euclid’s axioms and Cartesian system. Skordoulis et al. (2009) claim that the
reduced understanding of space in schools might lead to students’ misconceptions
in school geometry.

Often, space in schools is taken as Cartesian because of its connections with the
vector model: students “are placed in real three-dimensional situations [which
provide] new tools to make spatial and flat depictions, such as the vector model”
(MINEDUC 2004, p. 68, our translation). To place students in real
three-dimensional situations implies the visualization of an optically perceived
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world (see e.g., Crary 1992), which is different from the abstract reduction of school
space into a Cartesian system. The concept of spatiality could be constructed from
the interaction between concrete practices of human beings and of mathematical
knowledge. Lefebvre (1991) considers space as a social production. In his under-
standing, space is experienced in three forms: as physical form that is generated and
used (Perceived); as an instrumental form of knowledge—savoir—and logic
(Conceived); and as a form of knowing—connaissance—that is produced and
modified over time and through its use (Lived). Following the express claims of
MINEDUC (2010), school geometry should pursue the connection of all three
forms of space described by Lefebvre. The “real world” becomes the physical form
of space, the tools and mathematical models become the instrumental form of
knowledge and logic, and the context in which both interact becomes the lived form
of space. However, usually

Students are presented with the properties of shapes and theorems for proof …all the
information needed is given in the problem, and the students are asked to apply the
theorems in what has to be proven.…The skills needed to solve these types of problems are
limited, and teaching these skills usually consists of demonstrating the appropriate tech-
nique followed by a series of similar problems for practice. (Mevarech and Kramarski 2014,
p. 24)

This disconnection occurs even in initial years of schooling, in which Clements
and Sarama (2011) have highlighted that the teaching of spatial abilities has been
largely ignored in formal school settings. One possible explanation is that most
geometric content, including skills such as visualization in school geometry, was
removed from school as one of the consequences for the need of ‘workers with
particular skills’ as an agenda of industrialization, urbanization, and capitalism
(Whiteley et al. 2015). Others argue that students encounter difficulties “as a result
of their spontaneous processes of visual perception in cases in which they contradict
the geometric concepts/knowledge aimed at by the teacher and the tasks” (Gal and
Linchevski 2010, p. 180). But, within research on geometry education, there has
been little discussion about assessment in school geometry, and on how national
curriculums address visualization in assessment guidelines for teachers and stan-
dardized tests (see e.g., Sinclair et al. 2016).

12.3 Exploration of Teachers’ Guidelines

The Chilean Ministry of Education (MINEDUC) constantly releases guidelines for
teachers to enhance their practices and to improve the learning of school mathe-
matics. There exist diverse guidelines for teachers from MINEDUC: school text-
books with instructions for teachers, maps of learning progress, curricular materials
and programs, learning standards, and more. All of those resources have recom-
mendations about how teachers should evaluate and assess students’ performance in
the classroom. Here, we explore the recommendations for the assessment of school
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geometry to determine the advice the guidelines provide teachers related to
assessing visualization and spatiality in the classroom. We take Lefebvre’s
understanding of space to search for expressions of spatiality and Arcavi’s defini-
tion of visualization in the instructions for teachers and problem samples presented
to teachers to assess school geometry. We present the analysis of the Learning
Standards and Curricular program, both from the eighth year of compulsory
education.

The learning standards (MINEDUC 2013) are aimed at teachers to guide them to
evaluate what students “should know and can do to reach, in national tests,
appropriate levels of achievement according to the fixed learning objectives in the
current curriculum” (MINEDUC 2013, p. 4, our translation). These standards are a
means to correlate what students have learned with the national syllabus (the school
mathematics curriculum), and are aimed at helping teachers to determine what
students need to learn and to monitor their progress (MINEDUC 2013). The
standards present students’ ideal answers by classifying them within three cate-
gories of accomplishment. The categories compare students’ performances in the
Chilean assessment system for measuring the quality of education (SIMCE) with
the respective performance in the classroom. The categorization is given to the
teacher explicitly in the learning standards. The learning standards also enable
teachers to anticipate the score students would obtain in SIMCE given that this
information might be gathered by the teacher through formative or summative
assessment. As specified by the learning standards, if the performance of a student
is categorized as adequate, the outcome of the test should be more than 297 points;
if the performance is categorized as elemental, the outcome should be more than
247 and less than 297 points; and, if the performance is categorized as insufficient,
the outcome should be less than 247 points. SIMCE’s scores range from 0 to 400.

The three levels of the learning standards for the eighth year of compulsory
education (twelve years in total) are described as:

Learning level adequate (Fig. 12.1): Students who are placed in this learning level
in SIMCE demonstrate that they have accomplished the compulsory requirements
to achieve this level, and also, that they have exceeded those compulsory
requirements (MINEDUC 2013, p. 14, our translation).
Learning level elemental (Fig. 12.2): Students who are placed in this learning level
in SIMCE demonstrate that they have accomplished the minimum compulsory
requirements, and also, that they have exceeded those requirements but not enough
to meet the requirements to reach the adequate learning level (MINEDUC 2013,
p. 30, our translation).
Learning level insufficient (Fig. 12.3): Students who are placed in this learning
level in SIMCE do not meet the compulsory requirements to achieve the elemental
learning level. This level gathers those students who are far from reaching the
requirements, but, also, those who are close to reaching the requirements
(MINEDUC 2013, p. 38, our translation).
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Each level displays the students’ ideal performances. Such performances are
represented with a series of examples and their corresponding analysis. The analysis
presents to teachers the detailed competencies students should use to obtain the
correct answer. None of the examples mention the use of visualization as a possible
ability to solve those problems. Figures 12.1, 12.2 and 12.3 show the actual

Fig. 12.1 Example of the “adequate” level (MINEDUC 2013, p. 20, our translation)

Fig. 12.2 Example of the “elemental” level (MINEDUC 2013, p. 35, our translation)

Fig. 12.3 Example of the “insufficient” level (MINEDUC 2013, p. 39, our translation)
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recommendation for teachers to assess geometry in the classroom with the purpose
of informing teachers on how students might do on SIMCE. The ideal performance
(Fig. 12.1) corresponds to the “adequate” level, which enables teachers to predict
that this student will score more than 297 in SIMCE.

The curricular programs (MINEDUC 2016) aim to guide teachers during the
planning, coordination, evaluation, and so forth of each topic of the syllabus in
mathematics. In these guidelines, teachers are presented with organized topics and
recommendations on how to incorporate each unit of content into the classroom.
The guide details the purpose of each topic, the mathematical knowledge required,
abilities developed, attitudes that should be promoted, learning objectives, assess-
ment indicators, and examples of tasks for each topic. The curricular program
presents examples of problems teachers should use in the classroom to assess
students or to introduce new content. These examples are accompanied by
instructions such as “students should deduce the formulas to calculate the areas and
volumes of straight prisms” (MINEDUC 2016, p. 140), and also by the expected
performance of students. For example, Fig. 12.4 shows how the curricular program
recommends teachers assess students’ skills while calculating areas and volumes.
The instructions expressed are in terms of deconstructing prisms and characterizing
the resulting plane shape, calculating the volume of the prism (3D), deducing the
formula to calculate the volume, and measuring the sides to calculate the area. The
instructions are focused on calculation techniques; they do not express the use of
visualization abilities. These examples inform teachers on the capabilities students
should show when solving the task. There are not recommended questions,
therefore, it is assumed by these examples that MINEDUC expects teachers to pose
questions to students in terms of the indicators.

Figure 12.4 illustrates how teachers are guided to evaluate students’ “intuitive
estimation of the surface’s area and volume” (MINEDUC 2016, p. 140), along with
the formula to calculate the area and volume of the figure’s surface, its proper
application, and the result. There is no mention of visualization, for example as a
skill needed for the interpretation of the deconstructed figure.

Fig. 12.4 Indicators for assessing areas and volumes of prisms (MINEDUC 2016, p. 140, our
translation)
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In another task (Fig. 12.5), the instructions for teachers assert the prompting of
spatial abilities, such as spatial imagination. Therefore, students should be
encouraged to use “pictorial representations” of 2D figures, both concretely and
mentally (MINEDUC 2016). However, the considerations for assessment (trans-
lated in the image) are not directed towards visualizing (in terms of Arcavi), neither
to spatiality (in terms of Lefebvre). These are closer to the idea of a space inscribed
in a Cartesian system, or to the use of techniques like counting squares (explored in
more detail in Andrade-Molina and Valero 2017).

12.4 The Assessment of School Geometry

In the previous five examples, visualization plays no apparent role while solving
each problem. Although visualization is an ability that could be used by students
while solving the tasks above, it is not considered as a part of the skills students
should use. In the expressed guidelines for teachers, visualization and spatiality are
not explicit, and therefore not a necessary topic for evaluation. As illustrated in the
figures, MINEDUC expresses the importance of visualizing in school because it
helps link the “real world”—the optically perceived world—and mathematics, for
example, by stating that students “use their spatial abilities… to visualize figures in
2D and 3D” (MINEDUC 2016, p. 40, our translation). Visualization, as a form of
reasoning, is reduced only to techniques of seeing and recognizing necessary
information (Fig. 12.6).

For example, in 8th grade, in the “adequate” level students are able to solve
problems by using geometrical axioms and applying the properties of triangles and
squares to measure the interior and exterior angles. In the guidelines, teachers are
advised to assess if students, for example, recognize supplementary angles and also
the basic properties of a triangle, such as the sum of the interior angles is 180°,
while calculating the interior angle of a right triangle by knowing the measurement
of the opposite exterior angle (Fig. 12.1). Students are categorized as “insufficient”
if they are only able to solve problems involving the measurement of a straight

Fig. 12.5 The assessing of rotation skills (MINEDUC 2016, p. 158, our translation)
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angle. Teachers are advised to ask students the measurement of an angle by
knowing its supplementary angle (Fig. 12.3). Students in this category cannot solve
problems beyond this argument. But what if they use other types of techniques
besides axioms and theorems? By only recognizing the results and not the proce-
dures, school space turns into a mathematical space of savoir in which students
should navigate on a Cartesian system by following Euclidean metrics. Therefore, it
seems that students, from the curricular guidelines for teachers, are not confronted
with events in which they develop tools outside mathematical axioms and theorems
to navigate in space. In relation to Lefebvre’s classification, the perceived space is
not connected with the lived space. School geometry is taken only as a conceived
space, which leaves the perceived space only reachable through axiomatics, and
through reason and logic. Visualization takes the same connotation as depicting
figures. Even though spatial thinking and reasoning are considered skills students
should develop in early stages of schooling, there is no expressed guide on how to
assess such skills.

Students should learn to recognize, visualize and depict figures, and to describe the char-
acteristics and properties of static and dynamic 3D shapes and 2D figures. Concepts are
given for students to understand the structure of space and to describe with precise language
what they know of their environment. The early study of objects’ movement—reflection,
translation and rotation—seeks to develop students’ spatial thinking and reasoning.
(MINEDUC 2012, p. 91, our translation)

When it comes to assessment in school geometry, visualization seems to blur,
prompting what Andrade-Molina and Valero (2015) called the “sightless eyes of
reason,” in which the optically perceived world is transformed into a ‘coordinate
system world’ inside the classroom. Students should use visualizing tools,
according to MINEDUC, but in a space reduced to XYZ. As they contend, in
MINEDUC activities involving visual–spatial skills, the reduction of space leads to
model reality only in terms of axiomatical deductions. Visualization becomes a skill
that is not assessed in schools, but is considered key in discourse produced by the
Ministry of Education in Chile.

Fig. 12.6 Visualization in guideline tasks (MINEDUC 2016, p. 104, our translation)
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Students should comprehend the representations of coordinates in a Cartesian system and
use their visual–spatial skills. In this process of learning, students should use diverse
instruments to visualize figures in 2D and 3D and manual and IT tools are recommended.
(MINEDUC 2015, p. 100, our translation)

In the curricular guidelines analyzed in this exploratory study, geometry in
school mathematics in Chile seeks the development of skills on vectors from
axiomatic methods. In this sense, students perform successfully if they are able to
solve problems by using geometry axioms and theorems. As stated in the previous
section, assessment in geometry from official guidelines promotes a particular type
of ideal answer. It is possible to state that there is a culture of evaluation based on
large-scale assessment techniques—SIMCE and PSU—in Chile. These types of
assessments are designed to certify students’ competencies and skills while solving
problems in optimum time, to test their knowledge and to grade students.
MINEDUC, in order to achieve the desired score, guides teachers to use similar
problems and styles of questions. Preiss describes the teaching and learning prac-
tices in school mathematics in Chile as a

‘[P]rivate appropriation of terms and procedures’ because of the Chilean emphasis on
individual work. The emphasis of Chilean teachers on practicing concurrent problems may
indicate an overemphasis on skill drilling instead of mathematical understanding. (2010,
p. 350)

12.5 Final Remarks

We are aware that there exist real life situations in which visualization and spa-
tiality are not enough to solve a problem. Consider, for example, the following
situation:

An engineer analyses oscilloscopes’ graphics to determine the functioning of an electronic
component. He “cannot see” directly the waves, its resistances and other properties of the
device. Oscilloscopes’ graphics become an instrument for the design and evaluation of
electronic components. (Arrieta and Díaz 2015, p. 34, our translation)

In this kind of situation, other teaching-learning strategies should intervene, such as
variational thinking (see e.g., Carrasco et al. 2014).

Recall the main concern: how assessment ought to occur in the classroom
according to teachers’ official guidelines in Chile. Although existent research has
shown the importance of visual–spatial abilities and, also skills for the sciences and
for problem solving in the learning of school mathematics (Sinclair et al. 2016),
there is no certainty on how these skills should be assessed in school. According to
MINEDUC (2004), students are placed in ‘real’ three-dimensional situations to
develop spatial thinking, but there is no guidance for teachers to assess these skills
in the classroom. From the materials analyzed, spatial abilities are not officially
assessed in schools. The analyzed materials show the importance of a spatiality
constituted by a Cartesian coordinate system aimed at vector modeling. As students
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move forward in the levels of learning progress, they learn how to navigate in space
only in terms of XYZ, or on Lefebrve’s conceived space. And they are classified,
according to the learning standards, for their expertise on geometry axioms and
deductions. This classification help teachers identify how students might perform in
large-scale assessments, which suggests these guides have the potential to align the
curriculum, instruction, and assessment. However, from our analysis the official
guidelines for teachers do not help teachers assess visualization. Apparently, this is
a task for teachers to solve, even though visual–spatial abilities and skills are
important for school mathematics (see e.g., Bruce et al. 2015). Therefore, it is
possible to question whether there are more skills, considered to be important by
MINEDUC, that have no recommendation for teachers on how they should be
assessed in the classroom because of the impact that large-scale assessment has had
on policy, curriculum, classroom practice and instruction, and assessment in Chile.
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Chapter 13
Formative Assessment and Mathematics
Teaching: Leveraging Powerful Linkages
in the US Context

Megan Burton, Edward A. Silver, Valerie L. Mills, Wanda Audrict,
Marilyn E. Strutchens and Marjorie Petit

Abstract Despite compelling evidence of the benefits of formative assessment on
student learning, it is infrequently or unsystematically implemented in many U.S.
classrooms. Consequently, the National Council of Supervisors of Mathematics
(NCSM) and the Association of Mathematics Teacher Educators (AMTE) collab-
orated to relate formative assessment to other aspects of effective mathematics
teaching, rather than treating it as an isolated topic. The Formative Assessment
Initiative makes explicit the connection between formative assessment strategies
and other instructional frameworks and tools intended to promote improved
teaching and learning of mathematics. Because of its focus on promoting high
quality mathematics teaching, the work of this U.S.-based project transcends
boundaries and offers ideas that should be useful to mathematics teacher educators
across the globe.
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13.1 Introduction

Assessment is an ongoing, informative process that is integral to effective
instruction. It is implicated in teacher-student interactions that support students’
communication and their thinking and the development of their understanding of
mathematical ideas. A complete classroom assessment program contains both
summative and formative assessments. Summative assessment focuses on assess-
ment of student learning for evaluation (Black et al. 2004); formative assessment is
referred to as assessment for learning (Broadfoot 2008; Stiggins 2005). This paper
shares ideas gained from an initiative of the National Council of Supervisors of
Mathematics (NCSM) and the Association of Mathematics Teacher Educators
(AMTE) to promote an intentional and systematic approach to implementing for-
mative assessment in U.S. mathematics classrooms. Although this paper is about
the process of this initiative in the United States, the call to make formative
assessment more explicit in mathematical professional development is a global
issue. Linking this central practice to effective mathematics instruction to other
professional development or educational experiences for teachers helps make vis-
ible the interlinking nature of effective teaching practices.

The National Council of Supervisors of Mathematics (NCSM) and the
Association of Mathematics Teacher Educators (AMTE) advocate for instructional
leaders to promote the use of formative assessment in effective mathematics
instruction (NCSM/AMTE 2014). Although effective instruction involves deeply
integrated formative assessment, this isn’t always made visible during professional
development and instructional discussions. Therefore, a joint task force was formed
to promote and support the attention paid to formative assessment practices by
mathematics instructional leaders as they worked with preservice and inservice
teachers. In addition, the task force sought to better understand members’ current
thinking about and attention to formative assessment, other popular instructional
frameworks, tools, and approaches (which for the purposes of this paper, will be
called approaches) and the connections that might exist among them. Toward this
end, the task force developed a joint position paper on formative assessment
(NCSM/AMTE 2014), conducted a survey of its membership, and shared infor-
mation about formative assessment in sessions at national and international con-
ferences and through publications (Petit and Bouck 2015; Silver and Smith 2015).

In addition, international experts on mathematics teacher education and pro-
fessional development, who had worked with and/or contributed to the develop-
ment of selected approaches to teaching, participated in a working meeting at the
University of Michigan funded from the U.S. National Science Foundation
(DRL1439366). The five approaches of focus at this meeting were Culturally
Responsive Pedagogy (Gay 2013), Cognitively Guided Instruction (Carpenter et al.
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2014), Classroom Discourse Tools (Smith and Stein 2011), Response to
Intervention (Gersten et al. 2009), and the Mathematical Tasks Framework (Stein
et al. 2009). The approaches that were examined were selected based on feedback
from the survey administered to mathematics teacher educators and supervisors
about their use of assessment in teacher education courses and professional
development opportunities. The membership overwhelming saw formative assess-
ment as important to their work and effective teaching, and these five approaches
were identified as the most widely utilized. Therefore, the meeting focused on
whether and how formative assessment might be a more explicit focus in the work
of these popular approaches.

A significant outcome of this working meeting was that experts familiar with
these selected approaches recognized important connections between formative
assessment practices and the approach for which they are associated, while
acknowledging this connection hasn’t always been explicit in the professional
development. Further, it appears to a growing group of experts that explicitly
making the role of formative assessment within their approach visible to educators
might both advance understanding and use of their framework and deepen educa-
tors’ understanding and use of formative assessment practices. This paper focuses
on the importance of formative assessment in instruction by examining how it is
seen in various common instructional approaches. Below we first discuss important
elements of formative assessment practices and then make connections to its
presence within the additional approaches we have studied. Similar connections
between formative assessment and other important approaches utilized globally can
also be found. This paper focuses on approaches utilized in the United States
because this is where the work was conducted, but many of these (e.g., Cognitively
Guided Instruction, Mathematical Tasks Framework) are also known and used
across the globe.

13.2 Formative Assessment

Formative assessment focuses on using information about student thinking to
inform the instruction so as to improve learning (Black et al. 2004). Ideally, it
would be a prominent part of lesson planning and instructional enactment. It is a
deliberate process which involves teachers and students gathering and utilizing
information about what students know and can do. It is cyclical and provides
feedback to students about their progress and guides decisions about the next
instructional steps to take. It includes eliciting information about what students
know and are learning, and uses this information to guide decisions about
short-term, mid-range, and long-range instructional issues. Formative assessment—
eliciting and using information about student thinking—is one of eight effective
mathematics teaching practices emphasized in the Principles to Action (National
Council of Teachers of Mathematics [NCTM] 2014). By understanding what
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students know and how they are thinking, teachers can adjust instruction to max-
imize learning potential for all students.

Wiliam (2011, p. 45) described three instructional processes associated with
formative assessment: finding out where the students are and what they are
thinking, knowing where they will be going, and determining how to get them to
this destination. These three processes are found in the five aspects of instruction
that characterize effective formative assessment in classrooms described by Leahy
et al. (2005). These five aspects include:

(1) Sharing clear learning goals and benchmarks for success;
(2) Designing lessons that involve successful classroom discussions, questions, and

instructional tasks;
(3) Enhancing and progressing learning through feedback;
(4) Fostering student ownership of learning and;
(5) Creating an environment where students serve as resources for one another.

In classrooms where teachers regularly employ formative assessment strategies,
student learning is enhanced (Black and Wiliam 2010; Ehrenberg et al. 2001;
Popham 2013). For example, Ehrenberg et al. (2001) estimated the impact of
formative assessment on student achievement to be four to five times greater than
the effect of reducing class size. However, despite its obvious importance, forma-
tive assessment has not taken hold in U.S. mathematics instruction. We hypothesize
that this is due, at least in part, to inadequacies in its treatment in the initial
preparation and continuing professional development of mathematics teachers. In
these settings, formative assessment is typically addressed in isolation, rather than
holistically connected to other aspects of effective mathematics teaching. Formative
assessment is much more than the addition of an exit slip, test, or observation; it is
interwoven into the fabric of teaching and learning. Effective instruction and for-
mative assessment are indivisible (Black and Wiliam 2010). Because formative
assessment is such a critical element of effective teaching within any frameworks,
tools, and approaches (FTA), teacher leaders, supervisors, mathematics coaches,
and teacher educators need to firmly understand formative assessment strategies, be
able to effectively implement them in the classroom, and promote the strategies
throughout their work with teachers and others.

13.3 Making Formative Assessment Visible for Teachers

One way for teacher educators, teacher leaders, and mathematics coaches to pro-
mote formative assessment strategies is through providing sustained, meaningful
professional development opportunities which support and model the effective use
of formative assessment in the classroom. Making formative assessment explicit in
professional development allows teachers to see how integral it is in effective
teaching. Teachers may develop and/or enhance their use of the five formative
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assessment strategies described in Leahy et al. (2005) through professional devel-
opment opportunities that connect to their own classrooms.

When providing professional development, teacher leaders, supervisors, coa-
ches, and educators need to explicitly discuss the role formative assessment plays in
the classroom instructional frameworks they are utilizing, such as Culturally
Responsive Pedagogy (CRP), Cognitively Guided Instruction (CGI), Classroom
Discourse Tools (CDT), Response to Intervention (RtI), and the Mathematical
Tasks Framework (MTF) (see Fig. 13.1). Although each of the approaches
examined may have some overlap with other approaches, formative assessment is
central to each and is a common thread. This could be said of many other common
approaches that are utilized around the world. Teachers need to see the integral role
formative assessment plays in each of these research-based frameworks.

Below are examples of how formative assessment is interwoven into the
approaches examined by this initiative. However, connections can be made to other
approaches that focus on effective teaching and learning.

13.3.1 Culturally Responsive Pedagogy (CRP)

Culturally Responsive Pedagogy places focus on the local context and culture of the
students and thus empowers students. This notion of connecting to student culture

Fig. 13.1 The interconnectedness of frameworks, tools, or approaches (FTA) and formative
assessment (FA)
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and context is relevant globally and “exemplifies the notion that instructional
practices should be shaped by the sociocultural characteristics of the settings in
which they occur, and the populations for whom they are designed” (Gay 2013,
p. 63). Communication is key in this approach. For teachers to understand their
students, they need to listen and observe. This involves utilizing formative
assessment. When Culturally Responsive Pedagogy is implemented, the need for
diversity in thinking about mathematics (e.g., style, pace, connections) is appreci-
ated. Therefore, the evidence will be diverse as well. By noting how students think
about and approach mathematical situations, teachers are able to adjust and build
the most effective learning opportunities. Formative assessment allows students the
opportunity to share their views, experiences, and thinking and it is a natural part of
this approach.

When offering professional development on Culturally Responsive Pedagogy, it
is important to help teachers identify the cultural aspects of mathematics and the
importance of building upon students’ strengths. Considering ways to collect evi-
dence that honors the cultural diversity in the classroom and how this can be used to
drive instruction can be a useful element of professional development in this
approach. Exploring how a teacher’s own experience shapes the instruction and
assessment of student learning is critical in professional development. For example,
in a classroom where debate of mathematical ideas is encouraged, it would be
important for a teacher to recognize that some families do not support children
debating adults rather than interpret silence as lack of engagement by a student. The
experience of justifying and critiquing reasoning may need to be altered to
empower these students (by having students debate each other or finding alternate
ways that develop classroom community while supporting individual cultural
norms). For more information about Culturally Responsive Pedagogy in mathe-
matics education, the reader may find The Impact of Identity in K-8 Mathematics:
Rethinking Equity-based Practices (Aguirre et al. 2013) to be a useful resource.

13.3.2 Cognitively Guided Instruction (CGI)

Cognitively Guided Instruction is a framework that focuses on teachers under-
standing student thinking and utilizing this thinking to guide instruction. The
framework utilizes problem types and solution strategies to help inform teachers
and students about student thinking and make appropriate plans to build upon
student knowledge (Carpenter et al. 2014). Using this framework, teachers are able
to examine the difficulty of problems and scaffold instruction based on student
responses to various problems.

Consider the following scenario. Composing numbers greater than 10 is a
learning goal for a first-grade class based on state standards. Individual students
have more specific learning goals, based on analysis of their individual prior work
and understanding of the framework (e.g., using the correct strategy to solve a
problem, counting by ones, making groups of ten to solve the problem, utilizing
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place value). Cognitively Guided Instruction focuses on individual learning; each
child has a specific learning goal. The problem given will be open enough that it
contains multiple entry points to accommodate the diversity in the classroom. The
instructional decisions for each child are based upon analysis of prior student work.
The teacher will ask specific questions of each learner, based on his or her indi-
vidual learning goals. Either way, teachers circulate among the room as students
work independently. Teachers take anecdotal notes, pose questions, and utilize
these observational notes to engineer whole class discussions at the end. Although
all five formative assessment strategies (Leahy et al. 2005) are present in this
framework, students as owners of their learning is central to Cognitively Guided
Instruction.

When providing professional development related to this approach, it is essential
to practice gathering information about student thinking, interpreting this infor-
mation, and using it to plan future instruction. During professional development,
teachers learn about the problem types and their progressive difficulty. They utilize
student samples to begin to understand student thinking and identify scaffolding
necessary for future learning. Teachers begin to see the way the evidence of student
thinking can effectively guide instruction. During professional development,
teachers see videos of students solving problems, conduct interviews with students,
and examine classroom embedded work. These experiences are all useful to the
formative assessment cycle. Professional development leaders need to explicitly
ensure teachers recognize the experiences as examples of formative assessment. For
more information on this framework and other Cognitively Guided Instruction
Frameworks see Carpenter et al. (2014).

13.3.3 Classroom Discourse (CD)

Classroom Discourse focuses on understanding the various forms of discourse in
the classroom. Moreover, Classroom Discourse involves creating more productive,
student-centered discussions, intentionally planning questions that elicit thinking,
asking students to clarify their thinking, and encouraging others to engage. Thus,
this approach involves planning the discourse, but also being purposeful about the
discourse based on observations during instruction and reflecting on discourse
needed to further the learning in future lessons. Students need to be empowered to
make sense of their own mathematical thinking, as well as the thinking of their
peers. Discourse focuses on uncovering both the understanding and misunder-
standings that are present and utilizing this information to inform future instruction.
An example of providing feedback to move the learning forward would be a teacher
saying, “One group found 32 and another group found 34. Does anyone have a
prediction of why their answers might be different?” Helping students own their
learning might involve asking, “Does anyone want to revise his or her answer? If
so, can you explain why?”

13 Formative Assessment and Mathematics Teaching: Leveraging … 199



When offering professional development around Classroom Discourse, it is
important for teachers to see how discourse moves connect to formative assessment.
When selecting tasks, teachers can analyze opportunities for formative assessment.
While learning discourse strategies, teachers need to explicitly see how these
strategies can be utilized during the instruction cycle to formatively assess student
learning. Professional development can include using case studies to consider
evidence of learning and how data can be used to form future instruction. For more
information on this approach see Five Practices for Orchestrating Productive
Mathematical Discussions (Smith and Stein 2011).

13.3.4 Response to Intervention (RtI)

Response to Intervention is a multi-tiered instructional support system aimed at
meeting the diverse needs of students. A triangle figure is often used as a visual for
this 3-level support system. It is based on the belief that if all students receive
universal, high quality, engaging lessons, that approximately 80% of the students
will have their needs met. This universal level of instruction is known as tier 1.
Students who do not respond to this core instruction receive high quality supple-
mentary instructional strategies, which is the only additional instruction needed by
approximately 15% of the students; this targeted instruction is known as tier 2.
Approximately 5% of classroom students will need intensive, individualized
strategies, because they don’t respond to tier 2 interventions; this level of
instruction is known as tier 3.

Conducting diagnostic interviews and planning interventions based on evidence
of student struggles is at the heart of Response to Intervention. Ensuring teachers
have shared expectations about the use of formative assessment when utilizing this
approach is essential. Each tier of instruction requires teachers to formatively assess
progress to inform whole group, small group, or individual instruction. Formative
assessment at all levels allows the teacher to identify both the strengths as well as
areas of focus for instruction of all learners. Formative assessment goes beyond
exploring if students have the right answer and explores student thinking, which is
key to address issues they may have. Professional development of Response to
Intervention should include various types of formative assessment strategies that
could be useful at each tier. In addition, discussing which Response to Intervention
assessments are more summative rather than formative is key. Connecting the five
formative assessment strategies (Leahy et al. 2005) to the formative assessment that
should occur in classrooms using this approach allows teachers to note the
important role it plays in quality instruction at all levels. For more information, see
Assisting students struggling with mathematics: Response to Intervention (RtI) for
elementary and middle schools (Gersten et al. 2009).
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13.3.5 Mathematical Tasks Framework (MTF)

The Mathematical Tasks Framework is a tool that allows teachers to discuss various
tasks that occur during instruction and the different learning opportunities they
provide. Teachers examine and identify the cognitive demand involved in tasks and
the processes a task goes through (Stein et al. 2009). Formative assessment happens
everywhere in the Mathematical Tasks Framework. However, it is especially visible
as teachers determine when to move to the next phase of the lesson, how the
evidence collected indicates cognitive demands, and how student work relates to
the goal and informs future instruction. The Mathematical Tasks Framework sup-
ports teachers in analysis of tasks to determine the level of thinking possible for
students and the most effective way to set up a task to reach its maximum potential
of student growth. The set-up or launch of a task communicates the expectations
and learning goals for students, which is one of the five strategies listed by Leahy
et al. (2005).

When implementing professional development on the Mathematical Tasks
Framework, it is important that leaders provide opportunities for teachers to explore
the formative assessment evidence that can be gained from various tasks and dis-
cuss how this evidence can be utilized to move learning forward. For more infor-
mation see Implementing standards-based mathematics instruction: A casebook for
professional development, Second Edition (Stein et al. 2009).

13.4 Discussion

To address and dispel this view of formative assessment as something “extra,” we
advocate that teacher educators and professional development specialists explicitly
connect formative assessment to other frameworks, tools, and approaches utilized in
their work. Despite their differences, the approaches used in our work emphasize
important aspects of formative assessment, such as eliciting students’ thinking and
using this information to inform instructional decisions.

We argue that the explicit foregrounding of formative assessment in connection
with these approaches can both help support the increased, effective use of for-
mative assessment in mathematics teaching and bring greater coherence to pro-
fessional development. The National Council of Teachers of Mathematics (2014)
highlights the importance of a coherent curriculum that organizes and integrates
important content to empower students to make connections and build upon
existing ideas. This same coherence is important in professional development
opportunities for teachers. Providing experiences that make visible the connections
among important instructional ideas is key to developing new understandings.

The teacher’s role in formative assessment takes many forms including facili-
tating classroom discussions, questioning, eliciting student thinking, analyzing
student work, providing feedback to students, and using formative assessment data
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to make instructional decisions. “In a classroom that uses assessment to support
learning, the divide between instruction and assessment blurs” (Leahy et al. 2005,
p. 22). Teaching plans can be adjusted based on the information gathered through
questioning, classroom discussions, observation, and other formative assessment
strategies. Just as the line between instruction and assessment blurs, the lines
between the eight mathematics teaching practices (NCTM 2014) blur, because each
impacts the effectiveness of the other. This is why explicitly sharing the role of
formative assessment in various approaches is needed (see Fig. 13.2) to enable
teachers to appropriately interpret evidence from formative assessment data and
respond in a manner that moves students forward in their thinking. Figure 13.2
shares where various approaches fall in relation to elements of instruction.
However, it illustrates that formative assessment is seen in all three elements of
instruction on the chart.

Evidence from participants in the working meeting and responses from those
who have attended conference sessions regarding this approach to treating forma-
tive assessment have been very encouraging. For example, 18 of the 19 working
meeting participants indicated that they had developed a new and increased
appreciation of the importance of formative assessment and its connection to the
approaches they use, and they planned to implement these ideas in their work. This
work has informed multiple presentations and publications. However, the true test
is the impact this approach has on teachers and their ability to see formative
assessment within the approaches and instruction they implement daily in the
classroom. Future research on the impact of implementing professional develop-
ment of a framework, tool, or approach with specific, explicit attention to formative
assessment is needed. Does this provide coherence in teacher views on instruction
and/or professional development? Does it change practices in formative assess-
ment? How does this approach impact participants’ views of the frameworks, tools,

Fig. 13.2 Sample of connections of frameworks, tools, and approaches to formative assessment
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and approaches? Each of these questions could be explored in future studies. In
addition, examinations of the place of formative assessment in frameworks, tools,
and approaches that are widely used in other countries would be useful. It would
provide more strength to global arguments on the integral role of formative
assessment in instruction.
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Chapter 14
Designing for Formative Assessment:
A Toolkit for Teachers

David Wright, Jill Clark and Lucy Tiplady

Abstract This paper describes the outcomes of the three-year design research
project: Formative Assessment in Science and Mathematics Education (FaSMEd)
(http://www.fasmed.eu). Its goals: to develop a toolkit for teachers, and to research
the use of technology in formative assessment in mathematics and science.
Countries in the partnership included the United Kingdom, Republic of Ireland,
Norway, The Netherlands, France, Germany, Italy, and South Africa. The project
used an iterative, collaborative, process-focused approach. Case studies drew on a
wide variety of researcher and teacher obtained evidence. The paper draws on
analysis of the case studies and country reports to provide policy recommendations
and suggestions for further research.

Keywords Formative assessment � Technology � Design study
Toolkit � Raising attainment

14.1 Introduction

The report Knowing What Students Know (Pellegrino et al. 2001) identified pro-
gress in the science of designing assessments as a key factor in enhancing class-
room assessment. This paper describes a design research project focused on the
design of assessments and its outcomes.

The Rocard report (2007) identified widespread concern across the European
Union (EU) about the economic consequences and social impact of under-
achievement in mathematics and science education and recommended the adoption
of an inquiry based pedagogy. Consequently, a range of research projects were
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commissioned by the European Commission (EC), for example: SAILS—Strategies
for Assessment of Inquiry Learning in Science1; MASCIL—Mathematics and
Science for Life2; PRIMAS—Promoting Inquiry in Mathematics and Science
Education across Europe3, and ASSIST-ME—Assess Inquiry in Science,
Technology and Mathematics Education.4

Formative Assessment in Science and Mathematics Education5 (FaSMEd) was
commissioned in the FP76 programme with a focus on researching the application
of technology to facilitate Formative Assessment (FA) in the classroom. The project
investigated the conditions and requirements for promoting sustainable, appropriate
and innovative socio-technical approaches to the raising of achievement in math-
ematics and science education, developed exemplars and support for teachers in the
form of a ‘toolkit’, and provided policy recommendations and suggestions for
further research.

The approach adopted within FaSMEd was based on knowledge of complex
organizational work design focused on the interaction between people (in this case
teachers and students) and technology in workplaces (classrooms). The aim was to
explore how technology can raise attainment in mathematics and science classes
using formative assessment, given that it had been evidenced to produce substantial
student learning gains and to have a greater effect size7 on achievement than many
other interventions in the classroom (Black and Wiliam 1996; Hattie 2009).

FaSMEd is a collaborative development project, in a partnership consisting of
the United Kingdom, The Republic of Ireland, Norway, The Netherlands, France,
Germany, Italy, and South Africa. The project adapted the principles of design
research (Swan 2014) in its methodology. This is a formative approach in which a
product or process (or ‘tool’) is envisaged, designed, developed, and refined
through cycles of enactment, observation, analysis and redesign, with systematic
feedback from end-users. Educational theory is used to inform the design and
refinement of the tools, and is itself refined during the research process. Its goals are
to create innovative tools for others to use, to describe and explain how these tools
function, account for the range of implementations that occur, and develop prin-
ciples and theories that may guide future designs. Ultimately, the goal is

1http://www.sails-project.eu/.
2http://www.mascil-project.eu/.
3http://www.primas-project.eu/.
4http://assistme.ku.dk/.
5http://www.fasmed.eu/.
6FP7 is the short name for the Seventh Framework Programme for Research and Technological
Development. This is the European Union’s main instrument for funding research in Europe and it
ran from 2007–2013. FP7 was designed to respond to Europe’s employment needs, competi-
tiveness, and quality of life.
7Effect size is a simple way of quantifying the difference between two groups that has many
advantages over the use of tests of statistical significance alone. Effect size emphasises the size of
the difference rather than confounding this with sample size.
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transformative; we seek to create new teaching and learning possibilities and study
their impact on end-users.

A key element of teaching using assessment and intervention relates to the
quality of the information generated by the various feedback loops that exist in the
classroom setting and the involvement of the students within this process. By
introducing innovative technology to create a digital environment which enhances
connectivity and feedback to assist teachers in making more timely formative
interpretations, the FaSMEd project explored the potential to amplify the quality of
the evidence about student learning both in real-time and outside the classroom, for
access by both students and teachers.

As presented in our position paper8, the following are the innovative features of
connected classroom technologies that, as outlined by researchers, make them
effective tools to develop formative assessment:

• they give immediate information to teachers, enabling them to monitor students’
incremental progress and keep them oriented on the path to deep conceptual
understanding, providing appropriate remediation to address student needs
(Irving 2006; Shirley et al. 2011);

• they support positive student thinking habits, such as arguing for their point of
view (Roschelle et al. 2007), seeking alternative representations for problems,
comparing different solution strategies, explaining and describing problem-
solving strategies (Irving 2006);

• they create immersive learning environments that highlight problem-solving
processes and make student thinking visible (Looney 2010);

• they enable most of the students to contribute to activities, taking a more active
role in discussions (Roschelle and Pea 2002; Shirley et al. 2011);

• they display aggregated student results, giving powerful clues to what students
are doing, thinking, and understanding (Roschelle et al. 2004) and enable
teachers to “take the pulse” of learning progress for the classroom as a whole
(Roschelle and Pea 2002);

• they provide students with immediate private feedback, encouraging them to
reflect and monitor their own progress (Looney 2010; Roschelle et al. 2007);

• they provide opportunities for independent and collaborative learning (Looney
2010), fostering classroom discourse (Abrahamson et al. 2002; Dufresne et al.
2000; Roschelle et al. 2007; Shirley et al. 2011);

• they offer potentially important avenues for enlarging the types of cultural
practices used as resources for learning and foster students’ dynamic
engagement in conceptual, collective activities which are more akin to practices
of professional communities, making them become knowledge producers rather
that consumers (Ares 2008);

• they enable a multi-level analysis of patterns of interactions and outcomes,
thanks to their potential to structure the learning space to collect the content of

8https://research.ncl.ac.uk/fasmed/positionpapers/The+use+of+technology+in+FA+to+raise
+achievement_Revision+UNITO-FINAL.pdf.
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students’ interaction over longer timespans and over multiple sets of classroom
participants (Roschelle and Pea 2002).

These potentialities were explored in the variety of approaches adopted across the
partners in the project.

14.2 The FaSMEd Framework

During the first year of the project, time was allocated to establish a common
understanding of the key concepts of FaSMEd. These were articulated through a
series of position papers9 and an agreed glossary.10

We recognized that an approach to learning through active participation in, and
reflection on, social practices, internalisation and reorganization of experiences to
activate pre-existing concepts and ideas would be desirable. Hence, FaSMEd
activities stimulate ‘conflict’ or ‘challenge’ to promote re-interpretation, reformu-
lation and accommodation. (See FaSMEd position paper.11) In the case of
under-achieving students, the aim was to re-engage them rather than attempt to
re-teach previously learned material. In addition, the aim was to devolve problems
to learners so that learners articulated their own interpretations and created their
own connections. (See Swan and Foster (this volume), for further details of some of
the activities used.)

Partners were encouraged to create and adopt activities from their own contexts
which reflected this approach to learning. However, because this approach could
increase the cognitive load for students, it was important that the learning envi-
ronment was engineered to support students and FaSMEd included technology as
part of the design of the environment to provide such support. The FaSMEd project
case studies provide examples of where this approach has worked successfully with
under-achieving students. (See Cusi et al. (this volume) for a detailed example.)

Wiliam and Thompson (2007) focus on three central processes in teaching and
learning: (a) Establishing where the learners are in their learning; (b) Establishing
where the learners are going; and (c) Establishing how to get there. Considering all
agents within the learning processes in a classroom (teacher, students and peers),
they indicate that formative assessment can be conceptualized in five key strategies:

(1) Clarifying/Understanding/Sharing learning intentions and criteria for success,
(2) Engineering effective classroom discussions and other learning tasks that elicit

evidence of student understanding,
(3) Providing feedback that moves learners forward,

9https://research.ncl.ac.uk/fasmed/positionpapers/.
10https://microsites.ncl.ac.uk/fasmedtoolkit/theory-for-fa/glossary/.
11https://research.ncl.ac.uk/fasmed/positionpapers/Cognitive+conflict_Nottingham_ude_revised.pdf.
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(4) Activating students as instructional resources for one another,
(5) Activating students as owners of their own learning.

The key strategies by Wiliam and Thompson (2007) constitute the foundation of
the theoretical framework that has developed within the FaSMEd project and
intersect with the central processes. They represent, indeed, the starting point for the
development of a three-dimensional framework (see Fig. 14.1) aimed at extending
their model to include the use of technology in formative assessment processes.

The FaSMEd framework (see Fig. 14.1) considers three main dimensions which
enabled the project team to characterize technologically enhanced formative
assessment processes: (1) the five key strategies of formative assessment introduced
by Wiliam and Thompson (2007); (2) the three agents that intervene in the for-
mative assessment processes and that could activate these strategies, namely the
teacher, the student and the peers; and (3) the functionalities of technology.

The third dimension, Functionalities of Technology, was introduced with the
aim of highlighting how technology could support the three agents involved in
formative assessment processes when they activate the different formative assess-
ment strategies. The functionalities of technology are subdivided into three cate-
gories: sending and displaying, processing and analysing, and providing an
interactive environment. This subdivision was based on the FaSMEd partners’
experience in the use of technology to support formative assessment processes.

The Sending and Displaying category includes those functionalities of tech-
nology that support communication and fruitful discussions between the agents of
formative assessment processes. For example, the teacher can send questions to the
students or display a student’s screen to show his/her work to the whole class.
Several other functionalities, such as sending messages, files, answers, or dis-
playing screens or students’ worksheets, belong in this category.

The functionalities that support the agents in the processing and analysis of the
data collected during the lessons are included in the category Processing and
Analysing. This could include software that generates feedback based on a learner’s
answer or an application which creates statistical overviews of solutions of a whole
class, e.g. in a diagram or table. Other examples are the generation of statistics of
students’ answers to polls or questionnaires as well as the tracking of students’
learning paths.

The third category, Providing an Interactive Environment, refers to those
functionalities of technology that provide a shared interactive environment within
which students can work individually or collaboratively on a task, or a learning
environment where mathematical/scientific content can be explored. This category
includes, for example, shared worksheets, Geogebra© files, graph plotting tools,
spreadsheets, dynamic representations, or ChemSketch© models.

Figure 14.1 highlights how the subdivision of each dimension into different
sub-categories identifies small cuboids within the diagram. Each cuboid helps to
locate specific formative assessment practices, highlighting the agents involved in
this practice, the main formative assessment strategies that are activated, and the
functionalities of the technology that are involved. The framework has been used to
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identify and locate each of the cases reported by the partners in the project and has
been the focus of several published papers and presentations at international con-
ferences.12 (Cusi et al. in this volume provide further discussion of the use of this
framework.)

14.2.1 Sending and Displaying in Practice

A school working with Newcastle University implemented interactive whiteboards
with Reflector13 technology into classrooms. While students worked on the activity
Designing Candy Cartons14 on their iPads, the technology made it possible to
display a student’s screen to the whole class, sharing his/her work, and making it
possible to annotate and comment visibly in real time.

Another example is provided by the University of Maynooth. They used
Schoology15, a learning management and social network system in classrooms as a
way for teachers and students to communicate: sharing materials, uploading their
work, teachers sending out tasks, but also to give feedback and ask questions.

Fig. 14.1 Overview of the FaSMEd framework

12See our dissemination activities at: https://research.ncl.ac.uk/fasmed/disseminationactivity/.
13http://www.airsquirrels.com/reflector/.
14http://map.mathshell.org/lessons.php?unit=6300&collection=8.
15https://www.schoology.com/.
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14.2.2 Processing and Analysing in Practice

In the tool Unit of length developed by the University College of Trondheim,
Norway, the applet Kahoot16 is used for sending questions to students, sending their
answers to the teacher, and the teacher displaying the students’ solutions to discuss
and give feedback. What is more, the technology produces a statistical overview
represented in a bar diagram of the whole class’ answers (see Fig. 14.2), and
therefore, helping students and the teacher to grasp all students’ solutions at once.

Another example of this functionality is the tool Equivalence of fractions
developed at Ecole Normale Superieure De Lyon, France. It uses a student response
system (‘Je leve la main’17) to display a question to the whole class, which each
learner then answers individually via a remote control. Then, the technology
analyses the answers, indicating in green or red color whether a student’s solution
was correct, and displays the answer of each individual student (see Fig. 14.3). The
teacher can finally display all the sent-in solutions to discuss the problem with the
whole class and give feedback.

14.2.3 Providing an Interactive Environment in Practice

The digital self-assessment tool Can I sketch a graph based on a given situation?18,
developed at the University of Duisburg-Essen, functions as an interactive envi-
ronment, in which students can explore the mathematical content of sketching a
graph dynamically and assess their own work based on a presented check-list (see
Fig. 14.4).

Another example of technology used for formative assessment is the function-
ality of Providing an Interactive Environment (see Fig. 14.5), designed by The
Freudenthal Institute at Utrecht University. They created four different modules in
an online Digital Assessment Environment (DAE).19 Within this environment,
learners work on a series of questions while being able to choose between several
different tools to help them solve a problem, for example, tables, scrap papers, hints,
and percentage bars. The technology then presents an overview of the students’
work, their chosen tools, and answers to the teacher, who can use this data
formatively.

16https://getkahoot.com/.
17https://www.jelevelamain.fr/en/.
18https://sourceforge.net/projects/fasmed-self-assessment-tool/ (TI-Nspire© software needed).
19https://app.dwo.nl/dae/ (use Firefox browser).
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14.3 Raising Achievement

The FaSMEd project’s aim was to address low achievement in science and math-
ematics education. Two surveys were completed by the partners at the beginning of
the project to establish an understanding of the issues across the partnership. The
first was to map the ‘landscape’ for low achievers in science and mathematics

Fig. 14.2 Display of Kahoot!©

Fig. 14.3 ‘Je leve la main©’ display for class
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across the partner countries and their typical learning trajectories20; the second was
to survey the systemic practices of partner countries for addressing the needs of
low-achieving students.21

A disproportionate number of underachieving students come from disadvan-
taged social, cultural and ethnic groups, and in some countries, from groups without
a good command of the first language of the classroom (Boaler et al. 2000; Ireson
and Hallam 2001). Established approaches for working with such students are
frequently characterised by a deficit model of their potential, which entails repeating

Fig. 14.4 TI-Nspire© app developed at the University of Duisburg-Essen on a tablet

Fig. 14.5 Digital Assessment Environment showing the question (on left) for an individual
student and the teacher’s view of class responses to a range of questions (on right)

20http://research.ncl.ac.uk/fasmed/deliverables/D2%201.pdf.
21http://research.ncl.ac.uk/fasmed/deliverables/D2%202.pdf.
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material from earlier years, broken down into less and less challenging tasks,
focused on areas of knowledge in which they have previously failed and which
involve step-by-step, simplified, procedural activities in trivial contexts. In contrast,
the TIMSS seven-nation comparative study shows that high-achieving countries
adopt approaches which preserve the complexity of concepts and methods, rather
than simplifying them (Hiebert et al. 2003). In addition, evidence indicates that
attitudinal factors on the part of both students and teachers can have a powerful
impact on achievement, particularly with this group of students. Hence, FaSMEd
partners were encouraged to develop resources, processes, and technological tools
which would allow all students to engage with complex concepts and methods
successfully and to improve motivation.

The FaSMEd project was based on the evidence that formative assessment
strategies can raise levels of achievement for students (Black and Wiliam 1996).
The project also builds on the evidence of research from, for example, the LAMP
(Ahmed 1987), RAMP (Ahmed and Williams 1991), and IAMP (Watson et al.
2003) projects in mathematics teaching and the CASE (Shayer and Adey 2002)
project in science teaching in the United Kingdom and elsewhere, which adopted
approaches focused on the proficiencies of the students rather than their deficien-
cies. These projects adopt what Shulman (2002) calls pedagogies of engagement,
characterised by revisiting student thinking, addressing conceptual understanding,
examining a task from different perspectives, critiquing approaches, making con-
nections, and engaging the whole class.

The main objectives for the project were to produce (through design research) a
toolkit for teachers and teacher educators to support the development of practice
(the expression ‘toolkit’ refers to a set of curriculum materials and methods for
pedagogical intervention) and produce a professional development resource that
exemplifies use of the toolkit through a process of design research. The toolkit is
disseminated through a website produced by the partners22. Partners were
encouraged to identify activities in science and mathematics which built on recent
meta-analyses of the accumulated corpus of research on effective teaching that
examined teaching components in mathematics and science (Seidel and Shavelson
2007), teaching strategies in science (Schroeder et al. 2007), and teaching programs
in mathematics (Slavin and Lake 2008; Slavin et al. 2009). These provide clear
indications of the relative effectiveness of some teaching components and the
toolkit has numerous examples of such materials and approaches. (See also Swan
and Foster (this volume) for further examples.)

22http://www.fasmed.eu/.
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14.4 Professional Development Resources

The professional development package produced by FaSMEd reflects the range of
ways in which partners have worked with teachers in their countries and offers
examples for teachers and teacher educators to use. These include a set of six
professional development modules23 (see Table 14.1) designed to help teachers use
Formative Assessment more effectively in their classrooms.

The resources also include a theoretical section on principles for effective pro-
fessional development and a practical section on ways in which professional
development can be organized. This section24 is for people who are organizing
professional development for teachers of mathematics and science but can also be
used by teachers either individually or working with peers.

The FaSMEd position paper on the professional learning of teachers25 warned
that professional development (PD) is perceived and experienced differently across
countries. Partners were aware, therefore, that it was important not to make
assumptions about expectations and norms in other countries. However, the posi-
tion paper then concludes that there is a high degree of convergence in descriptions
of successful professional learning and the partners generally agreed. Typically,
these include securing interest and engagement from the teachers, providing a
theoretical framework for understanding of the innovation/strategy/programme, and
offering some practical tools to apply to classroom practice.

The position paper also notes that Professional Learning Communities (PLCs)
emerge as one of the most promising structures for professional learning. This is
because the conditions for effective professional learning fundamentally require
teachers to feel safe to experiment, to examine the impact of their innovations, to
talk openly, and to establish principles about effective student learning. Partners
were thus encouraged to engage with groups of teachers who were willing to

Table 14.1 Professional development modules in FaSMEd

Professional development modules

Module number Content

1 Introducing formative assessment

2 Using students’ mistakes to promote learning

3 Improving questioning

4 Improving student collaboration

5 Students becoming assessors

6 Using technology for formative assessment

23https://microsites.ncl.ac.uk/fasmedtoolkit/professional-development/modules-new/.
24https://microsites.ncl.ac.uk/fasmedtoolkit/professional-development/.
25http://research.ncl.ac.uk/fasmed/positionpapers/TeacherProfessionalLearningPositionPaper
Revised_Final.pdf.
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collaborate as active participants in the design process of the resources for the
toolkit and to support PLCs where possible.

Case studies produced by partners26 in the project illustrate examples of teachers
using the resources. The cross-comparison studies (both cases and countries) further
provided an analysis of Formative Assessment practices across the partner
countries.27

In FaSMEd, all partners used active involvement of the teachers in the
design-based research process as professional development. Teachers were
involved through cluster meetings and school visits throughout the intervention
phase of the project (2014/2015). These meetings included dialogues with the
FaSMEd researchers, sharing of practice with other teachers as well as participating
in the ‘design-do-review’ cycles of classroom materials. The organization of the
approach was different for each FaSMEd partner but essentially fell into three main
types: courses; learning groups; and individual teachers.28

The courses varied considerably in most aspects. However, usually one or more
experts led the course, choosing the content to cover and the order in which it was
covered. The experts planned the sessions and prepared materials, such as handouts
for teachers. A course had a beginning and an end and consisted of a series of
meetings, during which the participants covered the course content which was
pre-determined by the leader(s) of the course.

We used the term learning groups as an umbrella term which covered groups of
teachers working together on their own professional development. Some of these
groups called themselves professional learning communities, while others might be
communities of practice; in general, the idea of these groups was that the members
of the group learn together, usually by examining and inquiring into their own
developing practice. Typically, the agenda was set by the group and there was no
particular leader, although there may have been someone or some people who took
responsibility for coordinating the group.

Working with individual teachers involved utilizing a professional development
‘expert’, tailoring the professional development to the needs of the individual
teacher. For example, if they wanted to try something new in a particular context,
the expert could plan a lesson with them, watch them teach, and talk to them about
the lesson afterwards. They could also plan their own lesson, and again, the expert
could watch them teach and discuss with them afterwards. The discussion with the
teacher helps them to reflect deeply, not only on the way they taught the lesson, but
also on their students’ responses. It can also help them think in detail about the
design of the task and the classroom lesson. For many teachers, this process leads to
significant learning.

26http://research.ncl.ac.uk/fasmed/deliverables/.
27http://research.ncl.ac.uk/fasmed/deliverables/Deliverable%20D5.2%20Cross%20Comparative%
20study%20of%20case%20studies.pdf.
28https://microsites.ncl.ac.uk/fasmedtoolkit/professional-development/approaches/.
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14.5 Socio-technical Approaches to Raising Achievement
in Mathematics and Science Education

Through FaSMEd, consortium partners (and teachers) engaged in the design pro-
cess of socio-technical approaches aimed at raising achievement in mathematics
and science education. Our schools and teachers, nevertheless, used many different
technological tools in their mathematics and science classrooms, and worked under
different conditions and environments. Hence, a true comparative analysis was not
possible, as many variables changed with the use of different tools, change of
environment, etc. Our intention was not to compare teachers internationally, but
rather to develop deeper insights into how formative assessment strategies (par-
ticularly technology-based) help teachers and students follow better learning tra-
jectories in a range of contexts.

The main findings from the cross-case study analysis (D5.229) are as follows:

• The technology can provide immediate feedback, potentially useful for teachers
and students. However, the usefulness depends on teachers’ skills to benefit
from it, as they often do not know how to helpfully build the formative feedback
into their teaching.

• The technology potentially provides, and seems to encourage, ample opportu-
nities for classroom discussions. Moreover, it appears that the technology helps
to develop more cooperation within the class: teacher-student cooperation; and
cooperation between individual students/within groups.

• Technology appears to provide an objective and meaningful way for repre-
senting problems and misunderstandings.

• Technology can provide opportunities for using preferred strategies in new or
different ways.

• The technology helps to raise issues with respect to formative assessment
practices (for teachers and students), which were sometimes implicit and not
transparent to teachers. In nearly all the cases, the connection of formative
assessment and technology tools helped teachers to re-conceptualize their
teaching with respect to formative assessment.

• Different technological tools provide different outcomes. In principle, each tool
can be used in different ways, and hence the processes of feedback to the
individual, feedback to groups of students, feedback to whole class and dis-
cussion, are significant. Often a mix of technology was used, and the orches-
tration of the technology tools needed specific skills.

Looking across the cases, the technology tools provided immediate feedback for
teachers about pupils’ difficulties and/or achievement with a task. For example, the
software ‘Je leve la main’ (see Fig. 14.3) provided opportunities for collecting and
processing students’ responses, and subsequently for further analysing individual

29https://research.ncl.ac.uk/fasmed/deliverables/Deliverable%20D5.2%20Cross%20Comparative
%20study%20of%20case%20studies.pdf.
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student work. As another example, a mathematics teacher mentioned that “other
effective moments are the polls, since they are immediate and interesting.”
(Socrative©30 was adopted in several schools in the United Kingdom for polling.)

We found that teachers see the technological tools as opportunities, such as
opportunities for changing practices in the sense that teachers expanded their
repertoire of strategies with the technological tools:

[Before FaSMEd] the use of Formative Assessment was implicit. I had very low awareness
of it. No specific tool was constructed or used for this purpose. [Now Formative
Assessment is] gathering information at all steps of the teaching act.

Technological tools were also opportunities for adapting their preferred strate-
gies in new or different ways. For example, one teacher reported that the tablet
made her work more cooperatively with her class and removed her from the con-
straints of the whiteboard:

It just means that I’m not at the front all the time.

Another teacher, who used questioning as his predominant approach, was aware
that:

not all students are comfortable to answer questions vocally or to be putting their hands up
[….] sometimes you have to use other methods that are not as intrusive, things like using
mini whiteboards where everyone can respond and no-one feels under pressure.

The tool (or resource), such as a ‘clicker’, can become an instrument for a
Formative Assessment strategy as outlined by Wiliam and Thompson (2007)

(1) Clarifying learning intentions and criteria for success
(2) Engineering effective classroom discussions and other learning tasks that elicit

evidence of student understanding
(3) Providing feedback that moves learners forward
(4) Activating students as instructional resources for one another
(5) Activating students as the owners of their own learning.

Within our cases, formative assessment practices were associated with func-
tionalities of the technology tool/s: for example, with sending and displaying
questions; and with displaying students’ answers.

In our cases, several teachers reported that technical difficulties, e.g. setting up
the technology for handling it with students, prevented them from using the tech-
nology tools more often. However, once they managed the tools successfully and
saw the advantages of using them for formative assessment, they regarded them as
beneficial both for their instruction and for student learning. One teacher
commented:

[Before FaSMEd]. The collection of information was done through conventional controls,
activities at the beginning of the lesson, oral exchanges, observations of students in their
activities. The quality and consistency of the treatment of such information varied widely.

30https://www.socrative.com/.

220 D. Wright et al.

https://www.socrative.com/


There were some technical difficulties related to the handling of the material, during the first
two months of the FaSMEd project. [But] Today I see only advantages of using digital
technologies for formative assessment.

For students, there was an appreciation of the value of formative assessment.
Through sharing and explaining work the teacher would “know you haven’t just
copied, because if you had copied then you wouldn’t have been able to explain the
answer”. One student did explain that it was important not to be judged or
humiliated. The classroom culture created by the teacher would therefore appear to
be crucial if ‘in the moment’ formative assessment strategies are adopted (i.e.,
students need to feel it is safe to explain their ideas even if they might be wrong):

If you’re in class and you’re doing a question on the tablet, if you get something wrong it’s
easier to tell than just writing it in your copy where you only can see, then the whole class
can see and tell you where you went wrong.

Students thought that the technology also helped teachers to get a better (i.e.,
objective and observable) overview of how students were progressing:

well, [teachers] can see what we’ve done better, it’s hard to explain, if we do stuff on
technology they can save it … they can see it …

Representing their knowledge in a meaningful way was perceived to be espe-
cially beneficial to low-achieving students, as it allowed them to represent their
learning pictorially. Students could make sense of images and videos within an
application (e.g., iPad application Popplet31 or Classflow32).

Some students reported that working with these technology tools helped them to
improve their learning, and facilitated their understanding of mistakes. It was
reported that, after FaSMEd, students changed their minds on the utility of using
clickers in math and science lessons, for example, using the projected answers for
discussions with respect to their own results/answers. Selected students reconsid-
ered the status of mistakes for their learning; they realized that mistakes could be
useful in the learning process:

You made a mistake, that’s all, but [now] you know that you have understood.

Nearly all the case studies reported on the positive effect of technology in terms
of facilitating and encouraging classroom discussions, either between teacher and
students, or among students. Many students appeared to have had ample oppor-
tunities for peer interactions, partly due to the technology, in terms of paired
discussions; students compared samples displayed, interpretations and strategies
from peers, suggestions from peers, solutions, working and explanations from
peers.

All the case studies reported an impact on student motivation and engagement.
One teacher reported:

31http://popplet.com/.
32https://classflow.com/.
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I feel that my students are more confident in approaching unfamiliar tasks. They are more
likely to ‘have a go’ at a task. The need to share work with their partner and to improve
their own work, has helped them to appreciate the need to get something down on paper
and to try things out. It has also helped their accountability in needing to complete a task,
rather than just saying ‘I don’t know what to do’.

In some cases, teachers reported increased engagement and an improvement in
the quality of student work due to the key role that technology played in displaying
their work to their peers:

If they know that they are going to have to present their work to the rest of the class they
make much more effort with it.

In other words, it was not the technology itself, but the knowledge that the tech-
nology could be used which had an impact on the quality of some students’ work.

14.6 Conclusions

The main objective for the project was to produce a toolkit for teachers and teacher
educators and a professional development resource, implemented through a web-
site, which would support their application of formative assessment strategies using
technology. This output33 is now ready for teachers and others to use. This resource
now sits alongside the resources developed by SAILS34, MASCIL35, PRIMAS36

and ASSIST-ME.37

It was found that most mathematics and science teachers in our study were not
familiar with processing data (from students) for formative purposes using a range
of technologies. In short, despite the widely recognized powerful impact of for-
mative assessment on student achievement, formative assessment-utilising tech-
nology is not yet well developed. Improvement is required both in terms of
ergonomics, with respect to the technology tools, as well as teacher professional
development to build such tools into formative assessment instructional practices.

Through the FaSMEd project, selected teachers managed to build the formative
assessment tools into their teaching, and reported a desire to embed these practices
in future teaching. However, while most teachers used the technology to collect and
store data, it was not always used formatively in subsequent steps. It became clear
that unless teachers were experienced and confident teachers of mathematics/
science, the combination of formative assessment practices and technology for

33http://www.fasmed.eu/.
34http://www.sails-project.eu/.
35http://www.mascil-project.eu/.
36http://www.primas-project.eu/.
37http://assistme.ku.dk/.
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becoming more informed about student learning and understanding was challeng-
ing. Overall, the full potential of FaSMEd activities and tools has not been realized
in most partner countries at this stage.

For teachers involved in the project, there were several challenges. In addition to
introducing one of a variety of technologies into their classrooms, they were also
asked (in most cases) to adapt to both a pedagogy of engagement and a pedagogy of
contingency (Wiliam 2006). The challenge to adopt a pedagogy of engagement
caused tensions. For example, (as recognized in the cross-country report,
Deliverable D5.338), anxieties about performance in both mathematics and science
are raised by the way in which governments and school management interpret
international test results. Hence, productivity and performance come into conflict
with a pedagogy of engagement where reflective periods for examining alternative
meanings and methods are required. Indeed, it must be recognised that FA requires
teachers to prioritise learning over teaching—and that learning takes time, whereas
teachers have a limited amount of time in which to deliver the required curriculum
content.

The adoption of a pedagogy of contingency challenged teachers to translate
formative intention into formative action. Although all teachers appreciated the
information about students’ learning being made visible through the activities,
assessment opportunities and technological support, some teachers found it difficult
to use the information to adjust their teaching to better meet their students’ learning
needs. This was particularly true when the information was generated in the middle
of an active lesson.

However, in schools where the leadership created time for teachers to come
together regularly and frequently to plan, discuss and review, the teachers were
generally much better equipped to engage with these challenges and tensions.
Hence, it could be argued, time for professional development is a necessary (but not
sufficient) prerequisite for successful innovation in the classroom.

Where the conditions for professional learning are good, there is some evidence
that practices trialled through FaSMEd were being embedded into teachers’ peda-
gogy and general classroom practice. For example, one teacher from the United
Kingdom said:

The information gleaned from the pre-assessment tasks has always proven to be invaluable
in finding out where the stumbling blocks for the students are and where teacher inter-
vention is required. While the barrier for completing the task is sometimes similar for all
students – and where I would have probably expected – occasionally it has thrown up
surprises. This is a highly transferrable strategy which I plan to use before all units of work
to inform my planning for the group. (See Swan and Foster (this volume) for further
discussion on this.)

Another teacher commented:

The FaSMEd project has reinvigorated my every day teaching and made me think about
how I approach lessons and their structure. I am already starting to use photographs of

38http://research.ncl.ac.uk/fasmed/deliverables/.
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students’ work (displayed anonymously) to aid discussion and model working out/
explanation. I already do a lot of pair work, but I am thinking more carefully about which
students are paired together and I’m trying to mix students up more.

Regarding the students, the investigations (and interventions) have shown a
relatively positive picture: students seemed to welcome the formative assessment
data provided by the technology (and the teacher/s) and they were ready to usefully
build it into their learning strategies. Overall, promising patterns of engagement and
motivation were identified, particularly for low-achieving students.

In conclusion, while acknowledging the complex and challenging environments
in schools, the FaSMEd activities combined with the appropriate technological
tools appear to have the potential to enhance the learning process. This can be
achieved through active engagement with the FaSMEd Toolkit and rigorous pro-
fessional learning, as exemplified through the FaSMEd Professional Development
Package.

14.7 Recommendations for Policy and Research

The final deliverables for FaSMEd are two papers (D6.2 and D6.3)39 with rec-
ommendations for policy and research in this field. We summarize the major ele-
ments here.

14.7.1 Policy

The FaSMEd project found that the introduction of innovative technology to create
a digital environment (between students, peers and teachers) can assist teachers in
making more timely formative interpretations. We recommend the use of such
technologies within classrooms to further enhance formative assessment practices.

Through the case studies, there is evidence of teachers using technologies to gain
information about their students’ thinking, as well as to facilitate opportunities for
students to learn from their peers. In interviews, students identified these practices
as particularly beneficial in making their learning visible to the teacher, themselves,
and their peers. We recommend that technologies are utilized within classrooms to
facilitate making learning more visible to all ‘in the moment’.

Our FaSMEd case studies show that most teachers opted for technology tools
which were accessible and/or easy to learn how to use and apply in their class-
rooms. We would therefore recommend that when embarking on new technological
innovations, the usability of tools is considered.

39http://research.ncl.ac.uk/fasmed/deliverables/.
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FaSMEd found that where existing infrastructures supported the use of tech-
nology, schools could make considerable progress in their use of technology to
support formative assessment practices. We would recommend investment in net-
working and wireless systems, together with technical support in schools. FaSMEd
believes this is a priority and a prerequisite for the implementation of this tech-
nology on a larger scale.

Where teachers could work as professional learning communities, conditions
were effective in enabling them to feel safe to experiment, to examine the impact of
their innovations, to talk openly, and to establish principles about effective student
learning. FaSMEd would therefore recommend that schools (wherever possible)
facilitate time and space for teachers to plan and reflect on their practice.
A commitment to this from school leaders is crucial.

14.7.2 Research

The FaSMEd framework provides a conceptual model for understanding the
interactions within the classroom between agents (teachers, students, peers), for-
mative assessment strategies, and functionalities of technology. This model enables
researchers to analyse the role of technology within formative assessment and
learning. FaSMEd partners are continuing to develop and apply the framework to
their research.

In addressing the needs of lower achievers, several interventions used tech-
nologies that were more easily accessible and did not demand high levels of lit-
eracy. Using visual displays of students’ work was shown to be useful in some
circumstances. For example, it appears that the simple awareness on the part of
students that their work could be displayed for their peers impacted on its quality
because they reviewed their work from another point of view. This encouraged
lower-achieving students to engage more fully in tasks and therefore Activated
students as owners of their own learning. We recommend that future research
explores further applications that support visual displays in mathematics and
science.

Many of our teachers used technology with polling systems to gather evidence of
student learning. Multiple-choice questions have become one of the ways teachers
seek out feedback on the understanding of their students, but these need careful
framing, interpretation, and response by the teacher. One problem is that single
response multiple-choice questions may not give a very accurate indication of
students’ understanding if a significant number choose the right (or wrong) answer
at random. A more accurate use of multi-choice would be to design questions where
the correct answer is to select two (or more) choices simultaneously—thus reducing
the probability of random choice being correct and a richer selection of information.
Research is needed to develop these questions.

Another issue is that current assessment and polling software often aggregate the
data from groups of students, but do not do any further processing. Interpreting and
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reacting to such data is one of the major challenges for teachers. We recommend
that future research into technology that can work intelligently with student
responses, recognize common errors, and suggest strategies and/or feedback is
needed.

The research findings indicate that using technology to support teacher-mediated
formative assessment calls for high levels of teacher expertise. In contrast, the most
effective technology applications exemplified that: ‘The first fundamental principle
of effective classroom feedback is that feedback should be more work for the
recipient than the donor’ Wiliam (2011, p. 138). In other words, where the task
environment provides direct feedback to the student, such feedback is readily
interpretable by the student and the necessity for the teacher to interpret and mediate
is reduced. Research should thus support the development of such task
environments.

The main objective for FaSMEd was the development of a Toolkit for teachers
and a Professional Development package to support it. During the three-year pro-
ject, a prototype toolkit was developed and evaluated, leading to the production of
the final toolkit. However, this resource has not been evaluated and it remains an
open question about the extent to which a website incorporating the resource will be
used or valued by teachers. Hence, it is clear that, to ensure that the FaSMEd toolkit
is fit for its purpose, a further iteration would be required, including feedback from
teachers on the use of the resources.

The FaSMEd toolkit now sits alongside a range of research projects which were
commissioned by the European Commission (EC), for example: SAILS—Strategies
for Assessment of Inquiry Learning in Science40; MASCIL—Mathematics and
Science for Life41; PRIMAS—Promoting Inquiry in Mathematics and Science
Education across Europe42, and ASSIST-ME—Assess Inquiry in Science,
Technology and Mathematics Education.43 In relation to mathematics and science
education, then, there is clearly a great wealth of research and knowledge generated
across Europe (and beyond). Although at project level there has been some
knowledge exchange and collaboration, more needs to be done to ensure that
cross-project findings are integrated and translated into research, policy, and
practice. We recommend that such meta-analysis is essential for future research.

40http://www.sails-project.eu/.
41http://www.mascil-project.eu/.
42http://www.primas-project.eu/.
43http://assistme.ku.dk/.
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Chapter 15
Looking to the Future: Lessons Learned
and Ideas for Further Research

David Wright, Megan Burton, Annalisa Cusi and Denisse
R. Thompson

Abstract This concluding paper to the volume highlights some lessons learned
from the various papers relative to the issue of formative assessment and draws
them together as a range of attempts to make students’ learning visible. In addition,
possible avenues for further research related to this important topic are discussed,
including formative assessment as an instrument or a process, the development of
tools for assessment, and a more nuanced understanding of classroom assessment.

Keywords Formative assessment � Research issues related to assessment

15.1 Introduction

Mathematical education benefits from a rich set of research-based descriptions of
how learners develop concepts, problem solving, and reasoning competencies.
Despite this, the assessment of students’ learning in mathematics is complex,
subject to continuing debate and cannot be taken for granted.
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As Bennett comments: “Formative assessment, like all educational measure-
ment, is an inferential process because we cannot know with certainty what
understanding exists inside a student’s head…We can only make conjectures based
on what we observe…” (2011, p. 16). (See also Pellegrino et al. (2001, p. 42).)
Significant attempts to address these difficulties have been made. For example, in
1998 the National Research Council (NRC) of the USA, with the support of the
National Science Foundation (NSF), convened a committee on the foundations of
assessment. Its report, Knowing What Students Know (Pellegrino et al. 2001),
provides a comprehensive overview of educational assessment at the time and sets
out goals for educational assessment for the 21st century. It is now some sixteen
years since the publication of this report and it may be instructive to draw on its
conclusions to compare the current issues in classroom assessment in mathematics.

The report provides a clear statement of principle for all assessments:

Every assessment, regardless of its purpose, rests on three pillars: a model of how students
represent knowledge and develop competence in the subject domain, tasks or situations that
allow one to observe students’ performance, and an interpretation method for drawing
inferences from the performance evidence thus obtained. (Pellegrino et al. 2001, p. 2, italics
in original)

It adds that “These three elements—cognition, observation, and interpretation—
must be explicitly connected and designed as a coordinated whole. If not, the
meaningfulness of inferences drawn from the assessment will be compromised”
(p. 2, italics in original). In its focus on classroom assessment in particular, it
advises: “assessments, especially those conducted in the context of classroom
instruction, should focus on making students’ thinking visible to both their teachers
and themselves so that instructional strategies can be selected to support an
appropriate course for future learning” (Pellegrino et al. 2001, p. 4, italics in
original).

It could be argued that, despite the wide range of approaches to classroom
assessment exemplified in this volume, they are connected through the attempts to
address part or all of the ‘pillars of assessment’ and in making ‘students’ thinking
visible’ in the classroom. Examples from this volume include: Bostic & Sondergeld
on validating a measure to vertically align 7th and 8th grade problem-solving
instruments; Straumberger on self-assessment for improving mathematical com-
petence; Sia and Lim on using Cognitive Diagnostic Assessment to assess primary
students’ knowledge of time; and Burton et al. on how professional development
related to formative assessment should be intricately woven into the fabric of all
professional development on effective instruction. Further, Andrade-Molina and
Diaz Moreno provide an analysis of Chilean curriculum guidelines which, they
argue, fail to address the pillars of assessment in regard to students’ spatial learning.

Most importantly, the National Research Council report reminds us that
assessment is not simply a technical issue but one of equity (Pellegrino et al. 2001)
and that fairer assessments are needed to ensure that all students can achieve their
potential. (See also OECD (2010) for further discussion of achieving equity in
education.)
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15.2 Formative Assessment—An Instrument or Process?

In the introduction to this volume, we quote Black and Wiliam (2009) who define
assessment as formative:

to the extent that evidence about student achievement is elicited, interpreted, and used by
teachers, learners, or their peers, to make decisions about the next steps in instruction that
are likely to be better, or better founded than the decisions they would have taken in the
absence of the evidence that was elicited. (p. 9)

However, in his critical review of formative assessment, Bennett (2011) refers to
a ‘split’ in the understanding of formative assessment between those who think of
formative assessment as an instrument, such as a diagnostic test, and those who
hold the view that formative assessment is a process whose distinguishing char-
acteristic is the feedback used to adapt teaching to meet student needs. Bennett
attempts to resolve this issue by suggesting that formative assessment should be
conceived: “as neither a test nor a process, but some thoughtful integration of
process and purposefully designed methodology or instrumentation” (Bennett
2011, p. 7). In addition, he proposes that a definition of formative assessment needs
a theory of action and a concrete instantiation:

the theory of action: (1) identifies the characteristics and components of the entity we are
claiming is ‘formative assessment’, along with the rationale for each of those characteristics
and components; and (2) postulates how these characteristics and components work
together to create some desired set of outcomes (Bennett 2010). The concrete instantiation
illustrates what formative assessment built to the theory looks like and how it might work in
a real setting. (Bennett 2011, p. 8)

Swan and Foster (this volume) describe an ambitious attempt at such an
instantiation through the Mathematics Assessment Project,1 and their examples of
‘formative assessment lessons’ demonstrate an integration of process and instru-
mentation. Wright et al. (this volume) and Cusi et al. (this volume) provide further
examples of instantiations which attempt to build on the exemplars of ‘formative
assessment lessons’ through the support of classroom technologies and professional
development.

There appears to be evidence from these initiatives that adoption of approaches
which combine a plan of action and an instantiation of resources which make
students’ learning visible does change classroom assessment. However, Fullan and
Donnelly (2013) argue that three elements need to come together in lock-step for
there to be an effective impact on education on a large scale: digital innovation,
pedagogy and change knowledge:

a simpler approach might be more helpful — one that is quite close to the strategising that
will be required. There need to be policies and strategies that will simultaneously i) con-
ceptualise and operationalise the new pedagogy; ii) assess the quality and usability of
specific digital innovations; and iii) promote systemness. (Fullan and Donnelly 2013, p. 12).

1http://map.mathshell.org/.
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Further research into the adoption of such resources and approaches might gain
from these principles.

15.3 Tools for Assessment

In 2001, the authors of Knowing What Students Know were optimistic about the
possible impact of technology on assessment:

computer and telecommunications technologies offer a rich array of opportunities for
providing teachers with sophisticated assessment tools that will allow them to present more
complex cognitive tasks, capture and reply to students’ performances, share exemplars of
competent performance, engage students in peer and self-reflection, and in the process gain
critical information about student competence. (Pellegrino et al. 2001, p. 307)

Laurillard notes that there has always been a strong relationship between edu-
cation and technology, but that whereas: “Tools and technologies, in their broadest
sense, are important drivers of education, their development is rarely driven by
education” (2012, p. 2). Hence, like many other predictions for the benefits of
technology for education, the impact of these innovations in the classroom has
largely failed to materialize in the ensuing interval and the adoption of tools sup-
porting assessment has been very slow. Fullan (2013, p. 37) for example, reports,
“8% of teachers fully integrate technology into the classroom and only 23% of
teachers feel that they could integrate technology in the classroom” (Moeller and
Reitzes 2011 cited in Fullan 2013). Further, even where technology is present in the
classroom, effective pedagogical application of it is missing (Fullan 2013). To
benefit from the opportunities and affordances of technology for education, Fullan
advocates an approach which integrates technological tools, pedagogy, and
knowledge of how change occurs in education; in this way, it is hoped, education
will begin to drive its use of technology.

Examples in this volume address this challenge. For example, FaSMEd creates a
model which maps how the affordances of technology for assessment can interact
with the actors (students, peers, teacher) in the classroom and the variety of
strategies for formative assessment; Cusi et al. (this volume) and Wright et al. (this
volume) provide case studies of these in action in the classroom. Evidence from
several papers in this volume (Cusi et al.; Haddif and Yerulshamy; Platz et al.;
Wright el al.) shows that technology has the potential to enhance classroom
assessment2 in as much as it:

• provides immediate feedback about the students’ solutions, thus providing the
teacher with an overview of the class’ achievement of the target competence;

2See http://research.ncl.ac.uk/fasmed/positionpapers/The+use+of+technology+in+FA+to+raise
+achievement_Revision+UNITO-FINAL.pdf.
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• enables teachers to monitor students’ incremental progress and keep them ori-
ented on the path to deep conceptual understanding, providing appropriate
remediation to address students’ needs;

• supports positive students’ thinking habits, such as arguing for their point of
view;

• creates immersive learning environments that highlight problem-solving
processes;

• gives powerful clues to what students are doing, thinking, and understanding;
• enables most or all of the students to contribute to the activities and work toward

the classroom performance, therefore taking a more active role in the
discussions;

• provides students with immediate private feedback, encouraging them to reflect
and monitor their own progress;

• provides multi-level analyses of patterns of interactions and outcomes thanks to
their potential to instrument the learning space to collect the content of students’
interaction over longer time-spans and over multiple sets of classroom
participants.

The FaSMEd project (Cusi et al. and Wright et al. this volume) demonstrates
how tools and technology, for example classroom aggregation systems using polls
and applications for displaying students’ work for the whole class to view, can
support teachers’ assessments in the classroom. Case studies showed that tech-
nology tools provided immediate feedback for teachers about pupils’ difficulties
and/or achievement with a task. Technology also potentially provides, and seems to
encourage, ample opportunities for classroom discussions. Further, the teachers
used the technological tools as opportunities for changing practices, in the sense
that teachers expanded their repertoire of strategies with the technological tools and
adapted their preferred strategies in new or different ways.

Another example of the teacher’s use of technology as an opportunity to adapt
their teaching according to students’ responses is within Downton’s paper (this
volume), which analyses the use of digital technology by teachers as tools to collect
assessment data to document student learning. The papers by Platz et al. (this
volume) and Haddif and Yerushalmy (this volume) both deal with the design of
e-resources that could support formative assessment processes. Haddif and
Yerushalmy focus on the design of e-assessments to highlight students’ response
space, revealing different characteristics of students’ thinking. Platz et al. focus on
the creation of an educational e-proof environment that supports and guides stu-
dents to prove a given theorem.

Interpreting and reacting to the data collected and aggregated through techno-
logical tools are major challenges for teachers. Indeed, many teachers use such
systems for ‘long-cycle’ formative assessment, in other words they store the data
for further analysis and may respond in the following lesson or even later, often
because it is very difficult to decide what to do minute-by-minute when using these
technologies.
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Current classroom systems are what Wiliam (2007) refers to as ‘2nd generation’.
They aggregate the data from groups of students, but will not do any further
processing. Teachers need support through research into developing technology
which would work intelligently with student responses by parsing them in some
way to recognize common errors and suggest strategies or feedback.

15.4 Issues for Assessment, Feedback and Learning

Pellegrino et al. (2001) identified three pillars of assessment—a model of cognition
in the domain, tasks which make students’ learning visible, and a process of
interpretation of the observed performance. Bennett (2011) also identifies three
factors for effective assessment by teachers: pedagogical understanding of assess-
ment practices, deep domain understanding, and knowledge of measurement fun-
damentals to support inference from the evidence elicited by assessment. The clear
intersection between these two approaches indicates both the challenge for class-
room teachers of carrying out effective assessment and the challenge of providing
adequate professional development to enhance teachers’ practice.

In this volume, Sayac provides an analysis of teachers’ assessment practices in
France, which demonstrates the inadequacy of the assessments developed by
teachers where, for example, domain understanding is lacking. Pai (this volume)
also identifies and analyses the pedagogical skills needed by a classroom teacher in
attending to learners’ responses, which highlights the demanding nature of class-
room assessment. Burton et al. (this volume) discuss how professional development
could support teachers in developing effective formative assessment; they advocate
that formative assessment should be woven into the fabric of all professional
development on effective instruction.

Some contributions in this volume describe how tools can measure performance
for both teachers and students themselves. The challenge, however, for both stu-
dents and teachers, is to interpret their performance in terms of learning—‘making
learning visible’. Bostic and Sondergeld (this volume), for example, focus on
validating classroom-based measures to vertically align 7th and 8th grade
problem-solving instruments, suggesting that they could be considered as a foun-
dation for assessments that can be employed to derive meaningful feedback and
inform instructional practices. A second example is proposed by Sia and Lim (this
volume), who investigate the use of Cognitive Diagnostic Assessment as an
informative tool to teachers when trying to determine next steps for teaching.
Finally, Straumberger (this volume) focuses on the creation of tools for
self-assessment. He examines the use of self-diagnosis sheets as part of classroom
assessment aimed at improving mathematical competence.

A fruitful area for further research and development is on the use of
multiple-choice questions, which have become one of the ways teachers seek out
feedback on the understanding of their students. But these need careful framing,
interpretation, and response by the teacher. For example, single response
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multiple-choice questions may not give a very accurate indication of students’
understanding because there may be a significant number choosing the right (or
wrong) answer at random. A better use of multi-choice would be to design ques-
tions where the correct answer is to select two (or more) choices simultaneously—
this reduces the probability of random choice being correct and a richer selection of
information (Wiliam 2007). However, these sorts of questions are harder to design,
and further research is needed on this sort of development. In addition, currently
available polling systems may not allow more than one simultaneous response.

15.5 Discussion and Conclusion

The concepts of summative and formative assessment and the evidence for the
power of feedback for enhancing student learning have been available to the edu-
cation community for decades (Black and Wiliam 1996). The ubiquitous presence
of these concepts for such an extended period has had two simultaneous effects: On
the one hand, it has led to an oversimplification of the ideas (assessments are either
summative or formative and all feedback is beneficial); on the other hand, it has
also led to a more thoughtful pushback against some of these oversimplified ideas,
leading to a more nuanced understanding of both assessment tasks and feedback.

Some of this confusion lies in the difference between learning and performance
since performance is what can be observed but learning must be inferred from
performance. Pai (this volume) analyses the challenges faced by teachers making
‘in-the-moment’ decisions in the classroom. Further, research shows that learning
can occur when there is no change in performance and conversely, that apparent
success in performance does not necessarily imply progress in learning (Soderstrom
and Bjork 2015). Indeed, an intriguing finding from research in performance and
learning is that, in some circumstances, tasks which produce the least success in
performance (inducing numerous errors, for example) produce the greatest progress
in learning (Bjork 2017).

Similarly, Hattie & Timperley make the point that, “Feedback is one of the most
powerful influences on learning and achievement, but this impact can be either
positive or negative” (2007, p. 81, bold added for emphasis). This may seem
obvious for feedback which might be poorly framed or timed. However, psychol-
ogists note that:

One common assumption has been that providing feedback… fosters long-term learning to
the extent that feedback is given immediately, accurately, and frequently. However, …
empirical evidence suggests that delaying, reducing, and summarizing feedback can be
better for long-term learning than providing immediate, trial-by-trial feedback… the very
feedback schedules that facilitate learning can have negligible (or even detrimental) per-
formance effects. (Soderstrom and Bjork 2013, p. 18)

Developments in formative assessment may increase the workload on teachers
and the demands made on their domain knowledge and decision making in the
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classroom. However, as Wiliam recommends: “The first fundamental principle of
effective classroom feedback is that feedback should be more work for the recipient
than the donor” Wiliam (2011, p. 138). In other words, where the task environment
provides direct feedback to the student, such feedback is readily interpretable by the
student and the necessity for the teacher to interpret and mediate is reduced. The
FaSMEd project found, for example, that the simple awareness on the part of
students that their work could be displayed for their peers (through the use of
projective technology) impacted on its quality, because they began to review their
work from another point of view. This encouraged lower-achieving students to
engage more fully in tasks and therefore Activated students as owners of their own
learning. Hence, research on developing such task environments may be the most
effective strategy for incorporating formative feedback into the classroom.

Finally, it is often assumed that although summative assessments are necessary
to identify the attainment of students, they have relatively minor impact on student
learning. However, the psychological construct known as ‘the testing effect’ (van
Eersel et al. 2016) demonstrates that testing can have an impact on learning. Indeed,
it appears that it is more effective to re-test learners than to re-teach—research
shows that studying once and testing three times is 80% more effective than
studying three times and testing once (Butler 2010). Hence, used in appropriate
ways such activities can clearly be seen to be examples of ‘assessment as learning’.

All the evidence from school effectiveness research points to the interactions
which occur in the classroom to be the key to making a difference for students
(Hattie 2009; Kane et al. 2013). Consequently, all around the world, teachers, to a
greater or lesser extent, are under pressure to demonstrate their impact on the
learning of their students.

The authors of the National Research Council report challenged teachers to
change:

the power offered by assessments to enhance learning in large numbers of classrooms
depends on changes in the relationship between teacher and student, the types of lessons
teachers use, the pace and structure of instruction, and many other factors. To take
advantage of the new tools, many teachers will have to change their conception of their role
in the classroom. They will have to shift toward placing much greater emphasis on
exploring students’ understanding with the new tools and then undertaking a well-informed
application of what has been revealed by use of the tools. This means teachers must be
prepared to use feedback from classroom and external assessments to guide their students’
learning more effectively by modifying the classroom and its activities. In the process,
teachers must guide their students to be more engaged actively in monitoring and managing
their own learning—to assume the role of student as self-directed learner. (Pellegrino et al.
2001, p. 302)

Given such a radical disruption of teaching practice, it is hardly surprising that
nearly two decades have passed without a widespread adoption of these practices.
Michael Fullan, the architect of Ontario’s prized education system, argues that
policy makers too often focus on the accountability system when they should be
focused instead on building the collective capacity of the system to improve, with
teachers being the key agents of change (Fullan 2010). Building the capacity of the
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teaching profession should therefore be the main emphasis of schools’ policy (IPPR
2013).

Bennett, it could be argued, draws on a design research approach to teaching
(Laurillard 2012) and recommends that teachers:

need time to reflect upon their experiences with these materials. If we can get teachers to
engage in iterative cycles of use, reflection, adaptation, and eventual creation – all firmly
rooted in meaningful cognitive-domain models – we may have a potential mechanism for
helping teachers better integrate the process and methodology of formative assessment with
deep domain understanding. (2011, p. 19)

In addition, Wiliam (2016) reports that the following factors impact on changing
practice:

• Choice (Allowing experienced teachers to choose the aspect (out of the for-
mative assessment strategies) of their practice for development);

• Flexibility (Teachers should be allowed to adapt or modify the strategy to work
for them);

• Small steps (An incremental approach to change);
• Accountability (A commitment to improve practice through a written action

plan);
• Support (Leaders in schools should provide time, space, dispensation, and

support for innovation).

However, systemic change requires a significant amount of time, for example,
the Learning Community Project in Mexico spread from an initial thirty schools to
over six thousand, but it took over eight years (Rincon-Gallardo et al. 2012).
Wiliam (2016) warns that it is common to find that a significant impact on stan-
dardized test scores might only materialize after two to three years of implemen-
tation of an innovation. Policy makers, therefore, must be prepared to plan for and
sustain change over an extended time scale and be patient.

References

Andrade-Molina, M., & Diaz Moreno, L. (this volume). Assessing visualization: An analysis of
Chilean teachers’ guidelines. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.),
Classroom assessment in mathematics: Perspectives from around the globe, (pp. 179–191).
Cham, Switzerland: Springer.

Bennett, R. E. (2010). Cognitively based assessment of, for, and as learning: A preliminary theory
of action for summative and formative assessment. Measurement: Interdisciplinary Research
and Perspectives, 8(2–3), 70–91.

Bennett, R. E. (2011). Formative assessment: A critical review. Assessment in Education:
Principles, Policy & Practice, 18(1), 5–25. https://doi.org/10.1080/0969594X.2010.513678.

Bjork, R. A. (2017). How we learn versus how we think we learn: Desirable difficulties in theory
and practice. https://bjorklab.psych.ucla.edu/research/#itemII. Accessed July 01, 2017.

Black, P., & Wiliam, D. (1996). Inside the black box. London, England: King’s College School of
Education.

Black, P., & Wiliam, D. (2009). Developing the theory of formative assessment. Educational
Assessment, Evaluation and Accountability, 21(1), 5–31.

15 Looking to the Future … 239

http://dx.doi.org/10.1080/0969594X.2010.513678
https://bjorklab.psych.ucla.edu/research/#itemII


Bostic, J., & Sondergeld, T. (this volume). Validating and vertically equating problem-solving
measures. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment
in mathematics: Perspectives from around the globe, (pp. 139–155). Cham, Switzerland:
Springer.

Burton, M., Silver, E., Mills, V., Audrict, W., Strutchens, M., & Petit, M. (this volume). Formative
assessment and mathematics teaching: Leveraging powerful linkages in the US context. In D.
R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment in mathematics:
Perspectives from around the globe, (pp. 193–205). Cham, Switzerland: Springer.

Butler, A. C. (2010). Repeated testing produces superior transfer of learning relative to repeated
studying. Journal of Experimental Psychology, 5, 1118–1133.

Cusi, A., Morselli, F., & Sabena, C. (this volume). The use of digital technologies to enhance
formative assessment processes. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.),
Classroom assessment in mathematics: Perspectives from around the globe, (pp. 77–92).
Cham, Switzerland: Springer.

Downton, A. (this volume). Using a digital flip camera as an assessment tool in mathematics
lessons. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment in
mathematics: Perspectives from around the globe, (pp. 63–76). Cham, Switzerland: Springer.

Fullan, M. (2010). All systems go: The change imperative for whole system reform. Thousand
Oaks, CA: Corwin.

Fullan, M. (2013). Stratosphere: Integrating technology, pedagogy, and change knowledge.
Toronto, Canada: Pearson.

Fullan, M., & Donnelly, K. (2013). Alive in the swamp: Assessing digital innovations in
Education. London, England: Nesta.

Haddif, G., & Yerulshamy, M. (this volume). Resources and constraints designed to support online
e-assessment of problem solving. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.),
Classroom assessment in mathematics: Perspectives from around the globe, (pp. 93–105).
Cham, Switzerland: Springer.

Hattie, J. (2009). Visible learning: A synthesis of over 800 meta-analyses relating to achievement.
London, England: Routledge.

Hattie, J., & Timperley, H. (2007). The power of feedback. Review of Educational Research, 77
(1), 81–112.

IPPR. (2013). Excellence and equity: Tackling educational disadvantage in England’s secondary
schools. http://www.ippr.org/publications/excellence-and-equity-tackling-educational-disadvantage-
in-englands-secondary-schools. Accessed July 01, 2017.

Kane, T. J., McCaffrey, D. F., Miller, T., & Staiger, D. O. (2013). Have we identified effective
teachers? Validating measures of effective teaching using random assignment. Seattle, WA:
Bill & Melinda Gates Foundation.

Laurillard, D. (2012). Teaching as a design science. London, England: Routledge.
Moeller, B., & Reitzes, T. (2011). Integrating technology with student-centered learning. Quincy,

MA: Nellie Mae Education Foundation.
Organization for Economic Cooperation and Development. (OECD). (2010). PISA 2009 volume

II: Overcoming social background: Equity in learning opportunities and outcomes. Paris,
France. Retrieved from http://www.oecd.org/pisa/pisaproducts/48852584.pdf.

Pai, J. (this volume). Observations and conversations as assessment in secondary mathematics.
In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment in
mathematics: Perspectives from around the globe, (pp. 25–44). Cham, Switzerland: Springer.

Pellegrino, J., Chudowsky, N., & Glaser, R. (Eds.). (2001). Knowing what students know: The
science and design of educational assessment. National Research Council, Washington, DC:
National Academy Press.

Platz, M., Krieger, M., Niehaus, E., & Winter, K. (this volume). Suggestion of an E-proof
environment in mathematics education. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright
(Eds.), Classroom assessment in mathematics: Perspectives from around the globe, (pp. 107–
120). Cham, Switzerland: Springer.

240 D. Wright et al.

http://www.ippr.org/publications/excellence-and-equity-tackling-educational-disadvantage-in-englands-secondary-schools
http://www.ippr.org/publications/excellence-and-equity-tackling-educational-disadvantage-in-englands-secondary-schools
http://www.oecd.org/pisa/pisaproducts/48852584.pdf


Rincon-Gallardo, S., & Elmore, R. (Winter 2012) Transforming teaching and learning through
social movement in Mexican Public Middle Schools. Harvard Educational Review, 82(4),
471–490.

Sayac, N. (this volume). French primary teachers’ assessment practices: Nature and complexity of
assessment tasks. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom
assessment in mathematics: Perspectives from around the globe, (pp. 159–178). Cham,
Switzerland: Springer.

Sia, C., & Lim, C. (this volume). Using cognitive diagnostic assessment (CDA) as an alternative
mode of assessment for learning. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.),
Classroom assessment in mathematics: Perspectives from around the globe, (pp. 123–137).
Cham, Switzerland: Springer.

Soderstrom, N. C., & Bjork, R. A. (2013). Learning versus performance. In D. S. Dunn (Ed.),
Oxford bibliographies online: Psychology. New York, NY: Oxford University Press.

Soderstrom, N. C., & Bjork, R. A. (2015). Learning versus performance. Perspectives on
Psychological Science, 10(2), 176–199.

Straumberger, W. (this volume). Using self-assessment for individual practice in math classes.
In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment in
mathematics: Perspectives from around the globe, (pp. 45–60). Cham, Switzerland: Springer.

Swan, M., & Foster, C. (this volume). Formative assessment lessons. In D. R. Thompson, M.
Burton, A. Cusi, & D. Wright (Eds.), Classroom assessment in mathematics: Perspectives from
around the globe, (pp. 11–24). Cham, Switzerland: Springer.

van Eersel, G., Verkoeijen, P., Povilenaite, M., & Rikers, R. (2016). The testing effect and far
transfer: The role of exposure to key information. Frontiers in Psychology, 7, 1977. https://doi.
org/10.3389/fpsyg.2016.01977.

Wiliam, D. (2007). Assessment, learning and technology: Prospects at the periphery of control.
Keynote speech at the 2007Association for Learning TechnologyConference. Nottinghamhttp://
www.alt.ac.uk/docs/altc2007_dylan_wiliam_keynote_transcript.pdf. Accessed July 01, 2017.

Wiliam, D. (2011). Embedded formative assessment. Bloomington, MS: Solution Tree Press.
Wiliam, D. (2016). Leadership for teacher learning. West Palm Beach, FL: Learning Sciences

International.
Wright, D., Clark, J., & Tiplady, L. (this volume). Designing for formative assessment: A toolkit

for teachers. In D. R. Thompson, M. Burton, A. Cusi, & D. Wright (Eds.), Classroom
assessment in mathematics: Perspectives from around the globe, (pp. 207–228). Cham,
Switzerland: Springer.

Author Biographies

David Wright is Senior Research Associate: Research Centre for Learning and Teaching
Newcastle University (United Kingdom) (now retired). David has fifteen years’ experience
teaching mathematics at secondary, further and higher education as an associate lecturer with the
Open University. He was Subject Officer for Mathematics for the British Educational
Communications and Technology Agency (Becta) for four years and ten years in initial teacher
education and research at Newcastle University. He is the Scientific Director of the European
Union research project: Formative Assessment in Science and Mathematics Education (FaSMEd).

Megan E. Burton is an Associate Professor and the elementary education program coordinator at
Auburn University, Alabama (USA). She teaches and advises undergraduate and graduate students
in elementary education and conducts research related to elementary mathematics education, with
focus on elementary teacher change, inclusion, and rural education. As a former elementary
teacher with experience in inclusion and English Language Learners, Burton is committed to

15 Looking to the Future … 241

http://dx.doi.org/10.3389/fpsyg.2016.01977
http://dx.doi.org/10.3389/fpsyg.2016.01977
http://www.alt.ac.uk/docs/altc2007_dylan_wiliam_keynote_transcript.pdf
http://www.alt.ac.uk/docs/altc2007_dylan_wiliam_keynote_transcript.pdf


classrooms that allow all students to encounter strong mathematics instruction in meaningful,
differentiated ways.

Annalisa Cusi graduated in Mathematics at Modena and Reggio Emilia University in 2001, where
she obtained a Ph.D. in Mathematics in 2009. She’s been teaching mathematics and physics in
upper secondary school since 2001. She worked as a research fellow at the University of Turin
from 2014 to 2016 within the European Project FaSMEd. Her main research interests are
innovation in the didactics of algebra; the analysis of teaching/learning processes, with a focus on
the role played by the teacher; methods to promote early algebraic thinking in young students;
teacher professional development; and formative assessment processes in mathematics.

Denisse R. Thompson is Professor Emeritus of Mathematics Education at the University of South
Florida in the U.S., having retired in 2015 after 24.5 years on the faculty. Her research interests
include curriculum development and evaluation, with over thirty years of involvement with the
University of Chicago School Mathematics Project. She is also interested in mathematical literacy,
the use of children’s literature in the teaching of mathematics, and in issues related to assessment
in mathematics education. She served as co-chair of Topic Study Group 40 on classroom
assessment at ICME 13. In addition, she is a co-editor of the series Research in Mathematics
Education, published by Information Age Publishing.

242 D. Wright et al.



Author Index

A
Andrade-Molina, Melissa, 179
Audrict, Wanda, 193

B
Bostic, Jonathan D., 139
Burton, Megan, 3, 231
Burton, Megan E., 193

C
Clark, Jill, 207
Cusi, Annalisa, 3, 77, 231

D
Díaz Moreno, Leonora, 179
Downton, Ann, 63

F
Foster, Colin, 11

K
Krieger, Miriam, 107

L
Lim, Chap Sam, 123

M
Mills, Valerie L., 193
Morselli, Francesca, 77

N
Nagari-Haddif, Galit, 93
Niehaus, Engelbert, 107

P
Pai, Jimmy, 25
Petit, Marjorie, 193
Platz, Melanie, 107

S
Sabena, Cristina, 77
Sayac, Nathalie, 159
Sia, Carolyn Jia Ling, 123
Silver, Edward A., 193
Sondergeld, Toni A., 139
Straumberger, Waldemar, 45
Strutchens, Marilyn E., 193
Swan, Malcolm, 11

T
Thompson, Denisse R., 3, 231
Tiplady, Lucy, 207

W
Winter, Kathrin, 107
Wright, David, 3, 207, 231

Y
Yerushalmy, Michal, 93

© Springer International Publishing AG 2018
D. R. Thompson et al. (eds.), Classroom Assessment in Mathematics,
ICME-13 Monographs, https://doi.org/10.1007/978-3-319-73748-5

243



Subject Index

A
Argumentation, 57, 77, 78, 80, 81, 89–92, 108,

109, 114, 119
Assessment, v–viii, 3–13, 16–23, 25–32, 34,

35, 37–42, 45, 46, 48–55, 57, 58,
63–69, 71–75, 78, 81, 83, 88, 90,
93–96, 103, 107, 108, 110–112, 114,
116, 117, 123–132, 134, 135, 139, 141,
142, 144, 147–150, 152, 159–164,
166–171, 173–175, 179–183, 186–189,
193–203, 207–211, 213, 215–226,
231–239

Assessment for learning, v, 23, 43, 64, 75, 123,
124, 126–128, 134–136, 153, 155, 177,
194, 203, 204, 228, 241

Attribute hierarchy method, 123, 130, 136, 137
Automatic assessment, 93

C
Calculus, vii, 93, 95, 105
Cognitive diagnostic assessment, 123–132,

134–136, 232, 236, 241
Conceptual understanding, 5, 11, 12, 13, 63,

65, 216, 235
Connected classroom technologies, 77, 78, 81,

82, 209
Construction tasks, 93, 103
Conversations, v, 25–37, 39, 40, 141

D
Design research, 3, 5–7, 11, 16, 23, 207, 216,

239
Design study, 207
Didactics, 159, 160, 163, 164, 166, 174
Digital flip camera, 63, 65
Distractors, 107, 109, 114–116, 118

E
Ephemeral, 25–35, 37, 39–42

E-proofs, 107–111, 115, 117
Evaluation, 3, 4, 7, 8, 22, 23, 26, 55, 90, 109,

114, 117, 139, 147, 148, 151, 159, 179,
185, 186, 188, 194

Examples, vii, 6, 11, 12, 15, 16, 18, 29, 36, 39,
41, 46, 48, 69, 79, 93–96, 101, 103, 123,
124, 129, 184–186, 197–199, 210, 211,
216–218, 232–234, 238

F
Formative assessment, v, vii, 3–6, 11–13, 16,

21–23, 40, 45, 48, 49, 63–65, 67, 74, 75,
77, 78, 81, 83, 89, 90, 93, 94, 96, 112,
114, 123, 149, 150, 172, 174, 180,
193–203, 207–211, 213, 216–222,
224–226, 231–237, 239

Formative assessment strategies, 77, 78, 193,
196, 199, 201, 212, 219, 221, 222

G
Guidelines for teachers, 179, 181, 182,

186–188

I
IMathAS, 107, 109–111, 113, 114, 117, 118
Individual practice, 45, 46, 51
Instructional strategies, 134, 200, 201, 232
In-the-moment decisions, 25, 34, 40, 42, 237

M
Making thinking visible, 77, 80, 82
Mathematics, v–vii, 4–6, 11–13, 16, 21–23,

25–27, 29, 38, 40, 42, 50, 63–66, 69, 73,
74, 77–79, 81, 82, 107–110, 123, 124,
126–128, 139–142, 145–148, 150, 151,
159, 160, 162–164, 166, 167, 169, 171,
172, 174, 179–181, 183, 185, 186, 188,
189, 193–196, 198, 202, 207, 208, 216,
217, 219, 220, 222, 223, 225, 226

© Springer International Publishing AG 2018
D. R. Thompson et al. (eds.), Classroom Assessment in Mathematics,
ICME-13 Monographs, https://doi.org/10.1007/978-3-319-73748-5

245



Mathematics assessment, 12, 81, 83, 107, 110,
116, 123, 167, 233

Mathematics task design, 11
Mathematics teacher education, 194
Measurement, 50, 52, 53, 55, 124, 125,

141–144, 147, 148, 162, 186, 187, 236
Middle-grades problem solving, 149

O
Observations, 9, 25–27, 29–31, 39, 40, 64,

66–68, 74, 88, 199, 220

P
Problem solving, 11, 13–16, 19, 64, 66, 69, 72,

80, 93, 94, 103, 131, 139–149,
150–153, 181, 188, 209, 231, 232, 235,
236

Professional development, v, vii, viii, 11, 12,
41, 135, 194–203, 216–218, 222–224,
226, 232, 233, 236

Proof validation, 107

R
Rasch, vii, 139, 142–144, 146, 147, 151
Response-space, 94–97, 100, 101–103

S
School geometry, 179–183, 187

School teacher, 159–162, 167–169, 171, 174
Self-assessment, v, vii, 5, 45, 46, 48–53, 55,

57, 58, 73, 74, 127, 213, 232, 236
Self-diagnosis sheet, 45–51, 57, 58, 236
Spatiality, 181–183, 186, 188
Summative assessment, viii, 48, 112, 114, 123,

160, 166, 168, 194, 238

T
Tasks, v, viii, 4–6, 13, 14, 18, 28, 30, 46, 47,

49, 74, 79, 89, 93–96, 103, 110,
114–118, 125, 128, 129, 134, 141, 152,
159–161, 163–171, 172, 174, 180–182,
185–187, 195–197, 200, 201, 210, 212,
216, 220, 222, 223, 225, 232, 234,
236–238

Teaching-learning processes, 10, 78, 80, 82
Technology, vii, 6, 42, 63, 65, 66, 74, 77–79,

82, 89, 95, 108, 117, 208–213, 217,
219–222, 224–226, 234, 235, 238

Toolkit, 207, 208, 216, 218, 222, 224, 226

U
Use of technology, 63, 65, 66, 74, 75, 79, 207,

211, 225, 234, 235

V
Visualization, 40, 41, 69, 112, 179, 181–189

246 Subject Index


	Preface
	Development of this Volume
	Structure of the Volume
	Potential Audience for This Book
	Acknowledgements
	Reference

	Contents
	Editors and Contributors
	Introduction to the Volume
	1 Formative Assessment: A Critical Component in the Teaching-Learning Process
	Abstract
	1.1 Introduction
	1.2 The Role of Formative Assessment in the Classroom
	1.3 Design Research in Classroom Assessment
	1.4 The Ongoing Nature of Formative Assessment
	References

	Examples of Classroom Assessment in Action
	2 Formative Assessment Lessons
	Abstract
	2.1 Introduction
	2.2 Theoretical Framework for Task Design
	2.3 Design-Based Methodology
	2.4 A Concept-Development Lesson
	2.5 A Problem-Solving Lesson
	2.6 Conclusion
	Acknowledgements
	References

	3 Observations and Conversations as Assessment in Secondary Mathematics
	Abstract
	3.1 Introduction
	3.2 Theoretical Framework
	3.3 Visual Representation of an Assessment Cycle
	3.4 Methodology
	3.4.1 Teacher Interviews
	3.4.2 Reflective Journal

	3.5 Analysis
	3.6 Discussion of Results
	3.6.1 Eliciting
	3.6.1.1 Incidental Eliciting Requires Awareness
	3.6.1.2 There Is Complexity in How We Question and Prompt
	3.6.1.3 What We Elicit from the Moment in the Classroom

	3.6.2 Interpreting
	3.6.2.1 Making Sense of What and How the Student Says, Writes, or Does
	3.6.2.2 Building Impressions and Deciding How to Respond

	3.6.3 Acting
	3.6.3.1 Teacher Actions also Serve Interpersonal Functions
	3.6.3.2 Assessment Functions Depend on How It Was Done and Who the Assessment Process Involved
	3.6.3.3 Unintended Actions also Have an Impact
	3.6.3.4 Moments May Serve Summative Functions Directly or Indirectly

	3.6.4 Factors Affecting the Three Phases

	3.7 Implications and Further Research
	3.7.1 So What? How Might This Be Helpful for Teachers?
	3.7.2 Future Directions

	References

	4 Using Self-assessment for Individual Practice in Math Classes
	Abstract
	4.1 Introduction
	4.2 Literature Review
	4.3 Study Design
	4.4 Results
	4.5 Discussion
	References

	Technology as a Tool for Classroom Assessment
	5 Using a Digital Flip Camera: A Useful Assessment Tool in Mathematics Lessons
	Abstract
	5.1 Background
	5.2 Literature Review
	5.3 Method
	5.3.1 Participants and Context
	5.3.2 Teachers’ Use of Flip Cameras
	5.3.3 Data Collection
	5.3.4 Data Analysis

	5.4 Results and Discussion
	5.4.1 Dialogue Between Sarah and David
	5.4.2 Dialogue Between Julia and Kevin
	5.4.3 Dialogue Between Julia and Miranda
	5.4.4 Summary and Insights from Post-lesson Reflections

	5.5 Concluding Remarks
	Acknowledgements
	References

	6 The Use of Digital Technologies to Enhance Formative Assessment Processes
	Abstract
	6.1 Introduction
	6.2 Theoretical Framework
	6.3 Methodology and Research Question
	6.4 Analysis of an Episode from a Classroom Discussion
	6.5 Conclusions
	Acknowledgements
	References

	7 Supporting Online E-Assessment of Problem Solving: Resources and Constraints
	Abstract
	7.1 Introduction
	7.2 Theoretical Background
	7.3 First Cycle: Version A
	7.4 Cycle 2: Adding Constraints to the Logical Mathematical Statement (Versions B1, B2)
	7.4.1 Version B1: Tangent in Two Points to a Function with a Vertical Asymptote
	7.4.2 Version B2: Tangent in Two Points to a Function Without Extreme Points
	7.4.3 Analyzing Personal Response Spaces and Concept Images

	7.5 Summary and Discussion
	Acknowledgements
	References

	8 Suggestion of an E-proof Environment in Mathematics Education
	Abstract
	8.1 Introduction
	8.2 Objectives
	8.3 The IMathAS E-proof Environment
	8.4 E-proofs in IMathAS
	8.4.1 The Structure of an E-proof
	8.4.2 Valuation of an E-proof
	8.4.3 Formative Assessment
	8.4.4 Included Distractors for a Diagnostic Evaluation

	8.5 Research Methodology
	8.6 Benefits and Challenges
	8.7 Further Perspectives
	8.8 Summary and Conclusion
	References

	Statistical Models for Formative Assessment
	9 Cognitive Diagnostic Assessment: An Alternative Mode of Assessment for Learning
	Abstract
	9.1 Introduction
	9.2 Literature Review
	9.2.1 Cognitive Diagnostic Assessment
	9.2.2 Cognitive Diagnostic Assessment in Education
	9.2.3 Theoretical Framework

	9.3 Methodology
	9.3.1 Identification of Attributes
	9.3.2 Formation of the Cognitive Model
	9.3.3 Construction of Items
	9.3.4 Administration of Assessment and Procedure of Data Analysis

	9.4 Findings and Discussion
	9.5 Conclusion
	Acknowledgements
	References

	10 Validating and Vertically Equating Problem-Solving Measures
	Abstract
	10.1 Introduction
	10.2 Related Literature
	10.2.1 Synthesizing Literature on Problems and Problem Solving
	10.2.2 Rasch Modeling
	10.2.3 Vertical Equating

	10.3 Method
	10.3.1 Instrumentation
	10.3.2 Data Collection and Analysis

	10.4 Results
	10.4.1 Psychometric Findings
	10.4.2 Vertical Equating Findings

	10.5 Discussion
	10.6 Limitations
	10.7 Future Directions for Research on the Problem-Solving Measure Series
	10.8 Conclusions
	Appendix
	References

	Engaging Teachers in Formative Assessment
	11 French Primary Teachers’ Assessment Practices: Nature and Complexity of Assessment Tasks
	Abstract
	11.1 Introduction
	11.2 Theoretical Background
	11.2.1 Teachers’ Activity
	11.2.1.1 Complexity of Practices
	11.2.1.2 Professional Judgement
	11.2.1.3 Teachers’ Assessment Skills

	11.2.2 Content Being Assessed
	11.2.2.1 Nature of Assessment Tasks
	11.2.2.2 Validity of Classroom Assessment


	11.3 Methodology
	11.3.1 Overall Approach
	11.3.2 Data

	11.4 Results
	11.4.1 Content Being Assessed
	11.4.2 Overall Result
	11.4.3 Teachers’ Activity
	11.4.3.1 Assessment Practices
	11.4.3.2 Assessment Skills
	11.4.3.3 Grading Practices


	11.5 Conclusion
	References
	Other Publications

	12 Assessing Visualization: An Analysis of Chilean Teachers’ Guidelines
	Abstract
	12.1 Introduction
	12.2 Visualization, Spatiality, and School Geometry
	12.3 Exploration of Teachers’ Guidelines
	12.4 The Assessment of School Geometry
	12.5 Final Remarks
	Acknowledgements
	References

	13 Formative Assessment and Mathematics Teaching: Leveraging Powerful Linkages in the US Context
	Abstract
	13.1 Introduction
	13.2 Formative Assessment
	13.3 Making Formative Assessment Visible for Teachers
	13.3.1 Culturally Responsive Pedagogy (CRP)
	13.3.2 Cognitively Guided Instruction (CGI)
	13.3.3 Classroom Discourse (CD)
	13.3.4 Response to Intervention (RtI)
	13.3.5 Mathematical Tasks Framework (MTF)

	13.4 Discussion
	Acknowledgements
	References

	14 Designing for Formative Assessment: A Toolkit for Teachers
	Abstract
	14.1 Introduction
	14.2 The FaSMEd Framework
	14.2.1 Sending and Displaying in Practice
	14.2.2 Processing and Analysing in Practice
	14.2.3 Providing an Interactive Environment in Practice

	14.3 Raising Achievement
	14.4 Professional Development Resources
	14.5 Socio-technical Approaches to Raising Achievement in Mathematics and Science Education
	14.6 Conclusions
	14.7 Recommendations for Policy and Research
	14.7.1 Policy
	14.7.2 Research

	References

	Conclusion
	15 Looking to the Future: Lessons Learned and Ideas for Further Research
	Abstract
	15.1 Introduction
	15.2 Formative Assessment—An Instrument or Process?
	15.3 Tools for Assessment
	15.4 Issues for Assessment, Feedback and Learning
	15.5 Discussion and Conclusion
	References

	Author Index
	Subject Index



