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Preface

It gives us immense pleasure to present the proceeding of the First EAI International
Conference on Future Internet Technologies and Trends (ICFITT 2017). The confer-
ence was organized by the Department of Electronics Engineering, Sardar Vallabhbhai
National Institute of Technology (SVNIT), Surat (Gujarat State, India).

Holding an international conference requires good team work, total dedication, and
devotion of time. It was very nice to join hands with the European Alliance for
Innovation (EAI), which not only provided all the support for maintaining the website
and the Confy system (the conference management application for paper uploading,
reviewing, registration etc.) but also provided partial financial support as well as
support for having the proceedings published by Springer.

There cannot be boundaries for knowledge. A conference is a place where experts,
researchers, academics and industry professionals with various experiences and pro-
ficiencies gather to discuss the state of the art. The theme of our conference was
next-generation requirements for extremely high speed data communications, IoT, and
security, i.e., mainly 5G requirements, which is reflected in the title of the conference.
The proposed topics were 4G technologies—LTE and various aspects; broadband
technology; cognitive radio; vehicular technology; gigabit wireless networks; radio
over fiber; IOT—protocols; architecture; various technologies adopted in IOT; sensors;
actuators and new consumer devices/things; fundamental aspects of LTE-A systems;
wireless technologies for IoT; ubiquitous computing; data management and big data;
security aspects etc.

The journey of our conference started with a past student of the EC Department at
SVNIT, Mr. Yatindra Shashi, who was working under Dr. Imrich Chlamtac, the
President of EAI. Dr. Imrich agreed to take on the role of chair of the Steering
Committee and Dr. Upena Dalal took on the role of general chair of the Organizing
Committee. We take this opportunity to thank Dr. Imrich for his involvement and
commitment. Various committees were then formed and started on the journey almost
one year ago. During this journey, whole-hearted support was received from various
EAI members as well as from the staff of the Electronics Engineering Department at
SVNIT. In total, 66 papers were received and after a plagiarism check as well as a
rigorous review, 45 papers were selected for presentation.

We thank our esteemed sponsors the EAI, Keysight Technologies, Gujcost, DRDO,
SVNIT Alumni Association Surat Chapter (and ErBhadresh Shah of SwapnPriti
foundations), and Royal Electronics, without whose financial support this conference
would not have taken place. There was tremendous support from the Technical Pro-
gram Committee team and reviewers, all the keynote speakers, invited paper speakers,
session chairs, and registered participants. We would like to express our deep gratitude
the director, registrar, chair CCE, deputy registrar (A/C), and administrative staff for
providing the infrastructural support and aiding in various arrangements.

December 2017 Zuber Patel
Shilpi Gupta
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LOGO: A New Distributed Leader Election
Algorithm in WSNs with Low Energy

Consumption

Ahcène Bounceur1(B), Madani Bezoui2, Umber Noreen1, Reinhardt Euler1,
Farid Lalem1, Mohammad Hammoudeh3, and Sohail Jabbar4

1 Université de Bretagne Occidentale, CNRS Lab-STICC Laboratory,
UMR 6285, Brest, France

Ahcene.Bounceur@univ-brest.fr
2 Université de Boumerdes, Boumerdes, Algeria

3 University of Manchester, Manchester, UK
4 Department of Computer Science, National Textile University,

Faisalabad, Pakistan

Abstract. The Leader Election Algorithm is used to select a specific
node in distributed systems. In the case of Wireless Sensor Networks, this
node can be the one having the maximum energy, the one situated on the
extreme left in a given area or the one having the maximum identifier.
A node situated on the extreme left, for instance, can be used to find
the boundary nodes of a network embedded in the plane. The classical
algorithm allowing to find such a node is called the Minimum Finding
Algorithm. In this algorithm, each node sends its value in a broadcast
mode each time a better value is received. This process is very energy
consuming and not reliable since it may be subject to an important
number of collisions and lost messages. In this paper, we propose a new
algorithm called LOGO (Local Optima to Global Optimum) where some
local leaders will send a message to a given node, which will designate
the global leader. This process is more reliable since broadcast messages
are sent only twice by each node, and the other communications are
based on a direct sending. The obtained results show that the proposed
algorithm reduces the energy consumption with rates that can exceed
95% compared with the classical Minimum Finding Algorithm.

Keywords: Wireless sensor network · Leader election
Distributed algorithms

1 Introduction and Related Work

Wireless Sensor Networks (WSNs) are useful in situations where we need to
measure environmental data, especially when the measures must be taken in
dangerous or inaccessible places. In the context of Internet of Things (IoTs)
and Smart-Cities, WSNs can be used to detect free places in car parkings, to
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Z. Patel and S. Gupta (Eds.): ICFITT 2017, LNICST 220, pp. 1–16, 2018.
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2 A. Bounceur et al.

secure and detect intrusions around sensitive sites, to predict and detect fires,
etc. They are composed of autonomous sensor nodes that communicate between
them using short wireless communication in order to exchange messages and
data. They can also communicate with a static or mobile base station in order
to transmit the collected data.

The main context of this paper, is the surveillance of sensitive and dan-
gerous sites where one needs to find the boundary nodes of a WSN. A recent
algorithm, called D-LPCN [1] (Distributed Least Polar-angle Connected Node),
can be used for this purpose. The nodes must communicate with each other.
This characteristic is necessary in order to be able to detect faulty nodes [2].
These algorithms start from the node which is on the extreme left of the net-
work. To find this particular node, one can use any Leader Election algorithm
which can also be used for other applications and actions, like for example, coor-
dination, cooperation, etc. Leader election is a complex problem in distributed
systems since the data are distributed among the different nodes, which are geo-
graphically separated as is the case for WSNs. Several approaches are available
to deal with this problem. The Minimum Finding Algorithm [3] is the classical
one and it is based on updating and broadcasting each smallest received value.
A new leader selection algorithm for homogenous wireless sensor networks is
presented in [4]. In [6], an improved version of the well-known Leader Election
Ring algorithm is presented, where the authors to reduce the number of election
messages by making assumptions on perfect clock synchronization and a perfect
connection between transmitter and receiver. These assumptions are not realis-
tic in wireless sensor networks and they require additional complex algorithms
to deal with this synchronization. In [7], another improved version of Bully’s
algorithm is described, which acquires a smaller number of transmissions for
leader election but takes more time. During leader election, a node will compare
its value with the received value and only transmit the greater one. In [8], the
network is divided and a pre-election to select a provisional leader is performed.
The main drawback of this approach is when a node crashes and the contents of
the memory will be completely removed. In [9], the number of nodes which can
detect the failure is bounded before starting the Leader election algorithm. In
this paper, the algorithm’s time and complexity remain optimal even in worst
case scenarios. The authors of [10] have modified Bully’s algorithm in a way to
improve the processing time. Their main contribution is that the election of a
node is done on the basis of its performance and operation rate instead of on its
higher identifier. Their algorithm allows to determine a leader before an exist-
ing leader dies. As in [6], the authors of [11] made the assumption of a perfect
transmission connection and the time on air and collision scenarios is ignored,
while implementing fault detection algorithms. Also, a series of dynamic leader
election protocols in broadcast networks has been proposed. In [12], it is sug-
gested to choose one leader and one leader assistant, so that in the case where
the leader node crashes, the assistant node can take over the charge and coor-
dinate other nodes. This can significantly decreasethe total number of elections
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in the network, especially when the network size is large. A similar approach is
followed in [5] whose approach does not rely on any particular network topology.
In [13], two main algorithms are presented. The Bully algorithm [17] and the
Ring Algorithm [14]. In [15], the author has proposed two algorithms working in
the case of asynchronous networks. Both of the proposed algorithms can reduce
the time complexity.

Except for the Minimum Finding Algorithm [3] and the algorithm of [15], the
presented algorithms can be used only in the case of synchronous networks. In
this article, we present a new algorithm that works with asynchronous networks
without making any assumption on the topology. This algorithm has been com-
pared with the classical Minimum Finding Algorithm, and the simulation results
have shown that its complexity regarding exchanged messages is reduced by rates
that can exceed 95%.

The remainder of the paper is organized as follows: In the following section,
the Minimum Finding Algorithm will be reviewed. In Sect. 3, the Local Min-
imum Finding Algorithm (LMF) will be presented. Section 4 will present the
proposed approach. The platform CupCarbon, which is used to implement the
proposed algorithm, will be described in Sect. 5. In Sect. 6, simulation results
will be presented. Finally, Sect. 7 concludes the paper.

2 The Minimum Finding Algorithm

In this section, we will present an algorithm that allows to determine a node
leader representing the node with minimum or maximum value v. This value can
represent the battery level, the residual energy, the identifier, the local energy, the
x-coordinate in a network, etc. This algorithm is based on the Minimum Finding
Algorithm presented in [3,16] which itself relies on the tree-based broadcast
algorithm. The same algorithm can be used to find the maximum value. It can
be described as follows. At the beginning, each node of the network assumes
that its local value is the minimum of the network (the leader) and assigns it to
the variable xmin. This value will be broadcasted and the corresponding node
will wait for incoming xmin values from its neighbors. If a received value xmin

is less than its local xmin value then this one will be updated and broadcasted
again. This process is done repeatedly by each node as long as a received value
is less than its local xmin value. After a given time tmax, only the leader, with
the smallest value, will not receive a value that is smaller than its local xmin

value.
Algorithm 1 is the pseudo-code of this process, where t0 is the time of the

first execution of the algorithm, that can correspond to the first powering-on of
a sensor node, tc the current local time of a sensor node, and tmax the maximally
tolerated running time of the algorithm from the first execution to the current
time of a sensor node.
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Algorithm 1. MinFind : The pseudo-code of the classical Leader Election Algo-
rithm
Input: tmax, v
Output: leader
1: leader = true;
2: t0 = getCurrentTime();
3: xmin = v;
4: send(xmin, *);
5: repeat
6: x = read();
7: if (x < xmin) then
8: leader = false;
9: xmin = x;

10: send(xmin, *);
11: end if
12: tc = getCurrentTime();
13: until (tc − t0 > tmax)

In order to set the value of tmax, one needs to calculate the time complexity
of this algorithm. For this purpose, let us consider the worst case represented
by a linear network with n nodes, where we are searching for the node with
minimum x-coordinate. This node, situated on the extreme left, will send only 1
message and will receive only 1 message. Nevertheless, the right-most node will
receive and send n− 1 messages of the received assumed xmin coordinate, since
it is the node having the largest x-coordinate. Therefore, each one of the other
nodes, except the extreme left one, has at least one node on its left. Thus, these
nodes will broadcast the newly received xmin.

Altogether, the message complexity is equal to M [MinFind] = 2(n − 1) =
2n−2. If we assume that a sensor node can send and receive messages simultane-
ously (full-duplex communication) the overall time complexity T [MinFind] =
n− 1. Since the time complexity is known, it is possible to estimate the value of
tmax, the required time to find the leader. For example, in a network of 100 sensor
nodes, with 1024 bits message size sampled with a 250 kb/s frequency (802.15.4
standard based network), 406 ms are required to find the leader. In this article,
we have simulated two networks of 100 sensor nodes using the CupCarbon simu-
lator. The first network is assumed to be linear (cf. Fig. 1) and second is assumed
to be random (cf. Fig. 2). The simulation results show that the leader is captured
in 406 ms with a consumption of 1 J to 9 J per node for the linear network. And
in case of a random network, it took 70 ms with an energy consumption of 1 J to
5 J per node. In these simulations, the energy required for a serialization of data
from the microcontroller to the RF radio module is neglected. But, if we assume
a serialization time of 38400 b/s then to find the leader requires 1.5 s and 190 ms
for the linear and the random network, respectively. Determining an accurate
estimator of the value of tmax in the case of random networks could be a topic
for future work.
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Fig. 1. A linear network with 100 sensor nodes.

Fig. 2. A random network with 100 sensor nodes.

3 The Local Minima Finding Algorithm

A local minimum node, also called Local Leader, is the node which has no neigh-
bor with a value smaller than its own value. But this value is not necessarily
a global minimum. The marked nodes, represented by the red arrows in Fig. 4,
show examples of local minima.

The Local Minima Finding (LMF) Algorithm uses the same principle as
the previously presented MinFind algorithm to determine if a node is a local
minimum or not, with the exception that each node will send its coordinates
only once, and after receiving the messages from all its neighbors, it decides if it
is a local minimum or not in case it receives a smaller value than its own. The
algorithm of finding local minima is given as follows:

Algorithm 2. LMF : The pseudo-code of the Local Minima Finding Algorithm
Input: t, v
Output: local min
1: local min = true;
2: xmin = v;
3: send(xmin, *);
4: while (((x = read(t))�= null) and local min) do
5: if (x < xmin) then
6: local min = false;
7: end if
8: end while
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4 The Proposed Method

4.1 Concept

In the MinFind algorithm each node is sending messages repeatedly and updates
its values each time the received value is smaller than its own value. After a cer-
tain time, each node will be marked as a non-leader (or non-minimum) node,
except the leader which has the smallest value since this node will never receive
any smaller value than its own. This process is time-consuming and it requires a
lot of broadcasting messages, which makes it very energy consuming and imprac-
tical in reality for the case of WSNs, because of collisions, for instance. To address
this issue, we propose a new approach where each node will send a broadcast
message once, in order to determine the local minima using the LMF algorithm
(cf. Algorithm 2). Then each local minimum will send a message to a given ref-
erence node which will select the global minimum. This approach is detailed as
follows:

Step 1: Mark each node as a global minimum and select one node as a reference
node (cf. Fig. 3).
Step 2: Run the LMF algorithm to find the local minima nodes and unmark
the other nodes (cf. Fig. 4).
Step 3: The reference node will send a message to the nodes in order to ask
the local minima nodes to send their values (cf. Fig. 5).
Step 4: Each local minimum node will send a message to the reference node
and the reference node will determine the global minimum from the received
local minima nodes (cf. Fig. 6).
Step 5: The reference node will send a message to the global minimum node
saying that it is the global minimum node (cf. Fig. 7).

Fig. 3. Example of a network with a designed reference node.
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Fig. 4. The local minima found by Algorithm 2.

Fig. 5. The reference node asks for local minima nodes (flooding messages).

4.2 The LOGO Algorithms

To present the proposed algorithms, let us define in Table 1 some message prim-
itives necessary for the communication between nodes and their definitions and
in Table 2 the functions used in the algorithms. The proposed algorithm works
in the case of bidirectional communication.

Note that there are two algorithms. One is executed by the reference node
(Algorithm 3) and the second is executed by the remaining nodes (Algorithm 4).
Algorithm 3 of the reference node takes as inputs a value x and the time wt
required before selecting the global minimum. The output global min is a vari-
able which is equal to true if the current reference node is a leader (minimum)
and false, otherwise. It starts with an initialization (lines 1 to 3). And it waits
for 1 second (line 4), the necessary time to finish the process of determining the
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Fig. 6. The local minima nodes will declare themselves to the reference node (blue
arrows). (Color figure online)

Fig. 7. The reference node designates the global minimum node (leader) and informs
that node.

Table 1. Message primitives and their definitions.

Primitive Definition

T1 I send you my value

T2 Send me your value if you are a local minimum

T3 I send you my value as a local minimum

T4 I want to inform the global minimum (leader election)
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Table 2. Functions of the proposed algorithms.

Function Definition

getId() returns the node identifier

delay(dt) waits dt milliseconds before going to the next instruction

add(v,t) adds the value v at the top of the vector t

pop(t) removes the value at the top of the vector t and returns it

stop() stops the execution of the program

send(a,b) sends the message a to the sensor node having the identifier b,

or in a broadcast (if b = ∗)

read() waiting for receipt of messages. This function is blocking, which
means that if there is no received message any more, it remains
blocked in this instruction

read(wt) waiting for receipt of messages. If there is no received message
after wt milliseconds then the execution will continue and go to
the next instruction

local minima. This time must be changed if the number of neighbors of a sensor
node is very important. It is the time required for any sensor node to send a
message in a broadcast and receive mode from its neighbor nodes. Then it sends
a message T2 to ask the local minima to send their value x (lines 5 and 6). In line
8, the reference node will wait for receiving a message containing the id of the
transmitter (r id), the value r x of the local minimum message and t, the stack
of the path from the local minimum node to the reference node. If a message
is received before wt milliseconds, then it means that a message T3 is received
from a local minimum node. In this case, the received value r x is tested whether
it is smaller than the current value x min which at the beginning is equal to the
local value x (line 18). If this is the case, the reference node will be declared as
a non-global minimum (line 19), the value of id min will be updated with the
value of r id (line 20), the value of x min will be updated with the value of r x
(line 21) and the route t from the reference node to the local minimum (id min)
will be assigned to t min (line 22). Otherwise, if the received message is null
(line 9), which can happen when the node does not receive any message during
the wt milliseconds, then the reference node has received messages from all the
local minima. In this case, if the global min value is equal to true, the reference
node is the global minimum and the algorithm will stop (line 15). Otherwise, the
route t is the one situated between the reference node and the global minimum
node. A message T4 will be sent to the global minimum, having the identifier
id min, using the route t (lines 11 to 13) in order to elect it.

Algorithm 4 of the remaining node takes as input only the value x. The
output global min is a variable which is equal to true if the current node is a
leader (global minimum) and false, otherwise. Each non-reference node starts
with initializations (lines 1 to 5). The variable once1 is used to allow only once
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Algorithm 3. LOGO : The pseudo-code of the reference node.
Input: x, wt
Output: global min
1: id = getId()
2: x min = x
3: global min = true
4: delay(1000)
5: message = (T2, id, null, null)
6: send(message, *)
7: while (true) do
8: (type, r id, r x, t)=read(wt)
9: if (type==null) then

10: if (global min==false) then
11: n id = pop(t min)
12: message = (T4, id min, null, t min)
13: send(message, n id)
14: else
15: stop()
16: end if
17: else
18: if ((type==T3) and (r x < x min)) then
19: global min = false
20: id min = r id
21: x min = r x
22: t min = t
23: end if
24: end if
25: end while

the reception of T2 messages and the variable once2 is used to accept only once
any received T4 message. Then it starts the process of the LMF by sending
in a broadcast a T1 message in order to test if it is a local minimum or not
by comparing the values received from its neighbors with its own value x. If
any received value is smaller than its value, then the node will be considered
as a non-global minimum (lines 9 to 15). Once all the values of the neighbors
received, the algorithm goes to the second step, where it will wait for a message
T2 initiated by the reference node. In this case, it will route this message to
its neighbors and if it is a local minimum (global min = true) then it will send
the message T3 to answer the message T2 coming from the reference node, in
order to tell him that it is a local minimum (lines 22 and 23). Finally, it will be
considered as a non-global minimum (line 24). The next part of the algorithm
concerns the creation of the route from the local minimum node to the reference
node. If any node receives a message T3 then it will add itself to a stack t (line
28) representing the route from the local minimum to the reference node, and
route it again to the node p id which had sent him previously a T2 message
(lines 29 and 30). As soon as all the non-reference nodes have done this step,
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Algorithm 4. LOGO : The pseudo-code of the non-reference node.
Input: x
Output: global min
1: id = getId()
2: x min = x
3: global min = true
4: once1 = false
5: once2 = false
6: message = (T1, id, x min, null)
7: send(message,*)
8: while (true) do
9: (type, r id, r x, t) = read()

10: if (type == T1) then
11: if (r x < x min) then
12: x min = r x
13: global min = false
14: end if
15: end if
16: if ((type == T2) and (once1 == false)) then
17: once1 = true
18: p id = r id
19: message = (T2, id, null, null)
20: send(message, *)
21: if (global min == true) then
22: add(id, t)
23: message = (T3, r id, x min, t)
24: send(message, p id)
25: global min = false
26: end if
27: end if
28: if (type == T3) then
29: add(id, t)
30: message = (T3, r id, r x, t)
31: send(message, p id)
32: end if
33: if ((type == T4) and (once2 == false)) then
34: once2 = true
35: if (r id == id) then
36: global min = true
37: stop()
38: else
39: n id = pop(t)
40: message = (T4, r id, null, t)
41: send(message, n id)
42: end if
43: end if
44: end while
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the reference node will be in the situation where he has received all the routes
and values from the local minima and it chooses the one of the global minimum.
Then it will send a message T4 to elect the global minimum (lines 11 to 13
of Algorithm 3). Finally, each non-reference node which receives a T4 message
(line 32) containing the route t and the identifier r id of the leader, will test if
its identifier id matches the received identifier r id (line 35). If yes, it will be
elected (lines 36 and 37). Otherwise, it will route the same message to the next
sensor node having the identifier n id pulled from the route t (lines 39 to 41).

5 CupCarbon Simulator and SenScript

The simulation of networks is an essential tool for testing protocols and their
prior performance deployment. Researchers often use network simulators to test
and validate proposed protocols and algorithms before their real deployment.
Indeed, such an establishment may be costly and challenging, especially when
talking about a large number of nodes distributed at a large scale. This is why the
simulation of networks is essential. CupCarbon is a Smart City and Internet of
Things Wireless Sensor Network (SCI-WSN) simulator. Its objective is to design,
visualize, debug and validate distributed algorithms for monitoring, tracking,
collecting environmental data, etc., and to create environmental scenarios such
as fires, gas, mobiles, and generally within educational and scientific projects. It
can help to visually explain the basic concepts of sensor networks and how they
work; it may also support scientists to test their wireless topologies, protocols,
etc., cf. Fig. 8.

Networks can be designed and prototyped by an ergonomic and easy to use
interface using the OpenStreetMap (OSM) framework to deploy sensors directly

Fig. 8. CupCarbon user interface.
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on the map. It includes a script called SenScript, which allows to program and
configure each sensor node individually. The energy consumption can be calcu-
lated and displayed as a function of the simulated time. This allows to clarify
the structure, feasibility and realistic implementation of a network before its
real deployment. CupCarbon offers the possibility to simulate algorithms and
scenarios in several steps. For example, there could be a step for determining
the nodes of interest, followed by a step related to the nature of the communi-
cation between these nodes to perform a given task such as the detection of an
event, and finally, a step describing the nature of the routing to the base station
in case that an event is detected [18,19].

SenScript is the script used to program sensor nodes of the CupCarbon sim-
ulator. It is a script where variables are not declared, but can be initialized. For
string variables, it is not necessary to use the quotes. A variable is used by its
name, and its value is determined by $.

6 Simulation Results

In this section, we will compare the proposed algorithm with the classical Min-
Find algorithm, since both of them can be used for any network. For the simula-
tion, we have used the simulator CupCarbon [19], and SenScript is used to write
the previously presented algorithms. We assume bidirectional communication
between nodes. Figure 3 shows an example of a wireless sensor network designed
in CupCarbon. We have randomly generated 10 networks with 20, 40, 60, 80, 100,
200, 300, 400, 500 and 600 sensor nodes, respectively. For each network, we have
calculated the number of transmitted and received messages (exchanged mes-
sages) in order to compare their energy consumption which is directly related to
this metric. We have obtained the graphs of Figs. 9 and 10. As we can see, the
difference in each case can exceed 95% and this rate is increasing with the size

Fig. 9. Number of exchanged messages.
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Fig. 10. Reduction rate in terms of the number of exchanged messages.

of the networks. From this figure, one can conclude that for very large networks,
this reduction can reach 99%.

7 Conclusion

We have presented a new Leader Election algorithm which is low energy consum-
ing. This algorithm is called LOGO (Local Optima to Global Optimum) where
sensor nodes that are local leaders will send a message to a reference node which
will designate the global leader and elect it by sending it a selection message.
The classical algorithm allowing to find this node is called Minimum Finding
Algorithm. In this algorithm, each node sends its value in a broadcast mode
each time a better value is received. This process is very energy consuming and
not reliable since it may be subject to an important number of collisions and
lost messages. Our proposed algorithm is more reliable since broadcast messages
are sent only twice by each node, and the other communications are based on a
direct sending. The obtained results show that the proposed algorithm reduces
the energy consumption with rates that can exceed 95% compared to the clas-
sical algorithm. We are now working on comparing our algorithm with other
methods and to implement it on real hardware sensor platforms. Combining
the proposed idea with some computational intelligence technique as presented
in [20] can also give more favorable results in energy consumption.

Acknowledgment. This project is supported by the French Agence Nationale de la
Recherche ANR PERSEPTEUR - REF: ANR-14-CE24-0017.



LOGO Algorithm 15

References

1. Saoudi, M., Lalem, F., Bounceur, A., Euler, R., Kechadi, M.T., Laouid, A., Madani,
B., Sevaux, M.: D-LPCN: a distributed least polar-angle connected node algorithm
for finding the boundary of a wireless sensor network. Ad Hoc Netw. J. 56(1), 56–71
(2017). Elsevier

2. Lalem, F., Kacimi, R., Bounceur, A., Euler, R.: Boundary node failure detec-
tion in wireless sensor networks. In: IEEE International Symposium on Networks,
Computers and Communications (ISNCC 2016), Hammamet, Tunisia, 11–13 May
(2016)

3. Santoro, N.: Design and Analysis of Distributed Algorithms, vol. 56. Wiley, New
York (2007)

4. Jabbar, S., Minhas, A.A., Gohar, M., Paul, A., Rho, S.: E-MCDA: extended-
multilayer cluster designing algorithm for network lifetime improvement of homoge-
nous wireless sensor networks. Int. J. Distrib. Sens. Netw., Article ID 902581, ISSN:
1550–1329 (Print), ISSN: 1550–1477 (Online)

5. Jabbar, S., Minhas, A.A., Imran, M., Khalid, S., Saleem, K.: Energy efficient strat-
egy for throughput improvement in wireless sensor networks. Sensors 15(2), 2473–
2495 (2015). https://doi.org/10.3390/s150202473

6. Beaulah Soundarabai, P., Thriveni, J., Venugopal, K.R., Patnaik, L.M.: An
improved leader election algorithm for distributed systems. Int. J. Next-Generat.
Netw. 5(1), 21 (2013)

7. Effat Parvar, M., Yazdani, N., Effat Parvar, M., Dadlani, A., Khonsari, A.:
Improved algorithms for leader election in distributed systems. In: The 2nd IEEE
International Conference on Computer Engineering and Technology (ICCET), vol.
2, pp. 2–6 (2010)

8. Kim, T.W., Kim, E.H., Kim, J.K., Kim, T.Y.: A leader election algorithm in a
distributed computing system. In: Proceedings of the Fifth IEEE Computer Society
Workshop on Future Trends of Distributed Computing Systems, pp. 481–485 (1995)

9. Chow, Y.C., Luo, K.C., Newman-Wolfe, R.: An optimal distributed algorithm for
failure-driven leader election in bounded-degree networks. In: IEEE Proceedings
of the Third Workshop on Future Trends of Distributed Computing Systems, pp.
136–141 (1992)

10. Park, S.H., Kim, Y., Hwang, J.S.: An efficient algorithm for leader-election in syn-
chronous distributed systems. In: Proceedings of the IEEE Region 10 Conference
TENCON, vol. 2, pp. 1091–1094 (1999)

11. Brunekreef, J., Katoen, J.P., Koymans, R., Mauw, S.: Design and analysis of
dynamic leader election protocols in broadcast networks. Distrib. Comput. 9(4),
157–171 (1996)

12. Zargarnataj, M.: New election algorithm based on assistant in distributed systems.
In: IEEE/ACS International Conference on Computer Systems and Applications,
AICCSA 2007, pp. 324–331 (2007)

13. Balhara, S., Khanna, K.: Leader election algorithms in distributed systems. J.
Comput. Sci. Inf. Technol. IJCSMC 3(6), 374–379 (2014)

14. Zargarnataj, M.: New election algorithm based on assistant in distributed systems.
In: IEEE/ACS International Conference on Computer Systems and Applications,
Amman, pp. 324–331 (2007)

15. Singh, G.: Efficient distributed algorithms for leader election in complete networks.
In: 11th IEEE International Conference on Distributed Computing Systems, pp.
472–479 (1991)

https://doi.org/10.3390/s150202473


16 A. Bounceur et al.

16. Lynch, N.A.: Distributed Algorithms. Morgan Kaufmann, Massachusetts (1996)
17. Garcia-Molina, H.: Elections in a distributed computing system. IEEE Trans. Com-

put. C–31(1), 48–59 (1982)
18. CupCarbon simulator. http://www.cupcarbon.com
19. Mehdi, K., Lounis, M., Bounceur, A., Kechadi, T.: CupCarbon: a multi-agent and

discrete event wireless sensor network design and simulation tool. In: IEEE 7th
International Conference on Simulation Tools and Techniques (SIMUTools 2014),
Lisbon, Portugal (2014)

20. Jabbar, S., Iram, R., Minhas, A.A., Shafi, I., Khalid, S., Ahmad, M.: Intelli-
gent optimization of energy aware routing in wireless sensor network through bio-
inspired computing: survey and future directions. Int. J. Distrib. Sens. Netw. 2013,
13 (2013). Article Id 421084

http://www.cupcarbon.com


An Efficient Privacy Preserving System Based on RST
Attacks on Color Image

Sheshang D. Degadwala(✉) and Sanjay Gaur

Madhav University, Sirohi, Rajasthan, India
sheshang13@gmail.com, sanjay.since@gmail.com

Abstract. In Development of network communication need protect the trans‐
mission with fast Communication. Therefore, networking producers need to be
constantly manage illegal use of the data. In our proposed approach, first step
enter the user name and password then generate in text format that will be
converted to QR-code using zxing library. Now the QR-code will be converted
in to the share using Binary Visual cryptography algorithm. After that generated
share-2 is save in the database that is for future reference at receiver side and
share-1 is embedding into the R-Component LL bit using of block DWT-SVD
and Pseudo Zernike moment. In embedded image further add G, B Component.
So, Color watermark image is ready to transfer from the network. As in network
there are different attackers apply RST attacks on the color watermark image and
Generated attack Watermark Image. At the receiver side recover the attacks first
apply Pseudo Zernike moment, Surf feature on R-component so, they will extract
the attacks pixel and recover the scale-angle using affine transformation. Now
share-1 and another share-2 is in data base so we will apply EX-OR operation to
get the QR-Code. The final QR-code is decoded and we get the user name and
password. This research work can give a way for providing authentication to all
online Services.

Keywords: QR codes · VCS · RGB-extract · Block-DWT · Surf · Affine
RST attacks

1 Introduction

In the world of communication, security assumes a basic part and claims a major
management looking into its data. The announcement communication not withstanding
a time’s doesn’t venture out alone, it will be attached unit with security parts. Subse‐
quently security turns with make the way with open a correspondence box. Approaching
data security, which is spread under cryptography, majority of the data hide or loss.
Furthermore watermarking gives better part concerning with the handing sensitive data.
Current Systems with the preventing methods continues evolving its face for boosted
features, there may be need with get updated to it for its long run towards the improve‐
ment of future. Typically those happening is that the point when another calculation is
transformed alternately an existing calculation is revised, intruders alternately hackers
break the calculation. Along these lines it will be an absolute necessity on create
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calculations that’s only the tip of the iceberg proficient and make stable and unbreakable
on the greater part degree. Normally, the organize security may be spread under cryp‐
tography and data concealing. Majority of the data concealing holds Steganography and
watermarking which might be dated again old contrasted with cryptography. Done
cryptography, scramble of data’s takes put at those transmitter. Furthermore unscram‐
bling them provides for those accurate enter toward those recipient area. Subsequently
for scrambling Also unscrambling indicated actually Likewise encryption Furthermore
decryption, a fact that utilized. Accordingly will scramble What’s more unscramble
same enter or distinctive keys might be utilized. Further extending its limbs under
symmetric (conventional) Also deviated (public key) encryption. Here in the previous
encryption, same fact that utilized both In those transmitter Also collector. Bit in the
latter case, diverse fact that took care of. Advancing to Steganography, which will be
craftsmanship of hiding of information under other. It might make dated past, yet once
more heads should additional secure transmission. In place should enhance those
security level, consolidation of Different systems will be took care of. One such attempt
may be those Steganography again cryptography [2, 3].

We have made system to do secure transaction which is visual cryptography scheme
and, for copyright protection and deal with geometrical attacks the watermarking scheme
is used. It’s absolutely impossible that anybody could decode the data contained inside
some of shares. At the point when the shares are stack together, decoding is conceivable
when the shares are set more than each other. Now, the data turns out to be in a flash
accessible. No additional computational power is required keeping in mind the end goal
to decode the data (Fig. 1).

Fig. 1. Rotation (R), Scale (S) and Translation (T) attacks in network

Watermarking systems are arranged into spatial space techniques and change area
strategies. Spatial area techniques are less unpredictable, however less strong against
assaults. The watermarking plan in view of the change areas can be further Divided into
discrete cosine transform (DCT), the discrete Fourier transform (DFT) and discrete
wavelet transform (DWT). Capacity of DWT-SVD based plan is more than DFT.

A wide assortment of picture watermarking plans has been proposed and every loca‐
tions a wide range of use situations.
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2 Literature Survey

2.1 QR-Code [1, 4]

In computer networks development, distribution of “multimedia products is becoming
gradually more day to day and the problems of digital copyright have become more and
more famous. However, digital watermark is the new technology in the field of copyright
protection. But it cannot effectively solve the problem of the arithmetical attacks in terms
of image and the impact on the QR code fast responsive” characteristics [1].

Quick Response code is “2-dimension (2D) barcode, Denso Wave Corporation
developed QR code in 1994. It can be improve the reading speed of 2D-barcodes and
contains data for both vertical and horizontal dimensions and that’s why it can contain
a significantly greater amount of information. QD code contains information like text,
web link, number, and multimedia data and is speed is 20 times faster than that of other
2D symbols. When secrete message embed into QR code, first it encode and then after
develop the structure of QR code but it is time consuming, risky, and from QR code
cannot get the secret message” directly [4].

2.2 VCS [2]

VCS is a new kind of cryptographic idea that efforts on resolving the problems of distri‐
bution the private images. VCS having the capacity to conceal information/data, for
example, individual subtle elements is exceptionally fortunate. At the point when the
information is covered up inside isolated pictures, it is altogether unrecognizable. At the
point when the shares are partitioned, the information is totally ambiguous. Every picture
holds distinctive bits of the information and when they are stacked together, the mystery
message can be recuperated effortlessly. Every share relies on upon each other with a
specific end goal to get the decoded data [2].

A pixel is a littlest component of an advanced picture. In a 32-bit advanced picture
every pixel comprises of 32 bits, which is isolated into four sections, in particular red,
green, blue and alpha; each with 8 bits. Alpha part introduces level of straightforward‐
ness. In the event that each bits of Alpha part are ‘0’, then the picture is absolutely
straightforward. Human visual framework goes about as an OR work. In the event that
two straightforward items are stacked together, then the last heap of articles will be
straightforward. Be that as it may, in the event that one of them is non-straightforward,
then the last pile of items will be non-transparent. Like 0 OR 0 = 0, considering 0 as
straightforward and, 0 OR 1 = 1, 1 OR 0 = 1, 1 OR 1 = 1, in view of 1 as non-straight‐
forward.

2.3 Digital Watermarking [5]

Digital watermark is “new approach to complement cryptographic processes. It is a visible
or invisible identification code that is permanently embedded in the data and remains
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present within the data after any decryption process [7]. The idea of computerized water‐
marking is gotten from steganography. Both steganography and watermarking plans are
utilized to exchange data by implanting it into the” cover pictures [6].

A wide assortment of picture watermarking plans has been proposed and every loca‐
tions a wide range of use situations. Watermarking systems are arranged into spatial
space techniques and change area strategies. Spatial area techniques are less unpredict‐
able, however less strong against assaults. The watermarking plan in view of the change
areas can be further ordered into the Discrete Cosine Transform (DCT), Discrete Fourier
Transform (DFT) and Discrete Wavelet Transform (DWT) and so forth. Vigor is great
in DWT based plan than DFT [5].

3 Proposed Preserving Method

After studying various visual cryptography schemes and watermarking schemes, we
propose new technique for secure bank transaction. In this scheme we provide authen‐
ticity and data integrity of the shares using watermark technique. In our scheme we take
one QR-image as original image or host image and create shares using 2-out-of-2 VC
scheme [2]. When two shares will be created, server share is stored in bank database
and client share is kept by user. The user will present with client share during all the
transactions with bank. After that we apply the watermark technique on that client share
image for providing the authentication and data integrity and send it on the open
communication channel.

QR-Generation: As shown in the Fig. 2 first select the user name and password. Now
using zxing library generating the QR-code. That QR-code is now in invisible form so
now one can see the data inside. Further we have Apply VCS scheme to generate two
shares of QR-Code.

Fig. 2. Proposed flow
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Embedding: In this process as shown in the Fig. 3 select the color cover image. Extract
the R,G and B component. Now Select R-component and Apply P-Zernike Moment and
DWT-SVD transformation and Extract LL-bit. In the LL-Bit embedding the Share-1
data. After Invers DWT-SVD transformation to generate R-Embedded Image Now Add
Remain G and B Component to Create Color Water Mark Image. Color Watermark
Image is transmitted over the Network Different Attackers Apply RST attacks on it.

Fig. 3. Surf feature

Extraction: After RST attacks getting the Attack Color Image Which is now apply the
P-Zernike Moment with Surf Feature Extraction to recover attacks. Now Extracting the
share 1 and it will combine with another database share 2 to generate QR-image. QR
decoder will decode the Username and Password.

The beauty of our system lies in the fact that, if any attacker makes a copy of any
image share to forge it later, the watermark will be distorted so for such forged image
share our system will not allow the generation of host image from the stack of 2 image
shares. Thus, the attacker will not get the original image.

Here we use Singular Value Decomposition discrete wavelet transform based water‐
marking technique which is geometrically invariant. This type watermarking scheme is
robust against the RST attacks, various JPEG and noise attacks.

3.1 Overall System

3.1.1 Encoder
Step 1: Enter User name and Password
Step 2: Encode to QR-Image
Step 3: Apply VCS and Generate 2-Share
Step 4: Share 2 is Save in Database
Step 5: Select Color Cover Image
Step 6: Extract R-Component
Step 7: Apply Block DWT + SVD + Pseudo Zernike Moment
Step 8: Embedding Share 1 in LL-band, G and B to Generate Watermark image

3.1.2 Network
Apply Rotation, Scale and Translation on Watermark Image.
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3.1.3 Decoder
Step 1: Read Attack Watermark Image
Step 2: Extract R-Component
Step 3: Apply Pseudo Zernike Moment
Step 4: Apply Surf Feature Extraction and Affine Transformation
Step 5: Recover Rotation, Scale and translation Attacks
Step 6: Apply Block DWT + SVD
Step 7: Extract Share1 from LL-band
Step 8: Combine Share 1 and Share 2
Step 9: Decode QR-Image

Step 10: Recover User name and Password

3.2 VCS Algorithm

3.2.1 Share Generation
Generating those stakes from claiming mystery Image: in this stage usage from claiming
Visual cryptography [2] may be completed. It includes those making of stakes starting
with mystery picture utilizing (2, 2) VCS plan. Precise principal the mystery picture will
be taken What’s more is changed over should a double picture that point each pixel in
the mystery picture is partitioned under eight sub pixels, four pixels in every impart
Toward selecting the irregular pixel encoding plan crazy about scheme provided in
algorithm.

3.2.2 Share Combination
In the keep going phase, those methodology for VCS mix may be performed. Here
toward applying those double XOR operation, on both shares, we will get original data.

3.2.3 Embedding Algorithm
Step 1: Encode QR-image of Username and Password using Zxing 1.6 Library of java.
Step 2: Give Y a chance to signify the watermark inserting part, and utilize Haar

orthogonal wavelet Transform to Y; then pick up the band LL which has most
extreme vitality. Distribute LL into blocks Bi of size 4 × 4,

Z′′ = [a1, a2, a3 …… , as]

Where Zj′′ is vector, and ai is the SVD of all block, S is rank of all block.
Step 3: Apply the straightforward strategic monitor on encrypt the watermark.

xn+1 = 𝜇xn

(
1 − xn

)
, 0 < xn < 1, n = 0, 1, 2… ..10

Step 4: Calculate the value of Zj′′

Norms Zj′′ =
√∑s

j =1 aj ∗ aj and then NO′′ = Norms (Zj′′)∕D.
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Step 5: Embed bit using following technique.
If b = 1 then {if O is odd then O′ = O +1 else O′ = O} {Else {if E is even then
E′ = E else E′ = E +1}}.

Step 6: Calculate the modified value and the modified vector as follows:

Norms
(
Zj′

)
= NO′ × D + (D∕2), Zj′ = Zj × Norms (Zj′)∕Norms (Zj)

Step 7: Apply inverse DWT to generate watermarked image.

3.2.4 Recover Decoding Algorithm
Step 1: To gauge the utilization of ensured Pseudo Zernike moments

Src(X, Y) = Rrc(X, Y)exp
(

jm tan−1
(

X

Y

))

Where X2 + Y2 ≤ 1, r ≥ 0, |c| ≤ r.

PZMrc =
r + 1
𝜋

∑
X
∑

Yf (X, Y)Src(X, Y)

A = absolute (Z)
Angle (Z) = tan − 1(imag(Z), real(Z));
Phi = angle (Z) * 180/pie

Step 2: Surf Feature exact [8]

Sense importance points, use Hessian matrix estimation. Form the integral pictures
and the scale space of picture.

Importance point explanation and equivalent, descriptor defines the circulation of
the intensity content, alike to SIFT. Based on sum of Haar wavelet reactions, construct
a square region centered everywhere the interest point and concerned with along the
location selected in earlier slice.

Step 3: pick up the Recovered watermarked image, and actualize 1-level DWT disin‐
tegration to its watermark embedding part. Get the sub-band LL′ which has
incomparable vitality.

Step 4: Slice the sub-band LL″ into blocks Bi of size 4 × 4,

Zj′′ = [a1, a2, a3 …… , as]

Where Zj′′ is a vector, and ai is the SVD of all block and S is rank of all block.
Step 5: Calculate the value of Zj′′,

Norms Zj′′ =
√∑s

j=1 aj ∗ aj and the NO′′ = Norms(Zj′′)∕D.
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Step 6: Extract bit and extract watermark.
Step 7: Stacked extracted image with database share image with XORed operation.
Step 8: Decode QR-image to recover Username and Password.

4 Results and Discussion

As shown in Fig. 4 First user have to enter user name will enter by the user and Fig. 5
will be the QR-code generated by zxing library. Figure 6 is share 1 image generated by
apply VCS algorithm.

Fig. 4. ID & PSW Fig. 5. QR-code

Fig. 6. Share 1

As shown in Fig. 7 Color image the DWT-SVD to getting the LL-bit as shown in
Fig. 8. This image is now Combine with G and B to Create Color Watermark image.
Attacker apply Rotation Attacks so getting the Fig. 9 image with rotation angle 30°
(Table 1).

Fig. 7. Cover image Fig. 8. DWT LL bit
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Fig. 9. Rotation 30°

Table 1. Results discuss

Rotation (Degree) 30° 45° 75° 90° 180° 270°

PSNR 63.21 63.13 63.03 Inf Inf Inf
MSE 0.026 0.026 0.025 0 0 0
Scaling 2 3 4 5
PSNR Inf Inf Inf Inf
MSE 0 0 0 0
Translation −10 −20 10 20
PSNR 73.72 72.44 Inf 72.27
MSE 0.0033 0.0055 0 0.0695

Figure 10 shows the recover angle and Scale. Figure 11 will be generated by the P-
pseudo Zernike and Surf Transformation. Figure 12 is Recover Share 1 from RST
attacks. Figure 13 be the Recover the Username and password by decoding QR
(Figs. 14 and 15).

Fig. 10. Recover data Fig. 11. Recover image

Fig. 12. Share 1 Fig. 13. Recover UID & password
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Fig. 14. Graphical representation of PSNR and MSE of Rotation Attacks
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Fig. 15. Graphical representation of PSNR and MSE of translation attacks

5 Conclusion

In our proposed System we have convert username and password into QR-code. The
QR-code is further divided into shares that shares are embedding into cover image. So
its call multilayer Privacy. Now whenever Dual RST attacks apply on Color Cover image
between transmission and receiving. Our Privacy Preserving System Recover Attacks.
Here we have use Block DWT-SVD and Pseudo Zernike Moment with surf feature based
watermarking system. Affine transformation is also apply for recover attacks on water‐
mark image. So after extraction the proposed system will increase PSNR value for
Recovered Image. This System Will Provide Efficient as well as Privacy Preserving
Communication in Traditional Systems.
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Abstract. Privacy Preserving Data Mining (PPDM) protects the disclosure of
sensitive quasi-identifiers of dataset during mining by perturbing the data. This
perturbed dataset is then used by trusted Third Party for effective derivation of
association rules. Many PPDM algorithms destroy the original data to generate
the mining results. It is essential that the perturbed data preserves the statistical
inference of the sensitive attributes and minimize the information loss. Existing
techniques based on Additive, Multiplicative and Geometric Transformations
have minimal information loss, but suffer from reconstruction vulnerabilities. We
propose Histogram Modification based method, viz. HiMod-Pert, for preserving
the sensitive numeric attributes of perturbed dataset. Our method uses the differ‐
ence in neighboring values to determine the perturbation factor. Experiments are
performed to implement and test the applicability of the proposed technique.
Evaluation using descriptive statistic metrics shows that the information loss is
minimal.

Keywords: Privacy preserving data mining · Histogram Modification
Additive white Gaussian noise · Multiplicative perturbation
Geometric Data Perturbation

1 Introduction

Since last couple of decades, information collection over Internet is witnessing an expo‐
nential growth. More users have started providing their personal information in different
Internet based activities like purchases/sales, auctions, entertainment, gaming, online
surveys, to name a few. A person can now be easily and accurately linked based on his/
her Internet activities, leading to a serious pose of privacy intrusion to the individuals.
This vast pool of data has necessitated the need for efficient data mining protocols. Data
mining which was limited and confined to narrower domain of Enterprises and Appli‐
cations now encompasses Big Data and Cloud Computing.

Data collection has increased many-folds for research, trend analysis and more often
collaborative mining results. It is vital that the information provided by the users should
not breach their privacy. This concern has caught attention of researchers and is widely
studied for improvements even today. PPDM algorithms tackle this issue by optimizing
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privacy and minimizing information loss. This segment of Data Mining guard individ‐
ual’s privacy in Data Mining applications while providing accurate results for mining.
An efficient PPDM algorithm must maximize privacy and minimize information loss.
Also, it is desirable that the computational cost of generating perturbed data should be
minimal and feasible. This requirement augments need of techniques that can be easily
implemented by the contributing party. PPDM methods must protect the privacy of data
and prevent adversaries to derive correlation between the distributed data. Our study
focuses on developing a robust method which will be implemented by contributing party
before releasing the data to Third Party. The proposed method will preserve the privacy
of sensitive attributes and minimize the information loss.

1.1 Our Contributions

We make following contributions with this research:

1. We propose a Histogram Modification based method for perturbing numeric attrib‐
utes for achieving privacy.

2. The resultant perturbed data obtained from proposed method is evaluated for effi‐
ciency in mining using statistical metrics. Also, a comparison of the proposed tech‐
nique with basic perturbation techniques is conferred to show the effectiveness of
our HiMod-Pert method.

1.2 Organization of the Paper

The rest of the paper is organized as follows:

• Section 2 insights the literature survey;
• Section 3 details the proposed HiMod-Pert method;
• In Sect. 4, we present the experimental results and present a comparison with

contemporary perturbation techniques using descriptive statistical metrics;
• Finally, in Sect. 5, we provide conclusions and propose a road map for future work.

2 Literature Survey

Perturbation methods discussed by authors Domingo-Ferrer et al. [20] and Herranz et al.
[21] are widely used in PPDM because the computational cost is lower than Crypto‐
graphic and Secure Multiparty Computations based methods. The former also has an
edge over, as these methods can be used either by the data owner or by Trusted Third
Party. Statistical Databases (SDBs) worked by authors Adam and Wortmann [1],
Duncan and Mukherjee [2] and Gopal et al. [3] provide summary statistical information
without sacrificing individual’s sensitive identifying attributes. Numerical sensitive
attributes of an application after perturbation must preserve the descriptive statistics for
accurate mining. Perturbation Methods change the original data in a way that the
summary statistics of the perturbed data remains same as that of the original data. For
data mining to be effective, the perturbed data must preserve the relationships amongst
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the contributing attributes. Authors Liu et al. [4] have exemplified the applicability of
perturbation techniques by distorting the original values with known distribution, a
category of probability distribution based perturbation approach. Authors Bai Li and
Sarkar [7] have described a tree-based perturbation method. In this method, the original
dataset values are replaced with fixed set of values. This technique is a type of fixed-
perturbation based technique where values belonging to same group are replaced with
certain defined values.

Perturbation methods Clifton et al. [5] and Kargupta et al. [6] broadly fall into three
basic categories viz. Additive, Multiplicative and Rotation based methods like
Geometric Data Perturbation (GDP). In Additive based method, first introduced by
Agrawal and Srikant [10], randomized noise from known distribution sample like
Gaussian is added to original data. If xi is the original data values, and ε is random noise
from some distribution like Gaussian or Uniform, new perturbed value xi + ε will appear
instead of xi. Many reconstruction approaches worked by authors Agrawal and Aggarwal
[11], Domingo-Ferrer et al. [12] and Kargupta et al. [13] ascertain the vulnerability in
privacy breaches with the use of Additive methods.

Another category of perturbation is Multiplicative based approach in which the
Euclidean Distance is preserved well between the perturbed data and the original dataset.
If xi are the original data values and R is rotation matrix, perturbed values are computed
as R * xi. Independent Component Analysis (ICA) suggested by Liu et al. [15] when
applied to perturbed values generated by multiplicative methods, can approximate orig‐
inal values. Work done by authors Liu et al. [14, 15] and Giannella et al. [16] suggest
that the Multiplicative based methods have high privacy breach probability. Geometric
based perturbations proposed by Chen et al. [17] add a random translation to values
perturbed by Gaussian distribution. Their work enhances the resilience of random
perturbation against three types of inference attacks: Naïve Inference attacks, ICA-based
attacks and Distance-Inference attacks.

Our motive to present this study is to overcome the vulnerability due to randomized
approaches and possible data reconstruction from original data. Researchers have given
special attention to this and have presented novel studies for gaining knowledge from
perturbed data. The recovery approach also is dependent on relative noise. The random‐
ized approach of adding/multiplying Gaussian or Uniform noise to the original data sets
does not ensure quality of data recovery process. In a cloud based environment it is essen‐
tial at times to verify the integrity of the perturbed data. Sang et al. [22] have proposed and
experimented reconstruction based on Undetermined Independent Component Analysis
(UICA) where attacker has full or zero background information about perturbation matrix.
Their studies clearly reveal the vulnerability of perturbation methods based on random and
orthogonal projections. The authors’ prior work Shah and Gulati [24] has revealed that the
Additive and GDP based perturbation preserves the statistical inference of the original
dataset and multiplicative perturbation methods generate records with minimum infor‐
mation loss but does not preserve statistical inference.

The Histogram Modification method suggested by authors Ni et al. [8] and Tai et al.
[9] is a type of Data Hiding mechanism that works on images. It is a branch of Stega‐
nography where sensitive information is embedded into an image, making hiding imper‐
ceptible to humans. The image at receiver’s end can be restored and the secret

30 A. K. Shah and R. Gulati



information can be retrieved. The Histogram Modification technique is not suitable when
images have equal Histograms. In Histogram Modification Technique data hiding is
performed based on the difference of adjoining pixel values. To successfully retrieve
the secret message and image, receiver must be passed the various peak points and zero
points.

3 The Proposed Method

Rather than directly perturbing the values based on noise, we propose Histogram Modi‐
fication based method for perturbing values. The proposed method does not add noise
to all sensitive attributes like generic Additive and Multiplicative methods. Our proposed
method uses difference in the adjoining neighbor values of dataset to generate noise
which will then be added to or subtracted from the sensitive values. We have used peak
as a measure of average of the difference of the adjoining data values. This peak value
along with difference between adjoining data value is used to compute the perturbation
factor. This perturbation factor will be different for each value. Unlike randomized
Gaussian noise, this perturbation factor is dependent on the integrity of the dataset

Fig. 1. Algorithm for proposed HiMod-Pert method
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values. The first value of the dataset is not perturbed. In last step, the perturbation factor
is added or subtracted to the original values based on the adjoining values.

Our proposed work does not embed message bit as our aim is to perturb the values
and not hide any data. It can be extended to embed a message bit for increased privacy.
The message bit must be shared between the contributing parties before perturbation.
The integrity will be compromised with actions like deleting a sensitive record, changing
the values, subsequently adding significant information loss to the mining results.
Having briefed up the basic logic of the proposed method, we will now outline the
algorithm of HiMod-Pert method based on Histogram Modification for applicability in
privacy preserving data mining. We have considered that the sensitive attribute is appli‐
cation specific and can be identified using Decision Tree. The algorithm can be itera‐
tively applied to perturb all the sensitive numeric attributes of the dataset. Figure 1 on
subsequent page details our proposed HiMod-Pert algorithm.

4 Experimental Evaluation

4.1 Setting Environment

Experimental setup was done in MATLAB tool. The privacy attributes (columns) of the
test data are determined by using Decision Tree suggested by authors Matatov et al. [25]
and Fung et al. [26]. The Decision Tree sorts the columns by importance which can then
be chosen for perturbation. Selection of four different datasets based on sizes of small,
medium and large were chosen to test the performance of the proposed method. We have
considered two datasets viz. ADULT and BREAST-CANCER–W from UCI Repository
[18]. Both datasets contain large number of records and they exhibit real-world scenario.
We have perturbed the numeric attributes Age and ID of the ADULT and BREAST
CANCER-W dataset respectively. Another dataset HALD is available inbuilt with
MATLAB. We have used INGREDIENTS dataset array from it as it is a Statistical
Database. Lastly, we have also used NBASalaries dataset available from [19]. The
attribute Salary was considered confidential. Table 1 describes the datasets used for our
experimentation purpose and details number of instances and attributes. To provide a
comparative analysis with basic perturbations, we have also simulated functions for
Additive Perturbation, Multiplicative Perturbation and Geometric Data Perturbation in
MATLAB. These methods are used as a baseline for comparison against our HiMod-
Pert method.

Table 1. Datasets

Dataset Number of instances Number of attributes
ADULT 32561 15
BREAST-CANCER Wisconsin 699 10
INGREDIENTS 13 4
NBASalaries 407 6
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4.2 Experimental Results

We have implemented the HiMod-Pert method in MATLAB. To show the performance
of the proposed method, descriptive statistical measures like Mean, Standard Deviation,
Mean Square Error, Root of Mean Square, Mean Absolute Error and Euclidean Distance
are taken into consideration. For effective comparison, Table 2 consolidates the results
generated on original Dataset, Additive, Multiplicative, GDP and our proposed HiMod-
Pert method for various statistical metrics.

Table 2. Results of descriptive statistical measures on original and perturbed dataset generated
by Additive, Multiplicative, GDP and HiMod-Pert method

Perturbation
Techniques

Mean Standard
Deviation

Mean Square
Error

Root of Mean
Square

Mean
Absolute
Error

Euclidean
Distance

ADULT DATASET
Original DS 38.58 13.64 – – 38.5816 –
Additive 38.59 13.67 0.98 41.00 38.60 178.87
Multiplicative 0.26 41.03 3.35e+03 41.16 31.00 1.04e+04
GDP 39.30 13.64 1.75 42.17 39.90 238.54
HiMod-Pert 38.5449 13.3428 0.3634 40.7889 38.5449 108.7724
BREAST CANCER-W DATASET
Original DS 1.07e+06 6.17e+05 – – 1.07e+06 –
Additive 1.07e+06 6.17e+05 0.99 1.23e+06 1.07e+06 26.30
Multiplicative 3.45e+04 1.05e+06 2.57e+12 1.18e+06 8.23e+05 4.25e+07
GDP 1.07e+06 6.17e+05 1.057 1.24e+06 1.07e+06 27.13
HiMod-Pert 1.0352e+06 1.7688e+05 2.1669 1.0353e+06 1.0352e+06 7.2115
INGREDIENTS DATASET
Original DS 48.1538 15.5609 – – 48.1538 –
Additive 48.4089 15.3281 0.5395 50.5994 48.4089 2.6484
Multiplicative 31.1067 27.6588 732.2388 40.9120 31.1067 114.9051
GDP 48.3421 15.7801 0.56 51.3433 48.0952 3.4452
HiMod-Pert 48.0404 15.3437 0.2274 50.2514 48.0404 1.7192
NBASALARIES DATASET
Original DS 4.4695e+06 4.6933e+06 – – 4.4695e+06 –
Additive 4.4695e+06 4.6933e+06 0.8221 6.4768e+06 4.4695e+06 18.2919
Multiplicative 3.6857e+06 5.5919e+06 4.8124e+13 6.6916e+06 3.6857e+06 8.3264e+07
GDP 4.5673e+06 4.6924e+06 0.3412 6.4523+06 6.4523+06 15.2347
HiMod-Pert 4.4695e+06 4.6933e+06 0.6380 6.4768e+06 4.4695e+06 16.1143

4.3 Experimental Inferences

Statistical Measures are used to check the applicability of perturbation techniques for
information loss and privacy breach. The use of probabilistic information loss discussed
by Mateo-Sanz et al. [23] is used to evaluate the information loss of the perturbed data.
Mean, Standard Deviation (SD), Mean Square Error (MSE), Mean Absolute Error
(MAE) and Root Mean Square (RMS) are used to evaluate the information loss for the
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perturbed dataset. These statistical measures are necessary to prove the information loss
for perturbed sets but not sufficient to conclude the same.

Mean and Standard Deviation measures the univariate information loss after pertur‐
bation. The experiments show that the Mean and Standard Deviation of original dataset
is very near to perturbed dataset generated by our proposed HiMod-Pert method. This
ensures that the proposed method efficiently preserves the clusters of original dataset.

Mean Square Error is a measure of average of squares of deviation of the original
values from the perturbed values. For perturbed values to accurately estimate the original
values, mean square error should be near to 1. The proposed HiMod-Pert method will
generate MSE near to 1. Unlike Multiplicative method, it is efficient in preserving this
statistical metric. Mean Absolute Error forecast how close are the perturbed values to
the original values. It measures the distance between values generated by perturbation
methods and original unperturbed values. The values in all the four datasets in our
experimentation show that the Mean Absolute Error is same as that of original.

Euclidean Distance is a measure of how the values in perturbed dataset are linked
with the original values. Smaller Euclidean Distance suggests that the probability of
linkage of perturbed values to the original values is high. The proposed method uses
adjacent values for finding the perturbation factor. Hence the record linkage is high.
Both Additive and GDP methods have Euclidean Distance measures very less, indicating
high record linkage. Root Mean Square of an estimator is the measure of imperfection
of the fit of the perturbed data to the original data. For our HiMod-Pert, the value of
Root Mean Square is effectively retained. The result, shown in Table 2 suggests that
descriptive statistics is preserved well by HiMod-Pert method.

5 Conclusions

HiMod-Pert - a method based on Histogram Modification for effectively preserving the
privacy and optimally minimizing information loss is proposed. We have exploited the
traditional method that is used in Image Steganography. The method uses the differences
in neighbouring sensitive attributes to modify the original values. Unlike contemporary
methods where the transformation is fixed or based on randomization, we have suggested
use of conditional perturbation factor that will be computed for each privacy sensitive
attribute. Our experiments show that the method is effective for balancing between
information loss and disclosure risk. Future work encompasses in studying the impact
of various attacks, variations caused due to compromise in integrity and optimizing the
method to combat against attacks.
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Abstract. Internet based computing has provided lots of flexibility with
respect to the usages of resources, as per the current demand of the users,
and granting them the said resources has its own benefits, if given in
proper manner i.e. exactly what the user has asked. In this paper the
autonomic computing concepts has been discussed which will be very
useful for the better utilisation of the resources at an IaaS (Infrastruc-
ture as a Service) level of the cloud computing. As Cloud Computing is
highly scalable and virtualisation has become an important means for
the efficient utilisation of the resources. Seeking the right amount of the
resources at right time should be the goal of any CSP (Cloud service
provider), On the other hand the CSPs has to deal with the situation
of over provisioning and under provisioning, there should be some self-
managing scheme through which the resources should be made available
to the requesting user in an efficient manner to satisfy the need of their
requirement with an improved resource utilisation. We have discussed
the usage of autonomic computing to enhance the resource utilisation in
the IaaS of cloud computing through various ways.

Keywords: Autonomic computing · Cloud computing
Over provisioning · Under provisioning · Resource utilisation
Infrastructure as a Service

1 Introduction

Cloud [22] is basic necessity today for the organisation because of its dynamic
benefits and even though the organisation is 100% in cloud, it still requires the
skilled professionals and managers, who can understand the right solutions where
the cloud can be well suited to their enterprises. The reports indicates that the
cloud will emerge in the future for betterment of the enterprise stakeholders,
for handling the services [17] such as, IaaS (Infrastructure as a Service), PaaS
(Platform as a service) and SaaS (software as a Service).

The resources at an IaaS level of the cloud the will give the illusion to the end
user that, the an infinite pool of resources are present for the end user because
of the term called as virtualisation.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Every VMs should be associated to certain amount of resources available at
an IaaS of cloud computing. Our aim should be to efficiently use these VMs so
that there will be minimum wastage of the resources. In certain situations, their
will be the wastage of resources [3].

The autonomic computing [12] can be classified into four parts i.e. self-
configuration means the system should be adaptable with the changing envi-
ronment, Self-healing which means discovering and diagnosing the problem in
advance or heal the problem and prevent disruption, Self-Optimisation, i.e. tune
the resources and workload to maximise the utilisation, Self-protecting i.e. to
anticipate, detect and identify the problem and protect itself.

2 Objective

– Growing demand of the infrastructure has also increased the energy consump-
tion. Our objectives will be to reduce the energy consumption using efficient
resource usages. The resources has to be used in such a manner, so the even
the last resource available at the data centre has to be used efficiently. To
make use of the Autonomic Techniques to utilise the resources available at
an IaaS level of the cloud computing.

3 Methodology

The Fig. 1 indicates the impact of autonomic computing at various levels/areas
where, if the resources are used efficiently then, the energy will be reduced and
the systems will have the properties of go green concepts and an increased rev-
enue. The security, QoS Dynamic resource allocation, Iterative optimisation,
Root cause analysis and energy efficiency can be combined with autonomic com-
puting to efficiently use the resources available at IaaS.

3.1 Future Direction for Research in the Field of Resource
Optimisation at the IaaS Level with the Help of Autonomous
Computing

The autonomic computing [12], have four parts known as self-configuration,
which means the system should be adaptable to the changing environment,
Self-Healing, means the act to heal itself from the upcoming problem, self-
optimisation indicates the handling of the system in such a way so that the
resources should be maximally utilized, followed by self-protection, it handles
the identification of security issues and protect itself.

Quality of Service: Cloud service providers (CSPs) need to ensure that suffi-
cient amount of resources are available as per the requirement of the end users,
the QoS [2] requirements Such as limit (deadline), response time (latency), and
budget constraints should be encountered with the current requirement of the
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Fig. 1. The taxonomy of the autonomic computing and efficient resource management
in an IaaS level of cloud computing.

end user. These QoS foundation is derived from SLAs (Service Level Agree-
ments), and if any violation happens w.r.t. the SLA, will lead to penalty and
the QoS will be affected.

The DeSVi [8] architecture has been proposed for monitoring and detecting of
any SLAs violation in cloud computing, the main components are VM deployer,
which is responsible for allocation of tasks and its mapping to the available
resources and another one is application deployer, which is responsible for the
execution of the application and its metrics.

Security: Security [13] is an important aspects of cloud computing because of its
distributed nature, as Differentiate between steady request verses DDOS attack,
as if a coordinated attack is launched against the SaaS provider, the unforeseen
rise in traffic might be erroneously assumed to be from the original/legitimate
requests and resources would be scaled up to handle them. This in turn will
increase running cost of application and also the wastage of the resources. Here
again the resources (data storage and network hardware) will be misused.

Performance Anomalies [7]: In this paper, the concept of UBL (Unsuper-
vised Behaviour Learning) has been discussed, which is a black-box unsupervised
behaviour learning and is used to find out for the anomaly prediction of the sys-
tem at IaaS clouds. The unsupervised Behaviour Learning influences the SOM
(Self-Organizing Map) which captures the changing behaviour of cloud instances
with human intervention. Based upon this learning techniques the UBL predict
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previously unknown performance anomalies and delivers clues for any anomaly
causes. This also target the scalable behaviour learning by making use of virtu-
alizing and distributing the learning task to the distributed hosts.

Energy Efficiency [4]: As cloud will give the illusion to the end user that cloud
provides infinite pool of resources and on the other side the cloud needs to look
for efficient usages of the energy also, example include as over provisioning of the
resources, minimising the carbon footprint and server consolidation. Applications
need to be scheduled in such a way, so that their total energy consumption is
minimized by the effective usages of the resources at IaaS level. There are various
research has been done on this field, some of them has been discussed below:-

In paper [9] considers the SLA with effective VM placement is used to mini-
mize the operational cost in the cloud computing system which in turn reduces
the energy consumption by considering the general queuing theory models for
real world workloads.

In this research paper [5] the energy has been reduced and there is also a
decrease in resource wastage by fixing up the predefined SLAs (Service Level
Agreements) i.e. the SLA violation = 0% and the mechanism that has been used
here are as Monte Carlo and random methods.

Here the authors [6] has mentions about the advantages of using a good
architecture for energy efficient cloud computing and also discussed about the
algorithms that are energy aware and should work within the limits of the SLAs.

Dynamic Resource Allocation: Scaling in/Scaling out [28] (that is the
expanding/shrinking of resources, also called as elasticity and is one of the impor-
tant property of the cloud computing), has to be carried out w.r.t. changing
demands of the end users. The dimensions of the resources that has to be con-
sidered are, number of CPUs, amount of memory and size of the virtual disk
at IaaS level of cloud computing. In the research paper [14], the CometCloud
autonomic cloud engine concept has been highlighted that works on policy based
mechanism, The keywords Autonomic cloudbridging and cloudbursting has been
described, the cloudbridging merges the computation of local environment (i.e.
grids and datacenters) and public cloud services (i.e. Eucalyptus and Amazone
EC2) as well, the autonomic cloudbursting allows spikes in demand and dynamic
application scale out for dynamic workloads.

Prediction for Resource Selection: The total cost of the resources depends
on the type of the resources made available to the end user or resources provi-
sioned, a prediction mechanism should be realised, and that takes into account of
historical data execution statistics, for the fulfilment of the resources demand. If
the predicted resources estimates are correct, then the wastage of the resources
are minimised.

In this paper [25] authors have discussed about the workload forecasting
and about the optimal resources allocation, challenged involved in autoscaling,
predictive algorithms for autoscaling and its empirical results which satisfies the
QoS and less operational cost.
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The ecosystem of existing Big data tools [11], the analytics today require the
support for big data and its implementation in the cloud computing, As there are
various open source technologies related to big data analytics are available such
as Spark (analytics), Hive and Pig, Storm (used in stream processing), YARM
(MapReduce and other parallel programming)/Hadoop, HDFS (File systems and
NOSQL databases), Cassandra and CouchDB.

The main aim is to identify how to use these tools, so that minimum resources
has to be used (without the wastage of the resources) and no SLAs violation.

In [1] authors have discussed the state of the art of scalable data manage-
ment for cloud computing infrastructure for heavy and analytical workloads.
The designing of the data management has been highlighted. Apart from this
different multitenancy models in the database has also been identified.

Scalable Decision Making Algorithms: Will be used for Big data analytics
kind of scenarios [20] and it has to be recognised using scalable data management
systems which uses machine learning, artificial intelligence, decision making and
data mining techniques in clouds.

Here in this research paper the authors [29] have mentioned about the migra-
tion scenarios in the cloud, as migrations can be done in seconds or sometime
more than this depending on the size, work type and bandwidth of the VMs
and physical machines, the migration techniques should be automated through
application environment with pre-defined strategy, and less human intervention.
The two steps for implementing autonomous concepts are to adopt a distributed
architecture where resource management is decomposed and each tasks is per-
formed by Autonomous Node Agents, which are tightly coupled with the physical
machines.

Root Cause Analysis/Identifying the Co-relation: In the real application
scenario of cloud computing, the changes done at one end can affect the other
end too, because of coupling hence mining dependency between anomalies of two
different application layers are an important promising research direction. If the
dependency has been identified, then it can be modelled maintained in the form
of knowledge representation languages in the system premises and is known as
knowledge-base.

The paper [21] discuss about the formal mathematical based decision model
which established a logical chain of services requirements, the basic aim is to
determine which cloud provider is well suited w.r.t. the requirement of the users,
based upon these analysis, the risk are modelled by keeping view of integrity,
availability and confidentiality.

Multi-resource Anomaly Detection: If multiple resources are identified for
an anomaly detection then its an advantage, as its nice to find out the target
resources which contributes more to the anomalies, that has been detected in
the application and that affects the QoS, on the other side considering only one
resource at a time causes needless delay.

In this paper [24] the Intrusion Detection and Prevention Systems (IDPS) and
alarm management techniques has been discussed, the hardware and software
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changes constructs the autonomic managers monitoring scheme and it optimise
its use of resources without any human intervention.

Software defined network have current challenges as efficient utilisation
of storage and network- resources utilisation at IaaS level through mathematical
and statistical methods.

Here the authors [23] have discussed about the autonomous software defined
network which make use of agent based architecture which controls the net-
work, and the network controller generates events every time, when the network
changes its state, and these events can be used to update the states or the facts
in the knowledge base.

Failure Management in cloud computing, which is also known as Fault
tolerance for performance optimisation or grace full degradation which in turn
results as robustness, stability and reliability of the system, lead to the better
utilisation of the resources.

The authors [15] have proposed an efficient fault management mechanism,
which is based upon cognitive control loops, which uses alarm dataset, which
consists of the data that has been inserted at the time of learning phase of the
control loops, the SWRL (Semantic Web Rule Language) and Ontology are used
to show the relationship between the alarm and its consequent services/actions,
even the alarms are used w.r.t. there priority and is useful for finding the root
causes easily by imposing the concept of associated rule miming techniques.

The Iterative Optimisation, which entitles the subset of analytic task,
the functions which is being repeated, need to be profiled, information should
be reserved, so that the cost and execution time will be known in advance and
the resources can be utilised properly.

In this paper [10] the authors have proposed the task scheduling optimisa-
tion algorithms, with minimised of cost of resources used. They have used the
technique of PSO (Particle swarm optimisation) with crossover, mutation and
local search algorithms.

The paper [18] discussed about the QoS and its optimisation s design require-
ments, the application software should be adaptable to different run time situa-
tions, the cloud should also have infrastructure for deploying monitoring appli-
cations based on the QoS parameters and there should be a cloud feedback
loop, that must be able to track the performance model and also to be used for
management decisions.

In paper [16] the scheduling of dataflow operations has been considered, as
minimum completion time in a given budget, than to minimise the monetary
cost given a deadline and the differences between completion time and monetary
cost, these values will be used in approximate optimisation framework which
deals with the elasticity in the cloud. The practice proposed in the final step
of the optimization of the system and its all of the parameters are instantiated
automatically using functions or statistics collected during previous executions.
System agents [19] (embedded in to system), monitoring CPU, schedulers, opti-
misation of the dynamic resource handling techniques, here the different agents
will interact with each other for Self-Management.
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In paper [27] the Multi Agents System concepts has been used, where agents
will interact with each other for intelligent behaviour which result into a flex-
ible cloud, autonomic and scalable and it also mentions about the techniques
and methodology that account for the changing states and its behaviour. In
an another paper [26], the concept of multi agent system has been included in
the cloud environment for achieving the goal of implementing high performance
complex systems and intelligent applications, the intelligence can be achieved by
incorporating dynamic, flexible and autonomous behaviour.

The Generic Architecture and Its Approach: The autonomic computing
techniques has been used to automate the operations in the cloud with minimal
intervention of human interaction. As if multi resources anomaly detection can
be handled using autonomic techniques then the resources can be used with
its maximum utility, same is the case with SLA management with respect to
the QoS parameters and others, same has been discussed above. The correct
prediction will enhance our system and will lead to the optimum usages of the
resources.

Fig. 2. Research approach towards the generic model.

The Fig. 2 discuss about the approach to the generic model, which initially
starts from the state of art and move along the various methods and approaches
which finally leads to the generic model, that should consists of the following
features:-
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– The concepts such as QoS metrics, unsupervised behaviour, queuing theory,
Monte Carlo methods can be used for energy efficient resource management.
The ideas of policy based management, dynamic resource demand, machine
learning, artificial intelligence, data mining techniques decision making using
pre-defined strategy and autonomous node agents can be used for the pro-
cess of predicting resource selection and scalable decision making algorithms.
Alarm management techniques, SDN agents and raising alarm with its related
action decision approaches with monitoring mechanism can add benefits to
the automatic anomaly detection mechanism.

Similarly new avenues has to be explored for making the cloud fully
autonomous. The pairing of the autonomous techniques to its branch technology
has to be analysed and implemented to make worth utilisation of the resources
available at an IaaS level.

4 Conclusion

The autonomic computing mechanism to cloud computing will be a boon to the
current technological scenario where cloud computing concepts are being used,
as this will reduce the human intervention and the system itself will take wise
decisions based upon the dynamism but still we have lots of open issues and
challenges. In this paper we have highlighted a number of questions which can
be used as a research agenda for making full utilisation of the resources available
at an IaaS level of cloud computing by exhausting autonomic techniques. We
have also identified the solution for the above problem and also mentioned some
basic solutions which can, if implemented properly will result into the better
utilisation of the resources.
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Abstract. In this paper, we have discussed about the various techniques
through which the cloud computing monitoring and prediction can be
achieved, This paper provides the survey of the techniques related to
monitoring and prediction for the efficient usages of the resources avail-
able at the IaaS level of cloud. As cloud provides the services, which are
elastic, scalable or highly dynamic in nature, which binds us to make
the correct usages of the resources, but in real situations the (Cloud Ser-
vice Provider)CSP’s has to face the situation of under provisioning and
over provisioning, where the resources are not fully utilized and being
wasted, though this is the survey paper, it ends up with the proposed
model where both the concepts of the Monitoring and Prediction will be
combined together to give a better vision of the future resource demand
in IaaS layer of Cloud Computing.

Keywords: Cloud computing · Monitoring · Prediction
Under provisioning · Over provisioning · IaaS

1 Introduction

Cloud computing [24] is a techniques which allows suitable, on demand network
access to the pool of various computing resources such as network, servers, stor-
age application and other services, that can be quickly given back to the end user
and released with minimal management effort. The cloud computing services [30]
can be classified as Software as a Service Platform as a Service and Infrastructure
as a Service along with different deployment models [8]. Essential characteris-
tics of Cloud Computing [14,27] are On-Demand Self-Service, Broad Network
Access, Resource pooling, Rapid elasticity, Measured service and metering and
billing.

The resource management has to be efficiently used in the IaaS level of cloud
computing, because the resources has to be allocated in a right amount [36]
for an application. The interconnected resource management areas for efficient
resource management are [5], resource discovery, Resource modeling, resource
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Table 1. The Literature survey on Monitoring in to the cloud computing for efficient
resource utilization

Sr.No Authors Objectives and methodologies Conclusion and future directives

1 Whiteaker et al.

[35]

To identified the delay measurements

of the virtual machines (VMs) that

consume CPU, memory, I/O, hard

disk, and network bandwidth. As

Heavy network usage of these

competing VMs can introduce high

round-trip times

On the spot decision to select the

appropriate scheduling algorithms

based upon the current scenario has

to be identified. Dynamic Scheduling

algorithms has to be used to deal

with these kinds of issues

2 Wang [34] A system integrating monitoring

with analytics, termed as

“Monalytics”? has been discussed

which can capture, aggregate, and

incrementally analyse data on

demand. The properties of the

Monalytics are as follow:- 1.

Zooming in to ‘interesting’ locations

at regular periods of time. 2.

Reducing ‘Time to Insight’ i.e.

capturing the total delay between

when ‘interesting’ events occur and

by the time they are recognized (i.e.,

after analysis is complete)

Identifying patterns usage and.

finding ways to reduce Datacentre

energy use. Fault Patterns or cost

/effectiveness needs

3 Clayman et al.

[11]

The distributed model has been used

which consists of Virtualisation

Plane, the Management Plane, the

Knowledge Plane, the Service

Enablers Plane, and the

Orchestration Plane. Working

together these distributed systems

form a software-driven virtual

network control infrastructure that

runs on top of all current network

and service infrastructures

Monitoring should not affect the

performance and account in case of

elasticity, scalability, federation and

adaptability without violating the

performance instances

4 Hasselmeyer and

d’Heureuse [16]

The architecture with a data stream

management system has been

discussed with the event

propagation, filtering, and

aggregation component. To

developed adaptation which makes it

easy to interact with the monitoring

system

Still the dynamicity is not reached,

and enhancements are going on. New

architecture are still in demand that

can handle the dynamicity.

Prediction mechanism has to be

analysed to deal with such situation

5 Mian et al. [26] The cost model has been discussed,

which balances resource costs and

penalties from SLAs if the SLA’s are

violated

Usage of static provisioning to

provide an initial configuration and

then moving to the concepts of

dynamic enhancement is yet to be

analysed

6 Ayad and Dippel

[4]

Continuously check the availability of

the virtual machines and automati-

cally intervene in the case of VM fail-

ure

If agent report that the machine is

no longer healthy (corrupt or

intrusion) to run, the monitor will

destroy those machine, rolling back

to the nearest healthy backup

available and restart again.

Destroying, recovering and restarting

the VM should not take more time

Agents has to be made intelligence

using other Machine Learning

Techniques to get better results

Needs to add more functionality in

the agents and monitoring systems

(continued)
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Table 1. (continued)

Sr.No Authors Objectives and methodologies Conclusion and future directives

7 Li [23] The Systematic Literature Review

(SLR) method was employed to col-

lect applicable suggestions to inves-

tigate the Cloud services evaluation

turn by turn

The time to time collection of

evidences are used to make updates

to the knowledge to focus upon new

research areas

The metrics can be made based upon

the following points

The data from SLR will be stored

into structured database in support

of the services of cloud evaluation

methodology to develop superior

evaluation metrics

8 Da Cunha

Rodrigues [12]

Survey paper which describes various

monitoring techniques

Monitoring has to be achieved with-

out compromising application per-

formance and SLA’s Integrating dif-

ferent cloud monitoring techniques

together

When specific requirement will come,

it is either negatively or positively

affected by other requirements, thus

balancing among cloud monitor

requirements is a challenging and

important trend

9 Hill and

Humphrey [17]

Create clusters of machines

on-demand and use them for small

to medium scale computational

problems.

Root cause analysis: techniques able

to derive the causes of the observed

phenomena, spotting the right

thread in the complex fabric of the

Cloud infrastructure. Root cause

analysis here indicates the primary

factor which results into the failure

of the system

10 Aceto [1] Survey Paper which highlights that

monitoring is required at both CSP

and as well as the client side too

Cross Layer Monitoring: Consumers

and Providers make their decisions

based on a limited horizon. Both of

them has to be considered

With Cloud monitoring requirements

also focus on minimizing the related

resource/ energy consumption and

monitoring of Federated Clouds is

also a challenge

11 Botta et al. [7] The workload modelling and

generation has been discussed.

Different contributions have been

provided in terms of studies of real

and synthetic workloads.

An important challenge is about the

workload generators specifically

designed for Cloud scenarios (with

adaptability) and it should give the

correct value if used for analysis of

results

Fig. 1. Cloud monitoring necessity
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Table 2. The Literature survey on prediction in to the cloud computing for efficient
resource utilisation

Sr.no Title authors Objectives and methodology Conclusion and future directions

1 Kousiouris [21] It predicts the anticipated user

behaviour (Behavioural level).

Patterns are identified through a

time series analysis

The potential usage of Support

Vector Machines has to be analysed

As it can perform better than ANN

in various cases

2 Menascé and Almeida

[25]

Analyse the customer behavioural

pattern for website’s workload

characterization. Also make use of

Customer Behaviour Model Graphs

for calculating different metrics in

order to find workload

To find the accuracy of these metrics

3 Almeida [2] Different steps involved in capacity

planning are discussed. This paper

provides base for different activity of

workload prediction

Different Tools like Matlab etc. can

be used for forecasting, planning,

analysis of work load depending on

the applications type and its usages

4 Rimal et al. [28] The author compare different cloud

system on the basis of architecture,

virtualization, storage, load

balancing, interoperability,

programming framework, security

etc.

Which scheduling algorithms are

suitable to which kind of

environment? Is still an open

research to be discussed among the

researchers

5 Huang et al. [18] To capture the relationship between

the workload and the performance

metrics. It is possible to ensure that

performance of applications is above

a minimum threshold. so the SLA

violations can be avoided. To include

the domain knowledge to model the

application behaviour

Some controllers such as fuzzy

controllers are based on the rule

based approaches. The rules

extraction is not easy for the

resource management. The ability of

the controllers depends on the

defined rules and the rule based

approaches do not have the learning

capability. High availability is

required

6 Buyya et al. [9] The future demand of applications

should be predicted accurately in a

way that the resources manager is

able to reallocate resources before

the workload changes occurs

They cannot extract all useful

patterns whose length is less/more

than the fixed length. Choosing the

length of the pattern (the length of

the sliding window) for different

regions of workloads is one of the

most important challenges in these

methods

7 Singh and Chana [29] Different types of resources which

include physical resources such as

compute, memory, storage, servers,

processors and networking are

allocated to cloud applications were

discussed

Most of the existing methods focus

on one or two resources and ignore

the correlation between resources.

Researchers could investigate the

correlation between these resources

and provide more reasonable results

for the resource manager

8 Urgaonkar [32] Researchers could develop the new

prediction approaches based on both

of the reactive and the proactive

methods. The proactive prediction

methods should be able to extract all

access patterns correctly

The reactive provisioning methods

react to the surge of fluctuations or

the deviation from the expected

behaviour. They allocate the

additional resources according to the

workload increase to prevent SLA

violation. Timeliness is the issue here

9 Buyya et al. [8] Historical executions details

(Statistical data) will be used for

prediction of resources selection for

the workload assigned

The market oriented principles for

supply and demand of the resources

should also be considered

(continued)
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Table 2. (continued)

Sr.no Title authors Objectives and methodology Conclusion and future directions

10 Ullrich and Lassig [31] Make use of the pattern extracted

from previous executions. Three

different categories of load

balancing: black box, grey box and

white box were discussed

Predict the necessary resource

adaption in real time if not even in

advance. Resource Consumption can

be applied based on the type of

application

11 da Silva Dias [13] Made use of monitoring agents for

self-configuration

Self-Adaptive Capacity Management:

Monitor and will respond to certain

conditions that is overload or

underutilisation of the resources at

run time has to be analysed

12 Amiri and

Mohammad-Khanli [3]

Survey Paper The new approaches should be able to

extract all the behavioural patterns

of workloads independent of the fixed

pattern length

Capabilities of online learning has to

be analyzed, able to identify the

interesting trends or patterns of the

workload variations. Researchers

could develop the new prediction

approaches based on both of the

reactive and the proactive methods

prediction and resource monitoring [22]. The Literature survey on Monitoring
in to the cloud computing for efficient resource utilization are as follow (Tables 1
and 2).

Fig. 1 shows [19] the relationship between the cloud properties to the below
mentioned key points as, scalability depends upon the aggregation of measures
and filtering of measure etc.

2 Prediction

There are various case studies [20,25] that indicates that the workload prediction
plays very important role for any company. Basic Steps Required for Workload
Prediction [2] and understanding the environment where the workload has to
be executed, characterize the workload based upon its availability of resources
or capacity planning, behaviour pattern etc., are key features for the prediction
mechanism. The next step is to identify the parameter of the workload modelling,
which depends upon the type of applications [2]. Lets now analyze the literature
review of various prediction techniques.

3 Combining Monitoring and Prediction Techniques [10]

The above Fig. 2 indicates the connectivity between the monitoring and predic-
tion mechanism to the cloud scenarios, their relationship has been identified [37]
Prioritization Engine. As we can have more task aligned in the message queue
in the cloud computing for different clients asking for the same resources in such
scenario Business policies defined by the MSP (Managed Service Provider) helps
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Fig. 2. The combined architecture

to identifying the requests whose execution should be prioritized with respects
to the services that they want, in case of resource contentions [15]. The rules
engine evaluates the data captured by the monitoring system [33]. Rules engine
and the operational policy is the key to guaranteeing SLA agreements.

Monitoring System. Monitoring system collects the defined metrics in SLA.
These metrics are used for monitoring resource failures, evaluating operational
policies as well as for auditing and billing work. Monitoring system have to inter-
act [6] with the other systems to optimise the its objective if careful usages of
the resources available at IaaS of cloud.

Auditing. The adherence to the predefined SLA needs to be monitored and
recorded. It is essential to monitor the values of SLA, as any noncompliance
leads to strict penalties.

Prediction System: From auditing, the prediction model can be derived, which
can be used to predict the resource consumption into the cloud and prediction
can be merged with the Machine learning capabilities to increase its effectiveness.

Accounting/Billing System: Based on the payment model and metering The
outcome of this model will predict the accurate resources usage for the specific
type of work load and the problems that arises because of the under provisioning
and over provisioning can be avoided.

4 Conclusion

In this survey paper we have highlighted the concepts of monitoring and pre-
diction, which are an essentials for cloud computing environment, as the IaaS



Resource Monitoring and Prediction Survey 53

gives us a vision of infinite pool resources and managing such a huge resources
while serving at local level as well as at remote level site is a tedious task and
can be handled efficiently if the mechanism of monitoring and prediction con-
cepts should be mapped to the cloud environment. The algorithms related to
these two can be merged with the techniques of mathematical modelling, artifi-
cial intelligence and machine learning for better accuracy of results and analysis.
The model which has been discussed at the concluding portion in this paper will
allow the researchers to impose the techniques to implement monitoring and
prediction at the correct position with respect to its associated attributes of the
cloud computing environment.

References

1. Aceto, G., Botta, A., De Donato, W., Pescapè, A.: Cloud monitoring: a survey.
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Abstract. Increasing demand for Cloud infrastructure and services
leads to the challenges for management and maintenance of large data
Center. Data center is fully equipped with huge number of resources.
Those resources consumes energy in spite of their partial or full uti-
lization. As a result data center consumes lots of energy, which in turn
increases the total cost of operation and carbon footprint in environ-
ment. These concern leads to “Green Computing”, i.e. to reduce total
operational cost, Carbon Footprint in environment and efficient usage
of the computing resources. In data center main processing element is
virtual machine (VM), which is an instance of computing and storage
resources, handles computational processes. Hence, it is important to
reduce energy consumed by VM. As the workload distribution is varying
in data Center as per the need, the number of VMs configured in the host
are uneven, but host consumes maximum energy every time, irrespective
of the workload. This leads to wastage of computational resources. This
paper is intended to analyze such issues and specifically prove an algo-
rithm which, significantly reduces energy consumption in data center,
while ensuring SLA, when VM is in migration from one host to another
in the data center.

Keywords: Energy efficiency · Green cloud · Vm migration

1 Introduction

Cloud computing is a computing model which provides access to shared pool
of resources on demand, which can be swiftly provided and released with less
management efforts and interaction of service provider and charged as much
use [2]. It provides high availability and facilitating some important character-
istics: Elasticity, on demand self service, Resource Pooling, and Network access.
Cloud Computing Supports three service models IaaS, SaaS and PaaS, and
uses virtualization technology to deliver scalability and elasticity to IT services.
This facilitates to avoid over-provisioning and under-provisioning and to cater a
new business utilities based on new ways of operating [3]. Cloud Computing is
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widely used, but Resource Utilization, Security, Portability, and Interoperability
are still major issues to deal with.

Computing resources inside data center consumes huge amount of energy,
produces thousands of ton carbon dioxide and harms the atmosphere [5]. Energy
is also required for functioning of the cooling system. Extra 0.5 W is required
by the computing resources for each watt of power consumption for cooling [9].
According to [1] if any solution is not applied to reduce carbon emission by
the data center, then it will be triple 2020 as compared to 2002. As indicated
by the European Union, for keeping global temperature grow below 2◦, it is
necessary to drop the carbon emission up to 15% to 30% [11]. So, Consumption
of Energy by Cloud Infrastructure as well as Carbon dioxide emission by that
have been an important environment consideration. This will lead to use the Eco
inviting computing called “Green Cloud” for minimizing the computing cost and
to decrease the environmental destruction. Green means Environment-friendly
and in other words utilization of resources.

Energy Efficiency can be achieved in Cloud Computing by providing some
characteristics [9]: Improved Resource Utilization, Portability: VMs can be
migrated to other physical host to reduce energy consumption, Elasticity,
upgrading the running time of algorithms in application, DVFS and Virtualiza-
tion of resources. In DVFS, the amount of voltage given to resource is decreased,
when it is not completely utilized. The disadvantage is, it cannot apply to any
resource of the cloud other than CPU, and frequency/voltage can be set to a
limited number of states. Virtualization allows the user to create multiple VMs
on single hardware and to run different OS on it. It provides heterogeneity,
improves performance isolation and fault isolation by migrating VMs from one
host to other host by Hot or Cold migration. In summary, it is necessary to uti-
lize the cloud resources optimally, by migrating and consolidating VMs in less
number hosts. This will decrease the carbon footprint and energy consumed by
cloud resources.

2 Domain Analysis

Sherif et al. [4] investigated various techniques for migration and various stages
in that techniques. VM migration parameters are classified into two parts: Static
and Dynamic, based on their effect on VM migration. Static effect parameter has
an unavoidable migration overhead. Dynamic effect parameter influences only
the transfer of process, which are typically associated with the VM specification
and its hosted application. The parameters that are strongly affecting the VM
migration behavior are Page Dirty Rate and Link Speed. The author concluded
that migration in XEN cannot escalate with a high-speed link.

Anton et al. [6] specified some key issues that must be undertaken for energy
efficiency and performance. VM allocation policy is divided into two parts: The
submission of a request for VM provisioning. For VM provisioning, changes are
done in Best Fit Decreasing Algorithm. Optimization of VM allocation is per-
formed in two steps: 1. To choose the VM for migration, 2. To choose an appro-
priate host for that VM. Author discussed RC, MMT, and highest potential
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growth polices for choosing VM for migration. Paper shows, Minimum Migra-
tion policy perform less VM migrations and decrease SLA violations than other
policies evaluated for simulation scenario.

Akshat et al. [13] have analyzed server workload of the large data center. To
save energy, author experiment many attributes for the long and short term and
conclude, there is an opportunity for saving power with help of off-peak met-
rics for categorizing application. While doing consolidation, if care is not taken
then there will be possibilities of capacity violations. Two new consolidation
approaches proposed: Peak Clustering based Placement (PCP) and Correlation
Based Placement (CBP). These approaches use two metrics, first is an off-peak
metric for categorizing and second is to guarantee that peaks don’t cross limits.
It is concluded, PCP provides better energy saving, decreased SLA violations
and efficient load balance among active server.

Anton et al. [8] have investigated dynamic VM consolidation and single VM
migration problem. In modern applications, because of variability in workload,
VM placement is optimized online. For dynamic VM consolidation, author pro-
posed some techniques, Median Absolute Deviation, Robust Local Regression,
Interquartile Range, and Local Regression. These techniques use historical work-
load [7], generated from online services and web applications [4]. The goal of
these techniques is to keep CPU utilization between upper and lower utilization
threshold. For VM selection also, several policies discussed: MMT, RC, and Max-
imum Correlation (MC). From experiment, author shows that IRQ with MMT
provides better energy reduction by reducing VM migration and SLA violations.

3 Energy Efficiency in IAAS Cloud

In data center, main processing element is VM, which is an instance of com-
puting and storage resources, and does computational processes. So, VM plays
important role in reducing energy consumption in data center. VMs are collected
from an unutilized host. These VMs are consolidated into lesser number of host,
and other hosts are switched off by migrating their load on active hosts. Hence,
less number of host are active and energy is consumed by them only. In that
way, overall energy consumption can be reduced in data center.

3.1 Proposed Architecture

Proposed architecture is intended for IAAS service. User submits a request for
resource provisioning. Accordingly, SLA’s are negotiated between Cloud Ser-
vice Provider (CSP) and user. CSP does Service Scheduling and manages the
account of the user. Monitoring kit is a heart of the system. It monitors power
consumed by host and decides which host is over utilized or underutilized. It
chooses VMs from over utilized host and consolidates them in less number of
host by doing migration. VMs are configured on hosts. Each host is character-
ized by utilization of Million Instruction per Second (MIPS), Storage Capacity,
network Bandwidth (BW) and RAM. User submits a request for provisioning
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Fig. 1. Proposed architecture

of VMs, are allocated according to requested amount of MIPS, RAM, BW and
Storage. While providing service to user CSP needs to take care of SLA.

3.2 Proposed System Model

Figure 2 shows, the snapshot of a system without implementation of energy effi-
cient algorithm. In such system hosts are not fully utilized, there is less number
of VMs are executing inside it then its capacity. When energy efficient algorithm
is applied to the system, algorithm identifies underutilized host by comparing
utilization parameter and collect the VMs from host. These VMs are migrated to
the destination host which has enough resources for it and where VM consumes
equal or less power. This process is repeated for all the VMs and are consolidated
into less number of hosts. Hence, by migration of VMs, energy consumption of
data center can be reduced.

Fig. 2. Snapshot of system without implementation of energy efficient algorithm
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Fig. 3. Snapshot of system after execution of energy efficient algorithm

3.3 Descriptive Statistic: Interquartile Range

Interquartile Range is used to identify over utilized hosts. IQR is choosen,
because it is less sensitive to highly skewed data. This method uses historical
data of CPU utilization and provides maximum CPU threshold value. It finds
the median of data. IQR is difference between median of data series after and
before the median value.

IQR = m3 − m1

MaxCPUThreshold = 1 − s ∗ IQR

Here, s [8] is a safety parameter, which shows that how aggressive consolidation
of VMs are done inside host.

4 Proposed Algorithm

To reduce energy consumption, VMs are needed to be collected from unutilized
hosts. For this purpose, first over utilized hosts needs to be identified, IQR is
used for it. Host with CPU utilization more than MaxCPUUtilization are over
utilized host. For collecting VMs from host three methods are preferred: MMT,
RC and Maximum Correlation (MC). In minimum migration time, VMs are
selected which requires less time for migration. Migration time is calculated as
amount of RAM used by VM divided by spare BW available for selected Host.
In Random choice method, VM is selected randomly. In Maximum correlation,
VMs are chosen based on maximum correlation of utilization of CPU with other
VMs utilization of CPU. Multiple correlation coefficient is used for identifying a
correlation between utilization of a CPU of VMs [8]. We use minimum migration
time technique for collection of VM. After choosing VM, the host is switched
off, if it is empty. Under utilized hosts are collected by excluding over utilized
and switched off hosts. All the VMs from such host are collected and consolidate
into less number of hosts.

VMs are required to place in appropriate hosts as per polices and availability
of resources inside host. VMs are sorted in decreasing order of their utilization
of CPU. Power consumption of all the VMs are compared and maximum value is
assigned to minPowerConsumption. For every VM, hosts are checked for required
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Algorithm 1. VM Optimization
1: H: Host List, hi: Each host inside Host List
2: for each (hi ∈ H) do
3: if (hi.CPUUtilization > MaxCPUThreshold) then
4: Add VmsToMigrateFromOverloadedHost (hi) to OverLoadedVmList
5: end if
6: Add OverLoadedVmList to VMMappingList
7: excludeHosts.add(OverUtilizedHosts)
8: excludeHosts.add(SwitchOffHosts)
9: excludeHosts.add(HostsInMigration)

10: end for
11: for each (hi ∈ H) do
12: if (excludeHosts.contain(hi)) then
13: continue()
14: end if
15: if (utilization > 0 AND utilization < minUtilization) then
16: minUtilization = utilization;
17: underUtilizedHost = host;
18: Add vm.underUtilizedHost to VMMappingList
19: host.deallocateVM()
20: end if
21: end for
22: return VMMappingList

Algorithm 2. VM Placement
1: H: List of Switched Off and unutilized Host
2: vmList.sortDecreasingUtilization()
3: minPowerConsumption = MAX()
4: for each (vi ∈ VMMappingList) do
5: allocatedHost = NULL
6: for each (hi ∈ H) do
7: if (hj .hasResources(vi)) then
8: powerReqByVm = estimatePower(hj , vi)
9: if (powerReqByVm < minPowerConsumption) then

10: allocatedHost = hj

11: minPowerConsumption = powerReqByVm
12: end if
13: if (allocatedHost <> NULL) then
14: allocationOfHost.add(vm, allocatedHost)
15: end if
16: end if
17: end for
18: end for
19: return allocation
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resources. If the host contains sufficient resources for VM, then the power con-
sumption of VM is compared with minPowerConsumption, and if it is less, then
VM is allocated to that host. This way by analyzing the usage statistics, con-
solidation of VMs in less number of hosts is achieved. In result, total energy
consumed by the data center is reduced, which is shown further in results.

5 Performance Analysis

The proposed technique is implemented on Private Cloud Infrastructure. For
evaluation of the results generated after deploying an algorithm on the cloud,
sufficient amount of resources are considered. It was very challenging to, because
of it’s complexity. For performing experiment dual-core HP ProLiant ML110 G4
and HP ProLiant ML110 G5 are used, with MIPS ranging from 1860 to 2660,
RAM 4096, storage 10000000 and BW 10000000. VMs characterized with MIPS
range from 500 to 2500, RAM range from 613 to 1740, Storage 2500 and BW
100000.

Power Model. By recent study [10,12], in data center CPU has linear power
to frequency relationship with DVFS application. It also shows that the server
running in idle mode approximately consumes 70% of the energy used by CPU
working at full speed. So, to avoid this, the load is consolidated in less number
of hosts. The model of power be defined by [6],

p(u) = k ∗ Pmax + (1 − k) ∗ Pmax ∗ u

Here, Pmax: Max power consumption when server is utilized fully, k: part of
power consumed when the server is idle mode, u: utilization of CPU. As workload
is not stable, Utilization of CPU change over the time. So, it is a function of
time, defined as u(t). Total Energy consumption E, defined as [6],

E =
∫ t1

t0

P (u(t))dt

Power consumption according to utilization is shown in the Table 1 [8],

Table 1. Power consumption according to CPU utilization [8]

Server 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

HP ProLiant G4 86 89.4 92.6 96 99.5 102 106 108 112 114 117

HP ProLiant G5 93.7 97 101 105 110 116 121 125 129 133 135
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5.1 Evaluation of Result

For implementation, 3 physical hosts are taken. Results shows that, the hosts
consumes an equal amount of energy during whole time frame if it is ideal or fully
utilized. This is results in wastage of resources and increase in energy consump-
tion. By implementing proposed algorithm, resource utilization can be increased
and energy consumption can be reduced.

The results after implementation of algorithm shows that, Energy consump-
tion of hosts is decreased by migrating VMs from unutilized hosts and consoli-
dating them in less number of hosts. The host does not consume energy when it
is not utilized.

Fig. 4. Time frame VS Utilization without implementation of energy efficient algorithm

Fig. 5. Time frame VS Energy consumption without implementation of energy efficient
algorithm
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Fig. 6. Time frame VS Utilization after implementation of energy efficient algorithm

Fig. 7. Time frame VS Energy consumption after implementation of energy efficient
algorithm

6 Conclusion and Future Work

Energy Efficient Computing reduces Carbon Footprint in the environment and
increases return of investment in cloud resources. Proposed technique performs
energy efficient computing at VM level and increases utilization of resources,
which in turn reduces active number hosts and energy consumed by the host.
This way energy consumed by the data center is decreased.

The research work is intended to analyse energy consumption of host machine
in cloud and perform appropriate VM migration in case of overconsumption of
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energy. As hardware resources are majorly handled in IaaS, PaaS and SaaS
services for energy monitoring are kept as future work.
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Abstract. Cloud Computing is the exercise of using a network of remote
servers held on the Internet to store, manage, and process data which
have the characteristics as an elasticity, scalability or scalable resource
sharing managed by the resource management. Even the growing demand
of cloud computing has radically increased the energy consumption of
the data centres, which is a critical scenario in the era of cloud com-
puting, hence the resources has to be used efficiently, which ultimately
will minimise the energy. Resource management itself will get the data
from resource monitoring and resource prediction for the smooth conduc-
tion of the tasks and its allocated resources. In this paper the monitoring
mechanism in the cloud has been discussed and its results are used to trig-
ger the prediction rule engine which provides the cloud service provider
(CSP) to start allocating the resources in the efficient manner, even the
concept of failure handling has been mentioned based upon the certain
parameter which will also inform the CSP to handle the failure task and
try to mitigate this and again re schedule the failed task.

Keywords: Cloud computing · Monitoring · Resource management
Resource prediction · Scheduling · Error handling

1 Introduction

Cloud computing [9] is a major force, which is changing the Information tech-
nology landscape and moving it entire data to the cloud for putting it into the
remote location to store, manage and process the data using Internet.

Cloud Service Model: The services are classified based upon their functionality,
i.e. Software as a service (SaaS) which is used to deliver the web applications,
Platform as a Service (PaaS), to create or deploy application and services for
user, Application test, development, integration and deployment type of services.
Infrastructure as a service, provides services as rent storage, processing and
communication using the concepts of virtual machine.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In this paper we have proposed the monitoring of the cloud computing envi-
ronment, in such a way so that the resources utilisation state will be observed
continuously and the threshold value of the resources has to be identified and if
the value reaches at the threshold, then for the efficient usage of the resources
prediction (and its profiling) mechanism will be invoked, which will allow the
CSP to make efficient usage of resources, so that the cloud can handle maximum
number of requests, thus ultimately will lead to increase in the revenue. The
context aware tasks profiling will make us sure that exactly how much resources
the particular task will consume and its behaviour for the future request also.
Any deviation from its normal behaviour will make the CSP aware of something
wrong has happened in the cloud, which in turn will trigger the failure handling
and its mitigation approach towards the handling of the failed tasks and again
reschedule them.

2 Monitoring the Cloud Environment

2.1 Monitoring as an Essential Tool in Cloud Computing
Environment

Monitoring [1] is important for both provider and consumers for managing and
controlling the hardware and software infrastructure, it also provides the key
performance indicators and information for both platforms and applications.
It is also useful for capacity planning [12] where the estimation of the correct
resources will improve the efficiency of the resource utility, which will help to
meet the criteria of SLA management [14].

Proposed Algorithm. The above Table 1 indicates the execution time taken
by various categories of scheduling algorithms based upon the varied availability
(the number of Virtual Machines availability) of the resources at the cloud com-
puting environment, Which indicates the scheduling algorithms performs better
in different availability of resources, as cloud is dynamic in nature [18]. The
resources are in terms of Virtual Machine.

Table 1. Execution time of 25 task

Algorithm VM 10 VM 25 VM 50 VM 80

FCFS 2541.95 1782.58 677.45 401.01

MCT 430.20 314.6 252.8 236.8

MINMIN 339.2 270.8 240.3 244

MAXMIN 274.3 259.40 248.4 238.2

RR 1449.4 1158.5 930.95 924.57

DATA AWARE 2435.04 1221.65 1009.09 518.25
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Algorithm 1. Dynamic Scheduling Mechanisum
1: Initialization
2: Let the current CPU, RAM is assumed as resources are available on cloud.
3: {
4: Initialize threshold value =50%
5: When new task arrives check threshold value(resources).
6: if Threshold value >current resource utilization then
7: {
8: below threshold value;
9: schedule the task;

10: }
11: else
12: (Threshold values[i]<current resource utilization)
13: {
14: above threshold value;
15: Redirect to check-pointing mechanism();
16: }
17: end if
18: }

The Table 2 above indicates the resources (CPU and RAM) usage values at
different interval of time while executing tasks in cloud computing environment.
Figure 1 shows the result of the Table 2 where x axis indicates the time intervals
and y axis indicates the utility of the resources.

While considering the CPU usage of Table 2 the observations indicates that
one observation has value above 50%, and rest are below 50%, on the flipped side
in case if number of readings are more than 50% utilization of CPU indicates
that the rest of the available resources should be utilised wisely. Likewise same
observations has to be noted down for the memory utilization also. Now resource

Table 2. Data observed during experimental

Date and Time CPU Usage RAM Usage

April 13 2017 10:14 AM IST 16.02 54

April 13 2017 10:20 AM IST 40.87 67

April 13 2017 10:25 AM IST 34.38 74

April 13 2017 10:30 AM IST 28.2 69

April 13 2017 10:35 AM IST 13.88 68

April 13 2017 10:40 AM IST 78.99 74

April 13 2017 10:45 AM IST 72.3 71

April 13 2017 10:50 AM IST 83.26 73

April 13 2017 10:55 AM IST 65.3 52

April 13 2017 11:00 AM IST 68.80 44
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Fig. 1. Resources utilization

prediction for context aware workload module will be invoked which is explained
in Sect. 2, So that the SLA will be maintained.

3 Resource Prediction for Context Aware Workload

3.1 Profiling in Cloud Computing for Context Aware Workload

Profiling is a mechanism through which the behaviours of the task execution
can be recorded and can be used for the audit purpose. Profiling can be done in
two ways, active profiling and passive profiling, where the active profiling is fine
grain and the passive profiling is a coarse grain [13].

Here in this research paper for profiling we are considering only the context
aware tasks, so that their total execution time and resource usage are determined
[16], then these execution time has been divided into certain check points [4] and in
every check points whatever resources has been consumed by the tasks are noted
and a metric has been prepared, so that if the same task comes next time in future,
the same metrics can be used to evaluate the performance of the task [16].

3.2 Proposed Algorithm

Figure 2 indicates the clustering of tasks based on their resource utilisation pat-
terns and the experimentation has been done using weka. If any discrepancy
occur due to the pattern mismatch (i.e. the stored pattern and the current pat-
tern), then the error handling mechanism will be invoked, which is mentioned in
Sect. 4 below.
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Fig. 2. Profiling of resources for checkpoints

Algorithm 2. Check pointing Mechanism
1: Divided whole task into 5 frame, each of 0.20.
2: compare with the previous data set by context aware mechanism
3: if Task match with previous data set task then
4: {
5: Scheduled the task to server;
6: }
7: else {Task not match with previous data set task}
8: {
9: check for error handling;

10: Redirect to error handling mechanism();
11: }
12: end if

4 Error Handling and Mitigation

In this section we have highlighted the mechanism of the error handling and its
mitigation techniques [15]. Error handling is the procedure of finding errors in the
system. Error should be handle in dynamic way in cloud computing [8,11]. Error
handling will also provide robustness and system availability against hardware
and software errors in cloud [2]. The proactive method deals with recovery of fault
in advance, whereas reactive method deals with recovery after the occurrence
of error [3,5,6,10,17] Reactive mitigation techniques: Check-pointing, Restart,
Replication, Job migration, Sguard, Retry, Task resubmission and Recue work-
flow [7].

4.1 Proposed Algorithm

In the given algorithm it classifies hardware and software errors and invoke
appropriate mitigation technique for reduce the adverse effect of the error.
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Algorithm 3. Error Handling Mechanism
1: Let assumed it will be hardware error or software error.
2: {
3: predict the error with error prediction;
4: if error code <500 then
5: {
6: software error;
7: Mitigate software error by mitigation technique;
8: }
9: else

10: (error code>500)
11: {
12: Hardware error;
13: Mitigate software error by mitigation technique;
14: }
15: end if
16: Dynamic schedule task to the server;
17: go to next task;
18: }

Figure 3 mention about the execution time verses density (error), X- axis
shown the execution time and Y- axis shown the Density, by this we can conclude
that which type of error will occur (it has been mentioned in top right corner of
figure as error names).

Fig. 3. Execution time Vs Density
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5 Proposed Model

Proposed model is as shown in Fig. 4. Key items of the proposed model are as
follow:

5.1 Guaranteed SLA Management

The agreement between the client and Cloud Service Provider (CSP) based on
certain QoS parameter will be established and monitioring will be done based
upon agreed SLA.

Fig. 4. Proposed model
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5.2 Provisioning Engine

Functionality of provisioning engine is to enact according to set of steps known
as provisioning plan. It is responsible for various requests from users and appli-
cations like to start an application, stop an application, halt an application,
request for more resources and so on.

5.3 Rules Engine

Rules Engines functionality is to evaluate data captured by monitoring system
based on operational policy. Operational policy defines different action sequence
that should be triggered in incase of occurrence of an event. So Rules Engine
and operational policy together provide the key to guaranteeing SLA under a
self-healing system.

5.4 System Monitoring

Functionality of System Monitoring module is to collect information of different
metrics which affect the performance of system and are defined in SLAs.

5.5 Auditing/Profiling

The attachment to the predefined SLA needs to be recorded and monitored. It
is indispensable to monitor the compliance with SLA.

5.6 Dynamic Scheduling

As cloud is elastic in nature, the demand of the resources will always be fluctu-
ating, so we require mechanism that will adapt to changing resources scenario.

5.7 Error Handling

As cloud is a on-demand network access to resources and software application, so
there is chance that we can encounter the scenario where hardware or software
may fail because of uncertainty, so we require some mechanism through which
this errors can be handled and mitigated automatically without intervention of
human being and after mitigation it should be reschedule back to the dynamic
scheduler.

6 Conclusion and Future Work

In this research paper we have proposed an efficient capacity planning at IaaS
level of cloud computing for context aware workload. To achieve this cloud mon-
itoring concepts has been used and it has been incorporated to Hidden Markov
model (HMM) to categorise the usage of resources at cloud. In critical state of
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cloud resource usage profiling/auditing mechanism has been triggered. To han-
dle the faulty scenarios where the resources are in peak demand has also been
covered.

In this study only CPU and RAM are considered. However still there are
other resources which are to be considered such as network, IO and so on. In our
future works we will take these factors into consideration. We also will develop
and built better energy efficient resource provisioning.
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Abstract. The ElectroEncephaloGram (EEG) signal plays an important role to
identifying the disorder of epilepsy. Epilepsy is a neurological disorder which is
an unexpected electrical disturbance of the brain. Due to which nerve cell
activity in the brain becomes disrupted, causes people to have a “Seizure”. Now
a day researchers are working and focusing on an automatic analysis of EEG
signal to classify the Epilepsy. The EEG signal recording system generate very
lengthy data. So, classification of epilepsy seizure requires a time-consuming
process. This paper proposes SVM (Support Vector Machine) based automatic
epilepsy seizure classification system that uses ApEn (Approximation Entropy).
ApEn is reducing the patient data size without any loss of patient data so; we can
easily classify the epilepsy seizure. ApEn is statistical parameters that measure
the current amplitude value of an EEG signal based on its previous amplitude
value. In this paper, we measure sensitivity, specificity, and accuracy using
SVM classifier. The overall values as high as 100% can be achieved using the
proposed system to differentiate epileptic state (Seizure class) out of normal state
(Non-seizure Class) using time domain method.

Keywords: ElectroEncephaloGram (EEG) signal
Epilepsy seizure classification � Approximate Entropy (ApEn)
SVM (Support Vector Machine)

1 Introduction

Electrical activity is occurring in different brain regions which are determined by the
EEG signal and we can also determine the relative positions and strengths of it. The
abnormal electrical activities fetched by using EEG are called epilepsy seizures.
Approximately 50 million people have epilepsy seizure worldwide [1]. Possible causes
of epilepsy include brain injury, metabolic disturbances, alcohol or drug abuse, brain
tumors, and genetic disorders.

In the small time period, epileptic seizure can’t be predicted in most of the cases.
For classification purpose, continuous recording of the EEG is required. Some-
times EEG recording takes very large time duration. It may be up to one week or two
weeks. As the traditional methods are monotonous and slow. In past few years,
automated epilepsy seizure classification systems have been developed [2]. The pro-
posed work is an automatic epileptic EEG classification system using SVM and feature
extraction and reduction by using Approximate Entropy (ApEn).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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As shown in below figure we give the EEG signal at the input side. ApEn technique
[3] is used to extract the features of the signal. Extracted features are then apply to the
classifier to classify seizures or non-seizures data (Fig. 1).

Programmed examination and finding of epilepsy in view of EEG recordings is
begun in the mid-1970s. Today, PC-based examination addresses two problems:
Epilepsy seizure classification and EEG analysis. Many feature extraction techniques
have been used for the classification of Epilepsy seizure. SVM (Support Vector
Machine) based classification system for epilepsy seizure have been proposed by many
researcher. The research based on nonlinear parameters has been found clinically
fruitful for classification of Epilepsy seizure.

The Lyapunov exponent [4–6] provides significant details about changes in EEG
activity in turn facilitating early detection of epilepsy. The correlation dimension [7] is
useful to measure correlation which quantifies complex neural activity of human brain.
During epileptic seizure, the value of ApEn has been found to exhibit strong rela-
tionship with synchronous discharge of large groups of neurons. The features obtained
from complexity analysis and spectral analysis of EEG signals has been effectively
used for diagnosis of epilepsy [8]. Recently, the ApEn (Approximate Entropy) [3]
based methods have been developed for analyzing linear signals for classification of
epileptic seizures in epilepsy seizure [9, 13]. The MEAN frequency parameter of IMFs
has been proposed to discriminate well between seizure and seizure-free EEG signals.
For classification between healthy and epileptic EEG signals, weighted frequency has
been found to be some parameter [10]. Analysis of normal and epileptic seizure EEG
signals by using area measured from the trace of analytical signal representation of
Intrinsic Mode Function (IMF) has been proposed in [11]. The area parameter and
mean frequency of IMFs computed using Fourier–Bessel expansion used for epileptic
seizure classification in EEG signals [12]. Also, IMFs of EEG signals have been used
for recognition of epileptic seizure [13].

Fig. 1. Block diagram
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2 Proposed Algorithm

2.1 ApEn (Approximate Entropy) Based Feature Extraction

An ApEn is a technique used to quantify the amount of regularity and the unpre-
dictability of fluctuations over time-series data [3].

(1) Let EEG signal with N data points X ¼ xð1Þ; xð2Þ; xð3Þ; . . .; xðNÞ½ �:
(2) Let x(i) be a subsequence of X such that x(i) = [x(i), x(i + 1), x(i + 2),…, x

(i + m − 1)] for 1 � i � N − m, where m represents the number of samples
used for the prediction.

(3) To reduce the noise, filter with level r is represented as, r = k * SD for k = 0, 0.1,
0.2, 0.3,…, 0.9
Where SD is the standard deviation of X.

(4) Let {x(j)} represent a set of subsequence’s obtained from x(j) by varying j from 1
to N. Each sequence x(j) in the set of {x(j)} is compared with x(i) and, in this
process, two parameters, namely, Cm

i ðrÞ and Cmþ 1
i ðrÞ are defined as follows:

Cm
i ðrÞ ¼

PN�m
j¼1 kj

N � m
ð1Þ

Where,

k ¼ 1; if x(i)� x(j)j j for 1� j�N � m

0; otherwise

�

Cmþ 1
i ðrÞ ¼

PN�m
j¼1 kj

N � m

ð2Þ

(5) Finally, we get Approximation Entropy,

ApEn(m; r;NÞ¼
PN�m

i¼1 ln(cmi ðrÞÞ
N � m

�
PN�m

i¼1 ln(cmþ 1
i ðrÞÞ

N � m
ð3Þ

Approximation entropy value extracted from the different size of data frames is
shown in Table 1. Now as from the algorithm of ApEn, m is sample value varies from
1 to 3 and for particular m, we are using 10 values of entropy as mentioned in Table 2.
Table 3 shows the reduction of the 4,09,700 sample to small sample size.

Table 1. Frame size

Size of frame (N) No. of frame per each time-series

173 4097/173 = 23
256 4097/256 = 16
512 4097/512 = 8
1024 4097/1024 = 4
2048 4097/2048 = 2
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2.2 Support Vector Machine (SVM)

We map input patterns into a higher dimensional feature space through using SVM
(Support Vector Machine). In this high dimensional feature space, linear decision
surface constructed. So, SVM is a linear classifier in the parameter space [15].

Let we take m dimensional training data set xi = (1,…, M) and their class labels be
yi, where yi = 1 and yi = –1 for positive and negative classes respectively. In particular
input space, linear separable data then the following decision function can be deter-
mined as,

D(x) = wtg(x) + b ð4Þ

Maps x into the l-dimensional space, we use g(x) is a mapping function. B is a
scaler and w is the vector in 1-dimensional space. If we separate data linearly, the
decision function satisfies the following condition given below:

Yi ¼(wtg(xi)þ b)[ ¼ 1

Where, i = 1,. . .,M
ð5Þ

For an infinite number of decision functions I is linearly separable in the feature
space then it satisfy Eq. (5). So, we require that the hyper-plane that have the largest
margin between positive and negative class. The D(x)/∥w∥ is margin that contain
minimum distance from the separating hyper-plane to the input data.

Table 2. Number of entropy value per each time-series

Size of frame
(N)

No. of frame per
each time-series

No. of entropy values
per each time-series

173 23 30 * 23 = 690
256 16 30 * 16 = 480
512 8 30 * 8 = 240
1024 4 30 * 4 = 120
2048 2 30 * 2 = 60

Table 3. Reduction of sample size

Size of frame (N) Final data after apply Apen (4097 * 100 = 4,09,700)

173 690 * 100 = 69000
256 480 * 100 = 48000
512 240 * 100 = 24000
1024 120 * 100 = 12000
2048 60 * 100 = 6000
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Assume that the margin is q, the following condition is to be satisfied

YiD(xi)
wk k � q

Where; i ¼ 1; . . .;M
ð6Þ

The product of q and wk k is fixed

q wk k¼1 ð7Þ

In order to obtain the optimal separating hyper-plane with contain maximum
margin, w with the minimum wk k that satisfying Eq. (6) found. From Eq. (7), this
equations are solving this optimization problem. Minimizing Yi,

Yi ¼ (wtg(xi)þ b)[ ¼1 ð8Þ

We introduce slack variable n, When training data are not linearly separable into
Eq. (5) as follows subject to the constraints:

Yi ¼ (wtg(xi)þ b)[ ¼1�ni

ni� 0 for i = 1,. . .,M
ð9Þ

The optimal separating hyper-plane is determined so that the maximization of the
margin and the minimization of the training error achieved. Minimizing

1
2
wtwþ c

2

Xn

i¼1

n
p
i ð10Þ

Subject to the constraints:

Yi ¼ (wtg(xi)þ b)[ ¼ 1�ni

ni� 0 for i = 1,:::,M
ð11Þ

Where C is a parameter that determines the trade-off between the maximum margin
and the minimum classification error and p is 1 or 2. When p = 1, the SVM is called L1
soft margin SVM (L1-SVM), and when p = 2, L2 soft margin SVM (L2-SVM). In the
conventional SVM, optimal separating hyper-plane obtained by solving the above
quadratic programming problem. In this empirically and optimal results achieved using
Radial Basis Function (RBF).

In first experiment, all 100 time-series of N and S is taken for training and testing.
For frame size 173, entropy values are 690 for each time-series, so if we take 100
time-series, entropy values would be 69000 for one class and it is double (138000) by
considering both seizure and non-seizure class. These procedures followed for all four
features. Entropy values of both classes S and N for training and testing dataset for all
frames is shown in Table 4 (Fig. 2).
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For frame size N = 2048 and m = 3 and r = 0.3, gets optimum accuracy for ApEn.
From that, we get highest accuracy 99.00% of the feature ApEn with SD for experi-
ment and frame size N = 2048 and m = 1 and r = 0.3, gets optimum accuracy for
ApEn. From that, we get highest accuracy 99.00% of the feature ApEn with Mean for
experiment.

For training purpose, all 50-time-series data for N and S taken and 100 time-series
data, taken for testing. Entropy values of both classes S and N for training and testing
dataset for all frames as shown in Table 5.

Table 4. Number of entropy value for testing

Sr.
no.

Time-series of N
and S

Frame
size

No. of entropy values
for training

No. of entropy values
for testing

1. 200 173 1,38,000 1,38,000
2. 200 256 96,000 96,000
3. 200 512 48,000 48,000
4. 200 1024 24,000 24,000
5. 200 2048 12,000 12,000

Fig. 2. ApEn for N and S file set for (a) N = 2048, m = 3, r = 0.3 with SD, (b) N = 2048,
m = 1, r = 0.0 with mean

Table 5. Entropy value after 50% training

Sr
no.

Frame
size

Time-series of N and S
for training

Time-series of N and
S for testing

No. of entropy values
for training

1. 173 100 200 69,000
2. 256 100 200 48,000
3. 512 100 200 24,000
4. 1024 100 200 12,000
5. 2048 100 200 6000
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The above Fig. 3 are for all optimum results of experiment feature dataset as shown
in above Table 5. The figure shows the SVM classification for the seizure and normal
class using radial basis kernel function. Where seizure is denoted by * and normal by +.
The line is describing linear classification of the dataset. The o describes wrongly
classify data points of opposite class.

2.3 Performance Parameters

2.3.1 Standard Deviation
Quantify the amount of variation or dispersion of a set of data values by using standard
deviation. The standard deviation of a random variable like,

(1) Statistical population,
(2) Data set, or probability distribution is the square root of its variance [15].

2.3.2 Mean
The Mean is also called as a arithmetic mean of a sample. It is usually denoted by x.
The x is the sum of the signals sampled values divided by the number of items in the
sample [15].

Fig. 3. ApEn for N and S file set after 50% training and testing (a) N = 1024, m = 1, r = 0.0
with SD, (b) N = 2048, m = 1, r = 0.0 with mean
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2.3.3 Sensitivity

Sensitivity =
No: of true positive detected data points

total no: of positive data points
ð12Þ

Sensitivity considered for detection of seizure data [16].

2.3.4 Specificity

Specificity ¼ No: of true negative detected data points
total no: of negative data points

ð13Þ

Specificity considered for detection of non-seizure data [16].

2.3.5 Accuracy

Accuracy ¼ ðTPÞþ ðTNÞ
total no: of data points

ð14Þ

TP = No. of true positive detected data points
TN = No. of true negative detected data points [16].

3 Experimentation Results

In our work, we have extracted the features from the EEG signal and classification done
using SVM classifier in to two class seizure-free and seizure patient data. ApEn values
is measure in form of m, r, and N. The values of m, r, and N are as follows:

(1) Number of Samples (m) = 1, 2, 3;
(2) Normalization Ratio (r) = 0%–90% of SD of the data sequence in increments of

10%;
(3) Frame Size (N) = 173, 256, 512, 1024 and 2048.

Approximation Entropy is extracted along with SD and mean. The randomness of
EEG signal were extracted in the features, based on different size of frame (N), number
of samples values (m) and normalized ratio (k). From the set of features, ApEn with SD
and mean, are used for classification using the SVM classifier.

We have used BONN dataset for EEG signals which is publicly available online
and described in Andrzejak et al. [17]. The EEG dataset contains both seizures and
non-seizures. The Bonn dataset consists five subsets (Z, O, N, F, and S) each con-
taining 100 single-channel EEG signals, each signal of 23.6 s in duration with the
sampling rate of 173.61 Hz.

EEG recordings of five healthy volunteers with eyes open (Z) and closed (O) have
been recorded on the surface, using standard electrode placement scheme. The signal F
and S are seizure free subset. These two are recorded in seizure-free intervals from five
patients in the epileptogenic zone (F-Seizure free) and from the hippocampal formation
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of the opposite hemisphere of the brain (N-seizure free). The set S is contained seizures
signal which gives an ictal activity by using with the same 128-channel amplifier
system with an average common reference all EEG signals are recorded. In the pro-
posed work classification of the N (Seizure free class) and S (Seizure class) is done by
using ApEn (Approximate Entropy) feature extraction and reduction and SVM as

Fig. 4. N (Seizure-free or Normal EEG) Patient Class

Fig. 5. S (Seizure or Epileptic EEG) Patient Class

Fig. 6. Classification accuracy, sensitivity and specificity at before training and after 50%
training for N (Seizure free) and S (Seizure Class)
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classifier. Figures 4 and 5 show N (Seizure free-patient) and S (Seizure-patient) EEG
signals, respectively. It is containing only seizure impulse. Here each dataset contain
100 time-series. Each signal contains 4097 samples (Fig. 6).

For all 100 EEG data sets, 50 data sets are used for training and the others are used
for testing using SVM classifier. SVM classifier is used to classify unknown data
properly. The highest accuracy is 100% for the feature set ApEn with SD for frame size
N = 1024, sample value m = 1 and normalization ratio r = 0.0. In the proposed method
accuracy achieved up to 100% for the feature set ApEn with SD. For training and
testing purpose we get different accuracy, sensitivity and specificity as shown in graph.

As shown in Table 6 all the papers are worked on Bonn dataset and they achieved
maximum accuracy is 98.67%. In the proposed method accuracy achieved up to 100%
for the feature set ApEn with SD.

4 Conclusion

We have extracted the features from the EEG signal and classification done using SVM
classifier in to two class seizure and normal. Approximation entropy is extracted along
with SD and mean. The randomness of EEG signal were extracted in the features,
based on different size of frame (N), no. of samples values (m) and normalized ratio (r).
From the set of features ApEn with SD, ApEn with mean, were used for classification
using the SVM classifier. The highest classification accuracy is 100% for N and S class.
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Abstract. Blind image motion deblurring (BID) is in great demand to recover
the original image from its degraded observation. Motion blur is the effect of
relative movement between camera and object during shutter opening. Restoring
the information requires estimation of Point spread function (PSF) and use this
PSF for deblurring task. PSF estimation plays important role in motion
deblurring and mis-specification of kernel can lead to structural distortion in
deblurred image. In this paper, we have proposed the comparative analysis of
PSF estimation methods in modified cepstrum domain based on Hough trans-
form and Radon transform. Experimentation is done on standard image and
estimated parameters are compared for motion blur of different length and
degrees. Conclusions are drawn on the basis of simulation study on Matlab for
standard image.

Keywords: Image deblurring � Image restoration � Motion blur
PSF estimation

1 Introduction

The BID is mainly useful in almost all imaging related applications as normally there is
always a chance of camera shake during the photo capturing process. The Deblurring
result accuracy depends on the accuracy of PSF estimation. Once the PSF is accurately
estimated, non-blind deblurring is used to get restored image. In most of the research
work blurring process can be modelled by convolution formula as [1]:

gðx; yÞ ¼ hðx; yÞ � f ðx; yÞ ð1Þ

Equation (1) show that gðx; yÞ captured degraded image is nothing but convolution
of pristine image f with degradation function h. Here ðx; yÞ Indicates spatial coordinates
and “*” is the convolution operation. There are diverse techniques for image deblurring
with simultaneous or separate PSF estimation. Comprehensive overview of all tech-
niques is given by Wang and Tao in [2]. Comparison of all such techniques are given in
Table 1.
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Our method is a parametric approach which uses a mathematical model of a uni-
form motion blur kernel h expressed in terms of parameters length L and theta h as [1]:

hðx; y; L; hÞ ¼ 1
L ; if

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
� L=2; x=y ¼ �tan�1h

0; otherwise

�
ð2Þ

To remove the blurring effect the parameters length L and theta h should be decided
accurately. Spectral representation of a blur kernel h is a sinc function as motion blur is
kind of rectangular function. Zeros of the Sinc function helps to find out length L and
orientation of sinc is in perpendicular direction of motion. Existing methods use
log-spectral representation [11, 12] and Cepstral domain representations [13–15] of the
blurred input image to obtain blur kernel estimation, but it may lead to erroneous angle
estimation because of no of parallel stripes in magnitude spectrum. So to thin out
central lobe we use dual operated log spectrum termed as modified cepstrum defined as
follows [16]:

C ¼ log F logf Fðgðx; yÞÞj jgf gj jf g ð3Þ

Despande shown modified cepstrum [16] has potential clues to identify PSF
resulted from thin line segment view of central thick stripe in spectrum of blur image.
To find out the direction of line segment there are two approaches first one by Hough

Table 1. Comparison of image deblurring techniques with simultaneous or separate PSF
estimation

Type Functionality Advantage and limitations

Statistical methods MAP
Variational
Edge prediction

Convergence problem
Produce good results if converge to right solution
Slow
Requires prior information
Face problem in restoring image with multiple
neighboring edges [3–7]

Regularization Tihkhonov
Total Variation
Dictionary
learning

Regularization parameter setting effect the solution,
Trade-off between performance and complexity [8–10]

Parametric methods Spectral
Cepstrum
Modified
Cepstrum

Simpler approach - less computation [11–16, 23, 24]

Hardware based
methods

Use of
gyroscopes
Coded shutter
Coded aperture

Corrects the blur before information is recorded on the
sensor
Costly
High quality [17–20]

Multi-channel
image restoration

Dual Camera For multi images we require precise registration Slow
computation [21, 22]
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transform and second one by Radon transform. In this paper, we have presented a
comparison of both approaches and shown that Radon transform based technique
produces superior results compare to Hough transform based method. Hough transform
is flexible to find lines in images and one can easily represent broken lines as a joint
line but at specific angles its performance degrades and accuracy decreases.

Comparison of these two major approaches over wide range of blur parameter
variation needed to be explored and effort of such comparative analysis is done in
paper. The rest of the paper is organized as follows: Sect. 2 describes Hough Transform
based parameter estimation and results. Radon Transform based parameter estimation
and results is presented in Sect. 3. The comparison is discussed in Sect. 4 and the
conclusions are summed up in Sect. 5.

2 Hough Transform Based Parameter Estimation

Modified cepstrum represents thin line segment in direction of motion blur. To find out
the direction of line segment there are two approaches first one by Hough transform
and second one by Radon transform. In our previous work [23, 24] Hough transform
based algorithm were discussed that has been summarized in Algorithm 1.

Algorithm 1

1. Obtain modified cepstrum from grayscale blurred
image (Fig.1(d))

2. Extract fourth bit plane of modified cepstrum image
and use canny edge detection for finding the line
segment. (Fig.1(e) and Fig.1(f))

3. Apply Hough transform on step 2 image and find
Motion blur angle is identified as 180- the peak in
Hough transform

4. Step one image is grayscale transform by threshold
value 0.6. and rotate it by negative value of
estimated angle (Fig.1(g))

5. Step 5 image is converted to 1-D by averaging of
columns. Twin peak pattern is obtained with center
peak and two side peaks. Averaging distance from
center peak to two side peak is considered as blur
length. (Fig.1(h))

Results for cameraman image of size 256 � 256 is presented in Table 2 for
degradation by different lengths (5 � L � 80) and different directions (10 � h <
170). Error equals to the estimated value minus the real value. The results are as
shown in Fig. 1.
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Based on Estimated parameters in Table 2 graph is plotted for true length Vs
absolute error for various blur direction and result is shown in Fig. 2(a) and (b). From
Fig. 2(a) and (b) it is observed that maximum error in blur length estimation is 1 pixel.

A result for Blur angle estimation for camera man image is given in Table 3. Based
on Estimated parameters graph is plotted for true angle Vs absolute error for various
blur length and result is shown in Fig. 3(a) and (b). Graphical representation shows that
maximum error in blur angle estimation is 4°.

Fig. 1. Results of proposed algorithm for uniform blur without noise (a) original cameraman
(b) blurred image with L = 30 pixels and h = 30°, (c) log spectrum (d) modified cepstrum
domain (e) thin line segment extracted from fourth bitplane of modified cepstrum (f) edge
detection and Hough based angle estimation h^ = 28° (g) grayscale transformation of modified
cepstrum with threshold 0.6 (h) twin peak representation and blur length estimation L^ = 30

Table 2. Results for blur length estimation for cameraman image.
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Fig. 2. (a) True length vs absolute error for blur angle variation 10° to 60° (b) True length vs
absolute error for blur angle variation 90° to 140°

Table 3. Results for blur angle estimation for cameraman image.

Fig. 3. (a) True angle vs absolute error for blur length 10 to 35 pixels (b) True angle vs absolute
error for blur length 45 to 80 pixels
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3 Radon Transform Based Parameter Estimation in Modified
Cepstrum Domain

The Proposed scheme uses Radon Transform for blur direction identification. Radon
Transform is kind of integral transform that computes the integration of a function
along straight lines and useful to detect linear representations in images. Line in the
modified cepstrum image will be represented by a peak in the Radon transform whose
location determines the parameters of the line. Radon transform along this direction
usually has larger variations so peak in radon transform corresponds to max value of
variance. As the integration is along the perpendicular direction to a line, principal
direction of motion blur is obtained by subtracting 90° from the max value of Radon
transform. The detail method is discussed in Algorithm 2 and result is shown in Fig. 4.

Algoritham 2

1. Obtain modified cepstrum from grayscale blurred
image (Fig.4(d))

2. Perform gray scale transformation on step 1 image
with threshold=0.6 (Fig.4(e))

3. Find the principal direction using Radon transform

as peak in Radon transform-90°  (Fig.4(f)).
4. Rotate the grayscale transformed modified Cepstrum

image of step 2 by negative value of estimated
angle. (Fig.4(g))

5. Convert the 2-D matrix of step 4 to 1-D by taking
the averages of columns. It will show a twin peak
pattern. (Fig.4(h))

6. The distance between the central peak and first
larger peak on either side is nothing but the
estimated blur length in pixels (Fig.4(h)).

PSF estimation Algorithm 2 discussed is applied to Lena Image which was
degraded by different lengths (10 � L � 80) and different directions (10 � h° <
170). The results are presented in Tables 4 and 5. Error equals to the estimated value
minus the real value. The results are as shown in Fig. 4.

Based on Estimated parameters in Table 4 graph is plotted for true length Vs
absolute error for various blur direction and result is shown in Fig. 5(a) and (b). It is
observed that maximum error in blur length estimation is 1 pixel. A result for Blur
angle estimation for Lena image of size 256 � 256 is given in Table 5. Based on
Estimated parameters graph is plotted for true angle Vs absolute error for various blur
length and result is shown in Fig. 6(a) and (b). Graphical representation shows that
maximum error in blur angle estimation is 1°.
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4 Comparison

Following observations can be made from experiments of Sects. 2 and 3:

• In case of Hough transform based blur angle estimation at specific angles such as
40° and 140° accuracy reduces and it shows maximum error of 4° and there are
more chance of error for almost whole range of blur length.

• In case of Radon transform based blur length estimation accuracy is 87.45%. It
shows great impact on deblurred image as deblurred image output quality is highly
dependent on accuracy of PSF estimation in particular blur length.

• In case of Radon transform based blur angle estimation accuracy is 95.68% and
most chance of error in blur angle measurement is in case where the blur length is
lower or equal to ten. In case of Radon transform based blur angle estimation
maximum error reduces to 1°.

• Almost zero error in blur angle estimation after blur length 15 pixels in Radon
transform based approach.
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Fig. 4. Results of proposed algorithm for uniform blur (a) original Lena image (b) blurred image
with L = 30 pixels and h = 30°, (c) log spectrum (d) modified cepstrum domain (e) thin line
segment extracted from Gray scale transform of modified cepstrum with threshold 0.6 (f) Radon
transform based blur direction estimation h^ = 30° (g) anticlockwise rotation of grayscale
transformed modified cepstrum (h) twin peak representation and blur length L^ = 30 pixels
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Table 4. Results for blur length estimation for LENA 256 � 256 image

Fig. 5. (a) True length vs absolute error for blur angle 10° to 60° (b) True length vs absolute
error for blur angle 100° to 150°
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Table 5. Results for blur angle estimation for LENA 256 � 256 image.

Fig. 6. (a) True angle vs absolute error for blur length 10 to 40 pixels (b) True angle vs absolute
error for blur length 45 to 80 pixels
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5 Conclusion

Comparative analysis of PSF parameters estimation is shown in the paper concentrate
on vital parameters like wide variation of blur extent and increasing accuracy of PSF
estimation. The discussed PSF estimation is done in modified cepstrum domain using
Hough transform and radon transform. Comparative analysis shows that even though
Hough transform is flexible to use in case of broken line segments its PSF estimation
accuracy is lower compare to radon transform based approach in large blur parameter
variation range. Experimental results show that radon transform based approach is
more accurate for wider variation of blur extent.
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Abstract. Compressive Sensing is novel technique where reconstruction of an
image can be done with less number of samples than conventional Nyquist theorem
suggests. The signal will pass through sensing matrix wavelet transformation to
make the signal sparser enough which is a criterion for compressive sensing.
Different levels of wavelet decomposition are also analyzed in this paper. The
performance further can be improved by using DARC prediction method. The
prediction error signal transmitted through OFDM channel. The reconstructed image
should be better in both PSNR and bandwidth. Medical field especially in MRI
scanning, compressive sensing can be utilized for less scanning time.

Keywords: Compressive sensing · Wavelet transform · Sparsity
DARC prediction · Predictive coding · LZW encoder

1 Introduction

Compressive sensing (CS) is new compression technique where with fewer samples of
measurements is enough to reconstruct the image with good visual quality. The samples
required are much lesser than Nyquist criterion suggests, but reconstruction is more
complex in CS whereas linear in conventional compression. Now CS is actively
researched in applications like MRI, RADAR, single pixel camera, etc. [1].

We consider the application in medical field. MRI is slow process due to large
number of data need to be collected while scanning a patient. With the help of CS we
can reduce the number of samples or skip certain acquisitions, which will benefit patient
with less radiation exposure since scan time reduction is exactly proportional to the
degree of under-sampling [2].

In CS, there are three main principles – Sparsity, measurements taking and nonlinear
reconstruction. The signal should be sparse – Information rate contained in the image
should be much less than bandwidth - to undergo CS. If it’s not sparse enough; we need
to undergo the transformation of the image to make it sparse. We took wavelet transform
as sparsity inducing matrix in this paper. The reconstruction of signals from lesser
samples can only possible if the chosen sparsity matrix and measurement matrix follows
Restricted Isometric Property. The incoherence between these matrices is necessary for
this. There are two approaches for reconstructing image at receiver side – basis pursuit

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Z. Patel and S. Gupta (Eds.): ICFITT 2017, LNICST 220, pp. 97–105, 2018.
https://doi.org/10.1007/978-3-319-73712-6_10



and greedy algorithm. These nonlinear techniques will result in good quality recon‐
structed image [3]. In short, CS can able to reduce sampling and computation costs for
sensing signals that have a sparse or compressible representation. The sampling or
acquisition method is by multiplying the sparse signal with the measurement matrix as
in Fig. 1.

Fig. 1. Basic block diagram of compressive sensing

The channel considered as OFDM, because of its wide use in communication field.
The OFDM technique is used for high data rate wireless communication due to high
multipath interference rejection [4]. Through this paper, we aim to reconstruct the image
with good visual quality which is required in medial field applications but with less
bandwidth required for channel transmission. The importance of visual quality in
medical field is clear in Fig. 3 and it can be measured through PSNR parameter.

In paper [5], the authors introduced a novel compressive sensing based prediction
measurement (CSPM) encoder. The sparse image undergoes CS and these measured
values pass to CSPM. In CSPM, the measured matrix undergoes linear prediction and
LZW encoding. This CSPM encoder can achieve significant reduction in data storage
and save transmission energy.

The wavelet transformed image has high frequency coefficients that are sparse and
the low frequency coefficients that are not sparse. The low-frequency coefficients contain
most energy of the image and have coherence nature. In paper [6], they measured (CS)
the high-frequency sub band coefficients, and keep the low-frequency sub-band coeffi‐
cients unchanged.

In this paper we have chosen deterministic matrix such as Hadamard matrix, Toeplitz
matrix, random matrix such as Gaussian matrix, Bernoulli matrix as measurement
matrices and to attain more sparsity, different levels of wavelets are used. The nonlinear
reconstruction methods used are Orthogonal Matching Pursuit (OMP) and L1 minimi‐
sation technique.
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2 Basic Block Diagram

The signal which is K-sparse in one domain can be reconstructed from another domain
which has cK non adaptive linear projections where c is small constant. The sparsity
matrix and measurement matrix should be incoherent for good reconstruction.

Let x is a real valued, finite length, one dimensional, discrete time signal which is
an Nx1 vector in RN. When x is K-sparse, i.e. K << N, the signal x can undergoes CS.

Thus signal x can be written as

X = Ψf (1)

where f is the representation of signal x in another domain Ψ.
Let y be the measured vector of size M × 1 and Φ ∈ RMxN be the measurement matrix.

y = ΦΨf = Acsf = Φx (2)

where Acs = ФΨ is the sensing matrix of M × N [7].

3 Proposed Block Diagram

In Fig. 2, we propose a new method based on CSPM encoder. First the image will
undergo 2-D wavelet transform. Different levels of wavelet decomposition are used to
make image sparser. In paper [5], the whole wavelet coefficients are undergoing CS
together and measured using a single measurement matrix. Low frequency components
contain coarse information and high frequency components contain detail information.
The processing of high frequency components together with low frequency components
will not exploit the coherent nature of LL band and this lead to performance degradation
of the reconstructed image. So in this paper, CS will be applied separately for high
frequency bands and low frequency bands. When applying CS to the sparse signal, we
need to take a measurement which is inner product of the signal with fixed matrix. This
matrix should follow the Restricted Isometry Property and incoherence. Gaussian
matrix, Bernoulli matrix, Hadamard matrix and Toeplitz matrix are used as measurement
matrices in this paper.

The prediction error calculated from the measured values which add more sparsity,
which enhance the performance. Differential adaptive run coding (DARC) prediction
method is used in this paper and it gives better results than linear prediction which is
used in paper [5]. Before transmission we need to encode the values. This will helps in
reducing the number of measurements, storage space and bandwidth. LZW encoding
and decoding which has better speed in running dictionary operations is implemented
in this paper. Then the encoded signal passes through OFDM channel. The encoded data
are interleaved to avoid burst errors without change the throughput or data rate. In order
to avoid the inter-symbol interference (ISI) due to multipath delay spread, a cyclic prefix
(CP) is inserted in each OFDM symbol prior to transmission.

At receiver side, we need to decode the signal received and predict the values. This
is passed for reconstruction of wavelet coefficients using any basic pursuit or greedy
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algorithms. The OMP and L1 minimization method is used for reconstruction in this
paper. More iteration in OMP will give better results. After recovery, the image under‐
goes Inverse wavelet transform. The proposed diagram with techniques used in this
paper is given in the Fig. 2.

4 Results

The image should be sparse to apply CS on it. After applying wavelet transform the
signal will get sparser as shown in [7]. As we already discussed the LL band and high
bands are processed separately. The high bands are applied with Gaussian measurement
matrix since its random nature and LL band applied with different measurement matrix.
The prediction error is calculated and the values are encoded by LZW algorithm. This
encoded data passed through OFDM channel. For CS recovery we used L1 minimisation
technique for LL band and OMP for high bands (Table 1 and Fig. 3).

Reconstructed Image

Inverse DWT

CS Recovery 
using L1 

minimization

CS Recovery 
using OMP

LZW Decoder

Received 
Measurements 
of high bands 

Received 
Measurements of 

low band 

Original Image 

2-D DWT

Low frequency 
components

Measurements using 
Hadamard matrix 

OFDM Channel

LZW Encoder

High frequency 
components

Measurements using 
Gaussian matrix

Prediction error calculation using 
DARC Prediction using DARC

Fig. 2. Proposed block diagram
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Table 1. Comparison between different levels of wavelet decomposition

Level 1 Level 2 Level 3 Level 4
Image 1: Brain 40.7 40.7 37.5 41.1
Image 2: Brainc1 43.18 43.18 41.1 43.71
Image 3: Brainc4 35.77 35.77 32.54 35.89
Image 4: Knee 36.34 36.34 36 38.38
Image 5: Shoulder 37.11 37.11 35.5 38.65

Fig. 3. Comparison of different levels of wavelet decomposition

The result shows that level 4 wavelet decomposition is giving better PSNR or visual
quality for image due to exploiting more frequency divisions of an image (Table 2 and
Fig. 4).

Table 2. Comparison between prediction techniques

W/o prediction Linear prediction DARC prediction
Image 1: Brain 37.588 37.58 37.6
Image 2: Brainc1 40.79 40.78 41.1
Image 3: Brainc4 40.14 40.75 41.3
Image 4: Knee 36.63 37.34 41.5
Image 5:
Shoulder

40.7 41.77 40.4
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Fig. 4. Comparison between prediction techniques

The results show that DARC prediction technique is better. More clarity of recon‐
structed image can be achieved because DARC prediction considers more neighbouring
pixels than the linear prediction.

The detail nature of High frequency band can be best exploited using Gaussian matrix
which are pseudorandom values drawn from the standard normal distribution. The
various Bernoulli matrix, Hadamard matrix, Toeplitz matrix and Gaussian matrix
applied for LL band and results are given in Fig. 5 (Table 3).

Fig. 5. Comparison of different measurement matrix

Table 3. Comparison between Bernoulli matrix, Hadamard matrix, Toeplitz matrix and Gaussian
matrix applied for LL band

Hadamard Bernoulli Toeplitiz Gaussian
Image 1: Brain 37.5 36.5 36.8 22.06
Image 2: Brainc1 41.1 40.29 40.73 19.14
Image 3: Brainc4 41.3 32.41 32.37 12.9
Image 4: Knee 41.5 36.55 36.4 15.24
Image 5: Shoulder 39.4 35.57 35.46 10.9
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Hadamard matrix is giving better results when used for measuring LL band. L1
minimisation works well with these measured values for recovering pixels (Table 4 and
Fig. 6).

Table 4. Comparison of compression ratio without encoder and with encoder

CR with LZW CR with
prediction

CR with CS

Image 1: Brain 1.57 1.21 1.17
Image 2: Brainc1 3.05 2.57 2.52
Image 3: Brainc4 4.33 3.54 3.5
Image 4: Knee 2.1 1.87 1.87
Image 5: Shoulder 5.45 5.27 5.00

Fig. 6. Comparison of compression ratio on JPEG images

By this proposed method compression ratio is increased and thus less bandwidth
only required for transmission through channel.

The visual quality is better when using the proposed method as shown in Table 5
when compared to CSPM technique used in [5] and all algorithms are tested on medical
database collected from Hospital [8] and shown in result in above Table 5.
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Table 5. Visual quality of images with DARC prediction and LZW encoder by using Hadamard
matrix for measuring LL band and Gaussian matrix for measuring high bands.

 

 

 

 

 

 

 

5 Conclusion

The Compressive sensing measures small number of samples – in medical field this will
help to reduce radiation time for MRI. Sparsity, incoherence and nonlinear reconstruc‐
tion are three main components of CS.

Wavelet transform is proven sparsity domain for many signals. The high-frequency
coefficients are sparse while the low frequency coefficients are not sparse. So, both bands
processed separately and used different measurement matrix and recovery algorithms.
The prediction technique helps in improving the PSNR.

For LL band, Hadamard matrix as measurement matrix, DARC as prediction method
and L1 minimisation as recovery algorithm will result in higher PSNR. For high
frequency bands, Gaussian matrix as measurement matrix, DARC as prediction method
and OMP algorithm as recovery algorithm will result in higher PSNR and better recon‐
structed image.

The high PSNR, compression ratio and visual quality shows the proposed novel
technique will be helpful in medical field especially for patients who undergoes MRI
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scan. This proposed method will reduce the scan time but with better visual quality for
easy diagnosing. Also the bandwidth reduction will be helpful in channel transmission.
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Abstract. The rapidly growing genome sequencing technology has enabled the
production of huge amount of sensitive genomic data. Presently a-days, it is
conceivable to create highly detailed genotypes at lower cost. Sharing of
genomic dataset is a key to comprehend the hereditary premise of human ail-
ments. Because of the sharing of such information, genuine privacy challenges
emerge with the expanded number of hereditary tests and immense gathering of
such genomic information. The expanded accessibility of such information has
real ramifications for individual protection, since it contains basic elements of
human as well as contains, illnesses points of interest, insights about relatives,
past and future era, responses to medication and substantially more.
To overcome the privacy issue in genomic data, previously some solutions

had been purposed based on encryption techniques. However, the existing
solutions has some limitations viz., identification of an individual from Genome
Wide Association Study (GWAS) sets, generated test results contain Single
Nucleotide Polymorphism (SNP) information about patients etc. In this work,
we aim to propose a privacy preserving technique for genomic data that
strengthen the security of genomic data.

Keywords: Genome sequencing � Privacy preserving � Disease detection
Privacy preservation for genome � Medical data security

1 Introduction

Genome fundamentally represents blueprint of a body. Our appearance, our maladies
related data, our family history and much more information is determined by genome.
Major applications of genome processing include recognizing criminals, prenatal
testing and premature identification of diseases. Physically, it would require lots of time
and efforts to establish the correlation between genomic information and human
characteristics i.e. eye shading, obesity and so forth [1]. The healthcare can be revo-
lutionized by medical data based on genome; however, the genomic data is also vul-
nerable against mishandle at the exact time. Essentially, genome data leads to social
stigma, discrimination, employment and insurance denial. Human genome can put
lifelong impact on an individual’s life if it is leaked, as it is particularly stable. In
literature, there exist numerous attempts that identify the risk of publishing genomic
data [2, 3]. In Homer et al. [2], authors demonstrated that an individual could be
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identified by using aggregate genomic data. Therefore, the data usage management of
genomic data is crucial.

Genomes are basically acquired from a person in chemical form for digitization
prepare. Both forms of genome i.e. digital and chemical; should be anticipated as it can
be misused by some adversary. Due to inappropriate management, privacy breaching of
genomic data can happen which leads to identity risk of individual. Therefore, genomic
data must be handled carefully [4].

1.1 Motivation

Larger part of health care services requires genomic data to perform productive medical
research or to perform certain diseases susceptibility test. This in turn requires sharing
of genomic data to researcher or some third-party agency.

In addition, genetic data sharing among hospitals and research institutions is
imperative for large-scale genetic studies. For example, let us consider that two medical
organizations own the genetic datasets of their patients. The organizations need to run
machine learning algorithms on the union of the datasets they own, without revealing
their datasets to each other. Without utilizing a safe convention for these organizations
to share data joint calculation on this information is infeasible. Other problem includes
secure protocols for individual patient’s disease susceptibility tests.

To address this issue, some previous work has been done, especially by Jha et al.
[5]. Authors in [5] explore privacy preserving analysis for personal genomics. The idea
is to utilize the outcomes found in Genome Wide Association Studies (GWAS) basi-
cally, to examine a particular disease susceptibility of an individual for getting a
specific disease based on certain genetic markers that includes allele frequency and
molecular markers. Limitation of this approach is mainly, it does not contain any secure
way for examining an individual.

1.2 Contribution

As discussed, we focus on the problem of privacy preservation in Genome dataset. The
problem is described as below:

Suppose, there is a data provider owing a private Genome dataset D. The dataset is required to
be shared with various organizations for the two purposes viz. (1) medical research and
(2) disease susceptibility test. The goal is to preserve the privacy of an individual, whose
genome sequence is stored in D, while maintaining the accuracy of the results.

To address the problem, we proposed a technique to preserve the privacy of an
individual using Paillier cryptosystem and differential privacy. By using this technique
an individual can generate his/her test results in secure way. Generated test results are
then used by researchers to get statistical information without breaching individual’s
privacy.

In upcoming Sect. 2 we discuss about genomic background and issues related to
securing genomic data. After that in next sections our proposed technique and its
performance results are described.
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2 Background

The genome of a human body contains set of genetic data that consist of mainly four
different bases viz. Thymine (T), Guanine (G), Adenine (A), and Cytosine (C).
A chromosome contains genetic data and these genes are accountable from form of
functions dominant in human body all at once. There is distinction within the
arrangement of those bases, which are supported by every DNA strand that results in
individuation between individuals’ genetic composition. Due to genetic differences,
DNA of every person is different from reference genome by approximately 0.5%. SNP
(Single nucleotide Polymorphisms) of a human body is commonest genetic dissimi-
larities [6].

2.1 DNA Sequencing and Analysis Process

DNA of the individual is collected from varied sample sources viz. skin, hair, saliva
and blood. Once sample is collected, using extraction kit of DNA genetic data is
extracted and then the process of sequencing that data is started using any sequencing
platform. One of the widely used sequencing platforms is Illumina Sequencer [6]. For
standard bioinformatics analysis, the digital DNA data is used after the sequencing
process of DNA. In this manner, just physical securities are not sufficient to shield
protection and supply wellbeing as computerized information is regularly replicated,
changed and shared [6].

2.2 Features of Genome

After discussing about how genome information is handled, given us a chance to
examine why genome data is delicate, and require more privacy than the standard
medical data. Following are the major features of genomic data that creates privacy
issues:

Genome contains sensitive information, which may bring about separation, work
refusal and protection dissent, and mortification [4]. Immaterial intergenerational
change i.e. DNA of individual changes less from one era to future era [7]. Likeness
with blood-relatives i.e. one human genome contains loads of sensitive data regarding
his blood-relatives. Closely connected peoples have very alike genomes [8]. Infor-
mation contained by genome has various applications containing biomedical analysis,
healthcare etc. [4]. By using partial genomic data, it is possible to get unavailable data
i.e. it can leak disease information which is not even available. Human hereditary data
contains six billion nucleotides which is very large in size.

2.3 Privacy Breach in Genome Data

Privacy breaching techniques of genomics are of three types:

Identity Tracing
In this kind of attack, intruder can build up a linkage between the data owner’s hidden
identity and an unidentified genome.
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Attribute Disclosure Attack via DNA (ADAD)
Access of distinguished DNA by intruder and furthermore without utilizing express
identifiers database that interfaces delicate properties with DNA-inferred information.
These methods look at DNA information and give interface between the target’s
personality and its sensitive quality.

Completion technique
Intruder has just access of sanitized dataset without knowing about delicate area. In
addition, intruder knows personality of genomic dataset however no get to. Point is to
reveal the delicate area i.e. not a piece of genuine information [9].

2.4 Privacy Issues in Genome Data

Digital genomic data are used in various bioinformatics processes viz. searching on a
genetic dataset, querying private data of genome, and sequence alignment. Regardless
of their helpfulness in the medical field, these procedures present high danger of
leakage of private data.

In first issue, insecure environment process of sequence alignment, DNA sequence
alignment process demands high and expensive computation which is outsource to
publicly available clouds. Yet, sending such kind of personal information to an open
cloud may raise an issue as it is controlled by some third-party associations which
create privacy issue [6].

In second issue, querying private data related to genome, as discussed, the human
genome contains private data around an individual’s science like whether an individual
has a probability to build up a particular kind of disease. For the prevention of disease
and furthermore for prescribing customized medicine, person’s genome is taken and
used to query against a list of known variations of disease to calculate susceptibility of
diseases. In addition, to decide biological connections between persons, it is required to
query genomic data to get result of tests like Paternity and ancestry [6].

In third issue, Private Data Sharing for GWAS, Genome-Wide Association Study
(GWAS) defines connection between specific traits and common variations of genetics.
From genomic records of thousands of individuals, GWAS examines Single Nucleotide
Polymorphisms (SNP) and then it produces aggregate statistics. These aggregate
statistics is then used to find connection between a disease and a SNP [10]. Homer et al.
[2] presented an outline for robust and accurate detection of the existence of an indi-
vidual by some known genotype in the mixture of complex DNA. The individual
distance is measured from a test population and a reference. Then based on it t-test is
calculated by using previously unknown individuals and the distance metrics to analyze
this two populations and get the difference between them.

2.5 Related Work

As mentioned earlier for several types of privacy issues there are different techniques
applied on genome data, but as shown in Table 1 all techniques having some of
limitations. So, to improvise privacy for genomic data we proposed technique to
resolve the above-mentioned issues.
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3 Proposed Technique

As discussed, we aim to preserve privacy for genome data. In the proposed technique,
we utilize two significant methods, viz., Paillier cryptosystem [13] and differential
privacy [14, 15]. The block diagram of our proposed approach is shown in Fig. 1.

As shown in the Fig. 1, whenever patient enrolls for DNA sequencing process,
patient gets private key. Using private key, patient will generate his/her test report by
directly contacting the system. The generated results are then stored for statistical data
analysis.

Table 1. State of art in literature in privacy preserving techniques for Genome data

Privacy issues Citation Proposed
solution

Limitations

Secure alignment
on insecure
environment

Chen
et al. [11]

Use of
seed-and-extend
method

Higher data volume and high
computational power

Querying private
data related to
genome

Alday
et al. [12]

Use of
Homomorphic
encryption

Generated genetic tests results
contains overall information
regarding SNPs

Privacy
preserving data
sharing for
GWAS

Fienberg
et al. [10]

Uses
e-differentially
mechanism

Releasing summary statistics for large
data sets may not be enough to ensure
the privacy of individuals

Fig. 1. Proposed technique
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3.1 Generation of Secure SNP Data and Statistical Information

To achieve security, we apply Paillier cryptosystem on SNP data of the patient.
Whenever patient enroll for DNA sequencing process at that time Storage Unit System
(SUS) generates private and public key for the patient using Paillier cryptosystem.
After the sequencing process, which is done at either medical center itself or by some
third party, they will encrypt the SNP data of patient using patient’s public key and
store encrypted SNP data file of patient in SUS. If patient wants to go for any particular
disease test, he/she will simply request to system. Patient forwards his/her private key
to SUS. At SUS, system will perform the decryption operation. After decrypting the
file, that file will be compared with particular disease’s SNP file. For these tests, there
are so many number of pattern files is stored at SUS. In this file, there is SNP infor-
mation, which shows particular disease’s pattern. By comparing this disease pattern file
with patient’s file test results are generated. After generation of test result, generated
decrypted file of patient’s information will be deleted automatically by the SUS.
Moreover, generated test result will be forwarded to the patient.

Generated test results are stored in a file, which contains the basic information of
patient i.e. patient id, sex, age and test result. This file will be further used for research
purpose where researchers can send the queries to get some statistical information from
database like, “How many number of patients having breast cancer who are male?”
However, as explained before this generated result of query is prone to disclose the
identity of patient. So, for statistical results we used differential privacy. Using
Laplacian noise, we add noise into generated query result. After generating different
statistical results, we add homomorphic encryption on these results by using Paillier
cryptosystem.

4 Experimental Setup

In this section, we are going to discuss about experimental setup that we have created
for Paillier cryptosystem and differential privacy. We have implemented Paillier
cryptosystem in JAVA programming language and for differential privacy we have
used R tool.

4.1 Paillier Cryptosystem Setup

Parameters to be used for key generation: We have taken public and private key of the
length of 512 bits. To generate two random prime numbers p and q we have used 256
bits of length with certainty of 64 and used Random () function, this shows that
randomly generated prime numbers are positive Big Integers that is probably prime
with the length of 256 bits. Using p and q, we have generated n which is of 512 bits.
For public key one more parameter is needed i.e. g. g is generated randomly using
random function in the class of Z*n

2 of 512 bits. Based on p and q, lambda is generated.
u is generated using g, n and lambda. We generated u direct at the time of decryption.
So, patient having private key as lambda only.
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4.2 Differential Privacy Setup

To preserve privacy in statistical results, we should add noise. So, for that e value
should be set as small as possible to get privacy of statistical results. On selected
dataset, we perform number of cycle to get the value of e at which we can get very
minimum difference in between original dataset and by changing one of the row values
of the dataset. We set threshold value as sum of all detected disease column. Number of
time cycle we run, we set it as 1000. We took e value in between 0 to 1 with the
increment of 0.01. For adding noise, we have taken one parameter named as sigma who
indicates Df/e and its value is 1/e. As for our dataset sensitivity function carries value 1,
which means Df contains value as 1. We add Laplace noise over here as Lap (1/e).
Also, we created one bound over here as added noise will be in a boundary of 0 to 2.

4.3 Dataset to Be Used

For genomic dataset, we take dataset from GWASdb. GWASdb is a database of
SNP-phenotype association mapped to Disease Ontology and Human Phenotype
Ontology [16]. These datasets basically contain the disease information related to
chromosomes which affects DNA. These datasets stored at SUS, which will be used at
the time of susceptibility testing process to compare it with patient’s chromosomes.

After completing susceptibility test process generated dataset contains basic
information related to patient i.e. patientID, sex, age, disease detected etc. For this we
had taken dataset from UCI machine learning repository. Over here we used heart
disease dataset of Hungarian data taken from this repository [17].

5 Performance Results

Paillier cryptography was performed on SNP data of patient to generate susceptibility
test. The implementation of this cryptosystem was carried out on Eclipse IDE. For this
we have taken heart disease chromosome details file from GWASdb which contains
11805 chromosomes. For encryption of patient’s data, it takes approximately
201912 ms. And for susceptibility test checking it takes approximately 399764 ms in
average case where no need to compare whole file for test results. In between we get
the result as test is negative. But for worst case scenario where test results come as
positive it takes approximately 990835 ms. Decryption operation is also performed at
the time of susceptibility test process.

After susceptibility test, generated results are used for the purpose of research. On
this dataset we fired below queries,

1. How many numbers of patients are having disease?
2. How many numbers of patients are having disease who are male?
3. How many numbers of patients are having disease who are female?
4. How many numbers of patients are having disease whose age group is between min

and max (as per user enters)?
5. How many numbers of patients are having disease whose age group is between min

and max (as per user enters) and gender (male or female)?
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Generated e values for above queries are shown in below Fig. 2, 3 and 4.

Fig. 2. Same graph for query 1, query 3, query 4 having age group 50–55 and query 5 with age
group 50–55, gender female with e value 0.43

Fig. 3. Graph for query 2 with e value 0.22

Fig. 4. Graph for query 5 having age group 50–55 and gender male with e value 0.09
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6 Result Analysis

6.1 Susceptibility Test Result Analysis

For susceptibility test of patients, we are having large amount of dataset so it takes
more time for generating results. For comparison in between disease’s chromosome file
and patient’s chromosome file its time complexity in best case is O(1) and in worst case
scenario O(n2).

6.2 Statistical Result Analysis

As seen in the Figs. 2, 3 and 4, for epsilon values 0.43 we are getting lower difference.
So, for this dataset of heart disease we can take e as 0.43. In Fig. 3 we are getting two
nearer values for e i.e. 0.22 and 0.43, so we can take 0.43. But in Fig. 4 where our input
is age in between 50 to 55 and gender having male we are getting privacy using very
lower e value that is 0.09. The actual result of this query is very low as, total number of
patients having heart disease in between group of 50 to 55 and gender having male are
only 3. So, from such kind of results, we can say that for different queries we are
getting almost same values but for queries where we get very low population we got
very less value of epsilon.

7 Conclusion and Future Work

As every year, bioinformatics field and sequencing process are becoming very
important with increasing number of genomic tests. Persons use sequencing of DNA
data for different number of aims and unwanted access to this sensible genetic infor-
mation may create serious privacy breaching in the coming years. Due to the lack of
techniques for privacy preservation it creates difficulties rather than benefits as there is
revolutionary use of sequencing technology by medicine and health sciences.

With an aim to solve the privacy issue in genome data, in this paper, we mentioned
the sensitivity of genome data and discussed various privacy breach techniques on
genomic data. We proposed a technique based on the differential privacy and Paillier
cryptosystem and discussed respective results.

In our work, after completion of susceptibility test there is no provision of
encryption on generated result file. Future work could be to add encryption in result.
The current work checks for a particular disease only that is, “Whether patient having
X disease or not?” In future work, more feature can be added, using which, we can
check and generate files containing details related to total number of chromosomes
affected by particular disease. And then that statistical data would be store in a file with
the use of differential privacy. And after performing susceptibility test patient can get
the result as which diseases can be affected to them.

Major limitation of the proposed technique is the requirement of high computing
power because there is a need for high number of chromosomes to be encrypted,
decrypted and compared.
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Abstract. With the advancement in technology, data produced from
different sources such as Internet, health care, financial companies, social
media, etc. are increases continuously at a rapid rate. Potential growth
of this data in terms of volume, variety and velocity coined a new emerg-
ing area of research, Big Data (BD). Continuous storage, processing,
monitoring (if required), real time analysis are few current challenges
of BD. However, these challenges becomes more critical when data can
be uncertain, inconsistent and redundant. Hence, to reduce the overall
processing time dimensionality reduction (DR) is one of the efficient tech-
niques. Therefore, keeping in view of the above, in this paper, we have
used principle component analysis (PCA) and singular value decomposi-
tion (SVD) techniques to perform DR over BD. We have compared the
performance of both techniques in terms of accuracy and mean square
error (MSR). Comparative results shows that for numerical reasons SVD
is preferred PCA. Whereas, using PCA to train the data in dimension
reduction for an image gives good classification output.

Keywords: Dimensionality reduction · Principle component analysis
Singular value decomposition · Big data

1 Introduction

Volume of data is increasing exponentially to Tera byte or Peta byte from many
sources like biomedicine, social media, Internet of Things (IoT), etc. All data on
the planet is growing 40% a year. International data corporation (IDC) has pre-
dicted that volume of data will grow above 40 ZB by 2020 [1]. The comparative
growth of digital data over time (measured in years) is shown in Fig. 1(a) which
is indicates, In 2013 digital universe had 5500 EB, but in 2020 it will be 44 ZB,
a 10-fold increment in very short span of time. The top three sources of data
are sales & financial transactions (56%), leads & sales contacts from customer
databases (51%), and email & productivity applications (tied at 39%). Almost a
quarter of respondents (19%) are managing less than a tera byte of data, while
only 7% are managing more than a peta byte. Although the average company
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Fig. 1. (a) World wide growth of digital data, (b) Data growth in Enterprise, (c) Data
& storage increase over the years, (d) Growth of data in heath care sector

manages 162.9 TB of data, the average enterprise has 347.56 TB of data [1],
which is increasing by 33% a year. Figure 1(b) shows the incremental growth in
structured and unstructured data over the years. Health care data covers large
segment of entire digital universe, and it is increasing 48% in a year. All data
in the health care was 153 EB in 2013, but it is expected to be 2,314 EB in
2020. As data volume is growing exponentially, available storage to accommo-
date it also need to be updated accordingly. Comparative study of growth in
data and corresponding storage is shown in Fig. 1(d), indicating that storage is
not increasing as rapidly as data. This exponentially increment in data is very
complex in several situations like to maintain (a) the real time monitoring for (i)
health sector (ii) car parking system (iii) fire alarms, (b) security of (i) offices,
(ii) hospitals (iii) defense area and many more. Currently available computing
infrastructure and analytical algorithms are not able to manage and process the
current form of generated BD. In some situations this data is redundant too,
therefore, cleaning of data is required to maintain high quality. Compared to
raw data, this cleaned data is very small in size but has important information.
To clean this raw data, we have used DR techniques in this paper.

DR is the procedure to convert a dataset have vast number of dimensions into
a data subset with less dimensions ensuring no lose of important information.
The importance of DR is to improve the accuracy of prediction of classifier, and
to decrease the cost of computation. These techniques are basically used to solve
machine learning problems to get quality features in classification and regression.
Some advantages of DR are summarized as under:

– It compresses data and reduces the storage requirements.
– It reduce the computation time.
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– It considers multi-collinearity that gives better performance of the model.
– It eliminates redundant features.
– It helps in eliminating the noise.

To understand the concept of DR we have selected PCA and SVD two differ-
ent techniques. These techniques are investigated thoroughly, and compared by
executing with machine learning algorithm. PCA takes a dataset comprising of
the set of tuples focusing on points lying on a high-dimensional space. PCA also
searches for the directions with which the tuples line up best. Main objectives
of PCA are:

– Form a data table it extricate the vital information.
– Keeping the vital information only, it compress the size of the dataset.
– To simplify description of the dataset.
– To analyze the structure, and factors.

The idea behind PCA is to consider a matrix M be the set of tuples and search
for the eigen vectors of MMT or MTM . The axis related to the first eigen
vector, the one along with which the variance of raw data is maximized. Now,
one can apply this transformation to that data. Similarly, the axis related to the
second eigen vector is the axis along with which the variance of distances from
the first axis is most prominent, and so on. Hence, one can say that PCA is a
data mining process. The high dimensional data is supplanted by the projection
on essential axes. These axes are related to the largest eigenvalues. Finally, raw
data is estimated by data that has less dimensions compared to raw data.

On the other side, SVD is a method to distinguish the dimensions along
with which data points show the highest variation. SVD permits to get the
best estimation of the raw data using less dimensions. This approach permits
a correct portrayal of any matrix. Furthermore, this approach removes the less
essential dimensions of that portrayal to create an approximate portrayal with
any coveted dimensions. SVD decompose an m×n matrix, M into U , S, and V .
This decomposition has the form USV ∗. Here, U is an m×r matrix, S is a r×r
diagonal matrix, & V is an n × r matrix. We can utilize them to diminish the
number of vectors to the variance we actually required. Diminishing the number
of vectors can remove noise from the raw dataset.

1.1 Research Contribution of Paper

Contributions of this paper are as follows:

– We have reduced the dimension of sparse and dense dataset using PCA and
SVD.

– We have compared the performance of PCA and SVD by applying them on
two different dataset.

The rest of the paper is structured as follows. Section 2 highlights previous work
done by researchers in this domain with pros and cons of individual. Section 3
highlights the need of DR and present the techniques PCA and SVD. Section 4
presents the comparison result of both techniques in terms of accuracy & mean
square error and finally Sect. 5 concluded the paper.
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Table 1. Comparison of existing approaches

Author Problem statement Solution Drawback

Swati et al. [2] The classification of high

dimensional data give

wrong outcomes

A method that utilizes

DR techniques

Another classifier for

classification can be used

instead of ARTMAP to

reduce more time

Person et al. [4] Show points in plane or

higher dimensional space

by the straight line or

plane

Principle component

analysis

It becomes more

cumbersome when we

have more variables

which involves the

determination of least

root

Oja et al. [7] PCA for neural networks A completely parallel

(nonhierarchical) design

that gets orthogonal

vectors spanning an

m-dimensional PCA

subspace

Lateral connections

between the units are not

considered

Sanger et al. [8] Measure the data in

network results can be

troublesome without

exact learning of the

distribution on the input

data

Optimality principle for

training an unsupervised

feedforward neural

network

The algorithm is only for

single-layer linear

networks

Henry et al. [13] Identify the dimensions

along which data points

Singular value

decomposition

When there is no change

in one of the axes, SVD

fails

Deerwester et al.

[14]

Dimensionality reduction

issue with regards to

information retrieval

Use SVD for making

features representing

multiple words and after

that comparing them

Implementation issues

will emerge as in raw

vector methods, the

estimation of such

retrieval improving

methods must be

reevaluated

Sarwar et al.

[17], Brand et al.

[16]

The high cost of finding

the SVD

Update an existing SVD

without recomputing it

from scratch

Works well for some

recommender

applications and less well

for others

2 Related Work

This section highlights the work done by various researchers in this domain. Swati
et al. [2] classified the high dimensional raw data that creates incorrect outcomes.
To obtain precise outcomes, high dimensional raw dataset should be compressed
to enhance the accuracy of outcome. Repetitive and the conflicting data should
be eliminated to achieve it. In [2] authors have presented a constraint selection
algorithm to utilizing DR techniques. Because of the DR techniques the compu-
tation time is reduced. Tarun et al. [3] took the DR technique diminish space and
improves the overall performance. For DR meta-heuristics techniques were uti-
lized.To reduce the spaceDRtechnique ismore valuable; fast information retrieval,
optimized image processing, good visualization, exact classification for area ori-
ented datasets. PCA for DR was introduced by Pearson et al. [4] and modern
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representation was given by Hotelling et al. [5]. Selection of the dimensions using
PCA was explained by Jolliffe et al. [6]. One dimensional PCA was implemented
for neural networks by Hebb learning et al. [7] and later on extended to hierarchi-
cal multidimensional PCA by Sanger [8–10]. Further, in [7] authors have given a
completely parallel plan that concentrates on orthogonal vectors traversing an m-
dimensional PCA subspace. Baldi et al. [11] demonstrated the error surface for lin-
ear, three layer auto-associators with hidden layers of width m has global minima
relating to input weights that traverse the m-dimensional PCA subspace.

SVD was first introduced by Golub et al. [12] and later on Henry & Hofrichter
[13] utilized it to recognized the dimensions along which data points shows the
largest variation.Deerwester et al. [14] analyzed theDR issueswith regards to infor-
mation retrieval. They were compared documents using the words they consist of,
and they proposed amethod of producing features representing differentwords and
then comparing them. Recently, Sarwar et al. [15] used SVD for recommender sys-
tems. One of the difficulties of utilizing an SVD-based algorithm for recommender
systems is the high cost to search the SVD. In spite of the fact that it can be com-
puted off-line, finding the SVD can in any case be computationally intractable for
vast databases. To solve this issue, various researchers have analyzed incremental
techniques that changed current SVD without recomputing it from scratch [16,17].
Table 1 show the details of several proposals.

3 Dimensionality Reduction

We live in the age of BD where we do not have just a handful observations and
variables; possibly often hundreds or even thousands of variables that we need
to analyze, identify important trends, patterns, and to gain some insights about
the businesses or for profit organizations to make policy decisions or even to
do some basic research. Hence, we have many variables against which we have
many observation stored in the same table. Now problem is how out of many
observations select smaller group that contains chunk of observations. On the
other hand we might be overwhelmed by the sheer number of variables in the
data sets and some variables further more may be highly correlated or highly
similar to each other creating additional problems with their interpretation and
modeling itself. Hence, we might be interested to reduce the number of variables.

Second issue, we might be interested to revolves the way too many variables
within our data sets and we’re interested to see how our variable hang together,
and how they can describe the datasets in the most efficient way. The variables
may described very similar things and we’re looking for the underlying similar-
ity. Then group those variables together into a single broad dimensions that will
describe our data set most efficiently. It is not advisable to enter all the vari-
ables in a single model because it’s very often quite inefficient, computationally
expensive, and their are high correlations among variables. PCA is especially
helpful in this situation.

To reduce the dimensions of data apply cluster analysis over it. Further to
reduce the dimensions of constructs, PCA and exploratory factor analysis give
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good results. In this paper, we have discussed the reduction of dimension of con-
structs or reduction in number of variables in existing data set. Next subsection
present the PCA in detail.

3.1 Dimensionality Reduction Through Principle Component
Analysis

PCA is a technique for extracting important factors (components) from a vast
set of variables accessible in a dataset. It extricates low dimensional set of ele-
ments from a high dimensional dataset with an objective of getting as much
information as possible. With a less factors, representation it turns out to be
significantly more important. PCA is more valuable when managing three or
more dimensional data. It is always performed on a symmetric correlation or
covariance matrix. This implies that the matrix out to be numeric and have
standardized data. First principal component is a linear combination of original
predictor factors which catches the highest variance in the dataset. It decides
the direction of most variability in the data. Higher the variability caught in first
component implies more information caught by component. No other component
can have variability higher than first principal component. The first principal
component brings out to be a line which is nearest to the data i.e. it limits the
sum of squared distance between a data point and the line. Likewise, we can also
compute the second principal component. Second principal component is a linear
combination of original predictors like first component which catches the rest of
variance in the dataset and is uncorrelated with the first principal component
outcome. That is, the correlation between first and second component should be
zero. The direction of two components are orthogonal, if they are uncorrelated.

All succeeding principal component follows a similar idea, they catch the rest
of variations without being correlated with the past component. The directions
of these components are distinguished in an unsupervised way that means, the
response variable is not used to decide the component direction. Thus, it is an
unsupervised approach. As an example, M is a matrix, rows of which refers to
the point in space, we can compute MTM and eigen pairs of that point. E, the
matrix, which columns as the eigen vectors, ordered in such a way that largest
eigenvalue comes first. Let the matrix L having the eigenvalues of MTM along
the diagonal, in such a way that largest value comes first and 0’s in other entries.
Then, though MTMe = λe = eλ for every eigen vector e and its related eigen
value λ, it is understandable that:

MTME = EL (1)

It has been observed that ME is the points of M changed into another coordinate
space, in which, the first axis that is related to the largest eigen value, is critical.
The variance of points along that axis is the most. The second axis, related to
the second eigen pair, is the next noteworthy in the similar way, and this pattern
proceeds for every eigen pairs. If it is desired that, M is transformed into a space
having less dimensions, then the choice having the most important uses the eigen
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vectors related to the highest eigen values and discards the other eigen values,
i.e., if Ek is the first k columns of E, then MEk is the k-dimensional potrayal
of M . Next subsection presents another DR technique, that is Singular Value
Decomposition.

3.2 Dimensionality Reduction Through Singular Value
Decomposition

SVD permits a accurate portrayal of any matrix, and furthermore SVD makes it
simple to remove the less vital factors of that portrayal to deliver an approximate
portrayal with any coveted number of dimensions. M is an m × n matrix The
rank of M is r. Where the matrix rank r is the largest number of rows or columns
that we can get for nonzero nonlinear combination of the rows which is the all-
zero vector 0, in other words, a set of these rows or columns is independent of
each other. Then,

– U be m × r column-orthonormal matrix. Each columns of this matrix is a
unit vector and the dot product of any two columns is 0.

– V be n× r column-orthonormal matrix. V is utilized as its transposed form,
so that the rows of V T that are orthonormal.

– S be a diagonal matrix. Elements, that are not on the main diagonal are 0.
S elements are known as the singular values of M .

If we take a very large matrix M by SVD components U , S, and V , however
these three matrices are also extensive to store. Then,

Mm×n = Um×rSr×r(Vn×r)T (2)

To diminish the dimensionality of the three matrices, the most ideal approach
can be set the singular values that are smallest to zero. We can remove s columns
of U and V, if the s smallest singular values are set to 0. Advantages of using
SVD are:

– SVD gives best axis to project on, means, minimum sum of projection error.
– Minimum construction error.

But at the same time SVD have some gaps, which are:

– Interpretability problem: A singular vectors specifies a linear combination
of all input columns and rows.

– Lack of sparsity: Singular vectors are dense.

4 Result and Discussion

In this section, we have compared PCA and SVD in terms of accuracy and
mean square error. PCA works by finding the eigenvectors of the covariance
matrix and ranking them by their respective eigenvalues. The eigenvectors with
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the greatest eigenvalues are the principal components of the data matrix. The
matrix of eigenvectors in PCA are the same as the singular vectors from SVD,
and the eigenvalues generated in PCA are just the squares of the singular val-
ues from SVD. While formally both solutions can be used to calculate the same
principal components and their corresponding eigen/singular values, the extra
step of calculating the covariance matrix in PCA can lead to numerical rounding
errors when calculating the eigenvalues/vectors. Moreover, PCA gives the sub-
space that spans the deviations from the mean data sample as output, and SVD
provides a subspace that spans the data samples themselves (or, a subspace that
spans the deviations from zero).

4.1 Comparison of PCA and SVD in Terms of Accuracy

We have considered multivariate “Spam E-mail Dataset”, of UCI Machine Learn-
ing Repository [18]. Before applying DR techniques accuracy was 93%. Here,
our ultimate objective is to compare performance of PCA and SVD. Figure 2(a)
show as number of attribute decreases, accuracy of PCA and SVD decreases. For
some number of attributes, PCA gives maximum accuracy, but then drops dras-
tically. But in SVD accuracy decreases gradually with decrease in attributes. It
is important to note that PCA (5–7 min) takes lot of time compared to SVD (in
seconds) to process around four thousands records. We have considered another
dataset, “Wisconsin Breast Cancer Dataset” from UCI repository [18]. We have
performed Same steps as performed in previous dataset, to analyse the perfor-
mance of PCA and SVD. Initially the accuracy of data set was 97.54%. For
this dataset, as number of attributes decreases, first accuracy of SVD increases,
but then decreases gradually. But for PCA, accuracy decreases dramatically as
number of attributes decreases, as shown in Fig. 2(b).

Fig. 2. (a) Spam E-mail dataset accuracy (%) Vs. no. of attributes, (b) Wisconsin
breast cancer dataset accuracy (%) Vs. no. of attributes

4.2 Comparison of PCA and SVD in Terms of Mean Square Error

We have also compared PCA and SVD in terms of mean square error. For “Spam
E-mail Dataset”, mean square errors for PCA and SVD are almost same as
shown in Fig. 3(a). For “Wisconsin Breast Cancer Databset” mean square errors
for SVD is more than PCAb, as shown in Fig. 3(b).



124 S. Tanwar et al.

Fig. 3. (a) Spam E-mail dataset mean square error Vs. no. of attributes, (b) Wisconsin
breast cancer dataset mean square error (%) Vs. no. of attributes

5 Conclusions

Their is an urgent requirement to process rapidly generated data with less storage
space. Moreover this data is uncertain, redundant and inconsistent. Therefore,
DR techniques comes in to picture, for fast processing of this data. Their are
many approaches exist in the literature for DR, but we have discussed two of
them, Principle Component Analysis and Singular Value Decomposition. We
have compared the performance of both in terms of accuracy and mean square
root. From comparison we have concluded that through SVD we get the “effective
dimensionality” of a set of points. Moreover, for numerical reasons, it is preferred
to use SVD. As it doesn’t need to compute the covariance matrix which can
introduce some numerical problems. Because there are some pathological cases
where the covariance matrix is very hard to compute. So the SVD is numerically
more efficient. Using the SVD to training data to diminish the dimension in
an image gives good classification output. In future we will explore more DR
approaches and apply tensor decomposition over these.
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Abstract. Indian regional navigation satellite system (IRNSS) is our own
navigation system designed to provide various navigational and timing services
in Indian region. The present paper discusses ionospheric scintillation effects on
IRNSS signals in Surat, (21.16°N, 72.68°E; Geomagnetic 12.90°N, 147.35°E)
India, a low latitude station. Ionospheric scintillations are one of the major
sources of errors in satellite communication which may results in loss of lock of
with particular satellite causing discontinuity of satellite services. Ionospheric
Scintillation is experienced by satellite signals when propagating through vari-
ous layers of atmosphere in terms of random fluctuations in amplitude and phase
of signals, and also causes ionospheric delay. The present analysis is done on 3rd

October 2015 data for calculation of Ionospheric scintillation measuring
parameters like total electron content (TEC) and Vertical TEC using IRNSS
data. During this time only four satellites were launched from PRN 1 to 4 by
Indian space research organization (ISRO). The comparative behavioral analysis
of TEC variation is done using Gaussian distribution function (GDF) and
Nakagami m (NGK) model distribution. The carrier to noise (C/N) ratio and
elevation angle variations for satellite PRN numbers from 1 through 4 is also
carried out. It is seen from comparative analysis that total electron content
variations in this geographical location are more following the Nakagami dis-
tribution as compared with GDF. The results can be utilized further for devel-
oping model for analyzing variations in TEC in this region.
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1 Introduction

The Indian Regional Navigation Satellite System (IRNSS) is an independent navigation
system which is developed by Indian Space Research Organization (ISRO), India. This
navigation system is going to provide many applications related to navigational (s-
tandard positioning service and restricted service) and timing services in India as well
as fifteen hundred kilometers around the Indian region. It is comprising of three seg-
ments like Space segment, ground segment and User segment. The space segment is
comprising of seven satellites starting from IRNSS 1A to 1F, out of which three
satellites are launched in geostationary earth orbit (GEO) at 32.5°, 83° and 131.5° East
and four in Geosynchronous orbit (GSO) at inclination of 29° with longitude crossing
at 55° and 111.75° East. The ground segment consists of various master and controlling
earth stations keeping track of various orbital parameters of satellite location in orbit.
User segment is comprising of IRNSS receiver which will be able to receive satellite
signals decode them and able to provide useful navigational and timing information to
user.

One of the IRNSS receiver granted by ISRO, Ahmedabad, is located at SVNIT,
Surat which is situated at low latitude and equatorial anomaly region of India is as
shown in Fig. 1. Hence it is more interesting to investigate the effects caused on IRNSS
signals when it is propagating through various layers of atmosphere in this region.
Figure 2 is illustrating sky plot of seven satellites starting from Pseudo Random
number (PRN) 1 through 7 over the SVNIT region.

Satellite signals when propagating through various layers of atmosphere experience
various sources of errors. Ionospheric scintillation is one of the major source of error
for satellite signals. It is phenomena in which there can be sudden fluctuation in the
satellite signals, there can be phase variations and amplitude scintillations. This can
lead to loss of lock and cycle slip with respective satellite because of degradation in
carrier to noise (C/N) ratio of the signals and hence can disrupt all services offered by
the satellite during that period. This has led to scintillation studies in which various

Fig. 1. Set up of IRNSS receiver at SVNIT,
Surat.
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Fig. 2. Sky plot of IRNSS Constellation
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researchers are analyzing the ionospheric scintillation effects on satellite signals and
how it can be minimized.

This paper also discusses ionospheric scintillation effects on IRNSS signals.
Ionospheric scintillation effects are very fast and random fluctuations of satellite signals
in terms of variations in amplitude and phase caused by small scale irregularities
present in the Ionosphere. This effects varies form geographical location, local time,
season, solar radiations and magnetic activity as mentioned by Kintner et al. [1].

Paper is organized as follows. Section 2 is reviewing related work with IRNSS &
Ionospheric Scintillation. Data and its analysis is presented in Sect. 3. Results are
presented in Sect. 4. Finally discussions are concluded in Sect. 5.

2 Related Work

IRNSS receiver can be single frequency or dual frequency receivers operating in two
frequencies namely L5 (1176.45 MHz) and/or S (2492.028 MHz) band. Modulation
schemes used for signals are Binary phase shift keying (BPSK-1) and Binary offset
carrier (BOC 5, 2) as mentioned by Saini and Gupta [2]. IRNSS receiver designed by
ISRO is also capable of receiving Global Positioning System (GPS) signals. The
advantages of our Indian navigational satellite programs developed by India like Geo
augmentation system (GAGAN), IRNSS and INSAT-MSS system for the civilian use
in Srilanka region is also discussed by Senanayake [3].

The IRNSS service is also beneficial to Australian continent as mentioned by
Zaminpardaz et al. [4]. This paper provides insights about stand-alone positioning
services over Australia. The SPS signals Pseudo random codes (PRN) are accom-
plished by Yashaswini [5]. It also highlights use of PRN gold codes by using Matlab,
Xilinx, ISE simulator and Sparton FPGA environments. The Geometric dilusion of
Precision (GDop) is very important parameter for identifying satellite geometry and
finding range error in meters as described by Sekhar et al. [6].

A software designed receiver FGI-GSRx was developed by Thombre et al. for
tracking IRNSS signals in northern Europe as mentioned in [7]. The receiver was able
to carrier to noise power ratio for three IRNSS and GPS satellites. It has been shown by
Majithiya et al. that IRNSS signal has group delay differential correction parameter to
correct for L5 and S band as presented in [8]. Kalman filter based approach can be used
to track the loop of Phase locked loop and provide better performance of receiver under
ionospheric scintillation effects as discussed by Manjula et al. [9]. The analysis of
position accuracies provided by various navigation system like GPS, IRNSS and hybrid
are done by Manjunatha and Kiran [10]. Kumar et al. [11] has discussed the estimation
of satellite geometry of IRNSS in terms of absolute, relative velocity, psuedorange and
carrier phase.

Ionospheric scintillation effects on satellite or GPS signals results into Signal
refraction and Signal diffraction [12]. Ionospheric scintillation measuring parameters
are Amplitude scintillation index known as S4, Phase scintillation index rɸ, Per-
centage of Scintillation occurrence (PSO), Total electron content (TEC) or Slant TEC,
Vertical TEC (VTEC), Rate of Change of TEC (ROT), Satellite Elevation angle, Lock
time, as mentioned by various researchers in [13–15]. Ionospheric scintillation studies
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for GPS signals for a particular day for diurnal study is done by Parmar et al. [16].
Ionospheric scintillation effects on IRNSS signals using GDF and Nakagami distri-
bution is also investigated by Parmar et al. [17]. Thus in this section related work done
by various researchers in area of IRNSS and Ionospheric scintillation effects on GPS
and satellite signals are discussed.

3 Data and Analysis of Work

The data and work done here is collected and received by IRNSS UR receiver which is
installed at SVNIT, Surat. The receiver is capable of tracking all PRN satellites at L5
and S band. Measurement and calculation of different ionospheric scintillation
parameters is done in MATLAB using the 3 Oct 2015 data and by using mathematical
formulation as presented by Tanna et al. for the same region in [14]. There are various
ionospheric scintillation parameters but out of them total electron content is considered
here for analysis purpose. Earlier studies have been done for GPS signals.

3.1 Calculation of Total Electron Content (TEC) or Slant TEC (STEC)

The speed of propagation of satellite signals depends upon number of free electrons in
its path, known as total electron content (Slant TEC), the number of free electrons in a
tube of 1 m2 cross section extending from the receiver to the satellite as mentioned by
Misra and Enge [12]. One TECU is 1016 electrons per m2.

TEC ¼
ZR

S

ne lð Þdl ð1Þ

Where ne (l) is the variable electron density along the signal path, and the inte-
gration is along the signal path from the satellite to the receiver. TEC varies typically
between 1 and 150 TECU. TEC is calculated here using the Eq. (2), where for IRNSS
receiver, f1 = (L5 band frequency = 2492.028 MHz) and f2 = (S1 band fre-
quency = 1176.45 MHz), P1 and P2 are Pseudo ranges of each frequencies f1 and f2
respectively.

TEC ¼ f 21 � f 22
f 22 � f 21

� � ðP1 � P2Þ
40:3

ð2Þ

3.2 Calculation of Vertical Total Electron Content (VTEC)

The STEC depends upon the signal path geometry when it is propagating through
various layers of ionosphere it is important to calculate VTEC which is not depending
to upon the elevation of signal path. TEC variations forms the electron irregular patches
in the ionosphere. And when the satellite signal propagates through these patches;
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Ionospheric scintillation results. The VTEC is calculated using the Eq. (3) as men-
tioned by Klobuchar [18]. In Eq. (3), Re is the radius of the earth (6378 km), hmax is
height (350 km), and h is the elevation angle of satellite in radians.

VTEC ¼ STEC � cos arcsin
Re cos h
Re þ hmax

� �� �
ð3Þ

3.3 Nakagami-m Distribution

Nakagami distributions are mostly used in electronics communication for modelling
scattered radio frequency signals which arrive at the receiver through various paths.
Due to this signal will have different fading characteristics. Rayleigh and Nakagami
distributions are used to model dense scatters, and the Rician distributions are used to
model fading with a stronger line of sight. If x has a Nakagami distribution with
parameters µ and x, then x2 has a gamma distribution with shape parameter µ and scale
parameter x/µ (µ > ½ and x > 0). Its probability density function (pdf) is given as

Fðx; l;xÞ ¼ 2
l
x

n olxð2l�1Þe
�lx2

x

CðlÞ ð4Þ

3.4 Gaussian Distribution Function (GDF)

GDF or normal distribution is a very commonly used probability distribution function
in statistics analysis approach for representing real valued random variables whose
distributions are unknown. It is also known as bell curve because of the shape of the
distribution curve. Here GDF is utilized to determine variations in the TEC and ana-
lyzing it. The normal distribution is given by Eq. (5).

y ¼ f ðx j l; rÞ ¼ e
�ðx�lÞ2

2r2

r
ffiffiffiffiffiffi
2p

p ð5Þ

In Eq. (5), l is the mean, r is the standard deviation. The standard normal distri-
bution is written as [/(x)] sets l to zero and r to 1.

4 Results

The data received by IRNSS receiver on 3rd October 2015 is used as sample data for
analysis. Calculation of parameters like TEC and VTEC is done using Eqs. (2) and (3).
GDF and Nakagami distribution function of TEC data is also calculated. Figures 3, 4,
5, 6 and 7 is representing the GDF of TEC on Y axis and TEC in TEC units (TECU) on
x axis for all PRN, and PRN 1 to PRN 4 respectively. It can be observed that TEC is
varying from 5 TECU to 80 TECU. It can be seen that TEC is following GDF and the
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shape of curve is bell shaped. The GDF values are varying from 0.008 to 0.025 for
different values of TEC. Figures 8, 9, 10, 11 and 12 are representing comparison of
GDF and Nakagami distribution function of TEC for all PRN and PRN 1–4 separately.
TEC data are plotted using light blue colour bars as background of plot and GDF is
indicated in red colour curve and Nakagami distribution function is indicated in blue
colour on Y axis simultaneously for comparison purpose. From blue colour curve it is
predicted that TEC variations are more following Nakagami distributions as compared
to GDF.

Figures 13, 14, 15 and 16 are highlighting variations of Carrier to noise ratio (C/N)
in decibel-Hertz and elevation angle in degrees for each PRN from PRN1 to PRN 4 for
L5 and S band respectively. From Fig. 13 it seen that the C/N ratio is about 48 to
55 dB-Hz for L5 band and 43 to 47 dB-Hz for S band of PRN 1. And elevation angle

Fig. 3. GDF of TEC for all PRN from 1–4
on 3 Oct 2015.

Fig. 4. GDF of TEC for PRN 1 on Oct 2015.

Fig. 5. GDF of TEC for PRN 2 on 3 Oct
2015.

Fig. 6. GDF of TEC for PRN 3 on 3 Oct
2015.
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Fig. 7. GDF of TEC for PRN 4 on 3 Oct
2015.

Fig. 8. Comparison of GDF and NGK of TEC for
all PRN (1–4) on 3 Oct 2015. (Color figure online)

Fig. 9. Comparison of GDF and NGK of
TEC for PRN 1 on 3 Oct 2015. (Color figure
online)

Fig. 10. Comparison of GDF and NGK of TEC
for PRN 2 on 3 Oct 2015. (Color figure online)

Fig. 11. Comparison of GDF and NGK of
TEC for PRN 3 on 3 Oct 2015. (Color figure
online)

Fig. 12. Comparison of GDF and NGK of
TEC for PRN 4 on 3 Oct 2015. (Color figure
online)
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Fig. 13. Variation of C/N ratio and Eleva-
tion angle (L5 and S band) for PRN 1 on 3
Oct 2015
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Fig. 14. Variation of C/N ratio and Elevation
angle (L5 and S band) for PRN 2 on 3 Oct 2015
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Fig. 15. Variation of C/N ratio and Eleva-
tion angle (L5 and S band) for PRN 3 on 3
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Fig. 16. Variation of C/N ratio and Elevation
angle (L5 and S band) for PRN 4 on 3 Oct 2015

Fig. 17. Variation of TEC, GDF, C/N (L5
Band & S Band) for PRN 1 on 3 Oct 2015

Fig. 18. Variation of TEC, GDF, C/N (L5
Band & S Band) for PRN 2 on 3 Oct 2015
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of PRN1 is varying from 30° to 74°. From Fig. 14 it is seen that the C/N ratio is from
46 to 53 dB-Hz for L5 band and 41 to 48 dB-Hz for S band of PRN 2. And elevation
angle of PRN 2 is varying from 30° to 74°. Figure 15 is indicating that C/N ratio for L5
band of PRN 3 from 29 to 54 dB-Hz and 25 to 47 dB-Hz for S band of PRN 3. Thus it
is observed that for both L5 and S band the C/N ratio for PRN 3 is dropping around 25
to 30 dB-Hz around 17:30 IST. This can result in loss of lock of receiver with PRN 3
during this period. And elevation angle of PRN 3 is varying from 30° to 74°. Figure 16
is showing that C/N ratio for L5 band of PRN 4 is varying from 44 to 51 dB-Hz and 38
to 46 dB-Hz for S band of PRN 4. And elevation angle is varying from 30° to 74°.
Figures 17, 18, 19 and 20 is showing variations in TEC in TECU on (Y-axis) versus
IST local time (x-axis), GDF (Y-axis) of TEC data (x-axis), C/N ratio (Y-axis) in
dB-Hz for L5 and S band with IST local time and VTEC in TECU versus IST local
time for all PRN and PRN 1 to 4 respectively.

Thus the variations of various parameters like TEC, C/N ratio, Elevation angle and
VTEC is carried out here for IRNSS signals captured on 3 Oct 2015.

5 Conclusions

Thus in this paper the variations of various parameters like carrier to noise power (C/N)
ratio in dB-Hz, Elevation angle in degrees, Total Electron content (TEC) in TEC units
(TECU) and Vertical TEC are studied for four satellites having PRN numbers from
IRNSS 1A – IRNSS 1D (PRN 1–4). The Gaussian distribution function and
Nakagami-m model distribution functions are also utilized for understanding behav-
ioral pattern of TEC variations in this low latitude station and it is seen from the results
that the TEC variations are more following the Nakagami distributions as compared to
Gaussian distribution functions. The results can be further utilized for modelling
ionospheric scintillation parameters in this region.

Fig. 19. Variation of TEC, GDF, C/N (L5
Band & S Band) for PRN 3 on 3 Oct 2015.

Fig. 20. Variation of TEC, GDF, C/N ratio (L5
Band & S Band) for PRN 4 on 3 Oct 2015.
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Abstract. Peer-to-peer opportunistic communication between mobile
devices carried by humans without using any infrastructure is largely
unexploited. The encounter pattern of the devices depends on human
mobility pattern which is governed by human social behaviour. Indi-
viduals belong to multiple communities. These social ties significantly
affect humans’ movement pattern. Traditional mobility models, such as
Random Way Point (RWP) and Brownian Motion (BM), model device
mobility as random. However, researchers have shown that human mobil-
ity is rarely random and such models do not provide a reliable analysis of
network protocol performance. Various characteristics of human mobil-
ity are derived in the literature from mobility traces and social network
theory. None of the mobility models in the literature incorporate all of
them. In this paper, Proximity and Community Aware Heterogeneous
Human Mobility (P-CAHM) model is proposed incorporating all of these
characteristics.

Keywords: Mobility model · Overlapping community structure
Opportunistic networks · Mobile Social Networks · ONE simulator

1 Introduction

In recent times, the growth of mobile devices (especially smartphones) is phe-
nomenal. These devices support Bluetooth and Wifi connectivity. As these
devices are carried by humans, their encounter patterns depend on human mobil-
ity patterns. Thus, knowledge of human movement behaviour and social struc-
ture can be exploited for efficient peer-to-peer communication [1,3] between these
devices. As a result, this network paradigm is called as Mobile Social Network
(MSN).

To analyze the performance of protocols which aim to exploit human move-
ment behaviour through simulation, it is essential to design realistic mobility
models which can mimic human mobility patterns as closely as possible. A num-
ber of experimental projects have been undertaken to collect encounter infor-
mation of devices carried by humans [4,12]. These traces can be used in the
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simulation to evaluate and analyze the performance of different protocols. While
this approach generates realistic mobility patterns, its usefulness is limited as the
performance of a protocol can be evaluated only for limited values of network
parameters for which traces are available. Nonetheless, from analysis of these
traces, various statistical properties of human mobility are derived [4,7,12,27].
Well-known and widely used mobility models such as Random Way Point (RWP)
[14], Brownian Motion (BM) [8] etc. do not exhibit these properties. Further,
movement of nodes is not independent. Nodes move as per the underlying over-
lapping community structure of humans who carry them. These mobility char-
acteristics have a significant impact on the performance of forwarding strategy.

Community Aware Heterogeneous Human Mobility (CAHM) model [21]
incorporates all these trace-based and social characteristics of human mobility.
But, CAHM does not incorporate one important property of human mobility,
i.e. locations that share many common users visiting them frequently tend to be
located close to each other. In this paper, CAHM is improved by incorporating
this property and this improved CAHM is called as Proximity and Community
Aware Heterogeneous Human Mobility (P-CAHM).

In the following Sect. 2, literature survey of existing mobility models for
Mobile Social Networks (MSN) is presented. The proposed Proximity and Com-
munity Aware Heterogeneous Human Mobility (P-CAHM) model is described
in Sect. 3. Simulation results are discussed in Sect. 4. Finally, Sect. 5 concludes
the paper.

2 Literature Survey

To study characteristics of human mobility, many experimental studies at various
universities (UCSD [18], Dartmouth [10], MIT [4], and University of Illinois [28])
and conferences (Infocom 2005 [12], Infocom 2006 [3], and SIGCOMM [24]) have
been undertaken. In these experiments, humans participating in the experiment
carry devices equipped with Wifi/Bluetooth and/or GPS sensor. These devices
log encounter, location, and time information for a period of time.

From the analysis of these traces, various statistical properties of human
mobility are derived which are as follows.

T.1 Aggregate inter-contact time follows power-law distribution with exponen-
tial cutoff [3,12].

T.2 Pause time follows truncated power-law distribution [27].
T.3 Humans visit nearby locations more frequently compared to far-away loca-

tions [7].
T.4 Humans have location preferences and they periodically re-appear at these

locations [7].
T.5 Speed at which humans move increases with distance to be traveled [27].

2.1 Real-Trace Based Models

Real-trace based models try to capture features of individual’s independent
movement observed from mobility traces. Working Day Mobility (WDM)
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model [5] and Time Variant Community (TVC) model [11] incorporate prop-
erties T.1 and T.4. Small World In Motion (SWIM) model [19] incorporates
all properties T.1 to T.5. Self-similar Least Action Walk (SLAW) model [17]
incorporates properties T.1, T.2, and T.3.

2.2 Social-Aware Models

Following are the main characteristics derived from the social network theory
which affect human mobility.

S.1 Humans form communities based on their social relationships [22].
S.2 Humans belong to multiple communities and so, communities overlap [23].
S.3 Different individuals have different local popularity within a community and

different global popularity in the social network [13].
S.4 Community size, the number of communities in which a node is a member

and overlap size approximately follow power-law distribution where over-
lap size is defined as the number of individuals which are common in two
communities [23].

S.5 Locations that share many common users visiting them frequently tend to
be located close to each other [15].

Community-based Mobility Model (CMM) [20], Home-cell CMM (HCMM)
[2], and N-body [31] models incorporate only S.1 of social network theory based
properties. CMM and HCMM also incorporate some of the properties derived
from mobility traces. But, these models do not incorporate properties S.2, S.3,
S.4, and S.5 which are very important properties and have a significant impact
on the performance of routing protocols. Social, sPatial, and Temporal mobility
framework (SPoT) [15] is flexible and controllable mobility framework. But, it
generates only contact traces and proposal in the paper for generating move-
ment traces is preliminary. Further, it takes a social graph as an input instead
of generating community structure synthetically. So, it lacks the flexibility of
generating a large number of different social graphs for simulation. A detailed
review of human mobility in opportunistic networks is available in [26].

Community Aware Heterogeneous Human Mobility (CAHM) model incor-
porates properties S.1 to S.4 derived from social network theory to generate
community structure synthetically. CAHM is able to generate any number of
overlapping community structures on its own based on input parameters. It
does not take real life social network as an input, as requiring real life social
network as an input restricts possible scenarios for which performance evalua-
tion can be done. Further, it also does not use Social Network Models (SNM)
such as Caveman model [29] to generate community structure, as these models
are quite simplistic and do not take into account all social network theory based
properties. It also incorporates all trace-based properties. However, it does not
incorporate property S.5. So, Proximity and Community Aware Heterogeneous
Human Mobility (P-CAHM) model is proposed in this paper to incorporate
property S.5. The summary of the comparison of different mobility models for
MSN is presented in Table 1.
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Table 1. Comparison of mobility models for MSN

Mobility model T.1 T.2 T.3 T.4 T.5 S.1 S.2 S.3 S.4 S.5

SLAW [17] � � �
WDM [5] � � � �
TVC [11] � � � �
SWIM [19] � � � � �
N-body [31] � �
CMM [20] � � �
HCMM [2] � � � �
HHW [30] � � � � � �
CAHM [21] � � � � � � � � �
P-CAHM (Proposed) � � � � � � � � � �

As P-CAHM is based on CAHM, an overview of CAHM model is given in
the following sub-section.

2.3 Overview of Community Aware Heterogeneous Human
Mobility (CAHM) Model

In overlapping community structure, each individual n in the social network may
belong to number of communities denoted as membership number Λn. Further,
any two communities x and y may share Sov

x,y individuals, defined as overlap
size between two communities. Let us denote size of community x as Scom

x and
probability distribution functions of membership number, overlap size and com-
munity size as P(Λ), P(Sov) and P(S

′com) respectively. Here, S
′com = Scom − k

to keep minimum community size equal to k where k is clique size. A k-clique
is complete sub-graph of size k and k-clique community is union of all k-cliques
that can be reached from one another through series of adjacent k-cliques where
two k-cliques are adjacent if they share k − 1 nodes [23]. Based on the analysis
of a variety of social networks, Palla et al. [23] conclude that P(Λ), P(Sov) and
P(S

′com) approximately follow power-law distribution P(x) ∼ x−τ , with expo-
nents τ = ΥΛ, τ = ΥOsize and τ = ΥCsize, respectively. Further, they report that
values of ΥΛ and ΥOsize are not less than 2, and the value of ΥCsize is between 1
and 1.6. These statistical properties are used to synthetically construct k-clique
overlapping community structure.

P-CAHM model is composed of four components: (1) Establishing overlap-
ping community structure, (2) Generating heterogeneous local degree, (3) Map-
ping communities into geographical zones, and (4) Driving individual motion.
These components are explained in following four sub-sections.

Establishing k-clique Overlapping Community Structure. A day (or a
week or any time duration) is divided into periods, and overlapping community
structures are different in each of these periods but is same in the same period
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of different days. Let us define nodes with membership number larger than 2,
equal to 2 and equal to 1 as M-3 nodes, M-2 nodes, and M-1 nodes respectively.
Community structure for each period is constructed as follows:

1. Generate nodes’ membership numbers such that they follow P(Λ) with expo-
nent ΥΛ. Then, establish initial empty communities whose sizes Scom follow
P(S

′com) with exponent ΥCsize such that
∑

i Λi =
∑

j Sj
com.

2. Use all M-3 nodes to establish initial overlaps between pairs of communities.
3. Modify initial overlaps by allocating all M-2 nodes to communities such that

overlaps’ sizes follow P(Sov) with exponent ΥOsize.
4. Allocate all M-1 nodes to unsaturated communities.

Generating Heterogeneous Local Degree. Local degree of a node within a
community is defined as the number of neighbours of the node in the community.
A node’s local popularity depends on its local degree. Let Localni denote local
degree of node n in its community i where Localni ≥ k−1 as per the definition of
k-clique community. These values are generated such that they follow a power-
law distribution with exponent ΥLocal.

Mapping Communities into Geographical Zones. To simulate n mobile
nodes in a two-dimensional square plane, the model divides the plane into a
grid of non-overlapping square cells. For each period, a community x with size
Sx is associated with a zone composed of Cx adjacent cells. The location of a
zone within the simulation plane is chosen randomly such that zones of different
communities do not overlap. Each node n is randomly associated with Localni
cells within the zone of its community i. Let μx be the average local degree and
Nx be the number of nodes in community x. Let m be the community density
index denoting denseness of a community. Then,

Cx = m × μx × Nx (1)

Driving Individual Motion. Initially, each node randomly selects one of its
associated cells and then it is located at a random position inside that cell. To
move, a node chooses an associated cell as next goal based on the distance it will
have to travel with truncated power-law distribution P(D) with exponent ΥD

between the minimum distance and the maximum distance a node can travel.
As found in [27], speed increases with the increase in flight length because

individuals use transportation to travel long distances instead of walking. They
have also derived following relation between flight time (t) and flight length (l)
from different mobility traces.

t = p × l1−η, 0 ≤ η ≤ 1 (2)

From mobility traces, Rhee et al. [27] have proposed p = 30.55 and η = 0.89
when l < 500 m, and p = 0.76 and η = 0.28 when l ≥ 500 m. CAHM uses this
model to calculate speed at which a node should travel to next goal.
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The overlapping community structure, corresponding associated zones and
cells change at the start of the new period. When the period changes, after
reaching its current goal, the node selects next goal inside one of its newly
associated cells of the new period.

3 Proximity and Community Aware Heterogeneous
Human Mobility (P-CAHM) Model

In CAHM, the location of a zone associated with a community is selected ran-
domly. But, locations of communities are not random. As shown in [15], locations
that share many common users visiting them frequently tend to be located close
to each other. So, CAHM is modified such that distances between communities
are proportional to the number of common members of communities.

To decide the location of zones associated with communities, consider the
network of communities as a graph where communities are nodes and two com-
munities are connected by an edge if they have some common member nodes.
Initially, zones are placed randomly in the simulation plane such that two zones
do not overlap. Our goal is to place these zones such that distance between
them is proportional to the number of common member nodes in corresponding
communities.

Consider this as the n-body problem of physics. Two zones attract and repel
each other with the force proportional to the number of common member nodes
of the corresponding two communities. The pseudo-code is presented in the
Algorithm 1. The algorithm is based on the one presented in [6] to draw a graph
such that all vertices are placed at equal distance from each other. We need to
place communities at distances which are proportional to the number of common
member nodes of communities and instead of a point on the plane, a community
requires an area on the plane.

In the algorithm, there are four steps in each iteration: calculate the effect
of attractive forces on each community, then calculate the effect of repulsive
forces, limit the total displacement by the ‘temperature’, and translate new
positions of communities such that they are within simulation area. In using the
‘temperature’, the idea is to limit maximum displacement of a community to
some maximum value, and this maximum value decreases over time. So, as the
layout becomes better, the amount of adjustment becomes finer.

4 Simulation Results

P-CAHM model is implemented in ONE simulator [16]. It is a de facto simula-
tor for Delay Tolerant Network (DTN) research. P-CAHM is simulated with the
following scenario. There are 500 nodes in a simulation plane of 40 km× 40 km,
divided into a grid of cells with size 252 m× 252 m each. The transmission range
of each node is 40 m. The speed follows Eq. 2 and pause time is generated using
power-law distribution with exponent 2 between 0 and 1000 s. 4-clique com-
munities are generated, i.e. k = 4. Power-law exponents are set with ΥΛ = 3,
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Algorithm 1. Algorithm to place communities based on number of com-
mon member nodes

simulation area = maxX ∗ maxY
G = (V, E) {Initial positions of communities V are random}
{k is the desired distance between mid-points of two communities and x is the current
distance}
function fa(k, x) = begin return x2/k end
function fr(k, x) = begin return k2/x end
for i = 1 to iterations do

{Calculate repulsive forces}
for v in V do

{Each vertex has two vectors: .pos and .disp where .pos represents mid-point of a
community}
v.disp = 0
for u in V do

if u �= v then
{Δ is the short hand for the difference vector between the positions
of the two vertices}
Δ = v.pos − u.pos
{rv is the radius of community v, tieStrength(u, v) represents number of
common
member nodes of u and v scaled between 0 and 1}
k = rv + ru + (1 − tieStrength(u, v))/(1 − avgT ieStrength) ∗√

(maxX ∗ maxY − totalCommunityArea)/|V |
v.disp = v.disp + (Δ/|Δ|) ∗ fr(k, |Δ|)

end if
end for

end for
{Calculate attractive forces}
for e in E do

{Each edge is an ordered pair of vertices .v and .u}
Δ = e.v.pos − e.u.pos
k = rv + ru + (1 − tieStrength(u, v))/(1 − avgT ieStrength) ∗√

(maxX ∗ maxY − totalCommunityArea)/|V |
e.v.disp = e.v.disp − (Δ/|Δ)|) ∗ fa(k, |Δ|)
e.u.disp = e.u.disp + (Δ/|Δ)|) ∗ fa(k, |Δ|)

end for
{Limit the maximum displacement to the temperature t}
for v in V do

v.pos = v.pos + (v.disp/|v.disp|) ∗ min(v.disp, t)
end for
for v in V do

{Prevent from being displaced outside frame}
v.pos.x = translate(v.pos.x, min(.pos.x), max(.pos.x), rv , maxX − rv)
v.pos.y = translate(v.pos.y, min(.pos.y), max(.pos.y), rv , maxY − rv)

end for
{Reduce the temperature t as layout approaches better configuration}
t = cool(t)

end for
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ΥOsize = 2, ΥCsize = 1.2, ΥLocal = 2.4, and flight length exponent ΥD = 2. All
these values are in the range recommended for these exponents in the literature
from mobility traces [22,23,27]. With a random seed, the model generates 14
communities with sizes 8, 121, 70, 6, 227, 7, 51, 91, 22, 3, 157, 3, 3, and 12.
Because of space constraint, figures are not included. We run the simulation for
72,000 s.

To verify that in P-CAHM also, similar to CAHM, aggregate inter-contact
time distribution is power-law with exponential cutoff, the simulation is done for
two days. Simulation result shows that Complementary Cumulative Distribution
Function (CCDF) of aggregate inter-contact times of P-CAHM follows power-law
distribution with exponential cutoff which matches with the CCDF of aggregate
inter-contact times of mobility traces [21].

To check the efficacy of our algorithm for the placement of communities pro-
portional to the distances between them, Spearman’s rank correlation coefficient
(ρ) [25] is used. First of all, for initial random placement of communities, dis-
tances between communities are calculated and ordered list of initial distances
is generated. ρ for this ordered list and the ordered list of tie strengths between
communities comes out to be 0.19. Here, tie strengths between communities are
number of common member nodes of communities scaled between 0 and 1. It
shows that initially there is very weak correlation between distances and tie
strengths. After the completion of the algorithm, the ρ comes out to be 0.52
which denotes a strong correlation between distances and tie strengths.

To check the effect of proximity property on the network performance in the
given network scenario, 1/12 messages per second are generated in the network
with the message size of 8 kB. In the steady state, with P-CAHM model, average
message delivery delay and delivery ratio are 18000 s and 55% respectively. With
CAHM model, they are 19029 s and 51%. In P-CAHM, as common member
nodes need to travel less distances between communities, delivery delays of the
messages they carry get reduced as compared to CAHM. As a consequence, less
number of messages time out. So, the delivery ratio also improves.

5 Conclusion

To analyze the performance of routing protocols aiming to exploit human
movement behaviour through simulation, it is essential to design realistic
mobility models which can mimic human mobility patterns as closely as pos-
sible. Various characteristics of human mobility are derived from mobility
traces and from social network theory in the literature. No existing mobility
model, except CAHM, generates community structure synthetically incorporat-
ing all these characteristics and without using Social Network Models such as
Caveman model. In this paper, Proximity and Community Aware Heterogeneous
Human Mobility (P-CAHM) model is proposed with the following modification
in CAHM: Instead of placing communities at random locations in the simula-
tion plane, they are placed such that distances between them are proportional
to the number of common member nodes of the communities. Simulation result
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demonstrates that P-CAHM successfully establishes a strong correlation between
distances among communities and number of common member nodes of com-
munities. Also, CCDF of inter-contact times in P-CAHM follows power-law dis-
tribution as desired. Further, CAHM model under-reports network performance
as compared to P-CAHM. The ONE simulator along with the P-CAHM mobil-
ity model can be downloaded from https://sites.google.com/a/nirmauni.ac.in/
zunnun/.
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Abstract. With the rapid development in the field of speech processing, the
human speech is being analyzed from different perspectives. Now-a-days impact
of external factors like music on speech are also being studied by the
researchers. It is widely accepted fact that the music plays important role in
refreshing the mood when we see most of the people listening to the music in
train or bus to get rid of boredom. This paper deals with the relation between
music & its effect on human speech based on the fact that brain (cerebrum) has
control over vocal tract (speech). It is also observed that the people work effi-
ciently while listening music to increase their alertness & concentration. By
studying voice samples of fatigued persons (physically or mentally fatigued) of
different age-groups, it has been observed that listening to music reduces con-
siderably the average mean & the average standard deviation feature of the
speech waveform. It has also been observed that average energy of the speech
waveform gets reduced & its zero crossing rate (ZCR) gets increased.

Keywords: Music therapy � Speech Feature Extraction � Stress

1 Introduction

Stress is called the lifestyle disease in today’s world that not only limits individual’s
capabilities, interest levels and mood but also causes physical and mental health
problems as in [1]. Music therapy is getting more and more reputation nationally and
internationally since it is painless, no side effects, and low cost treatment for depressed
patients in [2]. Background music can also help enhancing the efficiency of individuals
who work with their hands as it increases their alertness and concentration in [3].
Mental condition plays an important role in the course of recovery and affect the
efficiency of administered medicines in the process of disease and cure and should be
taken into consideration during diagnosis and treatment in [4].

Speech signal is composed of a sequence of sounds which are produced as a result
of acoustic excitation of the vocal tract when air is expelled from the lungs as shown in
Fig. 1. The first step of speech production is when the speaker formulating the message
in mind which he intends to transmit to the listener via medium.

The message is then converted into language code with the help of set of phoneme
sequences corresponding to the sounds that make up the words. The prosody which
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defines the stress is also added at this step in accordance with duration, loudness of the
sounds & also the pitch associated with it as in [5].

Stressed Speech is defined as the speech produced under any condition that causes
the speaker to vary the speech production from the neutral condition as in [6]. If a
speaker is in a ‘quiet room’ with no task responsibilities, then the speech produced is
considered neutral. Stress can be classified as (a) Emotionally induced stress: Speech
produced under change in the emotional or psychological state of the speaker such as
angry speech, sad speech, happy speech etc. (b) External Environmentally induced
stress such as Lombard Speech (c) Pathological Stressed Speech such as Cold affected
speech, Old age Speech. In this paper, emotionally and External environmentally
induced stressed speech are considered.

Different subjects with stress were selected. Speech signal are acquired from each
subjects before and after they were subjected to listening music. The recorded speech
signal is sampled at sampling frequency of 44100 Hz and 16 bits per sample. The
speech feature selection is an important problem in stress identification. Speech features
such as average Energy, average mean, average Standard Deviation, average Zero
Crossing Rate (ZCR) are obtained for the acquired speech signal from the subjects
before and after hearing music. It was clearly seen that average energy, average mean
& average standard deviation is found decreasing after hearing the music. Also it is
observed that ZCR is increasing after listening the music.

2 Related Works

There have been considerable research works in the field of Neuropsychology and
speech processing since past two decades. The assessment carried in [7] indicates that
the relaxation and concentration improves using Alpha music, which influence the
alpha and beta rhythms significantly. When subjects faced Alpha music, they felt

Fig. 1. Process of speech production
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considerable reduction in fatigue/stress along with the increase in the physical relax-
ation. Thus it is evident that music affects human brain & relaxes it during fatigue.
Another kind of work showing effect of music on human body & mind where subjects
were made to listen to particular music for particular span of time & their heart rate
variability was measured using ECG machine. It has been observed that the single
cluster formed by the volume of the Point Care Plots of Spherical Coordinate is
reduced remarkably in the data acquired during music state as compared to the data of
pre music state & also the amount of reduction is not the same for all the subjects. This
proves that music has some definite effect on human physiology [8]. Some investi-
gations of researchers are even showing improvement in the typewriting work per-
formance due to impressions of music by measuring some bio-signals to monitor
participant’s condition. Furthermore, the music impression causes activation in saliva
amylase which decreases fatigue/stress as in [9]. A study is presented in [10] depicts
that when a subject is exposed to live violin music performance, its brain induces theta,
alpha and beta brainwaves to get balanced. Another study shows that to relieve users
from depression, an electroencephalogram (EEG) based music therapy system was
used to identify the user and to measure the degree of depression giving results which
gives conclusion that the EEG approach is user-based approach for preventing
depression [11]. A number of studies have been done on understanding the relation
between music & brain & one such suggests that injury to brain can drastically impair
musical activities except leaving intellectual and linguistic abilities. This research
indicates that music cognition is not affected entirely, but in particular abilities [12].
Another work carried by a researcher presents that music enhances spatial-temporal
reasoning when the data collected from College students & Preschool children. It also
showed that the effect is more if the subjects are exposed to longer duration of time
[13]. In [13] a structured neural model has been analyzed, describing a certain kind of
relationship between music and spatial-temporal reasoning. The study presented in [14]
has developed relationship between music, and subject’s emotion and concentration
with the help of EEG device. In [15] EEG device is used to check the emotional
responses while listening music with the help of low cost cloud based architecture. The
functioning of the human brain while listening to music is studied in [16] with the help
of Natural stimulus functional magnetic resonance imaging (N-fMRI). The observation
derived in this experimentation shows that music like classical music, pop etc. affects
the attention and emotions of human brain [16].

3 Process Description

This section describes the block diagram of the project (Fig. 2).

3.1 Data Acquisition

This is the first step of the project. In this speech signal of sampling frequency
44.1 kHz & 16 bits/s using microphone has been acquired. The microphone of cell-
phone HTC Desire 620G is used for recording voices. The vowels a, e, i, o, u are
considered to be spoken by each speaker as they are voiced sounds, hence these vowels
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contain high energy & maintains uniformity in the sentence spoken by each speaker.
Ten voice samples of ten subjects, both male & female of various age groups are taken
before hearing the music & then again after hearing the music. In this the subjects are
made to hear sweet & soft romantic music. The phone’s speakers used have following
specifications: Stereo speakers of HiFi edition with one at the top of the phone acting as
tweeter & other at the bottom acting as woofer & working together to offer experience
of high quality surround effect with Dolby Audio 4. All the ten subjects are from
Mumbai, India region speaking typical Indian accent English. The recording time for
each sample was around 3–6 s. Mainly the age-groups are youngsters like between
ages 18 to 26 of which the three voice samples of male & female each are acquired.
Two voice samples of one male of age 64 & one female with the age of 62 are taken.
Finally, the two voice samples of middle-aged group around 40 to 50 years of age are
taken which are both females. So different aged voices are used to make project more
extensive & authentic.

3.2 Data Preprocessing

The acquired data of ten subjects which is in ‘.wav’ format is plotted as shown in Fig. 3.
The waveforms of the speech sample before hearing and after hearing music is analyzed
which reflect the fact that there is variation in the speech produced on hearing music.
The five vowels were clipped separately for both the cases (i.e. before hearing the music
& after hearing the music). Further preprocessing is done for ‘.wav’ files. Preprocessing
includes normalization & pre-emphasis. Direct current offset (de-offset) carries no useful
information rather it can carry disturbing information. Removal of de-offset is called
normalization. The statistical normalization which is widely given by,

Fig. 2. Block diagram
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Sn ¼ S� mean Sð Þ
Variance Sð Þ ð1Þ

The higher frequency components of speech signals are suppressed while speech
production. Pre-emphasis increases the magnitude of the higher frequencies with
respect to the magnitude of the lower frequencies. A simple first-order high pass, FIR
filter is generally used for pre-emphasis as given below:

H zð Þ ¼ 1� kz�1

where k 2 0:9; 1½ � ð2Þ

Next step is Speech Feature Extraction to identify the changes in each vowel
spoken in both the cases.

3.3 Speech Feature Extraction

This is the next step in this research paper. In this step the features considered for
analysis are Short time Energy, Zero Crossing Rate (ZCR) and Statistical features
(Mean, Standard Deviation).

3.3.1 Short-Time Energy
It has been watched that the amplitude of the speech signal fluctuates considerably with
time. Specifically, the sufficiency of the unvoiced portions is by and large lower than
the amplitude of voiced portions. The short-time energy of speech signal gives a
helpful portrayal that mirrors these amplitude fluctuations. As a rule, it can be char-
acterized the short-time energy as in [17] as, this expression can be written as (Fig. 4),

En ¼
X1

m¼�1
x mð Þw n� mð Þ½ �2 ð3Þ

Fig. 3. Speech sample (a, e, i, o, u) waveform before and after hearing music
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En ¼
X1

m¼�1
x2 mð Þh n� mð Þ

where h nð Þ ¼ w2 nð Þ
ð4Þ

The real noteworthiness is that it gives a premise for distinguishing voiced speech
segments from unvoiced speech segments. Also, for very high quality speech (high
signal-to-noise ratio), the energy can be used to distinguish speech from silence.

3.3.2 Short-Time Average ZCR
With regards to discrete time signals, a zero-crossing is said to happen if successive
specimens have distinctive algebraic signs as in [17]. The rate at which zero-crossings
happen is a basic measure of the frequency content of a signal. This is especially valid
for narrowband signals. For example, a sinusoidal signal of frequency F0 sampled at a
rate Fs, has Fs=F0 samples per cycle of the sine wave. Each cycle has two zero-
crossings so that the long-time average rate of zero-crossings is

Z ¼ 2F0

Fs
crossing=sample ð5Þ

Thus, the average zero-crossing rate gives a reasonable way to estimate the fre-
quency of a sine wave. Speech gives rough estimates of spectral properties can be
acquired utilizing a representation of zero-crossing rate for the speech. A suitable
definition is (Fig. 5),

Zn ¼
Xw
�1

sgn x mð Þ½ � � sgn x m� 1ð Þ½ �j jw n� mð Þ ð6Þ

Where,

sgn x nð Þ½ � ¼ 1 x nð Þ� 0
¼ �1 x nð Þ\0

Fig. 4. Block diagram representation of the short-time energy [17]

Fig. 5. Block diagram representation of short-time average zero-crossings [17]
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And

w nð Þ ¼ 1
2N

0� n�N � 1

¼ 0 otherwise
ð7Þ

Zero Crossing Rate (ZCR) represents the frequency content of a signal, since it
checks number of times the amplitude of the speech signals passes through a value of
zero in a given time interval/frame. The interpretation of average ZCR is less exact since
speech or voice signals are broadband signals, however it can be generally estimated.

3.3.3 Statistical Features
The mean and standard deviation are the two prominent statistical features explored in
this paper. The following equation gives Mean value for every vowel:

M ¼
Xn
i¼1

xi
n

ð8Þ

The Standard Deviation value for every vowel is given by following equation:

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi �Mð Þ
n� 1

s
: ð9Þ

4 Implementation and Results

The core idea of undertaking this project is to identify & analyze the impact of music
on the speech of person under fatigue. Both the types of fatigue are considered: mental
& physical. The acquired speech samples generated for this project are vowels a, e, i, o
& u. The ten samples of each five vowels are considered for before hearing and after
hearing the music. The energy of each vowel is calculated as shown in the Fig. 6.

Fig. 6. Average Energy of vowels a, e, i, o, u before & after hearing music
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As it can be seen from Fig. 6 that average energy values of each vowel are higher
before hearing the music as compared to the value of average energy values after
hearing the music. Similarly, it is depicted in the Fig. 7 that average mean values of
each vowel are more before hearing the music than after hearing the music.

Also from the Fig. 8, it can be observed that average standard deviation values
before hearing the music for each vowel is more than the values for vowels after
hearing the music.

There is a difference which can be seen in the Fig. 9 for ZCR feature. The ZCR
values for each vowel after hearing the music are more compared to the values before
hearing the music. Though the values for vowel O are showing a kind of deflection
from the general pattern but it can be generalized that the ZCR values are generally
more after hearing the music than the ZCR values before hearing the music.

Fig. 7. Average Mean of vowels a, e, i, o, u before & after hearing the music

Fig. 8. Average Standard Deviation of vowels a, e, i, o, u before & after hearing the music
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5 Conclusion

In today’s world, due to the competition and fast paced life, students, corporates and
family often experience fatigue or stress which reduces their expected performance.
This paper clearly gives an evidence that the speech is connected to & is in the control
of brain by means of prosody. Furthermore, the paper concludes that the music affects
the speech features, hence the stress level of the subject. The future scope of this project
is that the statistical features of the speech & the facial features can be considered for
better analysis of the impact of music on the speech.
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Abstract. Challenges and issues of distributed database are well known. One
of the challenges is obtaining database transparency. In distributed database, the
physical database is distributed across heterogeneous database systems. There
are several methods of data access from distributed database, still it involves
complicated implementation of these methods. Oracle DBMS provides hetero-
geneous gateway service to connect oracle and non-oracle databases. The data
access and distributed transaction execution is made very easy through this
gateway. In this paper, the procedure to connect four heterogeneous databases
namely PostgreSQL, MySQL, Oracle and MS Access is described. The suc-
cessful implementation of data access from multiple heterogeneous databases
provides very easy and efficient access of data in Oracle using its native
language/commands. Oracle user will neither have to bother about architecture
nor commands of the remote databases from where data is accessed. Even user
need not have to worry about the location of database. Once all the databases are
connected through heterogeneous gateway, user will be able to access data and
process distributed transactions efficiently from Oracle. The paper covers the
whole process.

Keywords: Heterogeneous distributed database � Database transparency
Location transparency � Distributed transactions � Heterogeneous gateway

1 Introduction

In Distributed Database [2, 3], the physical database is distributed across multiple sites.
One of the architecture of distributed database management system is multiple data-
bases [3, 7]. There are many types of distributed database architectures. One of them is
heterogeneous multiple distributed database [1, 3, 7]. In multiple heterogeneous dis-
tributed database environment, autonomous multiple databases residing on different
locations [3, 7] are connected together to access data of each other. While connecting
and accessing data, it should provide transparency at various levels to the users. The
different levels of transparency are: Location Transparency, Replication Transparency,
Fragmentation Transparency, Database Transparency, Operating System Transparency,
Network Transparency, etc. [3–5]. To achieve location and database transparency,
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Oracle provides heterogeneous gateway service [6]. The meaning and implementation
of these two transparencies is explained in the following section.

2 Location and Database Transparency

In distributed database, with location transparency [3], user can access the data without
knowledge of location of data. i.e., user doesn’t have to specify the location of data in
the commands. Similarly, with database transparency [3], user will be able to access
data from many databases without knowledge of commands of all the databases.
Figure 1 shows the multiple heterogeneous database architecture which connects
PostgreSQL, MySQL, MS Access and Oracle database using Oracle’s Heterogeneous
Gateway Service.

The implementation steps of accessing data from multiple heterogeneous databases
[7] are explained in Sect. 3. The process of establishing connection between oracle and
non-oracle database require deep knowledge of databases.

3 Implementation

3.1 Steps to Connect Oracle and Non-Oracle Databases

To access data [9] from multiple heterogeneous databases, the respective DBMS
software along with its ODBC drivers must be installed. Oracle heterogeneous service

Oracle Server Oracle Heterogeneous 
Gateway Service
(DB4ODBC)

PostgreSQL DB

MS Access DB

MySQL DB

PostgreSQL instance, 

Database Link

MS Access instance, 

Database Link

ODBC Driver 
for PostgreSQL

MySQL instance, 
Database Link

ODBC Driver 
for MySQL

ODBC 
Driver 
for MS 
Access

Net8

Fig. 1. Multiple heterogeneous database architecture
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is also required which could be installed from oracle technology network. The client
library of oracle is also needed. The sequence of flow given below should be followed
to connect and access data from non-oracle database to oracle [6].

Step-1. Install Oracle Server, Oracle Client Library and Oracle Heterogeneous Gateway
Service from oracle technology network.

Step-2. Install PostgreSQL, MySQL and MS Access databases with respective ODBC
drivers.

Step-3. Create users in PostgreSQL and MySQL databases. Grant required privileges to
the users. Create tables in specific user’s account. Insert data in these tables.

Step-4. Open ODBC data source and create three system data source names for each
postgreSQL, MySQL and MS Access databases. Test connections.

Step-5. After successful connections, create three initialization parameter files for each
of the system DSN with name “init<DSN>.ora”. Save this file in the folder where
oracle home is installed. This file will contain name of the database instance, which is
system DSN name.

Step-6. Open listener.ora and tnsnames.ora files from the folder where oracle home is
installed. Modify both the files with required entries and save.

Step-7. Start listener service from command prompt. Check connection of each of the
database instance using “tnsping <DSN>” command.

Step-8. Create database links in oracle client to access data from non-oracle database.

Step-9. Access data from non-oracle database using query language of oracle.

3.2 Flowchart of Oracle and MySQL Connection

The flowchart of whole process of oracle with MySQL connection and data access is
given in Fig. 2. The process of connecting different heterogeneous databases could be
simplified by writing a program which will automate the steps given in Fig. 2.

4 Achieving Location and Database Transparency

To access the data from heterogeneous databases [9] using the method described in
Sects. 2 and 3, there is no need to learn syntax of programming language of all the
databases. It could be done only by writing the database link name [9] with table name
of a specific database. Thus, database transparency is achieved. The database which is
stored on different host, there is no need to specify hostname or address of site any-
where in the commands. Hence, achieving the location transparency. Few examples of
SQL commands are given in Fig. 3 and stored procedures are given in Fig. 4.
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Start 

Download files to install Oracle Server, Oracle Client Libraries, Oracle Heterogeneous 
Gateways and MySQL server with ODBC driver from OTN

Install all men�oned above

Installed 
successfully?

no

yes

Create system DSN for MySQL

Test connec�on 
successful?

yes

no

Create init<dsn>.ora file, update listener.ora and tnsnames.ora files.

Create database link in oracle using DSN of MySQL.

Write commands and procedures in Oracle to access data from MySQL using database link.

Stop 

Fig. 2. Flowchart of connection of oracle and non-oracle databases
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By creating synonyms [10], the global name could be defined for database link. The
global name may be used instead of database link. For ex., “employee” synonym could
be created using the following command. Then, “emp”@topg database link could be
replaced with “employee”.

CREATE SYNONYM employee FOR “emp”@topg;

Fig. 3. Commands written in oracle client to access data from heterogeneous databases
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5 Conclusion and Future Work

Data access and process from multiple heterogeneous databases [9] is done very
effectively using oracle heterogeneous service. The task is very complicated, which
requires in depth knowledge of oracle database administration. Even it is very chal-
lenging for database administrators. Therefore, this whole process of creating multiple
heterogeneous database environments should be automatic. It may be possible that the
whole process could not be automatic, but it could be semi-automatic. The model and
implementation of automation of this process could be done in future. It will be very
useful if such type of model is developed which ease the process of creation of multiple
heterogeneous database environment. Furthermore, work could be done to improve
fragmentation, replication and allocation transparencies [3, 4] which will improve
performance of distributed concurrent transaction [8] execution in multiple heteroge-
neous distributed database.
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Abstract. Nowadays users of cloud are increasing rapidly hence han-
dling of and allocation of that resources are the main challenge. Load
balancing strategy refers to scatter the dynamic workload over the var-
ious node to guarantee that no single node is over-burden. There are
few limitation of conventional load balancers in terms of flexibility and
adaptability. To overcome this pitfalls, the usage of Software Defined Net-
work based approach in load balancing proves to be advantages. Software
Defined Networking is a developing innovation which helps to quickly
strategies in familiarizing the administrations with the business segment
without relying upon the seller based setup of the gadgets. SDN helps to
set control decision for algorithm that apply for system which increases
the performance of that algorithm, reduces response time, increase scal-
ability, flexibility and results in reduction of the energy consumption of
system. In this paper, we examined the feasibility of SDN-based load
balancing and discussed variants of the SDN-based load balancing using
various controllers.

Keywords: Cloud computing · Software defined network
Load balancing · OpenFlow · Controller

1 Introduction

1.1 Cloud Computing

The quick improvement of the Internet that has encouraged a large number
of new innovations including cloud computing. The cloud computing rapidly
emerged as a virtualization technology that aims to provide scalable, transparent
network to end users [2]. The cloud can give facility to use on-demand computing
and storage application to end users. The end user cannot have knowledge of
where that service is from and how they are delivered to them. Cloud Computing
has mainly three components that are the client computer, data center, and
distributed servers. Client computers means devices that users can communicate
with other cloud components such as data center and distributed server via the
Internet. There are three types of client that are thin, thick and mobile client.
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A thin client is a most popular client in the cloud whereas distributed servers are
placed at different location. In that central server are there which can monitor
traffic, client demands and ensures that all the process runs smoothly or not and
the data center is a collection of servers where various application are deployed
which can be accessed via the Internet.

As the usage of cloud is increasing, it has a huge effect on the cloud data
center because of the large number of request that arrives at the same time, but
sometimes the data center cannot allocate the resources at this peak time which
results in to the situation for adding the resources to fulfill the end user request.
On the off chance that the load is not adjusted at specific path, then including
new resources leads to wastage of assets [9]. To accomplish the negligible reaction
time and to decrease the utilization of registering assets required that adjusting
the heap among all the accessible assets decently.

1.2 Software Defined Network

SDN is a new methodology in networking that allows the administrator of the
network to manage the network abstraction through the lower level functionality
[22]. The concept of SDN is open and reprogrammable. This is an architecture
that is not only controls network devices but also controls an entire network. The
main goal of this architecture is to allow network engineers and administrator
to respond rapidly to evolving business needs [10]. It control the entire network
centrally so that there is no need for touch individual devices for any change in
the network. Due to changes of the functions and performance, the traditional
networks have lots of drawbacks. For achieving better services we can include
so many solutions in the network device. This will make our system large, fat
and complex which results in complexity to achieve the better network perfor-
mance [10]. To overcome this limitation, Software Define network was proposed
in the year of 2003 [18]. There are two parts of SDN infrastructure that are
control plane and data plane [8]. The control plane is responsible for control-
ling the data transmitted over the network. The logic of the controlling can be
implemented in the server as a software component. And data plane is respon-
sible for forwarding data. It is available on the network devices like switches,
router. This SDN is an emerging architecture that is dynamic, cost-effective and
manageable. Control plane consists various controller and applications and data
plane/forwarding plane consists of various networking devices. OpenFlow pro-
tocol is suitable standard protocol for SDN-based system implementation [18].

Software defined network architecture is shown in Fig. 1. A layered archi-
tecture that has application layer, the control layer, and infrastructure layer.
The application layer consists various applications like firewall, load balancer
etc. and network services that interact with the control layer with the help of
northbound APIs. The control layer consists of centralizing control plain used
for communication with below layer of sdn known as infrastructure layer using
OpenFlow protocol which uses southbound API while the infrastructure layer
consists both network and virtual devices that implement OpenFlow protocol
for implementing the traffic forwarding rule [8].
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Fig. 1. SDN architecture [8]

1.3 OpenFlow

The OpenFlow standard is utilized as a part of SDN for correspondence between
applications. There is likewise an OpenFlow empowered controller character-
ized in the OpenFlow switch particular. It is supervised by Open Networking
Foundation. The OpenFlow convention permits consistency, direct control of
the foundation, consequently evacuating the requirement for complex system
administration [10]. It includes adaptability and substantial flexibility from the
exclusive conventions of a solitary equipment merchant. The design of Open-
Flow comprises of three parts: 1. controller, 2. secure channel and 3. Open-
Flow empowered switch [10]. Thus the Switches utilize a stream table to for-
ward the bundle to the goal. Stream table contains the rundown of stream sec-
tions. Switches utilize the conventions that are characterized in the stream table
for sending the parcels. A secure channel is utilized for secure correspondence
amongst switch and the controller. The Controller is a product program that
is utilized to include, adjust/change and erase the stream table passage of the
switch utilizing this convention [10] (Fig. 2).

1.4 Difference Between Traditional Network and SDN Network

The SDN has so many advantages with compared to traditional networking are
as followed:

– Migration VM become easier.
– SDN only requires one centralized control plane which offsets the cost of the

forwarding plane.
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Fig. 2. OpenFlow architecture [8,10]

– In SDN QOS is provided in more efficient way.
– SDN is directly programmable because Whole network is directly pro-

grammable because forwarding functions and control functions are logically
decoupled from each other which enables the network pragmatically config-
ured by automation tool including OpenStack, Chef, and Puppet.

– SDN does not require a huge amount of resources so that investment of
resources can be reduced and also some of the SDN products are open source.

Table 1. Difference between traditional network and SDN network

Traditional networking SDN

Static and inflexible networks and are
not useful for new business ventures

Programmable networks during
deployment time as well as at later stage
based on the change in the requirements
and helps new business ventures through
flexibility, agility, and virtualization

Hardware appliances Configured using open software

Distributed control plane Logically centralized control plane

Work using protocols APIs to configure as per need

Policy to treat an incoming data packet
is written into its firmware

SDN facilitates admins with granular
control over the way switches handle
data, giving them the ability to
automatically prioritize or block certain
types of packets Which in turn, allows
for better efficiency without the need to
invest in expensive, application-specific
network switches



168 J. Bhatia et al.

But they also have some challenging issues like Quality of service, security,
Load balancing, scalability [8].

1.5 Load Balancing

Load balancing is used to distribute load and improve the performance, availabil-
ity of resources and scalability of the system, hence we can achieve the minimum
response time of the application and increase the throughput [8].

The load balancing algorithm in cloud typically divided into two sections
that are static load balancing algorithm and dynamic load balancing algorithm.
The static algorithm can most suitable in a homogeneous environment [2]. But
this type of algorithm is not suitable where attributes are dynamically chang-
ing during the execution time. Whereas dynamic algorithm can be used in the
environment when the attributes are changed continuously and also give good
result in the heterogeneous and dynamic environment [2].

In the static mechanism, An algorithm like Round robin and central load
balancing decision model (CLBDM) [2] are considered. In the Round robin load
balancing algorithm, it provides resources to the task as FCFS (First come First
serve) basis. The central load balancing decision model works same as round
robin load balancing algorithm, but in addition to this, it calculates the duration
of the connection of the client request and server response by measuring the
overall execution time of the task on the given resources.

In the dynamic load balancing algorithm includes algorithms like Least-
connection algorithm, Response time algorithm, and Predictive algorithm [22].
Least-connection algorithm can detect the number of connections that associated
between the client and the server, in a particular time interval. And if a new access
request arrives then they forward the request to the least connection server [22]
and that server processes the request and reply back to the requester. In the Pre-
dictive algorithm, the server load can be predicted for the next period of particular
requests. In the response time algorithm, the balancer can estimate the load of the
each and every server using sending a ping request to the server [22].

These are the traditional network that has some limitations like complex
software and hardware used in the system that can increase the operation cost
of the organization and their re-usability of code and their applicability to the
particular application is different hence architecture is poor.

Table 2. Variants of SDN controllers

Controller OpenSource Language Multi-threaded GUI Invented By

Nox [6] Yes C++/Python No No Nicira Networks

POX [13] Yes Python – No Nicira Networks

Beacon [5] Yes Java Yes Yes Standford University

Floodlight [12] Yes Java Yes Yes Big Switch Networks

OpenDayLight [7] Yes Java Yes Yes Multiple Contributors

RYU [14] Yes Python – No NTT OSRG and VA Linux
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Mainly in this paper, we surveyed the variants of the current SDN-based
load balancer and also discussed the various parameters of that variants and
how they can be used to achieve effective load balancing in cloud computing
using software define networks.

2 Variants of SDN Based Load Balancer

2.1 Heuristic Based Load Balancer

The main goal of this load balancer is to minimize both server and network load.
This method defines its own objective function that discovers best path and best
server in the fastest manner. The data plane, controller, application layer is 3
layers of this framework. The data here global view of the perspective network.
Hence dynamic path selection can be accomplished by minimal response time
than the hop based updates in routing [9].

This method can be tested in the Java environment [9]. Using the objective
function complete the request in the smallest span of time. The dynamic path
can be reduced, by evaluating hop by hop method of the network. Using objective
function, congestion and delay via existing algorithm because can be reduced as
it that selects the least loaded path [9].

2.2 SDN Based Traffic Engineering Based Load Balancer

Traffic Engineering (TE) means optimization of performance of the network
by dissecting, anticipating and managing the conduct of the information that
is transmitted over the network [21]. Software defined network based TE that
comprises of ideal design organization and traffic load balancing. Here author
describes main component of Traffic Engineering manager for this method [21]
that focuses on ideal topology arrangement and traffic load adjusting. The opti-
mal topology consumption is power utilization of DCN is always higher than
what amount required because the movement interest in DCN progressively
changes from time to time [21]. Traffic load balancing is to minimize the conges-
tion of all the possible connections by separating the traffic of DCN design or sub-
set topology discovery by ideal topology composition algorithm using dynamic
traffic load balancing [21]. Here both the algorithm can be describe using heuris-
tic and linear way. This method testing prospective uses the mininet simulator
and the virtual instance is OpenVSwitch. For notification Floodlight [12] which
is Java API is used. This system reduces the 41% power consumption and 60%
lower maximum link utilization compared to existing static routing scheme [21].

2.3 OpenFlow Protocol Based Load Balancer

The main objective of this load balancer changes the manual and costly hardware
of clusters to the OpenFlow based controller using the local network infras-
tructure. The main key idea of this proposed load balancer is to replace the
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expensive and statically defined network component and cluster through open-
flow controller. Here two algorithms such as OpenFlow based Round-Robin and
OpenFlow based Least connections algorithm has been proposed [22]. Above two
techniques are tested on the mininet [3] and Floodlight [12] Java API. In first
approach, response time is very unstable because server cluster varies greatly.
Whereas the second approach takes lesser time and give the better performance
so that this method always help to forward load to least connection server [22].

2.4 SDN Based Design of Load Balancer Middlebox for Data
Center

In this load balancer, there are number of SDN controllers and OpenFlow
switches inside the middle box network and that are basically based on clos
network [4] framework architecture. Here, Users can be arranged in nonblocking
Clos network to achieve better efficiency and resource utilization. There are two
methods describes here and that are switches inside the middle box and server
inside the middle box [16]. Delay and packet loss can occur because traffic passes
inside the middle box through a switch. Port rate, traffic load, queue length etc.
are information of the switch that can be collected by a controller. With the
help of these attributes the path within the middle box can be changed [16] and
load will be equally distributes. This type of SDN load balancer has been tested
in the Matlab and it improves the utilization and reduces the latency.

2.5 Data Flow Network Load Balancer in Eucalyptus

Here authors used the Eucalyptus cloud system architecture for proposed
LBVMD [19] i.e. load balancer VM deployment mechanism. This system basi-
cally consists three components that are Eucalyptus, agent, and the openflow-
enabled switch. In that agent is important part of this system because it monitors
the network and send information to Cloud controller of Eucalyptus for selecting
appropriate Node controller to create new VM [19]. OpenDaylight [7] is used as
a controller for the system [19]. In this system, the VM made by the system
obliged planning component gives preferred execution over existing instruments.
Openflow and the Eucalyptus distributed computing setup are utilized as a part
of the testbed [19].

2.6 SDN Based Dynamic Load Balancer

Dynamic load balancing method of cloud-center is based on SDN (SDN-LB).
SDN-LB includes four main modules: traffic detection module which is responsi-
ble for dynamic traffic monitoring and statistics; load calculation module which
aims to estimate the load distribution of cloud environment; dynamic load
scheduling module which proposes a hybrid load balance algorithm to realize
high performance load balance for Cloud center; flow management module which
is responsible for deployment load balance strategy based on a hybrid load bal-
ance algorithm [20]. This SDN-based dynamic load balancing algorithm inside
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POX [13] controller is used which is written in Python language [20]. It yields
a higher throughput and better efficiency compared to existing dynamic load
balancing methods [20].

2.7 Extended Health Monitoring for Openflow Network (EHLBOF)

In this paper [17], mainly focuses for checking the health of the server i.e. the sta-
tus of physical resources of server and applications that are running on the server.
The EHLBOF [17] probes periodically and gets the status of servers that are
present in the network by using Simple Network Management Protocol (SNMP)
request and process the response message from the server and update its status
in the server. And suppose any problem arises then discard any future request
for that particular server [17]. This method has been tested on the mininet [3]
and pox [13] and the result shows that the throughput increases double than
the round robin method because this method can dynamically find the status of
each server and update the same dynamically [17].

2.8 Path Load Balancing

This paper [11] basically describes path load balancing. This method is divided
into three parts that are data collection, evaluation model [11] and flow table
installation. This method selects the path dynamically based upon the traffic
information of the particular node. This traffic information help to detect fault
in link or node based on which they select another path [11]. This method has
been tested in mininet [3] and POX [13] and the result when compared with
shortest path algorithm in terms of reliable, efficient and effective [11] also it
give the assurance about the quality of packet.

2.9 Single Flow Table and Group Flow Table Combination

This paper basically focuses on flow table rules and the algorithms related to
single flow table and group flow table and combination of both [15]. Group flow
table has the traffic and number of packets. For single flow table is search based
on the information of the health of the backend server and in case of rule is
utilized directly else it decides whether that is need for modification the load
balancing that is matched it offer to monitor in case of server down, maintenance
of Group flow table [15]. This method was implemented on the mininet [3] and
OpenDayLight [7] and analyzing the results show that the life cycle of single
flow table is short and group flow table is very long. Single flow table analyzes
traffic of each and every client given its information for changing in the Group
Flow table [15].

2.10 End Host Load Balancing

This paper describes [1] mainly two load balancing scheme based on the con-
troller and switch [1]. Controller based load balancer is based upon the Round
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Robin in that decision is based on individual TCP session. Here controller can
select an interface of the available N interface. In switch-based load balancing, a
hash function is used. The Hash function selects the random switch and perform
equal load balancing and thereby selecting one interface for whole TCP session
[1]. This method has been tested on the GNS3 and RYU [14]. The result was
analyzed that controller based load balancing can run in the time that nearest
to an optimal value of running time [1].

3 Conclusion

Cloud computing is new emerging era of computing, it uses the resources like
processing, storage and network based application. For this type of application,
performing the task like customizing systems administration and virtualization
are the major issues which can be solved by using SDN. SDN utilizes the sys-
tem assets flexibly and fulfills the client application without any limitations. We
surveyed the SDN based load balancing mechanism in the cloud environment
and also discussed various types of variants that helps the load balancing mech-
anism efficiently with compare to the traditional mechanisms. We concluded
from variants that we can achieve minimum response time, higher throughput
than conventional method of load balancing and also results in reduction of the
power consumption using traffic engineering mechanism. Using OpenFlow, it
forwards the load to least connection sever which reduces latency and improves
the utilization of data center using close network based middle box design. It
improves server health problem and also finds an optimal value of running time
using SDN controller based load balancer.
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Abstract. The supreme success of the future Internet of Things (IoT) depends
on the ubiquitous and immaculate connectivity provides by satellite. Ionosphere
is one of the major contributing factor in signal propagation for satellite based
application, which results in degradation of measurement accuracy. In the India,
Indian Regional Navigation Satellite System (IRNSS)/Navigation with Indian
Constellation (NavIC) both L5 and S band signals are more affected by this
ionosphere due to its low latitude geographical location. So, the future success
of IRNSS system based on IoT platform depends on accuracy of ionospheric
mitigation algorithm. This paper concentrate on comparative analysis of coef-
ficient based model and dual frequency model based ionospheric model. The
data is collected from IRNSS/NavIC receiver located at communication research
laboratory, Electronics Engineering Department, SVNIT surat (21.16° Lat,
72.78° Long) provided by SAC, ISRO Ahmedabad. It is observed that the
amount of delay contribution by L5 band is more compared to S band. The
performance of dual frequency and coefficient based model is checked on dif-
ferent geomagnetic Kp index. It is also deduced from the comparison that the
dual frequency model works better in stormy days, where coefficient based
approach gave bad performance.

Keywords: Indian Regional Navigation Satellite System (IRNSS)
Navigation indian constellation (NavIC) � Ionodelay
Grid iono vertical error (GIVE) � Klobuchar � Dual frequency

1 Introduction

The goal of the IoT is that all devices should be connected wherever they are located.
Where Wi-Fi, Bluetooth and GSM networks are fail to provides the ubiquitous and
seamless coverage services there satellites works better. Hence, The ultimately future of
IoT will depend on the satellite based network [1]. The satellites network provides a
good Coverage, high reliability, low latency, high speed, versatile and cost effective
services [2]. Integrating IoT with satellite system will solved many problem of navi-
gation e.g. transportation problem like, traffic jam, road block etc. The success of
satellite based navigation application depends on accuracy of measurement and it is
noticed that measurements always affected by different error sources.
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Indian Space Research Organization (ISRO) developed IRNSS/NavIC, which will
gives positioning service with a 10 m of accuracy for both civilian and military users of
the India [3]. The IRNSS consists three Geostationary Earth Orbit (GEO) and four Geo
Synchronous Orbit (GSO) satellites [4]. The arrangement of three GEO is done at
32.5 °E, 83 °E and 131.5 °E longitude and four GSOs are in two planes that cross the
equator at 55° and 111.75° East respectively. The IRNSS satellites broadcast the signal
in L5 band (1164.45 1188.45 MHz) and S band (2483.5–2500 MHz) with a carrier
frequency of 1176.45 MHz and 2492.08 MHz respectively [4, 5]. The military or
defense signal is encoded and modulated by Binary Offset Carrier (BOC) (5,2) for
secure communication. In contrast with it, the civilian signal is simply used Binary
Phase Shift Keying (BPSK) modulation [4, 6]. Currently, the IRNSS fully operational
as all seven satellites, 1A, 1B, 1C, 1D, 1E, 1F and 1G are available in an orbit [7].
IRNSS/NavIC satellites consist navigation and ranging payload. The IRNSS/NavIC
users compute their position by the navigation signal provides by the receiver.

The IRNSS/NavIC both L5 and S band signals passes through the atmosphere before
reaching the user receiver, thus the signals are always affected by different error sources
whether it is intentional or unintentional [8]. Hence the position computed by
IRNSS/NavIC users is always deviated. The ionosphere with an altitude between 60 km
to 700 km above the earth’s surface contribute highest error in position measurement by
IRNSS/NavIC. The behavior of ionosphere is irregular when the earth’s magnetic field
is disturbed, geomagnetic storm and mass ejection of the solar corona is occurred [9]. In
India as the large irregularities are available in ionosphere IRNSS/Navic both signals are
highly affected by it. To mitigate this error due to ionospheric irregularities, different
methods is applied like, dual frequency methods, differential correction approach and
various single frequency ionodelay models. In this paper performance investigation of
eight coefficients (four a and four b) based model [10, 11], dual frequency model is done
for ionospheric correction on IRNSS/Navic receiver. In IRNSS/NavIC users can apply
the ionospheric correction by three ways (i) grid based (ii) coefficient (iii) dual fre-
quency. The IRNSS/NavIC is broadcasting, 8 correction coefficient of coefficient based
model and 80 Ionospheric Grid Point (IGP)correction for GIVE model in L5 band signal
[4]. Detail information related to coefficient based and dual frequency model is
described in the Sect. 1. Section 2 contains the analysis of all ionospheric model.
Finally, conclusion of this paper is included.

2 Ionospheric Correction Models

The amount of delay contributed by the ionosphere depends on density of free electron
present on it, called Total Electron Content (TEC). The TEC density is changed during
day and night time due to recombination and ionization process. It is also depends on
seasonal behavior condition and solar cycle and geographical location of the user [12].
The quiet and stormy days are identified by a variety of geomagnetic indices, such as K,
Kp, Ap and Dst, and it is correlated with the variation of TEC in the ionosphere [13].
There is a large gradient observed in ionosphere near Indian region. Hence, the IRNSS
performance only succeeds when these effects will be mitigated effectively using some
models or method in real time scenario. In a matured GPS system normally coefficient
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based (klobuchar model) is applied for the correction [14]. Here coefficient based
correction is also applied on both the bands of IRNSS, which is explained below.

Ionodelay Computation Using Coefficient. The master frame of IRNSS contains four
sub frames and each sub frame is 600 symbols long, so total 2400 symbols per frames
[4, 7]. Sub frames 1 and 2 transmit primary and sub frames 3 and 4 transmit secondary
navigation parameters respectively [3]. Secondary navigation parameters include,
ionospheric delay correction coefficient and Ionospheric grid delays and confidence
values. The Ionodelay computation using coefficient is empirical model and estimated
the delays based on 8 coefficient [10, 14], which are broadcasted through navigation
data once in a day. The steps for the algorithm is as follows

Algorithms

Step-1: Using Azimuth (Az) and Elevation (El) angles, compute Earth’s central angle
(W) in semi-circles [4, 14].

W ¼ 0:0137
Elþ 0:11

� 0:022 ð1Þ

Step-2: Compute geodetic latitude (/i) and longitude (ki) of the earth projection
intersection point of ionosphere in semi-circles [10].

/i ¼ /u þw sin Az /ij j � 0:416 ð2Þ

if /i > +0.416 then /i = +0.416
if /i < −0.416 then /i = −0.416

ki ¼ ku þ W sin AZ

cos /i

where, ku and /u are user’s geodetic longitude and latitude in semi-circles respectively.

Step-3: By assuming mean ionospheric height h 350 km geomagnetic latitude at point
where projection of earth intersect with ionosphere is calculated by [4, 11, 14]

/m ¼ /i þ 0:064 cos ki � 1; 617ð Þ ð4Þ

Step-4: After correction coefficient (a,b) received from satellites, compute the
amplitude and delay of the ionospheric delay denoted as AI and TI [4].

AI ¼
X3
n¼0

an/
n
m AI � 0 ð5Þ

176 M. V. Desai and S. N. Shah



if AI < 0 then AI = 0

TI ¼
X3
n¼0

bn/
n
m TI � 72; 000 ð6Þ

if TI < 72, 000 then TI = 72, 000 (sec) and depending on TI value parameter x is
derived by

x ¼ 2p t � 50; 400ð Þ
TI

Where, t is calculating as,

t ¼ 4:32 � 104� � � ki þ TOWCðIRNSSÞ

Step-5: Depending on this x parameter value ionospheric correction is applied as
[4, 14].

If, |x| < 1.57 then

Tiono ¼ F � 5:0 � 10�9 þAMP 1� x2

2!
þ x2

4!

� �� �
ð7Þ

otherwise

Tiono ¼ F � 5:0 � 10�9� � ð8Þ

Coefficient model is very simple, As the coefficients are fixed for a day, it can not work
efficiently. Compare to that dual frequency model is more efficient which is explained
next.

2.1 Dual Frequency Model

Instead of using coefficient based single frequency ionospheric correction model for
estimation of ionodelay at user’s location, another method can be adopted. This method
uses NavIC/IRNSS pseudo-range measurement at both L5 and S frequencies. The TEC
is computed and converted into ionodelay in meter using conversion factor. The two
frequencies L5 and S user shall correct for the group delay due to first order ionospheric
effects by applying the relationship [4]:

r ¼ rL5 � c � rs
1� c

; ð9Þ
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where, denoting the nominal center frequencies of L5 and S respectively,

c ¼ f 2s =f
2
L5

� 	
; ð10Þ

where, r = pseudorange corrected for first order ionospheric effects. rL5, rS = pseu-
dorange measured on the channel indicated by the subscript. The comparative analysis
between dual frequency and single frequency model is included in below section.

3 Simulation and Results Discussion

Ionospheric delay estimation for NavIC/IRNSS is carried out based on MATLAB. The
simulation flow diagram is depicts in Fig. 1. The one week data starting, which is start
on Sunday and end at Saturday have been used for analysis. The one week raw data of
IRNSS/NavIC satellites starting from Time Of Week Count (TOWC) 0 (starting of the
Sunday) to 648000 (end of the Saturday) is collected by the IRNSS/NavIC receiver at
communication research laboratory, SVNIT, Surat (21.16° Lat, 72.78° Long). Ranges
between IRNSS satellites (1A, 1B, 1C, 1D, 1E, 1F, 1G) and user receiver is calculated
by extracting primary information from the raw data. First ranges for both L5 and
S band are calculated then dual frequency approach [8] is applied to measure the
ionodelay for individual satellite.

Figure 2 shows the comparisons of ionodelay calculated by dual frequency
approach for IRNSS six satellites namely 1B, 1C, 1D, 1E, 1F and 1G on the stormy day
14/08/16 (3 < KP < 5). The observation was carried out for individual six satellites and
it is observed that all individual satellites have a large ionodelay in L5 band compared
to S band. As per the literature maximum ionodelay will happen when the ionosphere
recombination rate is lowest. And for the low latitude Indian region, it will happen in

Fig. 1. Block diagram of simulation setup
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the afternoon around period (12.00 to 14.00 h). It is also found from the comparison
that maximum ionodelay is estimated at Local Time (LT) around 14.00 (hours).

Ionodelay shown in Fig. 1 is compared in term of maximum, mean and stand
deviation values, which are listed in Table 1. The value of maximum ionodelay in meter
are 18.0632 m, 11.9698 m, 30.8831 m, 13.4083 m, 14.7313 m, and 29.3238 m for
satellites 1B, 1C, 1D, 1E, 1F and 1G respectively. It is noticed that Maximum iono-
spheric effect felt by satellites 1B and 1D satellites. 1D satellite has a higher delay
among all the satellites and its value for L5 and S bands are 30.8831 m and 06.8828 m
respectively. In the case of mean value 1G satellite have a highest value 12.1734 m for
L5 and 02.7130 m for S band. Similarly for the comparison of standard deviation 1G
satellites in L5 (08.1183 m) and 1D satellite in a S(01.8767 m) band have a higher value.

Fig. 2. Ionodelay computed by the dual frequency model on a quiet day 14/08/16 (3 < KP < 5)
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Table 1. Detail ionospheric delay comparisons computed by dual frequency model on 14/08/16
(3 < KP < 5)

Satellites 1B 1C 1D 1E 1F 1G

L5 band dual frequency approach (14/08/16)

Maximum(m) 18.0632 11.9698 30.8831 13.4083 14.7313 29.3238
Mean (m) 6.0113 5.9133 10.6249 6.4330 7.1613 12.1734
Standard deviation (m) 4.8206 3.0610 8.4209 3.3964 3.8722 8.1183
S Band Dual Frequency Approach (14/08/16)

Maximum(m) 4.0257 2.6676 6.8828 2.9882 03.2832 06.5352
Mean (m) 1.3397 1.3179 2.3679 1.4337 1.5960 2.7130
Standard deviation (m) 1.0743 0.6822 1.8767 0.7569 0.8630 1.8093

Fig. 3. Ionodelay computed by the 8 coefficient based model on a quiet day 14/08/16
(3 < KP < 5)
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As mentioned in literature dual frequency approach gives always better perfor-
mance, but it has a cost of additional frequency. Hence, the single frequency ionodelay
model is applied for comparison. To apply coefficient based model, The broadcasted
ionospheric correction coefficients are extracted from raw data. The detail performance
comparison of coefficient based model for both band are done for 14/08/16, which is
shown in Fig. 3. It has been observed that in coefficient based model cases also L5 band
signal suffers more delay compared to S band signal. The detail comparison is listed in
Table 2.

It has been observed from the comparison that dual frequency approach has a
maximum delay for 1D satellite and its value is around 30.8831, while the coefficient
based model have the value 17.8568. So, the coefficient based model perform worst
compared to dual frequency model. The performance of the dual and coefficient model
also checks for another stormy day (KP > 5) 16/08/2016 where large iono-gradient
present. This comparison is shown in Fig. 4.

It has been found that coefficient based model correct only around 50% ionospheric
delay correction compared to the dual frequency. The detail comparison is covered in
Table 3. Here also noticed that the coefficient based model has failed to compute better

Table 2. Detail ionospheric delay comparisons computed by 8 coefficient model on 14/08/16
(3 < KP < 5)

Satellites 1B 1C 1D 1E 1F 1G

L5 band eight coefficient based model (14/08/16)
Maximum(m) 11.3029 13.4974 17.8568 9.0782 22.8248 22.8896
Mean (m) 6.9525 8.1487 10.6045 6.2006 16.7774 13.7900
Standard deviation (m) 3.0082 3.5927 4.7369 1.8211 4.6225 5.8495
S band eight coefficient based model (14/08/16)
Maximum(m) 2.5190 3.0081 3.9796 2.0233 5.0868 5.1013
Mean (m) 1.5495 1.8160 2.3634 1.3819 3.7391 3.0733
Standard deviation (m) 0.6704 0.8007 1.0557 0.4059 1.0302 1.3037

Table 3. Detail ionospheric delay comparisons computed by dual frequency model and 8
coefficient model on 16/08/16 (5 < KP < 7)

Satellites 1B 1C 1D 1E 1F 1G

L5 band dual frequency approach (16/08/16)

Maximum(m) 22.3615 16.8779 28.0752 21.5387 21.1992 29.9452
Mean (m) 8.0338 8.2158 11.6218 9.8453 9.9320 15.2298
Standard deviation (m) 6.6234 5.2157 7.9698 6.4735 6.3990 9.3670
L5 band eight coefficient based model (16/08/16)

Maximum(m) 10.0792 11.6613 15.2376 8.1150 22.8218 19.3657
Mean (m) 7.5289 8.6454 11.2386 6.4872 16.6324 14.4466
Standard deviation (m) 2.3803 2.7243 3.6256 1.3776 3.3636 4.4180
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ionodelay in both stormy days. Where, the dual frequency model perform good in
stormy days also.

4 Conclusion

The paper contains a comparative analysis of different ionospheric models for future
NavIC/IRNSS system based IoT platform. The comparison is done between dual
frequency method with single frequency eight coefficient model. It has been observed
from the dual frequency analysis that L5 band signal gets more affected by ionosphere

Fig. 4. Ionodelay computed by the dual frequency and 8 coefficient based model on a day
16/08/16 (KP > 5)
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compared to S band signal. The maximum error contributed by ionosphere for L5 band
signal is around 30 m at LT 14.00 h. To reduced the cost of extra frequency con-
ventional eight coefficient single frequency model is applied. However, the coefficient
base model provides around only 57% correction for a quiet day 14/08/16 and for a
stormy day 16/08/16 it’s performance is worst. It has been deduced from the com-
parison that in the both cases dual frequency models gives good performance but with
the cost of extra frequency.

Acknowledgments. We are very thankful to Director, Group head DCTG SNAA and Scientist
of Space Application Center, ISRO, Ahmedabad for providing the necessary guidance to do this
type of analysis on IRNSS receiver provided by them.
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Abstract. Navigation with Indian Constellation (NavIC) or Indian
Regional Navigational Satellite System (IRNSS) is an independent satel-
lite based navigation system developed by Indian Space Research Organi-
zation (ISRO). Due to solar activity the Total Electron Content (TEC)
of atmosphere will have fluctuations, which causes fluctuations in the
satellite signal. IRNSS based on Internet of Things (IoT) platform posi-
tioning system signals also experience delays as it propagates through
the atmosphere irregularities, the majority of which is contributed by
the ionosphere. Hence, to make IRNSS based application free of ionode-
lay prior detection technique is essential. In this paper analysis is done
using Fast Fourier Transform (FFT) Averaging Ratio (FAR) to classify
the satellites which are more affected by the ionospheric irregularities.
The detection threshold is found by using an inverse chi-squared distribu-
tion. The data received at the IRNSS receiver located at Communication
Research Lab, SVNIT Surat (21.160 N, 72.780 E), Gujarat is considered
for analysis.

Keywords: Indian Regional Navigation Satellite System (IRNSS)
Ionodelay · Total Electron Content (TEC)
Fast Fourier Transform (FFT) · FFT Averaging Ratio (FAR)

1 Introduction

IRNSS is a satellite based regional navigational system consisting of 3 geo-
synchronous and 4 geo-stationary satellites developed by ISRO, India. The appli-
cations of such a system includes, but is not limited to: Intelligent navigation
system based on Internet of Things (IoT). The accuracy of such a positioning
system is depending on many factors. Since the positional accuracy of the system
depends on the time delay of arrival of the signal from the satellite, even a small
delay in the signal offsets the position of user (receiver) by a significant amount.
There are different sources of error in pseudorange measurements [1]. The major
source of error in pseudorange measurement is caused by the ionosphere [2].

The ionosphere, due to sun’s energy, is having a large portion of free electron
and charged ions. Since the radio waves are electromagnetic in nature, they are
affected by the charged ionosphere in varying manner. Since the ionosphere is
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a dispersive medium (delay is different for different frequency), the ionospheric
delay can be estimated proportional to the TEC by using [3,4].

TEC =
1

40.3
F 2
1 .F 2

2

(F 2
1 − F 2

2 )
(P1 − P2) (1)

where P1 and P2 are pseudoranges measured in two frequencies F1 and F2.

The ionospheric delay is directly proportional to the TEC over the region
through which the signal propagates. The ionospheric irregularities are more
prominent in the latitude range of ±150 to ±200 [5]. Indian territory in this
area experiences TEC variations at a higher scale. Due to the relative location
of the IRNSS satellite, signal from each satellite experiences a different amount
of ionospheric delay. The solutions obtained by considering those satellites with
higher ionospheric irregularities tend to be inaccurate. By avoiding these satel-
lites, positioning accuracy can be improved.

In this paper classification of satellite, which are more affected, is done by
using FAR Algorithm. The classified satellites can be removed or ignored dur-
ing computation of Position Velocity Time (PVT) measurements, if sufficient
number of satellites are available. The algorithm calculates a decision variable
for each satellite and then is classified on the basis of a threshold, set using an
inverse chi-squared distribution function [6]. The algorithm is usually used to
detect traffic in radio channels used by Chen et al. [7], which is explained in
next section, followed by the results and observations with the test data.

2 FAR Algorithm

IRNSS satellites that were affected by the ionospheric effects were evaluated
using the FAR algorithm. For the analysis the TEC data from each satellite was
taken and given as input to the algorithm. Let an(t) be the variation in TEC,
where the data is taken at 1 sample per second. Applying FFT to the input, the
output is obtained as [6]

An(s) =
L−1∑

l=0

ak (l) e−j2πsl/L (2)

where l = 0 to L−1 and n = 1 to N, the number of satellite.

Consider that the input data sequence is even numbered samples. Since the
FFT output is symmetric, only the first half of the output An(s) is considered.
So s = 0 to L/2 +1 and n = 0 to N.

Next the Power Spectral Density (PSD) is found by squaring each of the
terms.

PSDn (s) = |An (s)|2. (3)
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For every segment, the average of all values of PSD is calculated by using

PSDavg (n) =
1
L

L∑

s=1

PSDn (s) . (4)

The mean of PSD corresponding to each PRN is calculated by using

PSDmean =
1
N

N∑

n=1

PSDavg (n) . (5)

Now a decision criteria is defined by taking the ratio between Pavg and Pmean

D (n) =
PSDavg (n)
PSDmean

. (6)

In order to classify the satellite, the decision criteria is compared with the
threshold. The classification is done by the following rule

D(n)
Disturbed

≷
Quiet

α (7)

where α is the threshold value. The threshold is calculated using the inverse
chi-squared distribution [8].

The implementation of FAR algorithms on IRNSS system is covered in next
section

3 Results and Observations

The simulation related to FAR algorithm on IRNSS data is done on MATLAB
2014 platform. Flow graph for this simulation is summarized in Fig. 1

Fig. 1. Flowgraph of processing
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Fig. 2. FAR algorithm for 2nd week of September 2016
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The necessary data was obtained from the IRNSS receiver. The data consid-
ered was for 2nd week of September 2016. The data was sorted day wise with
each of the 7 satellite having their own corresponding TEC data. The TEC data
was plotted for 6 days and the FAR algorithm applied on each satellite for 6
days and plotted. The TEC data and the result of the algorithm are plotted side
by side as shown in Fig. 2.

In each day, the different satellites- IRNSS 1A, 1B, 1C, 1D, 1E, 1F and 1G
provide different TEC values. The shape of the curves are similar- it all reaches
a peak from a low value and then gradually decreases to that low value. But the
peak of each satellite is different. It is noticed that in all days, the highest peak is
that of 7th satellite (1G). The lowest peak is corresponding to 3rd satellite(1C).
The data of 1A satellite should be neglected as the receiver was not tracking the
satellite properly.

The decision variable obtained after applying the algorithm is in correlation
with the TEC data. The highest value of decision variable is for the 1G satellite
and the lowest one for 1C satellite.

Table 1. Mean, Minimum, Maximum values of TEC averaged for 6 days

Parameter 1A 1B 1C 1D 1E 1F 1G

Mean 4.4229 34.5293 27.1646 42.6009 34.3781 37.1597 49.5688

Minimum 0 0 6.1590 6.8767 0 9.0821 8.3974

Maximum 49.7571 93.6586 67.1377 105.1793 82.7566 99.1519 116.4038

From Table 1 it is observed that 1G satellite is experiencing much higher
ionospheric effects compared with the others. The data is obtained by taking
mean over the entire day and the averaging over the 6 observed days. The min
value of some satellites are shown as zero. This is because of receiver losing track
of the respective satellite. Neglecting the 1A satellite, the 1C satellite has the

Fig. 3. TEC data observation for 3rd satellite on different days
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Fig. 4. TEC data observation for 7th satellite on different days

Fig. 5. Decision for 7th satellite

lowest of mean and maximum values for TEC and 1G is having the highest of
mean and maximum. The TEC data of the 3rd and 7th satellites are shown in
Figs. 3 and 4 respectively for clarity.

Comparing Figs. 3 and 4 it can be seen that the ionospheric irregularities
experienced by the 7th satellite is much higher than that of the 3rd.

It can be seen from Fig. 5, the 7th satellite is always classified as experienc-
ing a stormy ionosphere, whereas the 3rd satellite (Fig. 6) is always classified
as a quiet ionosphere. This is agreeing with the TEC data obtained for the
corresponding satellite.
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Fig. 6. Decision for 3rd satellite

From the Fig. 2 the 7th satellite is affected more due to the ionospheric vari-
ations throughout the analysed days and that the 3rd satellite is least affected.
This can be justified by checking the arrangement of the satellite from the
skyplot [9] as shown in Fig. 7. It describes the relative arrangement of the satel-
lite constellation with respect to the receiver location. The signal from satellite
7 has to traverse a longer distance through the ionsophere whereas it is shorter
for the 3rd satellite.

Fig. 7. Skyplot of IRNSS seven satellites [9]

4 Conclusions

Data was observed for the 2nd week of September 2016 using IRNSS receiver.
The data was compiled for each satellite PRN seperately and the FAR algorithm
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applied. The satellites are classified as per the threshold found using the inverse
chi-squared technique. The results obtained after application of algorithm is
in agreement with that of the TEC data associated with each satellite. The
algorithm is able to distinguish the satellites that are affected by large variation
in the ionosphere. When sufficient number of satellites are available, the satellites
with higher value of decision variable can be avoided for PVT measurement.
Thereby improving the accuracy in positioning.

Improved positioning system can help in various applications like naviga-
tion, disaster management, intelligent vehicle tracking and vehicle routing to
avoid traffic jams using developing IoT implementations. The applications are
innumerable.
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Abstract. Wireless Adhoc Network is a set of wireless nodes that dynamically
self-organizing into a changeable topology to design the network using any
preceding framework. Two possibilities are there to communicate nodes; either
node can communicate directly or by forwarding network traffic through
intermediate nodes in wireless adhoc network. Various types of attacks can
undoubtedly be accomplished by an opponent either by passing MAC layer
protocol or sending Radio Signals. Reviewing the role of wireless adversary,
which victims the packets of high importance and do not follow network
architecture. Attacker will make possible efforts of making users not to use
network resources and fail the communication. The authors believe that
detecting Jamming Attack using Reactive Jammers is quite difficult. Our Pro-
posed approach about Global Detection of Jamming is helpful in securing other
nodes from Jammer’s Activity by broadcasting Jammer’s UID. For mitigation,
our approach named ARC (Anti-Reactive Control) Technique which shows that
Jamming Attack against Reactive Jammer can be detected using decreasing
PDR and RSS values and successfully mitigated by executing channel hopping.
Using NS3 simulation, the attack can be identified through the decreased in
performance criteria and successfully mitigated by executing channel hopping.
We have analyzed the result using NS3 Wireless Jamming Module.

Keywords: MANET � Jamming attack � NS-3 jamming module
Coordinated channel switching � ARC (Anti-Reactive Control) Technique

1 Introduction

Wireless adhoc network [2, 4] is a decentralized kind of wireless network. The network
referred as Adhoc due to its basic characteristics such as it does not depend on a
pre-existing framework, for example routers in wired network or AP in managed
(framework) wifi networks. It is set of mobile nodes that can actively self-organize into
a random and short-term topology to build the network. Adhoc network are constantly
enhancing towards miscellaneous attacks and achieving ubiquitous computing. The
common feature of wireless medium is to share and merge with commodity nature of
wireless technologies and an increasingly sophisticated user-base, permits wifi network
to be easily monitored and broadcast on. In Adhoc networks, each mobile node may
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have deals directly with each other. Nodes that are not directly connected to wifi, they
communicate by forwarding their traffic through relay nodes. The main benefit of
Adhoc Networks is resilience, low priced and robustness. These all are qualities of
adhoc network which make them well suited for military activities, emergency oper-
ations, disaster recovery, large scale community networks, and small networks.
WIRELESS SECURITY [5] is the most critical attributes of Wireless communication.
Mobile Adhoc Network (MANET) [2] is dynamic, independent, multi-hop network.
MANET does not be in need of any fixed framework and it can be installed dynam-
ically. Due to existence of multi-hop nature in MANET, lots of vulnerabilities present
in the network. As these networks furnishing more security or more comfort zone, the
issue of critical importance also come up. In MANET, different attacks such as, DDOS,
Blackhole, Wormhole, Replay, Flooding, Jamming, [3] etc. have been perceived,
which results in adverse effect of high level security. Since owing to fact that, Security
in MANET [2, 5] is becoming challenging day by day. Attacker easily view the
wireless communication between two devices and initiate simple Denial-of-Service
attack against wireless network by placing distorted messages. Radio interference
attacks don’t seem to be available through conventional security mechanisms. An
attacker will merely disregard the medium access protocol and frequently transmit on a
wireless channel. On doing so, we can either intercept users to start up with legitimate
MAC operations, or found packet collisions that force repeated back-offs or also jams
communications.

Jamming Attack occur by continuously sending radio signals which disrupts the
legitimate communication between sender and receiver. Figure 1 shows that jammer
senses the communication initiated onto the wireless channel. It begins to send radio
signals which injects dummy packets and receiver receives dummy packets instead of
original packets send from transmitter. Attacker targets the packets of high importance.
To know how jammer attacking in wireless networks and how to stay away from this
jamming, researchers launch two aspects: 1. Types of existing jammers, 2. Performance
Metrics. The flow of this write-up is ordered as follows: Sect. 1 incorporate an intro-
duction to Adhoc Network, main concept and issues of MANET, Sect. 2 gives over-
view of Related Work, Sect. 3 gives overview Existing System, Sect. 4 shows
Proposed System, Sect. 5 shows Results.

2 Related Work

2.1 Jamming Efficiency Metrics

A strong belief is there that Jammer consistently sends Radio Signals in wireless
channels which results in effective blocking of channel and expected recipient might
not be able to receive the message. Thus the presence of jammer in network cause
interference in between legitimate communication across the wireless channel. To
conclude above standards, researchers defined few metrics that apprehend the jammer’s
activity. Looking at the situation with one Sender (Sx) and one Receiver (Rx). Xu et al.
[5] found two metrics (PSR and PDR).
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Packet Send Ratio (PSR) [5, 7]:
In this article, let us acquire that n number of packets transmitting through channel.
Only m (n >= m) of these packets transmitted correctly.

PSR =
m
n
¼ No: of Packets Sent

Packets Observed to be Sent
ð1Þ

Packet Delivery Ratio (PDR) [5, 7]:
Let’s acquire that Rx receive m packets sent from Sx. But unfortunately only q of
packets broadcast successfully to Rx. Packets proceed from CRC (Cyclic Redundancy
Codes) check are referred as successful acceptance of Packets. If m = 0, then PDR be
zero.

PDR =
q
n
¼ Packets undergo CRC
No: of Packets Received

ð2Þ

Jammer (Attacker)

Sender
Reciever

RFSignals

Dummy
Packets

Pictorial view of Jamming attack.

Fig. 1. Jamming attack
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2.2 Types of Jammer [5, 6, 8]:

Proactive Jammer
Proactive Jammers do not assure that any data communication is going on in wireless
channel or not. This jammer keeps imparting Jamming Signals and disrupts the net-
work. In case, some channel’s status is ON; it initiates to send random bits onto that
wireless channel. There are three types of proactive jammer: Constant, Deceptive and
Random Jammer.

Constant Jammer
A constant jammer persistently producing radio signals on the wireless channel. The
purpose of this type of jammer is dual: (a) to raise interference on any of the trans-
mitting node in a way to distort its packets at the receiver (lower PDR) and (b) to form
an authorized sender that (by using carrier sensing mechanism) sense the channel busy,
thus preventing it from acquiring access to the channel (lower PSR).

Deceptive Jammer
Persistently dispatching normal packets instead of transmitting random bits (during the
time of constant jammer). It misguides other nodes to assume that some genuine
activity going on. As a consequence, they continue to exist in receiving states up to the
time the jammer is turned off or dies. Alike to the constant jammer, deceptive jammer is
energy ineffectual because of the constant transmission, but is straightforwardly
executed.

Random Jammer
This Jammer periodically send either random bits or normal packets into network.
Conflicting to the above two jammers, it targets to save energy. It constantly moving by
linking two states: sleep and jamming phase. It sleeps for a certain amount of time and
then comes in an operative/working mode for jamming before it goes back to a sleep
state. The sleeping and jamming time periods are either fixed or random. There is a
trade-off between jamming effectiveness and energy saving as it can’t be jammed at the
time of its sleeping phase. The ratios between both phase can be handled to regulate
this trade-off between efficiency and effectiveness.

Reactive Jammer [5]:
Reactive jammers go ahead for jamming only when It discover some network activity
arise on a few channel. It can distort small and large sized packets. After all it has to
repeatedly watchdog the network; as reactive jammer is less energy efficient than
random jammer. Upcoming are two different techniques to implement a reactive
jammer.

RTS/CTS
It initiates jamming the network instantly when it observes that request-to-send packets
transmitted from sender. As the attacker get aware that RTS packet transmitted in
channel, attacker will distort this packet and thus receiver will not be able to send
Clear-to-send (CTS) packet to sender. Until Sender don’t get CTS response, it will send
data to receiver and assumes that receiver is engaged with some other transmissions.
This complete process will result in Jammer stay in standby position till CTS message
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sent by receiver. It will jam CTS packet when transmit from receiver which will make
sender not sending data and also receiver perpetually wait for data packets to receive.

DATA/ACK
This kind jams the channel by modifying the data packets or acknowledgement
(ACK) response. As per the main characteristics of reactive jammer, DATA/ACK will
also not do any disruption until communication start on the channel. DATA/ACK
jammers corrupt the packet when it reaches to destination and till that it will suborn
packet or it will be in standby position. The alteration of both packets shows
re-transmissions at the sender end. Whenever information packets were not ready to
receive it exactly, they need to be retransmitted. At the time when sender does not
receive ACK packets, it imagines that one thing is wrong at receiver aspect, as just in
case of buffer overflow, that once more ends up in re-transmission of information
packets.

2.3 Types of Jamming [18, 28]:

Physical Jamming
Physical jamming during wireless network is uncomplicated but it causes different
forms of DoS attack. These attacks mainly jam the channel or network by repeatedly
sending jamming signals or radio frequency signals or by sending random packets. It
keeps complete control over the wireless medium. This makes waste of time as each
node enter into the waiting phase and need to wait till the time jammer deactivate itself
and channel becomes idle to communicates.

Virtual Jamming
The usage Virtual carrier sensing mechanism done at MAC (Media Access Control)
layer. To determine the presence of jammer in network, virtual jamming plays an
important role. There are several benefits of MAC layer such as rival nodes; less power
consumption is there compare to physical jamming. In MAC layer, the effect of
Jamming initiates by attacking on the RTS/CTS frames or DATA/ACK frames.

3 Existing System [1]

Considering scenario in which system utilizing four honest nodes in the adhoc network
topology. These honest nodes named as source (node 0), recipient (node 3) and
remaining two trusted relay nodes (node 1 and 2). Also one Jammer Node present in
the network. The base class provide strategy to detect presence of jammer using
decreasing RSS and PDR values. In this system, authors presuming that there is not any
of direct link from source node to destination node for legitimate communication.
Existing Jamming Strategy introduced two trusted relay nodes (act as intermediate
node) to transfer message to destination. The working of their strategy begins with
node 0 first transmits message to both trusted relays and then forward to destination.

The work-flow starts from Physical layer to wireless module utility whose base class
imparting special functions for jamming mitigation to operate. Especially for jammer
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node, the strategy focuses on three different jammers’: Random, Reactive and Constant.
Firstly, Physical layer receive packet and forward to wireless module utility which keeps
the record of packet information and calculate its RSS and PDR. After deciding on
which channel jammer is activated, based on information, honest nodes request to work
with different channel than one used by jammer to stay away from jamming effect.

4 Proposed System

4.1 Jamming Model

When Jammer observe that any communication initiated onto the channel, Jammer will
start sending RF signal which leads to completely jammed channel. As soon as com-
munication starts disrupting due to jamming effect, entire network nodes split into three
groups named as Fully Jammed nodes, Partially Jammed Nodes and Unaffected Nodes.

As shown in Fig. 2, nodes which are nearby to jammer’s position start getting
affected in few seconds and ultimately it cannot receive packets from any of its
neighbors. These types of nodes referred as “Fully Jammed Nodes”. The area in which
nodes get highly affected by jammer, declare that part as “Jammed region”. Nodes
which are placed at the edge of jammed region, is not completely jammed, but some
part of its neighbors are jammed and referred as “Partially Jammed Nodes”. This type
of nodes can still reach to at least one unaffected nodes, possibly, during multi-hop
nature. “Unaffected nodes” are those nodes which are placed at outermost part of the
jammed region and it don’t get influenced from the jamming effect.

Fig. 2. Working of jamming model
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4.2 Proposed Flowchart

See Fig. 3.

4.3 Proposed Theory

Jamming Detection Intelligence
Asignificant amount of research has been devoted to study security issues as well as
countermeasures to various attacks in MANET. However, there is still much research
work needed to be done in this area. The aim to study is to mitigate Jamming Attack
under Reactive Jammers in MANET. The proposed work is based on scheme for
detecting the jamming effect in the network.

Start

Wait to receive message
from all of its associated

nodes

Calculate RSS & PDR at each node

The node which have
lower RSS & PDR,

consider that as Partially
Jammed nodes

Jamming is Detected

Apply Global Broadcast Scheme

No

Yes

Send Beacon Message

Beacon Timer Expired

Reply Received ?

Broadcast Jammer ID

Fig. 3. Flowchart of Global Detection Scheme
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The proposed work is based on scheme for detecting the jamming effect in the
network. For this, each and every node will have own unique ID (UID). In this scheme,
after 10 s of simulation, the Base station will send Beacon Message to all of its
associated nodes and wait for their beacon response. When response received by any of
the nodes, we are calculating RSS and PDR values at each node. If the values are
decreasing at some node, then we consider that node as Partially Jammed or Boundary
Node. Thus from boundary nodes, we will declare their neighbor nodes as jammed
node and jamming attack is thus detected. For Global Detection we are estimating the
jammer’s position and get its unique ID (UID). After finding the Jammer Unique ID,
we are broadcasting message that “Do not receive packets from Jammer Unique ID”.
Thus we are securing all other nodes from Jammer’s activity

Jamming Mitigation Intelligence
We proposed new approach referred as ARC (Anti-Reactive Control) Technique for
Mitigation Strategy that comes up with base class which is Channel Hopping using
Random Sequence Generator (RNG) Method. Alike in this strategy, on detection of
jamming attack, channel hop scheme executes and each node shifts its current channel.
As per proposed Global Detection Scheme, we are broadcasting Jammer’s UID to each
node which secure them from jammer’s activity.

Channel Hopping [21]:
The graphical view of Channel hopping is shown in below figure. For channel hopping
we are using Random Sequence Generator (RNG) Method if Channel Hop message is
executed on detection of Jamming Attack. In this method, we applied logic to hop the
channel based on automatic approach. This RNG method will return next channel
number to switch the network nodes.

Fig. 4. Detect neighbors are not present in network (Color figure online)
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Figure 4 shows that green nodes are boundary nodes of jammed area. Here nodes
are realizing that their neighbors are missing from the network. After detecting that
neighbors are not present in network each node will calculate its PDR and RSS value
and based on results Jamming will be detected. On Detection of Jamming, RNG
method will be executed and it will return next channel number to switch the com-
munication operation.

Figure 5 shows that on execution on channel change command, each node change
their channel and again start communication.

5 Results and Implementation

5.1 Implementation

Implementation of Jamming Detection and Mitigation Strategies done in NS-3 [17]. In
this research we have integrated Jamming Module basically originated from https://
www.nsnam.org/. To implement our strategy, we have done few modifications in the
code of jamming model. All the alteration done under Reactive Jammer.

5.2 Simulation Parameters

See Table 1.

Fig. 5. Each node hops to a new communication channel

Table 1. Simulation parameters used in implementation of ARC technique

Parameter Value

Number of packets 10000
Interval 1
Start time 0.0 s
Size of packet 100 bytes
Distance to Rx 5.0 m
Beacon port 80
Number of nodes 4 (Wifi Nodes) + 1 (Jammer Node) = 5
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5.3 Results

Figure 6 shows that PDR of network. In this experiment, jammer activates node 2 and
node 3 is jammed by jammer. We observed that RSS and PDR decreasing at node 2
which is boundary node. As per our results, from total simulation time of 60 s, com-
munication stops earlier 17 s.

Figure 7. shows that RSS significantly increasing in the network as jammer’s is
continuously creating disturbance before implementation of ARC Technique. In 60 s of
simulation RSS is not decreasing and constantly stay up to 4500 pW.

Figure 8 shows the effect of proposed mitigation strategy. It has been observed that
RSS stay under pico watt.

Fig. 6. PDR comparison

Fig. 7. RSS before mitigation
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6 Conclusion and Future Scope

6.1 Conclusion

Mobile Adhoc Network (MANET) is a kind of Adhoc network with mobile, wireless
nodes. Its special characteristics like open network boundary, dynamic topology and
wireless communications made security highly challengeable. Jamming attack disrupts
normal communication by sending continuous radio signals onto that channel.

In this research work, by studying a lot on jamming attack, we proposed new
approach called ARC (Anti-Reactive Control) Technique to mitigate Jamming Attack
under reactive jammers in wireless adhoc network. The proposed system will be used
for Global Detection of Jamming attack and mitigating effect of jamming attack. The
main advantage of our ARC Technique is “Global Broadcast Scheme”, through which
we are able to secure other nodes from effect of Jamming attack from Reactive Jam-
mers. Other main advantage is Channel Hopping using Random Sequence Generator
method.

6.2 Future Scope

Overall Technique works best and fulfills its objectives but this technique works with
only one Jammer. The future target is to introduce mitigation scheme by placing
multiple reactive jammer’s in the network. We are hopping each node in the next
channel but for future studies we should also study that only jammed node change its
channel of communication.

Fig. 8. RSS after mitigation
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Abstract. With rapid evolution in wireless devices increases the demand for
radio spectrum. To solve spectrum underutilization problem cognitive radio tech‐
nology is introduced. Cognitive radio technology is next generation technology
which allows non-licensed user to use electromagnetic spectrum without inter‐
fering licensed user. To use white space in radio spectrum one should sense the
spectrum perfectly. Once sensing is done, the distribution of the spectrum among
the secondary user is also challenging task. Optimizing is the process to find best
solution among the available solutions. Radio environment is random in nature.
Due to fast convergence property of the genetic algorithm can use to find optimal
solution for spectrum allocation problem to maximizing spectral utilization.
Problem is modeled as Multi Objective Problem (MOP), considering that function
as fitness function and evaluating the best allocation among all. Firstly defining
target objective function that is minimizing Bit Error Rate (BER), maximizing
throughput and minimizing power, then using aggregate sum approach, it
converts all single objective function into one MOP. Than mathematically
applying the fitness function in software so we get graphical representation. We
have check convergence of algorithm first. Than we simulate result for single
channel and multichannel performance. By observation of graphical parameter
we have simulate results for real scenario and get optimum parameter for given
situation.

Keywords: Cognitive radio · Spectrum allocation · Primary user
Secondary user · Dynamic spectrum access · Genetic algorithm

1 Introduction

Over the last two decades the use of wireless devices rapidly, which increase the shortage
of spectrum resource. Generally Electro Magnetic (EM) spectrum is regulated by
governmental bodies like Federal Communication Commission (FCC). According to
FCC 70% of the spectrum stays unused most of the time [1]. Figure 1 shows the distri‐
bution of signal strength among large band of frequency. The fixed spectrum allocation
was serve well in the past but increases the wireless devices the fixed spectrum policy
cannot work well.
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Fig. 1. Spectrum usage [1]

To solve the underutilization problem Cognitive Radio (CR) works well. CR is
capable of transmitting in the licensed band without causing harmful interference to the
Primary User (PU). “Cognitive Radio” can be defined as the radio that can change its
transmission parameter based on interaction with environment [2]. There are two char‐
acteristics of the CR that are cognitive capability and cognitive re-configurability [3].
Cognitive capability defines as the ability to capture or sense the information from radio
environment. In more specific word CR allows Secondary User (SU) to detect, which
portion of the EM band is not in used. Select the best available channel according the
SU’s requirement, there are so many SUs are accessing the band so coordinating the
channel access among all SUs and vacant the channel when primary user wants to use
the channel. All functionality related to each other is described in Fig. 2.

Fig. 2. Flow diagram of CRN

The main function of cognitive radio is summarized as follows:
Spectrum sensing: A CR can only use the vacant band of the radio spectrum, which

is not currently used by primary user. Therefor CR should monitor the available spec‐
trum, capture their information and detect the spectrum hole [3]. Spectrum management:
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based on spectrum availability, the channel is allocated to SU according to its criteria
[3]. Spectrum sharing: since there are multiple users are accessing the spectrum hole,
CR access should be coordinate in order to avoid the collision between them [3]. Spec‐
trum mobility: when primary user wants to use the channel the SU have to vacant that
channel to avoid interference with PU and switch to other channel [3].

2 Cognitive Radio Operating Parameters

To developing cognitive radio control system we must define some control parameters
to the system. The quality and quantity of control parameter decide how accurate system
performance is.

2.1 Transmission Parameter

CR takes advantage of control parameters. These control parameters are input to the
fitness function. Fitness function is the scalars score how well the fitness value met the
optimum value. For generation of fitness function we must have some list of parameters.
These transmission parameters specifically used as control parameters. We used three
control parameter are transmission parameter, modulation scheme and modulation index
to construct the fitness function [4, 5].

2.2 Environmental Parameter

Environmental measures inform system about surrounding. They may be internal or
external information. Internal parameters are regarding to internal state of the mobile
device e.g. battery life. Environmental parameters are classified into two categories that
are primary parameters and triggering parameters. Primary parameters are directly put
into fitness function. So the effect of primary parameters observed from the fitness func‐
tion i.e. noise power and interference power. Triggering parameters are supervised by
the system that is battery life. If system found low battery it automatically switch low
power weighing scenario [4, 5].

2.3 Performance Objective

In wireless communication there are lots of desirable performance objectives to achieve
desire Quality of Service (QoS) of mobile device. Here we choose three performance
objectives that are minimizing BER, minimizing power and maximizing throughput.
There is no particular method to optimize all objective function simultaneously but there
is always trade off.

Minimizing BER. Fitness function of BER required three control parameters, those
are Transmission power, modulation index and modulation type. Environmental param‐
eters noise power. Specifically we used m-ary PSK modulation type. The formula for
probability of BER is as follows [4, 5, 7, 9].
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Pbe =
2

log2(m)
Q
(√

2 * log2(m) * 𝛾 * sin
𝜋

m

)
(1)

Objective function for minimizing BER for single carrier system is,

fmin_ber
= 1 −

log 0.5 − log Pbe

log 0.5 − log 10∧−6 (2)

For multicarrier objective function we have,

fmin_ber
= 1 −

log 0.5

log
(

Pbe

) (3)

Where, Pbe is the average BER over N independent subcarriers.

Maximizing Throughput. Control parameters are modulation index and modulation
scheme are utilize by objective function [4, 5, 7].

fmax_throughput = 1 −

∑
log mi

N log mmax

(4)

Where mi is the number of bits per symbol mmax is the maximum modulation index
and N is the number of sub carriers.

Minimizing Power. Fitness function consist three control parameters are transmission
power, modulation index and modulation type [4, 5, 7].

fmin_power
=

N∑
i=0

1 −

(
Pi

Pmax

)
(5)

Pi is the transmitting power, N is the number of subcarriers and Pmax is the maximum
value of the power transmitted for any subcarrier.

2.4 Multi Objective Goals [9]

We propose sum aggregate approach to combine single objective functions to one
objective function as fitness function. Each objective function is multiplied by weight
value and sum of each weight together gives us single scalar value that is 1.

fmulticarrier = w1 * fmin_ber
+ w2 * fmax_throughput + w3fmin_power (6)
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2.5 Genetic Approach [8]

In general solution to any problem represent by binary string. If these strings allow going
under binary growth, good strings are split and poorer fitness string are die out. This
decision is taken by the fitness function. Genetic algorithm possesses these character‐
istics. Flow diagram of genetic algorithm is shown in Fig. 3. GA is implemented using
four basic steps are initialization, fitness measure, reproduction of new population and
stopping criteria.

Fig. 3. Flow diagram of genetic algorithm [4]

Initialization: A random initial population of ‘n’ (number of initial population) chro‐
mosomes is generated. This population contains the available solutions for the specified
problem.

Fitness Measure: Evaluation of the fitness of an initial population’s chromosomes.
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Construction of New Population: Try the following steps to reproduce, until the
production of the next generation completes.

Selection: A selection of chromosomes will be done in a way such that these chro‐
mosomes have the better level of fitness in the current available population.
Crossover: The crossover is done to make new individuals for the incoming generation.
So with the defined probability of crossover, selected chromosomes reproduce to form
new individuals.
Mutation: The new created individual will be mutated at a definite point.

Stopping Criteria: The process is repeated with all the above mentioned steps until a
desired optimum solution is obtained or a set of maximum numbers of the population
are generated. This stage is termination stage. The genetic algorithm process detailed
previously continues until a termination condition has been reached. Common termi‐
nation conditions includes, A solution that satisfies minimum criteria is found, A fixed
number of generations is reached, A specified computation time is reached and The
fitness scores have plateaued such that successive generations show no improvement.

To implement the GA there are still several factors to consider, like creation of
chromosomes, types of encoding used to perform the genetic algorithms, selection of
the optimum chromosomes, and different criterion such as defining the fitness measure.

3 Simulation and Results

GA simulation converges very fast to the optimal value. Once it reaches nearer optimum,
if we increase number of iteration which increases the processing time with little

Fig. 4. Fitness convergence plot for varying number of generation
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improvement in the fitness. Processing time is critical factor in wireless communication.
Getting optimum iteration is also challenging task (Fig. 4).

Begin with single objective function, minimize BER performance objective results.
Figure 5 shows a standard fitness convergence graph obtained from the GA system. This
figure shows the results from varying channels in the system. It can be seen that a system
with a single channel converges much faster than the system with 2 channels as well as
the processing time needed to calculate the fitness over a 2 channel system. To highlight
the effect of the increasing number of channels in the system, Table 1 shows the optimal
generation where the highest fitness was found for each system. Again, for a single
channel system, the system is able to find the best value much earlier than the system
with 2 channels.

Fig. 5. Fitness convergence graph for varying number of channel

Table 1. Comparative analysis of varying number of channel

Channel Iteration (G) Time elapsed to run code (s) Best fitness
1 500 29.2169 0.9796
2 500 42.5030 0.9766
1 600 37.2530 0.9850
2 600 51.4660 0.9114

3.1 Multi Objective Performances

Simulation setup for multi-objective function, we have power varying from 0.01 to 2.56
normalized values for 8 bit chromosome. In which 6 bits used for power allocation and
2 bit for assigning modulation index, varying from 2, 4, 8 and 16. Now a days higher
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modulation index also used for practical purpose so we can increase one bit in chromo‐
some. That gives us eight different possibilities for modulation index. So the system
performance is enhanced. The comparative analysis of 8 bit chromosome and 9 bit
chromosome is shown in Figs. 6 and 7 as length of chromosome increases we have more
combination of chromosome.

Fig. 6. Fitness convergence curve for 8 bit chromosome

Fig. 7. Fitness convergence curve for 9 bit chromosome
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Each subcarrier has a random channel attenuation N, using this value and the vector
weights, the GA has optimized the transmission parameters for different mode of oper‐
ation. Weights to different mode as shown in Table 2. Results are shown for voice
application (Fig. 8).

Table 2. The weight value of three different modes

Voice Download Low power
W1 (BER) 0.75 0.10 0.15
W2 (power) 0.10 0.15 0.75
W3 (Throughput) 0.15 0.75 0.10
Best fitness 0.7673 0.9297 0.8736

Fig. 8. Optimum solution set for voice application
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4 Summary

This paper introduced an implementation of a multicarrier cognitive radio that uses a
genetic Algorithm as the decision method. We have introduced several fitness functions
that are used to score how well a parameter set match the given objectives. A 32 subcar‐
rier system was then simulated using three separate scenarios. The results of these simu‐
lations proved that the fitness functions steer the evolution of the GA in the correct
direction to optimize the given objectives for each scenario. An increase in the initial
population will decrease the chances of premature convergence of the algorithm, but the
execution time will increase accordingly. As time play very important role, single
channel approach can be used to minimize time.
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Abstract. Efficient utilization of resources during disasters is a major
and non-trivial problem. Improper resource allocations is due to lacking
in knowledge of activity priorities. Due to disaster, in a major instances,
communication networks are ruined. In this regard, Internet of Things
(IoT) helps to a great extent in establishment of dynamic network for
communication. Further, priority based stable matching algorithm is
used for allocation of resources for the corresponding activities. This
approach determines for maximum utilization of resources with complete
accomplishment of activities efficiently. Also, we evaluated our approach
with execution time and fairness of resource allocation for utility.

Keywords: Resource allocation · Disaster management
Internet of Things · Graph theory · Stable matching

1 Introduction

A recent survey conducted by United Nations Office for Disaster Risk Reduction
(UNISDR), among the top five disaster hit countries India ranked third place
[1]. During 2011–2015, 38 million people were affected with different types of
disasters and total of 29 million dollars of economic damage occurred [2]. One
of the major reasons for such a great loss is unavailability of real time network
communication, lack of identifying the activities and improper utilization of
resources. Internet of Things (IoT) is an emerging technological concept that
uses rapid communications using Internet. It enables the devices to communicate
any time, any place and any where [3,4]. Therefore, using IoT helps to formation
of dynamic IP enabled network communication.

In the available literature of disaster management [1,2,5,6,9], majorly the
challenges are divided the four phases. Namely, the mitigation [15] phase and
preparedness phase that is the period before the disaster. In the mitigation
phase various issues like public education, infrastructure improvement and crit-
ical infrastructure protection, information campaigns were addressed. Commu-
nity preparedness, volunteer management, material management and emergency
response plan were dealt in the preparedness phase. Likewise in the response
phase, resource allocation, situation awareness, victim management and plan
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implementation, call take dispatch and etc. were covered because this period
plays an important role during and shortly after the disaster. Whereas, in the
recovery phase where the period long time after the disaster, issues like damage
assessment, procurement, public information and insurance claim were consid-
ered. The glance of the four phases is as shown in the Fig. 1.

Fig. 1. Different phases of disaster management

Subsequent to the disaster, resource scheduling in the response phase is cru-
cial that must dealt urgent based on identifying and managing tasks. Resource
scheduling can be accomplished in the field level and administration level. How-
ever, on field addressing of resource scheduling is critical that directly involves in
rescue, retrieve and saving lives. Hence, by studying these situations, we address
the critical response for resource scheduling using Stable Matching Algorithm.
Although, in the available literature for resource scheduling is applied for stable
matching for paring the people for marriage [12,13] results in the safe alloca-
tion. Likewise, we further extend this approach with appropriate modifications
for resource scheduling in a disaster management that results in the safe schedul-
ing that leads to stable allocation.

Also, clustering of the devices and network, for efficient connectivity and
communications in IoT is proposed in the in [8,10]. Identification of the places
during disasters is handled using localization approached using IoT that is pro-
posed in [11]. Assuming that dynamic network has been established immediately
the disasters, communications in the network can be dealt efficiently real time
using IoT. However, scheduling the available resources for different activity for
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disaster management is an non-trivial problem that we are addressing in this
paper. Also, we carried out the experimental simulation results with execution
time, stability in the safe schedule and fairness for the utilization of resources.

Rest of the paper is organized as follows. The problem description is detailed
in Sect. 2. Resource scheduling algorithm and corresponding complexity analysis
are described in Sect. 3. In Sect. 4, simulation results are presented and conclu-
sion in Sect. 5.

2 Problem Description

In this section, the problem description is described with appropriate notations
that represent the resource allocation for the accomplishment of activities and
assumptions.

Let us assume, we have m activities and n resources. The activities can
be represented as a which can further defined as a set of sub activities, say
a1, a2...ai..am. Likewise, the resources are represented as r, that can further
divided into set of resources defined as r1, r2...rj ..rn. Now, the allocation is rep-
resented as a graph G = (V,E), where V is a set of vertices which indicates
the activities and resources, E ⊆ {{a, r} |a, r ∈ V, a �= r} defines the potential
allocation edges. A state is a allocation S ⊆ E such that for each r ∈ V , we have
| {e|e ∈ S, r ∈ e} | ≤ 1. An edge e = {a, r} ∈ S provides utilities la(e) = lr(e) > 0
for a and r respectively. If for every e ∈ E we have some la(e) = lr(e) = l(e) > 0,
then it is correlated preferences. If no explicit values are given, we will assume
that each vertices has an order of priorities over its possible allocation because
for every vertex the utility of allocating edges is given according to their priori-
ties. Then it is called as general preferences. In general preferences, the priority
is allowed to be an incomplete list or to have ties. But, we define P (S, a) to be
la(e) if a ∈ e ∈ S and 0 otherwise. A blocking pair for allocation S is a pair of
vertices a, r /∈ S such that each vertex a and r is either unallocated or strictly
prefers the other over its current allocation. A stable allocation S is a allocation
without blocking pair.

For instance, let us assume, we have three activities say a1, a2, a3 need to
be addressed during disaster. Also, let us assume we have three resources say
r1, r2, r3 are available. An illustrative example is depicted as shown in the Figs. 2
and 3. Each activity can be assigned priorities to utilize the resources to accom-
plish and vice-verse for the resources to address the activities. Now, a3 priorities
to utilize the resources is in the order of r1, r2 and r3. Likewise, a2 priorities are
in the order of r2, r3 and r1 and a1 needs r1, r2 and r3. Similarly the resource
priorities for r3 is in the order of a1, a2 and a3, for r2 is a1, a3 and a2 and r1 is
a2, a3 and a1.

To be precise, in the context of disaster, the activities can be classified as
to established a communication network, to provide medical treatment to the
critical, rescue and recovery. Suppose, these activities should be addressed in
all the disaster places and to accomplish them, resources such as military force,
fire engines, volunteers, ambulance and medical help are required. However, the
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Fig. 2. Example graph with primary activity priorities

Fig. 3. Example graph with primary resource priorities

resources priorities are assigned by considering many factors such as the distance
between the disaster place and resources, traffic considerations, road mainte-
nance etc. Likewise for the activities different priorities are needed. Now, Figs. 2
and 3 depicts the demand of the same resources for different activities i.e., a1, a2
demands r2 and utility of the different resources to the same activity i.e., r3, r2
by a1 in Fig. 3. Also, few resources are not utilized properly i.e., r3 in Fig. 2.
Hence, these kind of improper allocation leads to loss of many lives instead of
saving them. Hence, to overcome them, the stable allocation of activities and
resources, provided the priorities are crucial. In this regard, we propose the
resource allocation algorithm that address this problem and brings the stability
in the allocation which is detailed in the next section.

Since we are considering the IoT environment, we are assuming the resources
has IP connectivity that by default enables to communicate any time and any
where at ay place. Also, since the stable marriage allocation approach works with
equal number of pairs, we assume that using clustering approach, grouping of sub
activities into activities and grouping of resources can be addressed efficiently.
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Further, the priorities of the activities and resources is completely depends on
the context of the disaster problem. In this paper, we assume that the priorities
are already defined such that we completely focused and determined to address
the resource allocation efficiently. Considering these above assumptions, we pro-
pose the resource allocation algorithm that is suitable for IoT environment of
addressing the resource allocation during critical disaster times.

3 Resource Allocation Algorithm

The proposed algorithm is devised in such a way that the stability in the allo-
cation is determined efficiently. Proper utilization of all resources and proper
attention to take care of all activities are considered. Having the knowledge of
priorities in all the activities and resources, we utilized the stable matching con-
cept for allocation [12,13]. In Figs. 2 and 3, since a3 and a2 are requesting the
same resources r2, but in r2, the priority is given to a1 which leads to unstable
allocation. Likewise, since r3 and r2 are requesting to be utilized by the same
activity a1, but a1, needs resource r1 which leads to again unstable allocation.

Fig. 4. Example of stable allocation of activities and resources using graph

Hence, by considering the next order priorities of both activities and
resources, the allocation is been carried out in such a way that all the activities
and resources got paired and none of them are left. As shown in Fig. 4, activity
a3 is allotted with r1, a2 is allotted with r3 and a1 is allotted with r2 which
brings the stability in the allocation. Also, complete utilization of resources and
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entire activities are addressed. The corresponding algorithm is devised and as
shown in the pseudo code.

Algorithm 1. Resource Allocation Algorithm
Data: resources and activities with priorities
Result: activities with allocated resources

1 while there are still free resources and free activities do
2 Let r be the first resource in the list of free resources ;
3 Let a be the highest-ranked activity on r’s preference list and r will

try to allocate with a ;
4 Let r′ be the resource with activity a is currently allotted. // (r′ can

be -1 or some other null value if a is free);
5 if a is free then
6 r gets allotted with a ;
7 r gets removed from the list of free resources ;
8 end
9 else

10 a is currently allotted to a different resource r′ ;
11 if a prefers r′ to r then
12 r stays free //(don’t alter the allocation) ;
13 end
14 else
15 //a prefers r to r′ ;
16 r and a get allocated with each other ;
17 r gets removed from the list of free resources ;
18 r′ get added to the list of free resources ;
19 end
20 end
21 Update the next activity choice for r (even if r is no longer free) ;
22 end
23 return allocation between resources and activity pairs. ;

It is important to analyze the proposed algorithm in terms of computational
complexity for critical time analysis and response. The proposed algorithm time
complexity is O(mn). There are at most mn possible allocations between activ-
ities and resources. So there at most m × n iterations. To maintain this O(mn)
time complexity, each iteration must therefore be of constant time due to knowl-
edge of priorities. However, the brute force algorithm takes O((m+ n)/2!) since
it goes through each enumeration to verify whether the allocation is stable or
not. For m activities and n resources, the number of enumerations is mPn which
is equal to ((m + n)/2)!.
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4 Simulation Results

The simulation results for allocation of activities and resources stability is evalu-
ated in terms execution time and fairness in the allocation resources that deter-
mines the utilization.

By First Come First Serve (FCFS) approach which works in the fashion of
brute force and our proposed approach with respect to execution of time with
different number of pairs are compared and is shown in Fig. 5. The proposed
approach out performs the FCFS in terms of bringing stability in the allocation
of resources and activities. Although till 8 pairs of resources and activities, both
approaches have same execution time but as number of pairs increases the FCFS
execution time rapidly grow exponentially. For larger inputs like 160, FCFS is
unable execute the allocation for the resources and activities but whereas our
proposed approach gives linear results even at the 1280 pairs.

Fig. 5. Comparison of execution time analysis

The proposed approach is devised in such a way that complete utilization of
the resources are carried out. For each activity the resources were allocated with
complete fairness. Jain et al. [14], proposed to measure the fairness in terms of
quantity which is given in the following Eq. 1.

f(X) =

[
n∑

i=1

xi

]2

/n ×
n∑

i=1

x2
i (1)

where 0 ≤ f(X) ≤ 1 is fairness measure of resource allocation and X =
(x1, x2, ..., xn) implies the allocated resources, n is the number of resources and
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activities and xi is the amount of resource allocated to individuals i = 1, 2, ..., n.
A large value of f(X) represents fairer resource allocation from the system per-
spective. The corresponding results is shown in Fig. 6. Also, by deduction we can
say greater the value of fairness implies better the stability, that is Fairness is
directly proportion to Stability.

Hence, when compared with FCFS and our proposed approach, the allocation
of the resources in FCFS is not good for the pairs from 30 onwards. But, whereas
in our approach the allocation is stable even in larger pairs which is shown in
Fig. 6. Since, FCFS approach couldn’t able to perform the allocation under the
same environment where our proposed approach is carried out, we couldn’t able
to compare the fairness allocation for the larger inputs i.e., from 160 pairs to
1280 pairs. Hence, our proposed approach gives better results for larger inputs
which is suitable for IoT environment. Because, IoT assumes huge number of
devices are going to take part, it reasons out that the proposed approach of
resource allocation performs well. Also, it is well suited for the applications of
disaster management where the rescue, recovery operations are critical.

Fig. 6. Comparison of fairness analysis in allocation

Further, without proper mapping to real time environment of identifying the
activities and resources, it is hard to validate our approach. Therefore, we made
efforts to represent our approach in Google maps [16]. Hence, the proposed app-
roach is shown in real time allocation using google maps as shown in Fig. 7 in
which R1..R6 indicates resources and allocated with corresponding activities. The
resource r1 is allocated to activity a1, resource r2 is allocated to activity a3, r3 to
a5, r4 to a2, r5 to a6 and r6 to a4 respectively. Therefore, our approach assures that
all the activities are addressed with proper utilization of all resources.
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Fig. 7. Real time allocation shown in Google Maps

5 Conclusion

Resource allocation and activity management is critical during disaster scenarios.
The use of IoT in the establishment of communication network in such cases
helps in efficient mapping of resources to the network entities. Also, knowing the
priorities in resources and activities assist to determine the allocation efficiently
using stable marriage matching in order to bring the stability in the network.
The proposed approach is evaluated in terms of fairness and execution time,
which shows better results than FCFS brute force approach.
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Abstract. A design for a hybrid optical amplifier is presented in this paper. The
performance of DWDM system consisting of hybrid amplifier RAMAN +
EDFA for NRZ and RZ data format is investigated. It has been observed that RZ
format provides highest quality factor 38.5 dB and OSNR 26.6 dB for 32
channels. We further investigated that the hybrid amplifier provides least Bit
error rate 8.9e−52 and 1.02e−92 for dispersion 2 ps/nm/km and 16 ps/ns/km
respectively. It is observed that the Quality factor is for RZ format is 29.5 dB at
8 ps/nm/km and for NRZ format is 24.1 dB at 6 ps/nm/km.

Keywords: Dense Wavelength Division Multiplexing (DWDM)
Single Mode Fiber (SMF) � Non Return to Zero (NRZ) � Return to Zero (RZ)

1 Introduction

To increase the transmission capacity of optical fiber system, a DWDM system is
designed. In order to compensate fiber loss for the optical fiber communication system,
a multipump Raman amplifier was designed along with EDFA.

Martini et al. [1] have simulated the performance analysis of multipump Raman
amplifier with EDFA for WDM system. The gain variation was compensated within the
c band. Kelar [2] observed least BER (10−40 and 9.0810−18) at 100 km for dispersion
2 ps/nm/km and 4 ps/nm/km respectively.

In this paper we have extended the work reported [2] by using hybrid amplifier.
Singth and Kelar [3] investigated RZ provide good quality factor and acceptable bit
error rate. A flat gain has been presented in S band (1460–1490 nm).

Liang et al. has examined and compared various types of EDFA-EDFA hybrid
amplifiers. The design of H-WDM EDFA was to keep the output power among digital
channels at � 0.2 dB while providing output power of � 60 mW and low noise figure
of � 4 Db [4]. A 20 channel S band Raman amplifier is analyzed. A novel high gain
wide band hybrid amplifier has been reported [5]. Singh et al. optimized the gain
flattening filter and reduce the gain ripple across the frequency range from 190 to
197.9 THz [6]. The multiparameter optimization of Raman amplifier has already
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reported [6]. The Gain variation of <4.5 dB has been obtained for L band Raman-
EDFA hybrid optical amplifier for DWDM system [7]. Singh compared multi terabits
DWDM system at different modulation formats such as NRZ, RZ and DPSK, it is
found that RZ format is better than all other types of data format [8]. Kelar et al.
optimized the hybrid amplifier using different parameters such as Gain and NF. The
system achieves 70 km distance at dispersion 16 ps/nm/km [9].

2 Simulation Setup

In this model, 32 channels are transmitted with 100 GHz, channel spacing t 10 Gbps
speed in both RZ and NRZ modulation format. Each input signal is amplified by
booster. The DWDM system is design with C band ranging from (1530–1554.8 nm) at
100 GHz channel spacing. The experimental setup of EDFA-RAMAN at different
transmission distance is shown in Fig. 1.

The optical signal is transmitted and measured at different distance for 10 km to
100 km at 2 ps/nm/km to 16 ps/nm/km. Optical power meter and spectrum analyzers
are used to measure Q factor and BER. Various parameters are obtained at fixed
RAMAN fiber length 20 km, operating temperature is 300 k, pump wavelengths are
211.9 THz, 210.1 THz and 203.5 THz and pump powers are 244.1 mW, 269.9 mW
and 60.1 mW respectively (Table 1).

Fig. 1. Simulation setup of Hybrid amplifier in DWDM system

Table 1. General simulation parameters

Parameters Value

1 Input signal power −10 dBm
2 Data rate 10 Gbps
3 Bandwidth 1530–1554.8
4 Band utilized 24.8 nm
5 Modulation format NRZ and RZ
6 Channel spacing 0.8 nm
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3 Result and Discussion

The performance of hybrid amplifier with NRZ and RZ format is compared at different
transmission length and dispersion. The system is analyzed at constant input power at
−10 dBm. Figure 2 shows that the maximum quality factor is obtained for RZ format is
38.5 Db at 20 km distance of single mode fiber whereas for NRZ is 20.4 Db (Table 2).

It is observed that, as the transmission distance increases the quality factor
decreases and OSNR also decreases as shown in Fig. 3. From Fig. 4, it is found that the
dispersion of single mode fiber is varied from 2 to 16 ps/nm/km and we observed that
the Quality factor is for RZ format is 29.5 dB at 8 ps/nm/km and for NRZ is 24.1 dB at
6 ps/nm/km (Table 3).

Fig. 2. Quality factor vs Distance of SMF for NRZ format and RZ format

Table 2. Simulation parameters of SMF and EDFA

Sl.no Parameters Value (SMF) Parameters Value (EDFA)

1 Length 10–100 km Length 5 m
2 Dispersion 16.75 ps/nm/km Core radius 2.2 µm
3 Reference wavelength 1555 nm Er doping radius 2.2 µm
4 Effective area 80 µm2 Er ion density 1000 ppm-wt
5 Attenuation 0.2 dB/km Loss at 1550 nm 0.1 dB/m
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Fig. 3. OSNR vs Distance of SMF for NRZ format and RZ format

Fig. 4. Quality factor vs Dispersion of SMF for RZ format and NRZ format
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4 Conclusion

This paper proposed a method for searching least bit error rate and good quality factor
for 32 channel 10 Gbps DWDM system. As the transmission distance increases the
quality factor and OSNR decreases. The maximum quality factor is obtained 38.5 dB
and BER 0 for RZ modulation format at −10 dBm input power. Comparing for both
RZ and NRZ data format for hybrid amplifier the RZ format provide better perfor-
mance than NRZ data format.
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Table 3. Simulation parameters of multi pump Raman amplifier.

Pump signal power Pump signal wavelength Parameters Value (Raman amplifier)

Length 20 km
244.1 mW 1414.5 nm Dispersion 16.75 ps/nm/km
269.9 mW 1426.5 nm Effective area 72 µm2

60.1 mW 1472.5 nm Attenuation 0.2 dB/km
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Abstract. Multiple input multiple output (MIMO) radar efficiently
works with orthogonal signals. Designing of these orthogonal signals
affect radar parameters such as range resolution, angle resolution,
doppler resolution etc. The paper represents survey of various optimiza-
tion algorithms used for designing polyphase waveforms. Autocorrelation
main lobe width and side lobe peak influence the pulse compression good-
ness of a code. Autocorrelation side lobe peak(ASP) and cross correlation
peak(CP) parameters of code sets are compared.
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1 Introduction

Compared to standard phased-array radar systems, MIMO radar systems being
capable of sending an independent waveforms from various transmit antennas,
offer more degrees of freedom which leads to improved angular resolution and
parameter identifiability [2], and provides more flexibility for transmit beam pat-
tern design. Parameter identifiability increases Mt times as compared to phased
array radar where Mt is number of transmit antennas. The estimation of several
target parameters such as range, Doppler, and Direction-of-Arrival (DOA) etc.
are the main issue of interest. Since the information of the targets is obtained
from the echoes of the transmitted signals, it is straightforward that the design
of the waveforms plays an important role in the system accuracy.

The resolution,distance,characteristics of the received signal etc. strongly
depends on the shape of the pulse. To achieve better performance in the context
of resolution, pulse compression techniques can be employed. Digital pulse com-
pression techniques such as binary phase codes, polyphase codes and frequency
codes are judged by their autocorrelation properties [8]. Mutually orthogonal
waveforms should be transmitted through various transmit antennas in order
to avoid interference as well as acquiring independent information from various
target returns.

Our aim is to achieve high range resolution and multiple target resolution.
Hence we must concentrate on designing sequences with good autocorrelation
and cross-correlation properties. Autocorrelation side lobe peak (ASP) and cross-
correlation (CP) must be as small as possible. Smaller ASP contribute towards
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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reduction in the probability of false alarm, while a narrower main lobe enhances
range resolution. Cross correlation property has a significant role in lowering the
probability of intercept [3].

The rest of the paper is organized as follows. In Sect. 2 polyphase wave-
form design problem is formulated. Literature survey of Optimization Algorithms
are introduced in Sect. 3. Simulation results are presented in Sect. 4 and finally
Sect. 5 concludes the paper.

2 Polyphase Coded Waveform

The designed complex phase waveforms should have a property of constant mod-
ulus over all time duration. Each waveform with code length N consists of N
samples. The lth waveform of the set of L orthogonal polyphase waveforms is
represented by

sl(t) = e2πjΦl(n)/M (1)

where Φl(n) ∈ (0 ≤ Φl(n) ≤ (M − 1)) with M distinct phases, l = 1, 2, 3, ......, L
and n = 1, 2, 3, ....., N . L represents the maximum number of radar stations
can be accommodated in the radar system. The Autocorrelation function of
polyphase sequence sl with discrete time index k can be represented as

A(Φl, k) =
1
N

N−k∑

n=1

ej[Φl(n)−Φl(n+k)] = 0, for 0 < k < N

=
1
N

N∑

n=−k+1

ej[Φl(n)−Φl(n+k)] = 0, for − N < k < 0

(2)

Similarly cross correlation function of sequences sp and sq is given as

C(Φp, Φq, k) =
1
N

N−k∑

n=1

ej[Φq(n)−Φp(n+k)] = 0, for 0 ≤ k < N

=
1
N

N∑

n=−k+1

ej[Φq(n)−Φp(n+k)] = 0, for − N < k < 0

(3)

The orthogonal waveforms should be chosen which have low autocorrelation
side lobe peak and low cross correlation peak. It is very difficult to design three
or more polyphase code sets which are having low cross correlation. Different
optimization algorithms have been applied previously to not only minimize ASP
and CP but also minimize total autocorrelation side lobe energy and cross cor-
relation energy.

The cost function for optimization problem of minimizing ASP and CP given
by Deng [4] is as follows:

CF1 =
L∑

l=1

max
k �=0

|A(Φl, k)| + λ
L−1∑

p=1

L∑

q=p+1

max
k

|C(Φp, Φq, k)| (4)
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Where λ represents weighing factor between autocorrelation and cross cor-
relation function. He carried simulation results by giving equal weight to both
the functions. Simulation results resembles that the location of ASP and CP
varies with sequences in the optimization process producing abnormal results.
For maintaining stability in optimization process, Deng [4] uses cost function
considering total energy of autocorrelation side lobes and cross correlation func-
tion given by

CF2 =
L∑

l=1

N−1∑

k=1

|A(Φl, k)|2 + λ
L−1∑

p=1

L∑

q=p+1

N−1∑

k=−(N−1)

|C(Φp, Φq, k)|2 (5)

He carried out a statistical simulated annealing (SA) algorithm for minimiz-
ing CF2. Results showed that ASP reduces at a rate of 1/

√
N for larger value

of N(> 400) allowing more degrees of freedom to minimize cost function. Liu
et al. [6] applied Genetic Algorithm (GA)to minimize the following cost function
which is side lobe peak and energy based function.

CF =
L∑

l=1

max
k �=0

|A(Φl, k)| +
L−1∑

p=1

L∑

q=p+1

max
k

|C(Φp, Φq, k)|

+
L∑

l=1

N−1∑

k=1

|A(Φl, k)|2 +
L−1∑

p=1

L∑

q=p+1

N−1∑

k=−(N−1)

|C(Φp, Φq, k)|2
(6)

For the given values of N,L, and M equally weighted objective functions in
Eq. (6) can be minimized. The generated polyphase sequences are automatically
constrained by Eqs. (1) and (3).

3 Optimization of MIMO RADAR Waveforms

The population-based optimization algorithms to find near-optimal solutions to
the difficult multi-objective optimization problems are used in the literature.
Population-based algorithms has advantage of employing fewer control parame-
ters. Aubry et al. [1] reported case studies to design waveforms which maximizes
the detection probability considering scenarios like signal-dependent or signal-
independent interference. Integrated side lobe and peak side lobe of the cross
correlation function for different iterations were presented. Mathematical oper-
ations required for the calculation of cost function and constraint function are
formulated in [9]. The cost function containing integrated side lobe level ratio
and peak side lobe level ratio was optimized using genetic algorithm in [7].

As observed from the Table 1, if more weight (λ = 2) is given to cross corre-
lation energy in the cost function and all other parameters remained same, then
reduction in CP value by 15% is observed as expected. But at the same time
ASP value has increased by 13.33% [4]. ASP and CP are also inversely propor-
tional to code length N . Slight improved results can be observed using Genetic
Algorithm followed by iterative search method [6]. Iterative search continues till
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Table 1. Comparison of optimization algorithms

Author Year Algorithm Parameters Avg. ASP Avg. CP

Normalized

value

in dB Normalized

value

in dB

Deng [4] 2004 Integration of

SA with

traditional

iterative code

selection

L = 4, M =

4, N = 40, λ = 1

0.15 −16.5 0.2 −14

L = 4, M =

4, N = 40, λ = 2

0.17 −15.39 0.17 −15.39

L = 3, M =

4, N = 128, λ = 1

0.0895 −20.96 0.1113 −19.07

Liu et al. [6] 2006 Integration of

GA with

traditional

iterative code

selection

L = 4, M =

4, N = 40, λ = 1

0.147 −16.7 0.2078 −13.64

Reddy and

Uttarakumari

[10,11]

2013 PSO L = 4, M =

4, N = 40, λ = 1

0.1384 −17.1 0.2018 −13.9

2014 Modified Ant

colony

algorithm

L = 4, M =

4, N = 40, λ = 1

0.129 −17.76 0.2068 −13.68

L = 4, M =

4, N = 256, λ = 1

0.0039 −48.16 0.00139 −57.14

no phase change is observed. Reddy and Uttarakumari [10] worked out Particle
Swarm Optimization (PSO) and got the improved ASP as well as CP, which
reduced by 6% and 3% respectively as compared to [6].

Modified ant colony algorithm in which optimized sequence is followed by
hamming scan algorithm. It looks for all hamming neighbours of the sequence
which further reduces the objective function. By increasing the code length
from 40 to 256, reduction in ASP from −17.76 dB to −48.16 dB and CP from
−13.68 dB to −57.14 dB is observed. Increasing the code length significantly
improves the result but also increases time complexity.

4 Simulation Results

Simulations are carried out in MATLAB by considering the optimized sequences
with 4 code sets [11] having orthogonality property. Polyphase waveform with
4 phases {0, π/2, π, 3π/2} and code length of 40 is considered. Figure 1 shows
Autocorrelation function of every code set, while Fig. 2 describes Autocorrelation
function in decibels(dB). ASP and CP are normalized with respect to sequence
length.

The pulse compression goodness of a code is decided by its autocorrelation
function since in the absence of noise, the output of the matched filter is pro-
portional to the code autocorrelation. The main lobe width (compressed pulse
width) and the side lobe levels for the given autocorrelation function of a certain
code are the two factors that need to be considered in order to evaluate the codes
pulse compression characteristics.
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Fig. 1. Autocorrelation function for L = 4,M = 4, N = 40.

Fig. 2. Autocorrelation function in dB.

The signal design problem for MIMO radar is to generate a pulse with a
sharp autocorrelation and low cross correlation. The average ASP from Fig. 1 is
0.129 indicating high probability of detecting weak targets and clutter with the
main target. This is because main lobe of the autocorrelation function of weak
target or clutter may hide behind side lobe peak of main target which infers miss
detection.

The cross correlation function and it’s dB equivalents are plotted in Figs. 3
and 4 respectively. The designed waveforms for MIMO radar should have even
lower cross correlation in order to detect multiple targets [5]. Cross-correlation
peak (CP) gives measure of orthogonality between signals from different antennas.
Lesser the CP, lesser the interference between waveforms of different antennas.
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Fig. 3. Crosscorrelation function between code sets.

Fig. 4. Crosscorrelation function in dB.

5 Conclusion

The paper compares optimization algorithms (PSO, GA, SA, Modified ant
colony) for designing of polyphase waveforms used in MIMO radar. Modified
ant colony algorithm [11] appears to be the best among all as far as ASP is
concerned. The gradual decrement was observed in ASP and CP values as code
length increases. Providing more weights to either ASP or CP in the cost function
also improves their values but at the cost of other.
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Abstract. Indian Regional Navigation Satellite System (IRNSS) is the regional
navigation system designed by India which is identical to well-known Global
Position System (GPS). The system promises to provide accurate Position,
Velocity and Time (PVT) estimations. In future different applications of Internet
on Things (IoT) like smart power distribution grids, sensor networking, vehicular
network and airplane navigation systems will be depend on IRNSS. To provide
reliable and faithful navigation service, IRNSS is developed by India. But it is
highly susceptible to a range of threats like jammer. Here, the different types of
jammers are classified in detail based on user, structure and signal. Such jammers
are developed by Software Define Radio (SDR) just for experimental purpose.
The empirical results are compared with jammer which is available in market.

Keywords: IRNSS · Jammer · Software Define Radio

1 Introduction

Precise location as well as accurate timing information is provided by Global Navigation
Satellite System (GNSS). The usage of GNSS is not only for personal car and air craft
navigation but, they can be employed for the tracking of birds and animals, to provide
automation in different transport agency (like railway, ships) and defense applications.
But accuracy and reliability (authority based permission) of such system are very impor‐
tant issues. To solve such issues, Indian Regional Navigational Satellite System (IRNSS)
is developed by India. IRNSS from India and Quasi-Zenith Satellite System (QZSS)
from Japan is independent and autonomous regional navigation system which provides
accurate Position, Velocity and Time (PVT) same as GNSS.

In addition to this, new IRNSS applications are currently under development [1].
For example, IRNSS Satellites are launched and functioning of system is under obser‐
vation. Some type of applications like “toll collection unit” needs to collect information
of IRNSS users, which introduces privacy issues. This motivates the development and
use of devices like jammer which can deny IRNSS signal reception.

Jammers are illegal but still in the market different types of jammer are easily avail‐
able. Analyzing jammer is prerequisite to design detection and mitigation techniques of
such intentional interference [2]. It is very smooth to analyze jammer if it is simulated
on software. As software based simulations are easy to develop with low cost. Also, the
major studies are carried out on software, provide flexibility and controllability.
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Here, the paper is focused on intentional interference like jammer for IRNSS L5
band [3]. The detail classification of jammer is also included. SDR based different
experimental jammers are created using GNU and their signal characteristics are
compared with original jammers [4]. From the analysis it emerges that the use of miti‐
gation techniques, significantly improves the performance of satellite receivers even in
the presence of strong malicious signals. This study is useful to develop mitigation
technique by proper realize characteristics of jammer. Software based jammer provides
the flexibility in parameters setting to prove the efficiency of any mitigation technique.

The rest of this paper is organized as follows. The classifications of jammers are
mentioned in Sect. 2. The results of different SDR based jammers are described in
Sect. 3. Also all of them are analyzed with the help of spectrum analyzer and parameters
are compared in Sect. 4. Finally the result performance of the different jamming signal
and future scopes are summarized.

2 Classification of Jammer

As mentioned in Fig. 1, the detail classification of jammers are done with different ways
like based on user, based on physical structure and based on signal characteristics. Based
on user, military jammers are available with larger size and civilian jammers are hand

Fig. 1. Classification of jammers

Fig. 2. User based jammer [6]
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held device. The Fig. 2 shows the pictorial view of the military based jammers and
civilian based jammers.

The requirement of structure depends on the complexity and quality of jammers.
Such types of jammers are as shown in Fig. 3. Jammers with auxiliary power supply fall
under group 1, jammers with rechargeable battery and external antenna known by group
2. The jammers with rechargeable battery and without external antenna are under group
3 which looks like mobile phone [5].

Fig. 3. Structure based jammer [7]

Based on signal, jammers can be classified as (i) Class I: Continuous Wave (ii) Class
II: Chirp Signal with Single Saw Tooth (iii) Class III: Chirp Signal with Multiple Saw
Tooth (iv) Class IV: Jammers with Frequency Burst. These all types of jammers can be
implemented using hardware as well as software [8].

To analyze the jammer it is better to implement these jammers based on software
compare to hardware. As software based implementation provides more flexible param‐
eter like power level, frequency value, sweep rate etc. In general as per [9], different
signals of jammer can be represented in time and frequency domain as shown in Fig. 5.
Figure 4 shows different types of interference signals discussed and implemented here.
The left hand side plots show the time domain signals while the right hand side plots
refer to frequency domain representation of each signal.

Figure 4(a) illustrates a narrowband CW interference whose frequency is constant
within the observation interval. It is a simple CW can be generated easily. Figure 4(b)
is a multi-tone interference signal which consists of three frequency components. This
type of signal can be generated using multiple signal waveforms with different frequen‐
cies. Figure 4(c) is a chirp interference signal whose instantaneous frequency linearly
changes over time. Figure 4(d) is a sinusoidal pulse jammer with a 50% duty cycle. The
frequency response of this jammer is wider than that of the narrowband CW signal. This
type of interference can be generated by simple multiplication of CW with 50% duty
cycle pulse or square wave.
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3 Implementation of Jammer Using SDR

The different jammers discussed in previous section are implemented by combination
of GNU radio software [10] and Amitec SDR hardware [11]. The laboratory set up which
was used to implement different class of jammer is as shown in Fig. 5. GNU radio
generates jammer signal (laptop) whereas Amitec SDR hardware is transmitting these
signals through the antenna. The jammer signal bandwidth and received power were
measured by spectrum analyzer CXA N9000A of Agilent Technologies.

Fig. 5. Experiment setup in laboratory

Fig. 4. Characteristics based jammer [9]
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The objective of this study is to use the GNU Radio Companion (GRC) tool to
configure the SDR for generating different types of jammers of the IRNSS L5 band and
then transmit these signals through the SDR transceiver into or nearer to IRNSS receiver.
The SDR connections and settings should be correctly configured for the specified task.
More details about SDR implementation is shown in process steps of Fig. 6.

Fig. 6. SDR implementation process flow

3.1 Class I: Continuous Wave Jammer

Simple continuous wave and multi tone jammers are implemented using GNU and SDR
which transmit a signal frequency nearer to carrier frequency of IRNSS L5 band. The

Fig. 7. SDR based single tone continuous wave jammer
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flow graph for simulated jammer is shown in Fig. 7. Signal source generating cosine
wave and transmit that signal with RF gain 20 dB and frequency 1.17645 GHz. As shown
in Fig. 8, the jammer signal bandwidth and received power is measured by signal
analyzer from jammer power spectrum. The measured signal bandwidth is around 1 kHz
and received power is approximately −34 dBm. The value of bandwidth and power can
be changed using GNU flow graph settings.

Fig. 8. Single tone CW jammer signal spectrum of IRNSS L5 band

As per [12] Fig. 9 shows same class I narrow band L1 jammer signal spectrum. The
frequency of the class I cigarette lighter type PPDs jammer is very close to L1 whereas
frequency of generated by SDR jammer is close to L5 based on IRNSS L5 band. The
multi tone CW jammer is implemented same as the Fig. 7 but four signal sources are
generating cosine wave compare to above single tone CW jammer. From the measured

Fig. 9. Single tone CW jammer signal spectrum of GPS L1 band [12]
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power spectrum of Fig. 10 power range from −60 dBm to −26 dBm with different peak
level of multi tone jammer.

Fig. 10. Multi tone CW jammer signal spectrum of IRNSS L5 band

3.2 Class II: Chirp Signal with Single Saw-Tooth Jammer

This type of jammer signals are made up using Voltage Controlled Oscillator (VCO).
Input voltage of VCO varies with a single saw tooth function and the frequency of saw
tooth function decides the sweep rate of the resulting signal. However, the upper and
lower voltage values decide the bandwidth of the jamming signal. Frequency compo‐
nents of these signals resonate between the higher and lower frequency value with a fix
rate of change in frequency [8]. So, chirp signal are much more effective to interfere the
navigation signals compare to class I jammer.

Fig. 11. Power spectrums of Class II, III, IV types of jammer
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Here, the saw-tooth signal source is given to VCO and then VCO generates signal
frequency of jammer in GNU flow graph. The measured signal bandwidth and power
level is shown in power spectrum of Fig. 11(a).

3.3 Class III: Chirp Signal Multi Saw-Tooth Jammer

These signals are same as signal of chirp single saw tooth signals. So, this jammer is
implemented same as single saw-tooth jammer using GNU and SDR. However, the
multiplication of two saw-tooth signal sources are given to VCO and then VCO gener‐
ates signal frequency of jammer. In the case of chirp single saw tooth signal it may be
possible to detect it and mitigate through a proper technique. Whereas it is very difficult
to mitigate multiple saw tooth chirp signals because one cannot predict the newer sweep
rate and newer upper and lower value of the frequency [13]. The measured power spec‐
trum of this implemented jammer is shown in Fig. 11(b).

3.4 Class IV: Chirp Signal with Frequency Burst Jammer

These types of jammers are made up of the same signals as it is of Class II or Class III
jammers but such generated signals are multiplied with square wave of 10–15 kHz
frequency. This multiplication provides burst of frequency and appears like on and off
pattern of jammer signal. Also, the chirp signals gets on and off for limited time, in one
second more than 10,000 times. These makes nearly impossible to mitigate jammer
signals [13].

Square wave for the generation of burst signal is developed in a square wave gener‐
ator and chirp signals generated independently. The multiplication of both signals is
done which implement such jammer as shown in Fig. 12.

Fig. 12. Implemented chirp signal multi saw-tooth burst jammer

The measured power spectrum shown in Fig. 11(c) and (d) is used to analyze signal
bandwidth and power level for the chirp single saw-tooth and chirp multi saw-tooth burst
jammer respectively.
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4 Analysis of Jammer Parameters

The interference suppression techniques are more beneficial to make reliable and accu‐
rate navigation receiver. The examination of these techniques with applications depends
on the jammer class. Part of work focuses on implementation of several well-known
class of jammer using GNU based SDR. To implement the different jammer support of
mathematical equations are considered from reference [9]. In reference [8] jammer
parameters are measured values of actual jammer.

So, validation of the work is shown in Table 1 by comparing the parameters of
generated SDR jammer signal with reference [8]. The bandwidth values are closer to
actual and also the power level controlled by GNU software provides more realistic for
consideration.

Table 1. Validation of generated jammer signal parameters with reference [8]

Class Name Bandwidth Power level [8] Power level
I Continuous Wave Jammer ~1 kHz −12.1 dBm −11.8 dBm
II Chirp Signal with Single Saw tooth

Jammer
~10 MHz −14.40 dBm −13 dBm

III Chirp Signal with Multiple Saw tooth
Jammer

~10 MHz −19.3 dBm −16.5 dBm

IV Chirp Signal with Frequency Burst
Jammer

~10 MHz −9.5 dBm −12.5 dBm

5 Summary

This paper has presented the development of SDR based all type of IRNSS jammers.
The importance of navigation signal is based on their application. It is prerequisite to
study jammer signal to make the navigation signal receiver robust and more secure
against intentional interference like jammer. The brief examples were given to generate
jammer based on SDR. Further, such implemented jammer provides parameter wise
flexibility for further exploration of intentional interference in laboratory. This work is
more useful to make advance research on effective real time mitigation technique for
jammer.
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Abstract. This study presents characterization of phase matched turning point
long period gratings. It helps in optimizing the grating parameters of these long
period gratings viz. grating period, length of grating, for maximum sensitivity.
We have calculated spectral variation of refractive indices, effective refractive
indices of fundamental and circularly symmetric cladding modes and grating
periods. Phase matching curves for first 14 cladding modes have been obtained.
Weakly-guiding analysis is used to compute effective refractive indices for the
fundamental guided mode and cladding modes. Ultra high sensitivity at turn
around points have been verified analytically with the help of general sensitivity
factor. LP12 cladding mode is observed to be the most sensitive.

Keywords: LPFG (Long Period Fiber Grating)
SRI (Surrounding Refractive Index) � LP (Linearly Polarized)

1 Introduction

In recent years Refractometric sensors based on periodic refractive index modulation in
optical fibers namely long period fiber gratings have emerged and illustrated in many
applications that include physical parameter sensing [1–3], Adulteration detection
[4–6], radiation detection [7], detection of bacteria [8, 9]. These Refractometric sensors
offer advantages of being ultra high sensitive, capable for remote sensing and able to
operate in harsh environments.

Ultra high sensitivity of long period gratings can be achieved by optimizing the
pitch, length and index of modulation of these gratings [10, 11]. Index of modulation is
mainly governed by fabrication process. The objective of the article is to compute
general sensitivity factor for coupling of fundamental and first 14 cladding modes and
finding the parameters at which this factor is maximum. Solutions of the Coupled mode
theory based on assumption of weakly guiding regime is used for optimization of long
period fiber gratings (LPFGs) for maximum sensitivity.

The paper is organized as follows. In Sect. 2 basic theory of LPFGs is discussed. In
Sect. 3 results of the simulations for mode effective refractive indices and their spectral
variations have been presented. Grating period calculations at resonant wavelengths
have been done to plot phase matching curves. Sensitivity factor has been calculated
and its values at turn around points have been highlighted. Finally, conclusions have
been drawn in Sect. 4.
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2 Mode Coupling in LPFGs

The Spatial and periodic modulation of refractive index of the order of hundreds to
thousand micrometers in optical fiber causes coupling of fundamental core mode with
either co-propagating or counter propagating cladding modes. Propagation character-
istics of modes in optical fiber with LPFGs are strong function of the refractive index of
surrounding medium.

Coupling of co-propagating fundamental guided mode LP01 and cladding modes
represented by LP0m takes place in LPFGs according to the phase matching condition,
which results in series of attenuated resonance peaks in transmission spectrum [1]. The
phase matching condition is given by-

kres ¼ neffco kð Þ � neffcl;m kð Þ� �
K ð1Þ

where kres is the resonance wavelength, neffco is effective refractive index of the fun-
damental mode, neffcl;m id effective refractive index of mth cladding mode and K is
period of grating.

Phase matching curves drawn between resonance wavelength kres and grating
period K indicate presence of turn around point where the slope of the curve changes
sign from positive to negative. LPFGs fabricated at these turn around points appear to
be ultrahigh sensitive as the slope dkres

dK of the dispersion curve is infinite. For higher
order modes these turn around points occur at higher wavelengths inside the optical
communication window.

Mathematical expression for calculating shift in resonance wavelength with respect
to change in surrounding refractive index [12] is given by-

dkres
dnsurr

¼ kres:c:Cres ð2Þ

where kres is resonance wavelength, nsurr is surrounding refractive index, c is general
sensitivity factor and Cres represents surrounding refractive index dependence on
waveguide dispersion respectively. Turning points offer ultrahigh sensitivity because a
change in wavelength corresponding to change in grating period is infinite.

3 Sensitivity Analysis Results and Discussions

The fiber considered in this paper is of a step-index profile and a three layers structure
SMF-28 fiber. The parameters of the fiber are given as: the core radius r1 = 4.61 µm,
the cladding radius r2 = 62.5 µm, core region is made up of 3.1% GeO2 doped SiO2

and cladding region is fused silica. Index of modulation is assumed as 5 � 10−4.
MATLAB R2008a version has been used as software tool for simulations.

Wavelength dependent core and cladding indices have been calculated using Sellmeier
equation and the surrounding refractive index is taken as 1.0.
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n2ðkÞ ¼ 1þ
XM
i¼1

Aik
2

k2i � k2
ð3Þ

3.1 Core and Cladding Modes Effective Indices

The effective refractive indices of core and cladding must first be calculated to predict
the resonance wavelengths in transmission spectrum of LPFGs. It helps in choosing a
particular grating period of LPFG sensor for any application. Interactions between the
core and cladding modes at core-cladding boundary and between cladding and sur-
rounding at cladding-surrounding boundary can be solved using Eigen mode/dispersion
equation [13].

The propagation is simplified by assuming linearly polarized (LP) modes. Radial
power distribution in the core assuming unity power transmitted by the fundamental LP
mode is given by-

E ¼ k0ðwÞ
J0ðwÞ

� �
J0ðuÞ ð4Þ

where J0 and k0 are Bessel’s and modified Bessel functions of first kind, zero order
respectively.

Table 1. Sellmeier Coefficients for Core and cladding composition of SMF-28 fiber

SiO2 (%) GeO2 (%) A1 k1 A2 k2 A3 k3
Cladding 100 0 0.6961663 0.0684043 0.4079426 0.1162414 0.8974994 9.896161
Core 96.9 3.1 0.7028554 0.0727723 0.4146307 0.1143085 0.8974540 9.896161

Fig. 1. Cladding mode effective refractive indices at wavelength of 1.3 µm
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Eigen value in core u is related to propagation constant b as-

u2 ¼ n21k
2 � b2 ð5Þ

Normalized frequency V is related to waveguide parameters as- u2 þw2 ¼ V2.
Matching the tangential components of the electric field Eu;Ez

� �
and magnetic field

Hu;Hz
� �

at core cladding interface gives characteristic equation given below which can
be solved for Eigen values u & w.

For weakly guided approximation, solution of dispersion equation yields very
accurate values of u;w and b [13].

u
J1 uð Þ
J0 uð Þ

� �
¼ w

k1 wð Þ
k0 wð Þ

� �
ð6Þ

Evaluation of core and cladding modes effective refractive indices have been
accomplished by finding value of waveguide parameter u at which left and right side of
dispersion Eq. 5 intersect.

Higher dimensions of cladding results in satisfaction of characteristic equation for a
number of u values as indicated in Fig. 1. Using Eq. 5, effective refractive indices of
first 14 cladding modes have been calculated. Refractive indices of higher order
cladding modes LP11 to LP14 are given in Table 1.

3.2 Phase Matching Curves

Sensitivity of LPFGs greatly affected by the choice of grating period. Grating periods at
various wavelengths have been calculated. Figure 2(a)–(d) depict phase matching
curves for LP11, LP12, LP13 and LP14 cladding modes and turn around point for these
modes appears to occur approximately at 193, 171, 154 and 140 µm respectively.

Table 2. Effective refractive indices of LP11 to LP14 cladding modes

Wavelength
(µm)

neffcl_11 neffcl_12 neffcl_13 neffcl_14

1.1 1.4461076 1.4455052 1.4448490 1.4441390
1.2 1.4444162 1.4436985 1.4429166 1.4420704
1.3 1.4425721 1.4417287 1.4408097 1.4398151
1.4 1.4407757 1.4397962 1.4387289 1.4375731
1.5 1.4388260 1.4377000 1.4364729 1.4351446
1.6 1.4368232 1.4355402 1.4341419 1.4326280
1.7 1.4347670 1.4333164 1.4317353 1.4300233
1.8 1.4325566 1.4309278 1.4291521 1.4272291
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3.3 Sensitivity at TAP in LPFGs

Region of ultrahigh sensitivity for LPFGs can be theoretically demonstrated by mag-
nitude of the sensitivity factor. At turn around points, sensitivity factor exhibits highest
values.

In order to compute the sensitivity factor given by Eq. (7) an LPFG, relationship
between k and K for m = 1 to 14 cladding modes is calculated.

(a)      (b) 

(c)        (d) 

Fig. 2. Phase matching curves of (a) LP11 mode (b) LP12 mode (c) LP13 mode (d) LP14 mode
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c ¼
dkres
dK

ncoeff � ncl;meff

ð7Þ

Highlighted value of sensitivity factor magnitude corresponds to turn around points
on phase matching curves for LP11 to LP14 modes. As highlighted in Table 2, sensi-
tivity factor comes out to be highest at/near turn around points (Table 3).

4 Conclusion

Characterization of LPFGs require calculations of wavelength dependent refractive
indices, mode effective refractive indices and grating periods. An analytical solution
has been presented in this paper for calculation of parameters involved in the char-
acterization of gratings in standard SMF-28 fiber. Sensitivity factor is found to be
highest for LP12 cladding mode. Ultra high sensitivity of long period grating sensors
can be fully utilized if parameters are optimized to operate these gratings at turn around
points.
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Abstract. This correspondence presents the spectral efficiency analysis of 2 × 2
and 4 × 4 multiple input multiple output (MIMO) system. Analysis in this article
has been done over Nakagami-m and Rayleigh fading channel. In this work
analytical model as well as simulation has been observed for spectral efficiency
of MIMO system over fading environment with an aid of Singular Value Decom‐
position (SVD) and waterfilling algorithm. It has also been observed the perform‐
ance of Nakagami-m channel probabilistic model which one-to-one aligning
between Nakagami-m and Rayleigh fading distributions in MIMO system.

Keywords: MIMO · Spectral efficiency · Singular value decomposition
Waterfilling algorithm

1 Introduction

The spectral efficiency is elemental parameter in the design of wireless mobile commu‐
nication systems as it increases the data throughput of the system. Still it is tolerated to
fading, which deteriorate the performance of wireless mobile communication system [1,
2]. The normalized capacity of the bandlimited Additive White Gaussian Noise
(AWGN) channel, which is due to Shannon limit. However, the cost of reaching the
larger spectral efficiency is an increase in the SNR per bit. Therefore, any digital modu‐
lation schemes are convenient for communication channels that are bandwidth limited,
where is desired a channel capacity to bandwidth ratio greater than one [3]. Power and
bandwidth are major challenging resources [4]. The recent perception of multiple-input
multiple-output system especially in wireless communication is one of the most impres‐
sive interest in research work. So now widely referred to as MIMO technology, this
concept can extremely improve data throughput and link performance in wireless
networks [5].

The basic facts which makes reliable wireless transmission is time-varying multipath
fading [6]. Improving the quality or decreasing the efficient probability of error in a
multipath fading channel is very difficult. The large channel capacities associated with
MIMO channels are based on the premise that a rich scattering environment, provides
independent transmission paths from each transmit to each receive antenna [4]. Now
considering linear regression as singular value decomposition provides a MIMO system
transmitter and receiver antenna pair to increase the data throughput without increasing
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bandwidth usage or transmit power. MIMO system increases throughput linearly with
the help of spatial multiplexing [7].

In classical approach of MIMO system, multiple links provides a spatial diversity
which leads to linear scale large channel capacity and improved quality of received
signal compared to single antenna system [6]. MIMO system can be modelled with a
combination of transmit and receive diversity scheme. Three most basic performance
evaluations of wireless communication are data throughput, coverage and seamless
connectivity.

Under appropriate flat fading environment, having together multiple antenna config‐
urations, provide an added spatial dimension for communication system and yields a
degree of- freedom. The channel capacity of such a MIMO channel with nt transmit and
nr receive antenna is proportional to n, where n = min

(
nt, nr

)
 [6]. In this paper, simula‐

tions have been carried out for 2 × 2 and 4 × 4 MIMO system for high rich scattering
environment using Nakagami-m probabilistic channel model with the help of MATLAB
tool.

The flow of this paper is as follows: The wireless system model is defined in Sect. 2.
In Sect. 3 exact expression of channel capacity is derived with the help of singular value
decomposition and waterfilling algorithm. Section 4 describes fading distributions.
Finally, Sect. 5 incorporate the concluding remarks of this proposed research work.

2 System Model

Consider an nr × nt point-to-point MIMO system nr = nt, where nt and nr denote the
number of transmit and receive antennas, respectively. Assume channel state informa‐
tion (CSI) to be known perfectly at both ends. Let x =

(
x1,… , xnt

)
 be the vector of

symbols transmitted by the nt transmit antennas (Fig. 1).

Fig. 1. System model

Let H =
{

hij

}
, i = 1,… , nr, j = 1,… , nt be the nr × nt channel matrix are inde‐

pendent and identically distributed (i.i.d) Gaussian variables with zero mean, where hij

is the complex gain between the jth transmit antenna and the ith receive antenna. The
nr × 1 received vector is given by
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ȳ = H x̄ + w (1)

where x̄ ∈ ℂ
nt , ȳ ∈ ℂ

nr and w ∼ ℂ
(
0, N0

)
 denote the transmitter vector, received

vector and additive white Gaussian noise vector respectively at a symbol time. The
channel matrix H ∈ ℂ

nr×nt is deterministic. Specifically, assumed the instantaneous
channel gains, known as the channel state information, are known perfectly at transmitter
or at receiver in order to improve the spectral efficiency and to reduce probability of
error [7].

The noise vector is statistically i.i.d complex-valued Gaussian random variables with
zero mean. Consider total power constraint 𝔼

[
‖x̄‖2] = p at the transmit antennas.

3 MIMO System Channel Capacity

The capacity of MIMO system can be derived with the help of linear regression method
which linear transforms the MIMO channel into parallel sub channels. From basic theory
of linear algebra, all linear transformation can be derived as a composition of three steps:
a rotation, a scaling, and once again rotation. Now consider singular value decomposi‐
tion of a channel matrix H. A matrix H can be represented as:

H = U D VH (2)

where (.)H denotes the conjugate transpose; V ∈ ℂ
nt×nt and U ∈ ℂ

nr×nr are (rotation)
unitary matrices with left and right singular vectors of H as their columns and D ∈ℜnrXnt

is a matrix whose diagonal elements are positive real numbers and whose other channel
coefficients are zero. The diagonal coefficients 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆nmin

 are the ordered
singular values of the channel matrix H, where nmin := min

(
nr, nt

)
 and

nmax := max
(
nr, nt

)
. These are important conditions of the singular value decomposition.

The number of nonzero singular values is equal to the rank of the channel matrix H [7].
Since the squared singular values 𝜆2

i
 are the eigenvalues of

{
HHH, if nr ≤ nt
HHH , if nr > nt

(3)

Here, singular values transforms the channel into nmin parallel sub channels
𝜆i, 1 ≤ n ≤ nmin. Now, it can be expressed as

H =

nmin∑

i=1

λiuiv *
i (4)

It can be seen that the rank of H is precisely the number of diagonal values. It can
be defined as

ỹ = UHȳ, x̃ :=VHx̄, w̃ :=UHw (5)

Substituting (2) and (5) into (1) the received signal vector can be rewritten as
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ỹ = Dx̃ + w̃ (6)

where D is diagonal coefficients vector. Thus, the powers of x̄ and x̃ are the same, as
well as ȳ and ỹ, w and w̃. The equivalent model of the system can be depicted in Fig. 2,
which shows that the MIMO channel is converted into nmin parallel sub-channels through
SVD.

ỹi = 𝜆ix̃i + w̃i i = 1, 2,… , nmin (7)

Fig. 2. MIMO system and equivalent model [5]

SVD is obtainable when H is known to both the ends. The optimal power denotes
by Pi the power associated with the ith symbol. That is

Pi ≜ 𝔼

{
||̃x||

2
}

(8)

Main goal is to find the optimum distribution for the set 
{

Pi

}
 under the constraint

that their sum is a fixed value.

nmin∑

i=1

Pi = P (9)

Finding the optimum set of 
{

Pi

}
 is a standard optimization problem, which can be

solved using the Lagrange multiplier technique. The resulting algorithm that implements
this solution is called the waterfilling algorithm.

The optimal power allocation strategy has been shown in Fig. 3. For a faithful
communication, power allocated to the ith sub channel should be such that the total power
constraint is met.

max
P1,….,Pnmin

nmin∑

i=1

log

(

1 +
Pi𝜆

2
i

N0

)

(10)

subject to Eq. (9). The power P is the average power constraint.
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P∗

i =

(
1
𝛽
−

N0

𝜆2
i

)+

(11)

where 𝛽, a constant is called the Lagrange multiplier and satisfies condition

nmin∑

i=1

(
1
β
−

N0

𝜆2
i

)+

= P, (12)

P *
i =

(

μ −
N0

𝜆2
i

)+

(13)

where, 𝜇 ≜
1
𝛽

. These Values of P *
i  and μ are used to iteratively compute the set of values

for 
{

Pi

}
 that maximize the channel capacity. Optimal capacity is achieved by summing

the capacities of individual sub channels [7]. Thus,

C =

nmin∑

i=1

log2

(

1 +
P∗

i
𝜆2

i

N0

)

bps /Hz (14)

Fig. 3. Waterfilling power allocation [5]

In this way, the MIMO system can explore the spatial multiplexing of multiple
streams.
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4 Fading Wireless Channels

In this paper consider two fading distributions, Rayleigh and Nakagami-m multipath
fading has been considered for analysis.

Rayleigh fading channel: The Rayleigh random variable r has the probability distri‐
bution:

fR(r) =
r

𝜎2 exp
(
−

r2

2𝜎2

)

Where, 𝔼
{

r2
}
= 2𝜎2 and r ≥ 0 is the power is exponentially distributed.

Nakagami fading channel: The instantaneous power distribution is expressed as

fR(r) =
2mmr2m−1

Γ(m)Ωm
exp

(
−

m

Ω
r2
)

, r ≥ 0

where 
{

r2
}
= Ω, m =

𝔼
2
{

r2
}

Var{r2}
, Γ(.) is the Gamma function and Ω denotes average fading

power and controls the spread of the distribution.
A close observation of Table 1 reveals that Nakagami-m fading model results in the

special case m = 1 which towards Rayleigh distribution. For m > 1, the fluctuations of
the signal reduce compare to Rayleigh fading, and Nakagami-m tends to be more line
of sight components.

Table 1. Nakagami and Rayleigh fading distributions for variation of m & 𝝈2

𝝈
2 m Pdf of Nakagami channel Pdf of Rayleigh channel

0.5 0.5 8x3 exp
(
−2x2

)
2x exp

(
−x2

)

1 2x exp
(
−x2

)
2x exp

(
−x2

)

2 x exp
(
−x2∕2

)
2x exp

(
−x2

)

5 Simulation Results

Simulation parameters has been shown in Table 2.

Table 2. Simulation parameters

Sr. no. Parameters Description
1 Number of iterations 10,000
2 Execution time 9 min
3 Fading channels Nakagami & Rayleigh
4 SNR range −10 to 20 dB
5 m values 0.5, 1 & 2
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Spectral efficiency for 2 × 2 and 4 × 4 MIMO systems over Nakagami and Rayleigh
fading have been shown in Figs. 4 and 5 for m = 0.5, 1 and 2.

Received SNR in dB
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Fig. 4. Spectral efficiency for 2 × 2 MIMO system over Nakagami and Rayleigh fading channel

For 2 × 2 MIMO system it has been observed that, as the received average signal
to noise ratio varies from 5 to 20 dB, channel capacity rises from 5 to 11 bps/Hz for
Nakagami fading channel and 3 to 9 bps/Hz for Rayleigh fading channel. Similar
analysis of 4 × 4 MIMO system reveals that here also channel capacity rises from 7
to 21 bps/Hz in Nakagami fading channel and 6 to 18 bps/Hz in Rayleigh fading
channel.

The empirical distributions (histogram) of singular values for 2 × 2 and 4 × 4 MIMO
system with 10,000 iteration for random realization of H have been shown in Figs. 6
and 7 respectively.
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Fig. 6. Probability density function for 2 × 2 MIMO system over Nakagami and Rayleigh fading
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Fig. 5. Spectral efficiency for 4 × 4 MIMO system over Nakagami and Rayleigh fading channel
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Fig. 7. Probability density function for 4 × 4 MIMO system over Nakagami and Rayleigh fading

6 Conclusion

In this research work spectral efficiency analysis of 2 × 2 and 4 × 4 MIMO systems have
been done in both ways analytically as well as through simulation. Here, improvements
in MIMO channel capacity and distribution function has been also analyzed among that
the variation of parameter m from 0.5 to 2. The Nakagami distribution approaches
towards Rayleigh distribution by varying m from 0.5 to 1. From above observations it
can be concluded that m parameter is a well suited quantity for characterization of scat‐
tering effects.
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Abstract. Biometric cryptosystems incorporates the benefits of both cryptog-
raphy as well as biometrics i.e. higher security levels and elimination of
memorizing passwords or carrying tokens. The threat of breaching the security
of the confidential data motivates the development of the data hiding techniques
in this paper. This paper contributes in enhancing the security of biometric
systems by incorporating the concept of wavelet decomposition along with the
fusion of biometric traits. The concept of wavelet decomposition of feature
templates helps in reduction of template size as well as it increases the com-
patibility of the templates of different biometric traits. The biometric key is
generated from a biometric construct using proposed cryptographic key
extraction algorithm and then the key is applied on fused template to protect the
template from various attacks. The implementation results obtained provides
100% GAR at 17% FAR i.e. authentication performance of the system is better
as compared to other systems.

Keywords: Authentication � Biometric encryption/decryption
Biometric template protection � Cryptography � Wavelet

1 Introduction

Data security stresses over the certification of secrecy, trustworthiness and accessibility
of personal information [1, 2]. Biometric is one of the advancements utilizing the
exceptional behavioral or physical components of a person to identify the distinguished
user [3]. Utilizing biometrics to authenticate human is easy to use, demands less cost
and offers better security measures to maintain a strategic distance from information
theft and security provocation [4]. Unimodal biometric Systems are developed to get
privacy and security but it is highly influenced by different attacks like function creep,
intrusion attacks, etc. Hence, use of multiple biometrics (e.g., Fingerprint, Iris and face)
together is generally utilized as a part of some large scale biometric applications (e.g.,
FBI-IAFIS). It is beneficial as compare to single biometric system as it provides lower
error rate, enhanced accessibility, a higher level of flexibility, and less susceptible to
spoof attacks. Cryptography is the art of utilizing mathematical concepts to encode or
translate the original biometric information [5]. It permits the storage of confidential
information on an unreliable system like the web so that nobody can fetch it without the
permission.
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Multi-biometric Cryptosystem is the science and innovation of deciding and
quantitatively assessing various biological information particularly utilized for
authentication purposes. Physical as well as behavioural biometric features are acquired
from accurate sensors and individual features are extracted to form a biometric template
for the enrolment process. At the time of identification or authentication, the system
processes another biometric input which is compared against the stored templates
yielding acceptance or rejection of the user. This system is commonly utilized for
reducing misuse and storage of the private biometric templates which offers an
advanced solution for the era of the cryptographic key, encryption procedure and
protection of the biometric templates [6].

In this framework, unique biometric templates are changed into biometric- subor-
dinate data which helps in recovering cryptographic keys [7, 8]. Matching is specifi-
cally performed by confirming the legitimacy of reconstructed keys.

The method based on multiple fingerprint is first proposed by Soutar [9]. In
enrolment stage, unique features from the acquired biometrics are extracted. Correla-
tion function between each individual input is calculated by applying inverse Fourier
transform on the product of applied biometric inputs. Technique is advantageous due to
ease of implementation but it has very poor accuracy.

Fuzzy commitment scheme is a combination of error correcting code and cryp-
tography to achieve cryptographic primitive proposed by Juels and Wattenberg [10].
This method is advantageous because of good accuracy but it is not able to perform
well with multi-modal biometrics.

Fuzzy vault scheme uses cryptography construction proposed by Juels and Sudan
[11], designed to work with unique features from multiple biometrics e.g. iris pattern,
minutiae from fingerprints, etc. In this method, features are represented as an unordered
set. Main advantage of this method is that due to the variation in biometric data at
authentication side, the ability of the biometrics to work with an unordered set of Fuzzy
vault scheme provides the promising solution to improve the security [16–18] but
disadvantage is that security of this technique decreases because of infeasible recon-
struction of the polynomial generated from the Reed-Solomon code. For the authen-
tication of online signature, Shielding function is proposed by Tuels [19, 20] but it does
not work well on multiple-biometric template.

Table 1. Comparison analysis on different techniques

Techniques Author Year Char. FAR/FRR

Biometric encryption Soutar [9] 1998 Iris 0.03/0.054
Fuzzy commitment Juels & Wattenberg

[10]
1999 Iris 0.47/0

Fuzzy vault Juels & Sudan [11] 2002 Fingerprint 5/0.01
Quantization Feng & Wah [12] 2003 Online signature 28/1.2
Bio-hashing Teoh [13] 2006 Face 0.93/0
Shielding function Tuels [14] 2003 Fingerprint 0.054/0.03
Hybrid template
protection

Y.J. Chin & T.S. Ong
[15]

2014 Palmprint &
Fingerprint

1/0
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2 Proposed Framework for Multi-biometric Cryptosystem

The paper proposes a technique to implement a framework for Wavelet- decomposition
based feature level fusion for Multi-biometric cryptosystem as shown in Fig. 1. The
system comprises of two basic modules: (1) Multi-biometric fusion and (2) Private
template protection. Our aim is to reduce the FAR and FRR of the system as low as
possible with optimum EER. The proposed system is implemented by using the con-
cept of wavelet decomposition for fusion process and normal encryption algorithm is
used for generation of the key. Wavelet decomposition is applied to each extracted
feature templates and approximate coefficients are taken from each individual template
to fuse multiple biometric templates and the key is added to make the fused template
more secure. Single secure sketch is stored in the system database. Whenever, user
comes for the authentication, system requires enrolled biometrics and it will compare
with the stored database. If system generates the same key which was used at enroll-
ment process then the user will be genuine otherwise it will reject the user to access the
system. System is divided in individual block and all blocks are described below

2.1 Feature Extraction

Feature extraction methods for fingerprint, iris and face are described below.

Fingerprint feature extraction
It will extract ridges and bifurcation i.e. minutiae points from the fingerprint images
using fingerprint image enhancement algorithm [21]. This technique requires less pre-
processing and works better even with low-quality images.
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Fig. 1. Proposed multi-biometric cryptosystem using wavelet decomposition approach
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Iris feature extraction
The image of iris includes undesirable data such as the pupil, sclera, eyelid, and
eyelashes. Hence, before feature extraction, it must be pre-processed to remove
unwanted portion. So, the preprocessing unit for the iris is required to perform image
enhancement, iris segmentation, and iris normalization [22].

Face feature extraction
An important feature of the face extracted by applying 2D Principal Component
Analysis (PCA) on the original biometric template. Suppose that there are training
samples of images of m� n size, then the covariance matrix is calculated by

C ¼ 1
N

XN
j¼1

Aj � A
� �

Aj � A
� �T ð3Þ

Where, A is the sample image and A is a mean of sample images. The eigenvectors
is calculated from the covariance matrix. The Eigen decomposition needs to be
obtained by applying Singular Value Decomposition (SVD) then the data is simply
projected onto the largest eigenvectors. To reduce the dimensionality, let V be the
matrix whose columns contain the largest eigenvectors and D be the original biometric
data. Then the projected data D0 is obtained as D0 ¼ VTD [23].

2.2 Wavelet Decomposition

Wavelet decomposition provides the decomposition matrix of applied feature template.
The approximation and detailed coefficients are extracted from the decomposition
matrix and approximate coefficient is taken for further processing of data because
detailed decomposition matrix reduces the visibility of the biometric template [24]. In
this paper, a single level of decomposition is used. Here, low-pass approximation
coefficients and high-pass detailed coefficients are extracted. By using n level of
decomposition the wavelet decomposition produced2n different sets of coefficients. Due
to the down-sampling, the number of coefficients produced by decomposition process is
same and there is no redundancy present.

2.3 Fusion of Feature Templates

Fusion of templates in the biometric system is not only the solution to the problem of
single biometric, but it enhances the matching accuracy of the system. In order to
extract relevant features and to remove the unwanted noise from raw biometrics,
pre-processing and feature extraction is performed prior to fusion which overcomes the
weakness of decision level fusion [25]. It is formed when feature vectors generated by
multiple biometric templates are fused as a unified entity [25–27] so it has a prereq-
uisite to first identify their nature and then apply only suitable algorithm to the bio-
metrics. Here, the fusion is done by finding the contribution parameter ðciÞ from each
feature template Iðx; yÞ i.e. ci ¼ mean (mean (Iðx; yÞ)) multiply by approximate
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coefficient produced by wavelet decomposition method i.e. IAðx; yÞ [27]. Mathemati-
cally, it is represented by

f ðx; yÞ ¼
Xn

i¼1
ci � IAðx; yÞ ð4Þ

2.4 Key Generation Technique

Keys are directly generated from the fused feature templates. In existing methods, key
is generated by applying random matrix and linear block coding on fused template i.e.
RS encoder, BCH Encoder, etc. Hence, it is easy to detect by intruder. To improve the
security of the system, instead of using one concept, multiple concepts are used to
generate the key in proposed algorithm.

1. Generate the random matrix (R) of size of fused template.
2. Multiply the randomize matrix (R) by fused template ðf Þ.

i:e: Ir ¼ Rðx; yÞ � f ðx; yÞ ð5Þ

3. Perform the transform order ðaÞ along the fused template [34] i.e.

a ¼ 1
M1

Xlengthðf Þ
i¼0

f ðiÞ
� �

mod 2L � 1
� �h i

ð6Þ

Where, M1 is the length of fused template and L is the number of bits used to
represent the fused template.

4. Perform Hessenberg decomposition on the Ir to get orthogonal matrix Q1.
5. The encrypted image is generated by

Ie ¼ Q1 � a � Q0
1 ð7Þ

6. Perform wavelet decomposition on Ie and find the approximate coefficient IA. The
key is generated by k ¼ IAðx; yÞ.

2.5 Key Binding Technique

Binding of the key ðWiÞ and fused template improve the privacy of feature templates in
the system so that intruder cannot directly attack on the fused template. It is done by
finding the average between fused template and generated key

W ¼ avg ðkðx; yÞ; f ðx; yÞÞ ð8Þ

W is stored as a hash function in the system for further processing the data.
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2.6 Key Retrieval Technique

By applying query templates at authentication side, the system calls the database
template which is stored in secured form Wi to retrieve the key which is used to register
the biometric templates. So it is the process between function of Hash value and query
templates f 0 applied to verify the user. It is represented by

k0 ¼ 2 �Wðx; yÞ � f 0ðx; yÞ ð9Þ

3 Experimental Results and Discussion

The fingerprint database for the design of the system is obtained from FVC 2004 while
iris and face databases are obtained from CASIA. The experiment has been carried out
in 4 set with 50 users in each technique. In set 1, the fusion of multi- fingerprint has
been utilized. In set 2, the fusion of multi-iris has been utilized. Similarly, In set 3, a
fusion of fingerprint and iris have been utilized. In set 4, a fusion of fingerprint, iris and
face have been utilized. The ROC curves using different algorithm of fusion and
template protection method is shown in below figures.

It shows the fusion of multi-biometric done using wavelet decomposition approach
and Fourier transform of the concatenation of each template. Template protection
methods use RS encoder and encryption algorithm to generate the key.

The parameter analysis of this cryptosystems is done by False Acceptance Rate
(FAR) - It is the probability of an imposter being accepted as an authorized user, False
Rejection Rate (FRR) - It is the probability of a legitimate user being rejected as an
imposter, Equal Error Rate (EER) – It is the rate on which equal FAR and FRR is
achieved, Genuine Acceptance Rate (GAR) – It is the rate at which the correct
information is retrieved by the genuine user. Biometric cryptosystems require the
helper data so even if it is attacked also it won’t reveal the original information [7].

Table 1 shows the comparative performance analysis of different techniques pro-
posed by different authors for multi-biometric cryptosystem.

Figure 2 shows that fusion is done by using wavelet decomposition approach and
RS encoder is used to generate the key as a template protection method. It is observed
that there is 50% EER with very high threshold i.e. very poor accuracy and GAR is also
poor. So, we modified the fusion strategy by using Fourier transform of the concate-
nation of each template and encryption algorithm to generate the key as a template
protection method. It is observed that there is 20% EER with low threshold i.e. very
good accuracy and GAR is also 100% on FAR 57% as shown in Fig. 3.

Figures 4, 5 and 6 show that fusion is done by using wavelet decomposition
approach and encryption algorithm is used on derived fusion template to generate the
key as a template protection method for Multimodal, multi-finger, multi-iris respec-
tively. It is observed that there is 0% EER with very low threshold i.e. very good
accuracy and GAR is also increasing with 17% FAR i.e. maximum security for
Multimodal case.
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Results show that proposed method gives better performance and security than
existing technique. The hybrid approach gives 28% EER and 46% FAR with 100%
GAR (threshold rate 13%) based on a combination of Fingerprint, Iris, and Face.

Fig. 2. Combination of wavelet decomposition on fusion and RS encoder as a key

Fig. 3. Combination of fourier transform on concatenation of feature template and encryption
algorithm on derived fused template

Fig. 4. Combination of wavelet decomposition on extracted feature in fusion process and
encryption algorithm on derived fused template as a key based on fingerprint, Iris and Face

Fig. 5. Combination based on multi-fingerprint
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Wavelet decomposition approach gives 0% EER and 17% FAR with 100% GAR
(threshold rate 0%). Here, threshold indicates the security levels. Lower threshold level
indicates more security. Hence, wavelet decomposition approach provides lower FAR,
FRR and better security on multi-modal biometrics. Proposed method along with
existing techniques implemented using database mentioned above.

Tables 2, 3 and 4 show the comparison analysis on different techniques using
multiple sets of biometrics.

Fig. 6. Combination based on multi-iris

Table 2. Comparison based on different fusion and private template protection technique

Normal
encryption
[16]

Fuzzy
commitment
[17]

Fuzzy
vault
[18]

Shielding
function
[23]

Hybrid
method
[35]

Proposed
method

Multi-finger 0.49/0.58 0.46/0.25 0.50/0.82 0.56/0.53 0.35/0.23 Error rate
0% with
minimum
threshold
level i.e.
maximum
security

Multi-iris 0.50/0.70 0.42/0.59 0.43/0.48 0.42/0.26 0.5/0.63

Finger &
Iris

0.5/0.14 0.5/0.77 – 0.38/0.17 –

Finger, Iris
& Face

0.50/0.36 0.32/0.11 0.52/0.36 0.28/0.13

Table 3. Comparison of different techniques with different combination of biometric trait in
terms of EER/threshold

Fusion Template protection
technique (key)

Performance based on
Iris, fingerprint, and
face

Concatenation
[19]

Wavelet
decomposition
approach [24]

RS
encoder
[10]

Encryption
algorithm
[28]

EER/th FAR/GAR

✓ ✓ 0.28/0.13 0.46/1
✓ ✓ 0.20/0.13 0.57/1

✓ ✓ 0.5/0.95 1/1
✓ ✓ 0 0.17/1
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4 Conclusion

The proposed method developed multi-biometric system using the wavelet decompo-
sition based fusion and Encryption algorithm on fused template as a template protection
method that is accurate, reliable and secured. The proposed algorithm provides almost
0% EER and 100% GAR with 17% FAR on multimodal biometric and 0.9% FAR on
same modal of biometric i.e. multi fingerprint. It is efficient compared to existing
methods in terms of FAR, FRR and GAR.

References

1. Hellman, M., Deffie, W.: New direction in cryptography. IEEE Trans. Inf. Theory 22(6),
644–654 (1976)

2. Devi, T.: Importance of cryptography in network security. In: International Conference on
Communication Systems and Network Technologies (CSNT), April 2013

3. Jain, A.K., Ross, A., Prabhakar, S.: An introduction to biometric recognition. IEEE Trans.
Circuits Syst. Video Technol. 14(1), 4–20 (2004)

4. Uludag, U., Pankanti, S., Prabhakar, S., Jain, A.: Biometric cryptosystems: issues and
challenges. Proc. IEEE 92(6), 948–960 (2004)

5. Fu, B., Yang, S.X., Li, J., Hu, J.: Multibiometric cryptosystem: model structure and
performance analysis. IEEE Trans. Inf. Forensics Secur. 4(4), 867–882 (2009)

6. Wild, P., Radu, P., Chen, L., Ferryman, J.: Towards anomaly detection for increased security
in multibiometric systems: spoofing-resistant 1-median fusion eliminating outliers. In: IEEE
International Joint Conference on Biometrics (IJCB), September 2014

7. Jain, A., Nandakumar, K.: Biometric authentication: system security and user privacy. IEEE
Comput. Soc. 45(11), 87–92 (2012)

8. Toli, C.-A., Preneel, B.: A survey on multimodal biometrics and the protection of their
templates. In: Camenisch, J., Fischer-Hübner, S., Hansen, M. (eds.) Privacy and Identity
2014. IFIP AICT, vol. 457, pp. 169–184. Springer, Cham (2015). https://doi.org/10.1007/
978-3-319-18621-4_12

Table 4. Comparison of different techniques with different combination of biometric trait in
terms of FAR/GAR

Normal
encryption
[9]

Fuzzy
commitment
[10]

Fuzzy
vault
[11]

Shielding
function [19]

Hybrid
method
[29]

Proposed
method

Multi
Finger

0.46/0.48 0.46/0.54 0.46/0.47 0.46/0.49 0.46/0.88 0.07/1

Multi
Iris

0.46/0.47 0.46/0 0.46/0 0.46/0.66 046/0.46 0.34/1

Finger &
Iris

0.46/0.46 0.46/055 0.46/0.93 0.46/0.75 0.46/1 0.7/1

Finger, Iris
& Face

0.46/0 0.46/0.44 0.46/0.92 0.46/0.40 0.46/1 0.17/1

272 P. Heena et al.

http://dx.doi.org/10.1007/978-3-319-18621-4_12
http://dx.doi.org/10.1007/978-3-319-18621-4_12


9. Soutar, C., Roberge, D., Stoianov, A., Gilroy, R., Vijaya Kumar, B.V.K.: Biometric
encryption using image processing (1998)

10. Juels, A., Wattenberg, M.: A fuzzy commitment scheme. In: ACM Conference on Computer
and Communications Security, December 1999

11. Juels, A., Sudan, M.: A fuzzy vault scheme. J. Designs Codes Cryptogr. 38, 237–257 (2006).
Springer

12. Feng, H., Wah, C.C.: Private key generation from on-line handwritten signatures. Inf.
Manag. Comput. Secur. 10, 159–164 (2002)

13. Teoh, A., Kim, J.: Secure biometric template protection in fuzzy commitment scheme.
IEICE Electron. Express 4, 724–730 (2007)

14. Huixian, L., Man, W., Liaojun, P., Weidong, Z.: Key binding based on biometric shielding
functions, August 2009

15. http://www.scholarpedia.org/article/Cancelable_biometrics
16. Moon, D., Choi, W., Moon, K., Chung, Y.: Fuzzy fingerprint vault using multiple

polynomials. In: IEEE 13th International Symposium on Consumer Electronics, May 2009
17. Jain, A.K., Pankanti, S., Nandakumar, K.: Fingerprint-based fuzzy vault: implementation

and performance. IEEE Trans. Inf. Forensics Secur. 2(4), 744–757 (2007)
18. Yang, X., Cao, K., Tao, X., Wang, R., Tian, J., Li, P.: An alignment-free fingerprint

cryptosystem based on fuzzy vault scheme. J. Netw. Comput. Appl. 33(3), 207–220 (2010)
19. Uhl, A., Rathgeb, C.: A survey on biometric cryptosystems and cancelable biometrics. J. Inf.

Secur., January 2011. Springer International Publishing
20. Chikkerur, S., Cartwright, A.N., Govindaraju, V.: Fingerprint enhancement using STFT

analysis. J. Pattern Recogn. 40(1), 198–211 (2007). Elsevier
21. Hong, L., Wan, Y., Jain, A.: Fingerprint image enhancement: algorithm and performance

evaluation. IEEE Trans. Pattern Anal. Mach. Intell. 20(8), 777–789 (1998)
22. Zaveri, M., Kapur, A., Gawande, U.: A novel algorithm for feature level fusion using SVM.

In Hindawi Publishing Corporation (2013)
23. Tokumoto, T., Lee, M,. Ozawa, S., Choi, Y.: Incremental two dimensional two directional

principal component analysis for face recognition. In: IEEE Conference on Acoustics,
Speech, and Signal Processing (ICASSP 2011) (2011)

24. Pavithra, C., Bhargavi, S.: Fusion of two images based on Wavelet transform. Int. J. Innov.
Res. Sci. Eng. Technol. 2(5), 1814–1819 (2013)

25. Kaur, H., Rani, E.J.: Analytical comparison of various image fusion techniques. Int. J. Adv.
Res. Comput. Sci. Softw. Eng. 5(5), 442–448 (2015)

26. Purushotham, A., Usha Rani, G., Naik, S.: Image fusion using DWT & PCA. Int. J. Adv.
Res. Comput. Sci. Softw. Eng. 5(4) (2015)

27. Ramli, D.A., Jaafar, H.: A review of multibiometric system with fusion strategies and
weighting factor. Int. J. Comput. Sci. Eng. 2(4), 158–165 (2014)

28. Bhatnagar, G., Wu, Q.M.J.: Biometric inspired multimedia encryption based on dual
parameter fractional fourier transform. IEEE Trans. Syst. Man Cybern. 44(9), 1234–1242
(2014)

29. Patel, H., Paunwala, C., Vora, A.: Hybrid feature level approach for multi- biometric
cryptosystem. In: IEEE International Conference on Wireless Communications, Signal
Processing and Networking (Wispnet-2016), Chennai, 23–25 March (2016)

Wavelet Based Feature Level Fusion 273

http://www.scholarpedia.org/article/Cancelable_biometrics


Author Index

Aarohi, Vora 264
Abraham, Sherin C. 97

Bezoui, Madani 1
Bhamre, Pooja 230
Bhatia, Jitendra 164
Bhavsar, Madhuri 37, 47, 56, 66, 164
Bounceur, Ahcène 1

Chirag, Paunwala 264
Choksi, Meghavi 215

Dalal, Upena 86, 126
Darji, A. D. 147
Degadwala, Sheshang D. 17
Desai, Mehul V. 174, 184

Euler, Reinhardt 1

Gabani, Hardika B. 75
Gajre, Parimal 66
Gambhir, Monika 247
Gaur, Sanjay 17
Gulati, Ravi 28
Gupta, S. 230
Gupta, Shilpi 247, 254

Hammoudeh, Mohammad 1
Heena, Patel 264

Jabbar, Sohail 1

Kumar, J. Sathish 215

Lalem, Farid 1
Lineswala, Priyanka L. 237

Mandloi, Abhilash 225
Mehta, Harshil 66
Mehta, Ruchi 164

Naik, Shefali 157
Narmawala, Zunnun 137
Noreen, Umber 1

Parmar, Sonal 126
Patalia, Tejas 192
Patel, Jigna J. 97
Patel, Nidhi 205
Patel, Rahul 205
Patel, Sankita J. 106
Pathak, Kamlesh 126
Pathak, Ketki 97, 205
Paunwala, Chirag N. 75
Pradhan, Dipika 225
Prasad, Vivek Kumar 37, 47, 66

Ramani, Tilak 116
Rane, Utkarsh V. 147
Raveendran, Sreejith 184
Rupani, Pinal 192

Sanghvi, Slesha S. 106
Shah, Alpa Kavin 28
Shah, Mayana 86
Shah, Shweta N. 174, 184, 237
Shaikh, Sajid 225
Solanki, Mitesh S. 254
Sutaria, Vidhi 66

Tada, Naren 192
Tanwar, Sudeep 116
Thakkar, Riddhi 56
Tiwari, Pradeep 147
Trivedi, Rinni 56
Tyagi, Sudhanshu 116

Zaveri, Mukesh A. 215


	Preface
	Organization
	Contents
	LOGO: A New Distributed Leader Election Algorithm in WSNs with Low Energy Consumption
	1 Introduction and Related Work
	2 The Minimum Finding Algorithm
	3 The Local Minima Finding Algorithm
	4 The Proposed Method
	4.1 Concept
	4.2 The LOGO Algorithms

	5 CupCarbon Simulator and SenScript
	6 Simulation Results
	7 Conclusion
	References

	An Efficient Privacy Preserving System Based on RST Attacks on Color Image
	Abstract
	1 Introduction
	2 Literature Survey
	2.1 QR-Code [1, 4]
	2.2 VCS [2]
	2.3 Digital Watermarking [5]

	3 Proposed Preserving Method
	3.1 Overall System
	3.1.1 Encoder
	3.1.2 Network
	3.1.3 Decoder

	3.2 VCS Algorithm
	3.2.1 Share Generation
	3.2.2 Share Combination
	3.2.3 Embedding Algorithm
	3.2.4 Recover Decoding Algorithm


	4 Results and Discussion
	5 Conclusion
	References

	HiMod-Pert: Histogram Modification Based Perturbation Approach for Privacy Preserving Data Mining
	Abstract
	1 Introduction
	1.1 Our Contributions
	1.2 Organization of the Paper

	2 Literature Survey
	3 The Proposed Method
	4 Experimental Evaluation
	4.1 Setting Environment
	4.2 Experimental Results
	4.3 Experimental Inferences

	5 Conclusions
	References

	Exhausting Autonomic Techniques for Meticulous Consumption of Resources at an IaaS Layer of Cloud Computing
	1 Introduction
	2 Objective
	3 Methodology
	3.1 Future Direction for Research in the Field of Resource Optimisation at the IaaS Level with the Help of Autonomous Computing

	4 Conclusion
	References

	Efficient Resource Monitoring and Prediction Techniques in an IaaS Level of Cloud Computing: Survey
	1 Introduction
	2 Prediction
	3 Combining Monitoring and Prediction Techniques ref13
	4 Conclusion
	References

	Experimenting with Energy Efficient VM Migration in IaaS Cloud: Moving Towards Green Cloud
	1 Introduction
	2 Domain Analysis
	3 Energy Efficiency in IAAS Cloud
	3.1 Proposed Architecture
	3.2 Proposed System Model
	3.3 Descriptive Statistic: Interquartile Range

	4 Proposed Algorithm
	5 Performance Analysis
	5.1 Evaluation of Result

	6 Conclusion and Future Work
	References

	Capacity Planning Through Monitoring of Context Aware Tasks at IaaS Level of Cloud Computing
	1 Introduction
	2 Monitoring the Cloud Environment
	2.1 Monitoring as an Essential Tool in Cloud Computing Environment

	3 Resource Prediction for Context Aware Workload
	3.1 Profiling in Cloud Computing for Context Aware Workload
	3.2 Proposed Algorithm

	4 Error Handling and Mitigation
	4.1 Proposed Algorithm

	5 Proposed Model
	5.1 Guaranteed SLA Management
	5.2 Provisioning Engine
	5.3 Rules Engine
	5.4 System Monitoring
	5.5 Auditing/Profiling
	5.6 Dynamic Scheduling
	5.7 Error Handling

	6 Conclusion and Future Work
	References

	ApEn-Based Epileptic EEG Classification Using Support Vector Machine
	Abstract
	1 Introduction
	2 Proposed Algorithm
	2.1 ApEn (Approximate Entropy) Based Feature Extraction
	2.2 Support Vector Machine (SVM)
	2.3 Performance Parameters
	2.3.1 Standard Deviation
	2.3.2 Mean
	2.3.3 Sensitivity
	2.3.4 Specificity
	2.3.5 Accuracy


	3 Experimentation Results
	4 Conclusion
	References

	Comparative Analysis of PSF Estimation Based on Hough Transform and Radon Transform
	Abstract
	1 Introduction
	2 Hough Transform Based Parameter Estimation
	3 Radon Transform Based Parameter Estimation in Modified Cepstrum Domain
	4 Comparison
	5 Conclusion
	References

	Compressive Sensing Based Image Reconstruction
	Abstract
	1 Introduction
	2 Basic Block Diagram
	3 Proposed Block Diagram
	4 Results
	5 Conclusion
	Acknowledgments
	References

	Investigating Privacy Preserving Technique for Genome Data
	Abstract
	1 Introduction
	1.1 Motivation
	1.2 Contribution

	2 Background
	2.1 DNA Sequencing and Analysis Process
	2.2 Features of Genome
	2.3 Privacy Breach in Genome Data
	2.4 Privacy Issues in Genome Data
	2.5 Related Work

	3 Proposed Technique
	3.1 Generation of Secure SNP Data and Statistical Information

	4 Experimental Setup
	4.1 Paillier Cryptosystem Setup
	4.2 Differential Privacy Setup
	4.3 Dataset to Be Used

	5 Performance Results
	6 Result Analysis
	6.1 Susceptibility Test Result Analysis
	6.2 Statistical Result Analysis

	7 Conclusion and Future Work
	References

	Dimensionality Reduction Using PCA and SVD in Big Data: A Comparative Case Study
	1 Introduction
	1.1 Research Contribution of Paper

	2 Related Work
	3 Dimensionality Reduction
	3.1 Dimensionality Reduction Through Principle Component Analysis
	3.2 Dimensionality Reduction Through Singular Value Decomposition

	4 Result and Discussion
	4.1 Comparison of PCA and SVD in Terms of Accuracy
	4.2 Comparison of PCA and SVD in Terms of Mean Square Error

	5 Conclusions
	References

	A Comparative Analysis of Ionospheric Effects on Indian Regional Navigation Satellite System (IRNSS) Signals at Low Latitude Region, Surat, India Using GDF and Nakagami-m Distribution
	Abstract
	1 Introduction
	2 Related Work
	3 Data and Analysis of Work
	3.1 Calculation of Total Electron Content (TEC) or Slant TEC (STEC)
	3.2 Calculation of Vertical Total Electron Content (VTEC)
	3.3 Nakagami-m Distribution
	3.4 Gaussian Distribution Function (GDF)

	4 Results
	5 Conclusions
	References

	Proximity and Community Aware Heterogeneous Human Mobility (P-CAHM) Model for Mobile Social Networks (MSN)
	1 Introduction
	2 Literature Survey
	2.1 Real-Trace Based Models
	2.2 Social-Aware Models
	2.3 Overview of Community Aware Heterogeneous Human Mobility (CAHM) Model

	3 Proximity and Community Aware Heterogeneous Human Mobility (P-CAHM) Model
	4 Simulation Results
	5 Conclusion
	References

	Measuring the Effect of Music Therapy on Voiced Speech Signal
	Abstract
	1 Introduction
	2 Related Works
	3 Process Description
	3.1 Data Acquisition
	3.2 Data Preprocessing
	3.3 Speech Feature Extraction
	3.3.1 Short-Time Energy
	3.3.2 Short-Time Average ZCR
	3.3.3 Statistical Features


	4 Implementation and Results
	5 Conclusion
	References

	Ensuring Database and Location Transparency in Multiple Heterogeneous Distributed Databases
	Abstract
	1 Introduction
	2 Location and Database Transparency
	3 Implementation
	3.1 Steps to Connect Oracle and Non-Oracle Databases
	3.2 Flowchart of Oracle and MySQL Connection

	4 Achieving Location and Database Transparency
	5 Conclusion and Future Work
	References

	Variants of Software Defined Network (SDN) Based Load Balancing in Cloud Computing: A Quick Review
	1 Introduction
	1.1 Cloud Computing
	1.2 Software Defined Network
	1.3 OpenFlow
	1.4 Difference Between Traditional Network and SDN Network
	1.5 Load Balancing

	2 Variants of SDN Based Load Balancer
	2.1 Heuristic Based Load Balancer
	2.2 SDN Based Traffic Engineering Based Load Balancer
	2.3 OpenFlow Protocol Based Load Balancer
	2.4 SDN Based Design of Load Balancer Middlebox for Data Center
	2.5 Data Flow Network Load Balancer in Eucalyptus
	2.6 SDN Based Dynamic Load Balancer
	2.7 Extended Health Monitoring for Openflow Network (EHLBOF)
	2.8 Path Load Balancing
	2.9 Single Flow Table and Group Flow Table Combination
	2.10 End Host Load Balancing

	3 Conclusion
	References

	Analysis of Ionospheric Correction Approach for IRNSS/NavIC System Based on IoT Platform
	Abstract
	1 Introduction
	2 Ionospheric Correction Models
	2.1 Dual Frequency Model

	3 Simulation and Results Discussion
	4 Conclusion
	Acknowledgments
	References

	FFT Averaging Ratio Algorithm for IRNSS 
	1 Introduction
	2 FAR Algorithm
	3 Results and Observations
	4 Conclusions
	References

	A New Approach to Mitigate Jamming Attack in Wireless Adhoc Network Using ARC Technique
	Abstract
	1 Introduction
	2 Related Work
	2.1 Jamming Efficiency Metrics
	2.2 Types of Jammer [5, 6, 8]:
	2.3 Types of Jamming [18, 28]:

	3 Existing System [1]
	4 Proposed System
	4.1 Jamming Model
	4.2 Proposed Flowchart
	4.3 Proposed Theory

	5 Results and Implementation
	5.1 Implementation
	5.2 Simulation Parameters
	5.3 Results

	6 Conclusion and Future Scope
	6.1 Conclusion
	6.2 Future Scope

	References

	Optimize Spectrum Allocation in Cognitive Radio Network
	Abstract
	1 Introduction
	2 Cognitive Radio Operating Parameters
	2.1 Transmission Parameter
	2.2 Environmental Parameter
	2.3 Performance Objective
	2.4 Multi Objective Goals [9]
	2.5 Genetic Approach [8]

	3 Simulation and Results
	3.1 Multi Objective Performances

	4 Summary
	References

	Activity Based Resource Allocation in IoT for Disaster Management
	1 Introduction
	2 Problem Description
	3 Resource Allocation Algorithm
	4 Simulation Results
	5 Conclusion
	References

	Performance Analysis of 32 × 10 Gbps WDM System Based on Hybrid Amplifier at Different Transmission Length and Dispersion
	Abstract
	1 Introduction
	2 Simulation Setup
	3 Result and Discussion
	4 Conclusion
	References

	A Review on Poly-Phase Coded Waveforms for MIMO Radar with Increased Orthogonality
	1 Introduction
	2 Polyphase Coded Waveform
	3 Optimization of MIMO RADAR Waveforms
	4 Simulation Results
	5 Conclusion
	References

	Designing of SDR Based Malicious Act: IRNSS Jammer
	Abstract
	1 Introduction
	2 Classification of Jammer
	3 Implementation of Jammer Using SDR
	3.1 Class I: Continuous Wave Jammer
	3.2 Class II: Chirp Signal with Single Saw-Tooth Jammer
	3.3 Class III: Chirp Signal Multi Saw-Tooth Jammer
	3.4 Class IV: Chirp Signal with Frequency Burst Jammer

	4 Analysis of Jammer Parameters
	5 Summary
	Acknowledgements
	References

	Sensitivity Analysis of Phase Matched Turning Point Long Period Fiber Gratings
	Abstract
	1 Introduction
	2 Mode Coupling in LPFGs
	3 Sensitivity Analysis Results and Discussions
	3.1 Core and Cladding Modes Effective Indices
	3.2 Phase Matching Curves
	3.3 Sensitivity at TAP in LPFGs

	4 Conclusion
	References

	Performance Analysis of Nakagami and Rayleigh Fading for 2 × 2 and 4 × 4 MIMO Channel with Spatial M ...
	Abstract
	1 Introduction
	2 System Model
	3 MIMO System Channel Capacity
	4 Fading Wireless Channels
	5 Simulation Results
	6 Conclusion
	References

	Wavelet Based Feature Level Fusion Approach for Multi-biometric Cryptosystem
	Abstract
	1 Introduction
	2 Proposed Framework for Multi-biometric Cryptosystem
	2.1 Feature Extraction
	2.2 Wavelet Decomposition
	2.3 Fusion of Feature Templates
	2.4 Key Generation Technique
	2.5 Key Binding Technique
	2.6 Key Retrieval Technique

	3 Experimental Results and Discussion
	4 Conclusion
	References

	Author Index



