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Preface

This volume is devoted to the memory of Russian scientist Eron Aero who passed
away on June 2016. His outstanding contribution to the theory of materials with
internal structure starts with his first publication with his supervisor Kuvshinsky on
the model of the Cosserat continuum. It appeared in early sixties and attracted great
attention of scientists as an outstanding contribution in the field of generalized
continua. The main finding was the obtaining of the potential and the material
relationships invariant to the rigid rotation while previous models were not
invariant. Throughout his life, he considered the micropolar models of solids and
fluids. Nowadays, the Cosserat continuum has taken a significant place in
Continuum Mechanics among other generalized models of continua such as
micromorphic continua, strain-gradient media and media with internal variables.
His findings in the area inspired many scientists for their fruitful scientific
researches.

He also contributed to the theory of liquid crystals developing new theory for
nematics based on the use of couple stresses theory. He developed strongly nonlinear
continuum theory of crystalline media whose complex lattice structure consists of
two sub-lattices. He suggested a principle of translational symmetry that resulted in
obtaining new nonlinear equations of motion. The solutions to these equations allow
us to predict deep structural rearrangements of the lattice in the field of intensive
power and thermal stresses: lowering of potential barriers, switching of the
inter-atomic bonds, phase transitions, fragmentation of the lattice, etc; thus, some
modern experimental data may be explained. The most important Aero’s publica-
tions were listed in the editorial [V. A. Eremeyev, A. V. Porubov, L. Placidi. Special
Issue in Honor of Eron L Aero. Math. Mech. Solids. 2016. 21(1), 3–5].

As can be seen, E. Aero was not afraid to seriously change the direction of his
research and distinguished by original approaches to the solution of the problems
stated by him. His vivid non-standard thinking provided a great influence on the
investigations of his colleagues who discussed their tasks with him.
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This volume contains contributions of scientist dealing with various aspects of
mechanics of microstructured media and structures. There are papers written by the
colleagues of the Institute of Problems in Mechanical Engineering of the Russian
Academy of Sciences where he worked for many years, organized and headed the
laboratory of Micromechanics of Materials. In particular, these works concern
development of the theory of highly nonlinear dynamic processes in media having
complex crystalline lattice. Also the contributions on generalized microstructured
media are presented which are originally inspired by his pioneering work with
Kuvshinsky. The presented here papers address the further developments in the
theory of Cosserat media, liquid crystals, porous media, piezoelectrics, thermody-
namics, materials with surface stresses, in applications to the metamaterials and
even in the modelling of the circumsolar ring evolution.

The volume continues honouring of achievements of E. Aero started by the
Special Issue of the Mathematics and Mechanics of Solids (2016, SAGE Publ.) on
the occasion of his 80th anniversary.

Rome, Italy Francesco dell’Isola
Gdańsk, Poland Victor A. Eremeyev
Saint Petersburg, Russia Alexey Porubov
November 2017
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Some Introductory and Historical Remarks
on Mechanics of Microstructured Materials

Francesco dell’Isola and Victor A. Eremeyev

Abstract Here we present few remarks on the development of the models of

microstuctured media and the generalized continua.

1 Structured Media i.e. Modeling Complexity:
A Change of Paradigm?

In recent literature a great attention has been paid to the so called “structured media”.

These are media in which the macroscopic behavior is dictated by the micro struc-

ture of the considered systems. Of course the related theory of structures, which was

originated for describing the behavior of bridges and building, then applied to air-

planes, spaceships and robotics uses methods and techniques which are very close.

Therefore the most modern theory did exploit the results and the ideas developed in

the elder one.

The standard Cauchy continuum theory is clearly not suitable to describe the

physical behavior of structured continua. For a detailed discussion of this point the

reader can refer for instance to [1–4].

For this reason different generalizations were proposed. The works which we con-

sider more enlightening and systematic are those due to Germain and Eringen (see

[5–7]) and we refer to [1, 4, 8–16] and references there cited for a more detailed

discussion of the explored theoretical possibilities.

The ideas of Cauchy having found brave champions (see e.g. [17]) a part of the

community of mechanicians did believe that the whole continuum mechanics was
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2 F. dell’Isola and V. A. Eremeyev

covered by what is indeed a particular case. Cauchy first gradient continua, while

representing a particular and very important case of continua, do not exhaust all

logical and physical possibilities, when one decides to introduce a continuous model

for deformable bodies (see e.g. [4, 5, 7, 18]).

This circumstance had as a consequence that mechanics needed to experience (in

a small scale and in a limited subgroup rather localized in space and time) a rather

sharp change of paradigm (see for the discussion of the concept of paradigm and for

the particular paradigm change considered here e.g. [8, 19–25]) in order to recover

the capacity of describing complexity via continuum models.

The complexity at micro level do require extra kinematic descriptors at macro

level: sometimes it is enough to introduce as deformation measures higher gradi-

ents of displacements (see e.g. [6, 18]) but in general other completely independent

descriptors are needed. If one limits to continua where it is enough to introduce bal-

ance of torque then one gets Cosserat continua (see the founding work [26] and e.g.

the elegant contribution by [24, 27–32]).

Otherwise one needs variational principles and a family of new and completely

independent kinematic descriptors as discussed e.g. in [5, 7, 18, 33, 34].

A possible way for getting well posed theory may consist in introducing homog-

enization techniques, by starting from a discrete or continuous micro-model being

characterized by simple mechanical properties and complex geometry.

Gabrio Piola (translated in [35]) seems to have been one of the first scholars in

proposing a kind of asymptotic homogenization and actually he ended by introducing

peridynamics and high gradient models (see e.g. [1, 4, 8, 19]).

More recently more rigorous homogenization procedures are applied and used

(see e.g. the fundamental book [36–49]) based on various functional analytical con-

cepts, including Gamma-convergence. All these procedures however, while gaining

in mathematical rigor, do not supply in general a heuristic tool: they are only to

be used in order to justify mathematically a conjecture which has to be obtained via

some other conceptual tools. Moreover the great majority of them assume some start-

ing hypotheses which lead and limit to first gradient continua. However it has been

proven that higher gradient models can be obtained via homogenization of highly

contrasted micro structures (see e.g. [3, 50–61]). The conjecture which leads to these

class of continua by means of asymptotic expansions is simple: different elasticity

coefficients must be rescaled with the expansion parameter to diverge with suitably

large power. This statement formulates precisely the condition of “presence of high

contrast” in material parameters. This situation is exactly as for layered plates and

shells with hight contrast in elastic moduli of layers. For low contrast the classic

model of shear-deformable plates and shells can be applied whereas for high con-

trast the extended models that is layer-wised ones are necessary, see [62, 63].

It is worth to mentioned that the homogenization is a reach source for consti-

tutive models of extended continue. For example it was used for derivation of the

constitutive relations of micropolar solids in [33, 64–74].

The homogenization techniques can be applied also in in the case of microstruc-

tured coatings such as applied to produce superhydro- and oleo-phobic surfaces in

order to obtain the models of surface elasticity developed by [75, 76] and by [77,

78], see e.g. [79].
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It has to be remarked that in statistical mechanics some rigorous results are

obtained which prove rigorously how one can get fluid continua from discrete micro-

scopic systems (see the exhaustive reviews presented in [80–82]).

Actually while one can obtain relevant and rigorous results in homogenizing

microscopically inhomogeneous systems, also including in the picture thermal phe-

nomena for systems behaving macroscopically as fluids (see the e.g. [83–87]) and

also for different class of biological systems (see e.g. [88, 89]), it is an open prob-

lem the determination, via statistical mechanics and rigorous reasonings, of micro

properties leading, at macro level, to solid behavior.

Therefore one has to expect that heuristic methods, mixed micro-macro

approaches and ad hoc phenomenological continuum models still play a relevant

role in the efforts for describing structured media.

2 Did Piola Formulate Already A Method of Asymptotic
Homogenization?

While Piola did not produce results comparable in rigor to the results cited in the

previous introduction (clearly the concept of rigor in mathematical proof is chang-

ing in time and in space) he did formulate generalized continuum model, like those

presented in this volume.

Homogenization procedures start by considering two different levels at which

modeling is performed. We talk about respectively micro and macro descriptions

and they correspond to relatively smaller or larger length scales.

As we have discussed there are two different class of homogenization results:

the first class of these results is based on heuristic considerations leading to conjec-

ture, having accepted more or less clear assumptions, that a specific set of discrete

micro models, if the characteristic length-scale tends to zero, can converge to a cer-

tain macro continuous model, at least under well specified phenomenological con-

ditions. If one is lucky (or clever enough) these heuristic analyses can lead to the

identification of continuum constitutive parameters in function of the properties of

the micro discrete systems.

The second class consists in producing precise mathematical results: the micro

problem and the limit macro problem are compared and the difference of their solu-

tions is estimated by introducing an upper bound, which, eventually, is proven to

vanish when the homogenization parameter tends to zero. As the methods used in

this second class are modern they did not belong to the generation of mathematicians

of Piola: it is useful to distinguish them as results based either on the functional anal-

ysis [36, 37, 45, 49], or on Gamma-convergence (see e.g. [3, 39, 41, 42, 50, 51,

53, 54]), or on a priori estimated techniques (see e.g. [55]).

Remark that when one starts from a micro model one can reach a macro model

only after having accepted suitable kinematical and simplifying assumptions. These

assumptions actually characterize the macro target model and this macro model is
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assumed to be able to describe the overall behavior of the micro model only in some

and well specified physical instances.

Actually there are (eventually infinite) many micro motions which can correspond

to a unique specifically chosen macro motion: in statistical mechanics and in any

homogenization procedure one has to make a limiting choice of one specific class of

micro motions for each macro motion in order to develop the macro model: this is

an intrinsic characteristic of the “averaging” procedure.

Based on this correspondence one must also try to identify the evolution equa-

tions of the macro motion starting from the geometrical and mechanical properties

of micro system.

We stress that it has to be recognized that Piola’s contribution to mechanics must

include his identification of a micro motion for a discrete lattice material particles

systems in terms of a macro motion as given by the placement fields for the homog-

enized continuum, as functions of space and time.

This is exactly the method which he uses to formulate (see [4]) his generalized

continuum macro models, which are very advanced even nowadays and which has

been rediscovered more than 150 years later.

Of course one can object that Piola did not “prove” that starting from micro-

motions, as solutions of micro evolution equations, and considering macro-motions,

as solution of macro evolution equations, when the chosen micro-level length-scale

tends to zero, the micro motions tend to produce exactly the considered macro

motions, once a suitable way for measuring their distance has been introduced.

This procedure requires to preliminary find a well-posedness result for both micro

and macro problems and the capacity of finding a functional space to which both

macro and micro motions belong. Many different techniques have been developed:

see e.g. the following references: ([3, 36, 37, 39, 41, 42, 45, 49–51, 53–55]). The

reader will not be surprised to see that considered models at micro scale are some-

times infinite dimensional continuous and other times finite dimensional models:

macro models, instead, are nearly always continuous.

Using his identification procedure Piola manage to formulate continuum models

which are more general than those studied by Cauchy: however these last class of

models attracted the attention of the majority of engineering scientists and there-

fore when both at micro and macro levels one considers Cauchy (i.e. first gradient)

continua it is possible to find, in modern literature, many interesting results which

frame homogenization in very advanced mathematic al theories: Gamma conver-

gence and many other functional analysis concepts were developed under the push

of the demands from this mechanical problem: the reader is referred for more details,

for instance, to [36, 37, 39–47, 49, 90]. All mathematical results in this context are

based on the rigorous proof of the convergence of micro energies to macro energies

when the introduced micro scale vanishes.

It has to be remarked that Piola considers at micro-level a system of particles

placed in a lattice: they may experience also long range interactions and their place-

ment may be changed under the action of external actions. As long range interactions

among particles are allowed the continuum limit which he obtains results to be a gen-

eralized continuum. Remark that Piola did not know that subsequent literature would
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be bound to consider Cauchy particular class of continua: therefore he calls what in

modern times are “generalized continua” simply “continua”. Piola’s continua, actu-

ally were bound to be rediscovered in XXI century: they are the object of the study

in so called Peridynamics (see for a more detailed discussion the work [4]).

Piola seems to attribute to discrete systems a specific and relevant physical mean-

ing, as was customary in his époque. Later science was shacked by the terrible con-

troversy between Mach and Boltzmann. It seems to us that Piola would have shared

the ideas expressed by Boltzmann. It has to be remarked that Piola had no ideas

of the true dimensions of atoms and molecules and that his considerations do not

include temperature. Some homogenization results (and very rigorous ones) have

been obtained, for discrete systems, in statistical mechanics. With these results one

can prove rigorously how fluid continua can be seen as a limit of discrete micro-

scopic systems, see the interesting reviews in [80–82]. These results in homoge-

nizing microscopically inhomogeneous systems, which manage to interpret thermal

phenomena in systems which behave macroscopically as fluids (see e.g. the papers

[83–87]) and in some biological systems (see e.g. [88, 89]), were not extended, up to

now, to determine, by means of rigorous statistical mechanical methods, which are

those micro properties which produce, at macro level, deformable solids.

As a consequence the old fashioned heuristic methods à la Piola can still be top-

ical, as it may represent the only available conceptual tool to model some specific

complex mechanical systems. An example of their application is presented in [91–

93], while in [58, 59, 91] some mixed micro-macro approaches are attempted. Also

numerical identifications (see e.g. [94, 95]) and ad hoc phenomenological contin-

uum models in [2, 5, 26, 58, 59, 91–93, 96, 97] still play a relevant role in the

efforts for describing structured media.

Exactly as happens in statistical mechanics the system that Piola considers at

micro level is finite dimensional: in modern literature one finds less attention to the

homogenization of this kind of models (see e.g. [38, 39]).

We believe that starting from lattices of interacting particles it is more natural to

arrive to macro homogenized models which do not verify the basic assumptions by

Cauchy: and indeed Piola did easily formulate such a kind of models. Also it has to

be noticed that the modern debates and discussions questioning the use and the role

of second or higher gradient continuum theories in mechanical sciences are not new.

Francesco Brioschi edited the last work by Piola translated in [35], posthumous in

1856: in the title of this work the word “controversial” appeared in a evident position.

Cauchy, Navier and Poisson, changing the direction given to the French mechanics

school by Lagrange and D’Alembert, did not believe any more to the powerful heuris-

tic importance of variational methods.

More recently the French school (leaded by Paul Germain see e.g. [6, 7]) came

back to the ancient ideas by Lagrange, as divulged by Piola.

Therefore we have an apparently paradoxical situation: even if the results pre-

sented by Piola are not as rigorous as required by the modern standards in the math-

ematical theory of homogenization, they are often, and by far, more general than

those presented in the great majority of recent papers and textbooks in continuum

mechanics.
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We believe that the Piola’s micro-macro identification procedure can be easily

used as a heuristic guidance to new and very interesting rigorous results: Piola iden-

tifies macro virtual work in terms of macro kinematical descriptors by imposing its

equality with micro virtual work. To do so he assumes what we want to call Piola’s
Ansatz:

(i) one assumes that a smooth macro displacement field exists which describes at

this length scale the overall behavior of studied complex system,

(ii) one identifies the displacements of the particles forming the micro-lattice by

means of the values of the macro displacement in the nodes of the lattice;

(iii) he identifies finite differences with derivatives and in this way he identifies the

expression of macro deformation and kinetic energy and macro virtual work in

terms of micro geometrical and physical properties.

In our opinion this process is due to Piola (again we are ready to discover a further

occurrence of Stigler’s law) and we call it: Piola identification process.

3 Variational Principles as a Guide for Formulating New
Models: The Case of Hencky and Euler Beams

Which postulation scheme is needed when one needs to formulate new models for

describing the physical behavior of systems not yet studied?

Many possible epistemological choices can be used: D’Alembert, Lagrange and

Piola are among the founders of a school whose postulation is based on variational

principle. The most general of such principles is the Principle of Virtual Work, of

which the Hamilton Principle can be regarded as a particular case.

It is relevant to understand when this principles were introduced at first. In our

opinion in many cases new mathematical models could be formulated only after

having approached the problem by using the postulation scheme based on variational

principles. For historical remarks on various variational principles we refer also to

[98].

This opinion can be tested only by checking all possible instance of novel models,

as introduced in different époques: of course in this context it is essential to deter-

mine the first formulation of a given model. Indeed once formulated a models, for

instance starting from a variational principle, it is easy to reformulate it by assuming

a postulation scheme based on balance principles.

From an epistemological point of view it is essential to establish if the discovery is

more frequent when one starts from variational principles or if he starts from balance

principles.

Therefore while the fight for priority may be futile, to establish which postulation

scheme was more successful may be of relevance.

We discuss here two examples.
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3.1 First Formulations of Hamilton Principle

For sure in the work by Piola published in 1825 one finds the following statement:

“Concluderemo adunque che le funzioni di t volute dalle leggi della natura e che

esprimono le coordinate di tutti i punti del sistema alla fine di un tempo qualunque,

hanno quelle stesse forme che rendono massima o minima la primitiva della funzione

𝛺 − U − 1
2
∑(

dx2 + dy2 + dz2
)

definita fra i due limiti valori del tempo”.

This statement can be translated as follows:

“We will therefore conclude that the functions of the time t which are wanted by

the laws of nature and which express the coordinates of all the points of the system at

the end of any time whatsoever, have exactly the same forms which render maximal

or minimal the primitive of the function 𝛺 − U − 1
2
∑(

dx2 + dy2 + dz2
)

as defined

between the two limit values of the time”.

Few years later such a statement has been called “the Principle of Hamilton”. The

reader will remark that this variational principle has been placed at the basis of the

mechanics of material bodies in the two papers “On a General Method in Dynamics”

which were published in the Philosophical Transactions in 1834 and 1835 (see [99]).

In [99] Hamilton writes: “But when this well known law of least, or as it might be

better called, of stationary action, is applied to the determination of the actual motion

of the system, it serves only to form, by the rules of the calculus of variations, the

differential equations of motion of the second order, which can always be otherwise

found.” ....

Therefore it seems that also Hamilton needed to discuss and support his varia-

tional point of view, if he feels the need to support it by confirming its results with

those obtained in another way.

“A different estimate, perhaps, will be formed of that other principle which has

been introduced in the present paper, under the name of the law of varying action,

in which we pass from an actual motion to another motion dynamically possible, by

varying the extreme positions of the system, and (in general) the quantity H, and

which serves to express, by means of a single function, not the mere differential

equations of motion, but their intermediate and their final integrals.”

In reading Hamilton one must deduce that he did not know Piola’s previous work.

There are no reasons to doubt about this fact: indeed he expresses his total admiration

of the work of his predecessors and in particular those due to Lagrange. He claims:

The theoretical development of the laws of motion of bodies is a problem of such interest and

importance, that it has engaged the attention of all the most eminent mathematicians, since

the invention of dynamics as a mathematical science by Galileo, and especially since the

wonderful extension which was given to that science by Newton. Among the successors of

those illustrious men, Lagrange has perhaps done more than any other analyst, to give extent

and harmony to such deductive researches, by showing that the most varied consequences

respecting the motions of systems of bodies may be derived from one radical formula; the

beauty of the method so suiting the dignity of the results, as to make of his great work a kind

of scientific poem.

The previous excerption by Hamilton expresses an opinion fully shared by Piola.

Both Hamilton and Piola are to be considered immediate successors of Lagrange in
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the leadership of the mechanical school basing the study of physical systems on a

postulation which has as central point the Principle of Hamilton, or its weaker form

(later used systematically by Piola) given by the Principle of Virtual Work.

We can easily accept that Hamilton and Piola are among the brightest scientists

in mechanical sciences. They both regarded themselves as continuators of the work

of D’Alembert, in the spirit (i.e. following his metaphysics, using Piola’s expression)

of Lagrange.

We cannot be sure that Piola is actually the true originator of modern generalized

continuum theories: we are aware of the fact that in [100], Stigler’s law of eponymy

is formulated “no scientific discovery is named after its original discoverer”.

3.2 Hencky Discrete Models and Euler Continuum Models
for Beams

In 1825 Piola published his first scientific Memoir. Piola considers more fundamental

and more physically understandable a model for planar beams based on the consid-

eration of an “equivalent” system of bars and concentrated springs. He regards an

Euler beam as the limit of a set of bars: each bar can be elongated and the relative

angle between two bars can change. Both elongation and angle variations determine

a variation of deformation energy, whose expression in left arbitrary. Actually Piola

formulates a principle of virtual work by specifying suitable deformation energies

and by determining the dual quantities of these deformations.

Piola’s discrete model will be studied by Hencky nearly one century later, regard-

ing it as an approximation of Euler beam. Piola regards as more understandable the

described discrete system: he finds possible the formulation of the Euler model only

regarding it as a limit of a discrete system of bars. Both Piola and Euler (see e.g.

[101] for a detailed discussion of the original works of Euler and his choice of bas-

ing his investigations on variational principles) systematically formulate, as the most

fundamental assumption, a principle of virtual work.

Consider that Euler was among the first authors studying the deformation of

Elasticas and that Piola is one of the first authors studying Hencky type models for

beams.

We can read some excerptions from the Memoir of 1825 by Piola, when he talks

about elastic curves:

In the elastic curves it occurs to have to consider internal forces as those recalled in the n

199; they can be, as we will see, of three kinds; but if one wants to conceive their action, it

is possible to do so only by using the approximating polygon (193).

It is obvious then that for Piola the ontological reality resides only in discrete

models, while the continua are only some mathematical tools which can be of use

when looking for the solution of specific applicative problems: he relies for this on

the powerful methods of mathematical analysis.

Piola continues by stating that:
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Therefore this is what we will do, by recalling that it is not important to be able to form in

our mind the image of the way of action of elastic forces in the curves: for what concerns

the effects, they can be found as could be found if it would not occur (occurrence which still

is indispensable) the disappearance of every representation in the passage from the polygon

to the curve, which is its limit (see again 193).

Here Piola states clearly the fact that he refrains from the consideration of internal

forces: he considers the efforts in this direction “not important”.

Finally he lists the three kinds of elasticity which can be observed in elastic

curves:

At first the one related to elongations:

The first kind of elasticity, to which one wanted to give the name of tension, is that elasticity

for which, even if there were not external applied forces, one would change every side of the

subtended polygon by elongation or contacting it.

then the kind related to bending

The second kind of elasticity, or that kind of elasticity to which the recent writers have left

the name without any specific adjective, is imagined to act on the angle formed by two

consecutive sides of the polygon and along all the polygon itself. However, in order to find

the term which this kind of elasticity has introduced in the general equation, it is convenient

to determine, at first, the function F (199) which said elasticity tends to make vary.

Piola manages to determine some measures of deformation able to account for

the bending, starting from the placement function of the elastic curve. In [102] the

spirit of Piola is evoked to find an expression of continuous deformation energy

and to formulate the equilibrium minimization problem for pantographic structures.

Exactly as forecast by Piola the obtained models are generalized second gradient

continua.

Then Piola proves that the limit of his Hencky type discrete beam leads exactly

to the fundamental conjecture by Euler and Bernoulli: bending deformation energy

depends on the curvature of the elastica.

Again quoting Piola (his Memoir 1825):

Therefore (199) in the term SE𝛿f introduced by that elastic force the f will have the just

determined value. As then, being R the radius of curvature, one knows that

R =
(
Dx2 + Dy2 + Dz2

) 3
2

√{(
DxD2z − DzD2x

)2 +
(
DyD2z − DzD2y

)2 +
(
DxD2y − DyD2x

)2}

in this way it can be seen how we get

f =
Ds
R

′′

To complete his analysis Piola considers beams having non planar actual

configurations:
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Mister Binet (J) was the first author who introduced the consideration of a third kind of

elasticity, and he wanted to call it torsion: this kind of elasticity had escaped the analysis

of Lagrange, and nevertheless one cannot deny that it can be observed also in nature. To

understand what it is [such a concept] let us consider three consecutive sides of the subtended

polygon (199), and it is very well clear that the plane formed by the first two sides will not

generally be the same plane which contains the last two sides: these two planes will form

an angle and it is on this angle that the new elasticity is intended to act. Once called F this

angle of the polygon, if we will manage to transform it into the usual form 𝜔f + 𝜔
2k + etc.,

we will also know the term SE𝛿f introduced by the torsion in the general equation (199).

Again here, as in the previous paragraph and for a similar reason, I will give a new way for

finding this angle.

We conclude with two remarks:

(i) Piola’s mathematical investigations gave an important contribution to the mod-

ern theory of one dimensional extensional continua, moving in space and capa-

ble to store bending and twisting energy;

(ii) Piola’s results established the mathematical basis of the numerical study of Euler

or Hencky beams, basing the formulation of their evolution equations on the firm

basis of variational principles.

4 Discrete Versus Continuous Description: An Ancient
Dichotomy

Greek philosophers debated about the true ontological nature of matter. Epicurean

believed in its discrete nature, as they considered atoms as the smallest indivisible

constituent of matter. On the other side Heraclitus did believe that the ontological

nature of matter was intrinsically continuous.

However already Archimedes was aware of the difficulty in reaching any definite

conclusion about the ultimate true nature of matter (and any other physical phe-

nomenology): in fact he was aware that any mathematical theory had a specific use

limited to describe only a well determined class of phenomena.

Therefore the question concerning discrete of continuous description has to be

considered simply as a matter of opportunity: in a given context which is the most

suitable approach? It seems rather difficult to establish that one description between

the one give by discrete models or the other one based on continuous models is the

closest to reality.

Archimedes (and the modern scientists) refrain from any effort of attaining any

definite truth about the ultimate nature of matter. We must be content to find the class

of model which more suitably describes a given class of phenomena. It seems that

also Piola accepts such a point of view. The principle of Virtual Work is at the basis

of the whole set of memoirs by Piola: all the models which he considers starts from

the postulation of the internal and external work functionals. He prefers to start his

analysis by considering discrete models for the lattices of particles which he wants to

consider and he claims to be able to understand clearly the physical meaning of such
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discrete models: he believes that continuum models represent as mental construction

useful to describe the behavior of discrete systems as a whole and only in some

specific and well determined situations. Actually he considers continuous models as

a mathematical tool to calculate solutions to equilibrium or motion problems: partial

differential equations are considered in his époque (see also for instance the results

by Hamilton leading to Hamilton-Jacobi partial differential equation) as a tool useful

to calculate the solution of systems of ordinary differential equations having many

unknown time varying function.

For those who may ask themselves how it is possible to believe that more com-

plex PDEs may be of use in solving simpler ODEs we remark here that it can happen

that PDEs can be solved with less efforts that the original ODEs: the French school

in engineering sciences obtained wonderful results using this method, mainly when

dealing with linearized equations. For instance De Saint Venant opened for engi-

neering applications all the results for linear elasticity and had a great impact in

engineering capacity of designing structures.

In our opinion, for Piola and many scientists of his generation, continuum mechan-

ics represents a “computational tool”. It is a “mathematical trick” which allows for

computation of some solutions which are relevant in the engineering applications. As

sometimes happens in science, what was born as a computational tool became a foun-

dational concept: the choice of considering balance equations as the most fundamen-

tal concepts in mechanics (due probably to Cauchy, but who knows? Maybe Stigler’s

law applies also here) produced the consequence of considering the principle of vir-

tual work as a less fundamental concept. This lead to the following oxymoron: “we

prove now the theorem of the principle of virtual work”. Further investigations are

now needed to districate such an oxymoron and many other related ones.

The dichotomy discrete/continuous was present in the whole history of science

and we cannot discuss in a small space it: such dichotomy has so many aspects which

it could be a gigantic work simply to give a short review about its historical devel-

opment. Piola surely consider atomistic models more fundamental, but we believe

that he did not manage to arrive to a formulation close to modern statistical mechan-

ics as he does not manage to conceive any kinetic concept leading to the concept of

temperature and heat flux. Piola explicitly states that he develops mechanics with a

postulation where Thermodynamics does not play any role. It is very important to

remark that, in order to use computer aided simulations, leading to numerical predic-

tion of considered phenomena, in general the literature one considers Euler-Lagrange

equations (i.e. balance equations) as the most fundamental concepts to be postulated

as basic principle. Then one multiplies by test functions (suitably regular) and after a

painful integration by parts he is lead to get a variational principle for the continuous

system which is considered. Finally one discretizes via a finite elements the obtained

expression for internal and external work to compute, with a numerical integration

scheme, the desired discrete approximation of the continuous field solution of the

problem formulated with the continuous model.

This seems to be a vicious circle and therefore one may ask a question: is it

really necessary to homogenize and then discretize again? Maybe it is much better

to study the discrete system which we have at the beginning! It is possible, probably
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sometimes easier, to make computations based on the discrete systems which one

can postulate directly without any intermediate step. This is spirit which inspired,

for instance, the papers [103–108]. Indeed they central idea of the numerical simu-

lations presented there is simple: one does not model pantographic structures with

a continuum (which is necessarily to be chosen in the class of second gradient con-

tinua). Actually such continuum is inspired by a homogenization process similar to

the one due to Piola and Hencky: in order to get some meaningful numerical pre-

dictions a subsequent PE discretization is needed, which must involve suitably reg-

ular elements. On the contrary a discrete Lagrangian model is postulated since the

very beginning and the numerical code needed to find the motion is adapted to use

directly it.

In some sense the continual models using PDEs were widely applied since these

models give some very useful tool for analytical analysis whereas discrete models

require almost always numerical methods. So it was one of reasons to replace a lattice

model with atoms and molecules by a continual counterpart. Nowadays, there are

many developments in the theory of lattices considered as discrete systems, see e.g.

[109–114].

It is remarkable how some conceptual tools initially introduced to meet the

needs imposed by computing (here we consider, as examples, the partial differential

equations obtained as Euler Lagrange stationarity conditions or also the Ptolemaic

epicycles in the calculations needed to study, in Hellenistic époque, the mechanics of

celestial bodies) may have changed their role in the process of formulating theories

in different cultural paradigms.

Instead of representing a tool for getting the solution of engineering problems in

a given milieux they could become the most fundamental concepts in the views of

some schools.

This is what happened to PDEs: being essentially equivalent to balance equa-

tions in continuum mechanics they were regarded to supply the most fundamental

conceptual tool in physics. Exactly as happened to the theory of epicycles and def-

erents: from being a computational tool they were transformed in middle ages as the

most basic concepts in the study of celestial motion (the reader can find more details

in [19, 115]).

5 Some Conclusions: History of Mechanics as a Tool
in Finding Models for Fabrics, 3D Printed Prototypes
and Various Complex Systems

Gabrio Piola has been an Italian scientist whose contributions have been generally

neglected. However he has left a trace in mechanical and mathematical literature

and his works were widely distributed in the main world libraries, although written

in Italian (for instance in Vienna [116, 117] and at the University of Wisconsin,

Google books could find many copies of his works). Hellinger was aware of some of
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his contributions (see [9–11]) and Piola was cited also in [17]. For a more detailed

discussion aimed to assess the true influence of Piola on subsequent research the

reader is referred to [4] and also to [8].

Piola gives a visionary presentation of variational principles and tries to teach

to his successors those methods that he believes are more suitable to invent new

models. He writes in “lntorno alle equazioni fondamentali del movimento di corpi
qualsivogliono, considerati secondo la naturale loro forma e costituzione.” page 4,

as translated in [118]:

If it is well founded or not the statement that the Lagrangian methods are sufficient to the

description of all mechanical phenomena, and are so powerful that they are suitable for all

further possible researches, this is what shall be decided later, and before rebutting my point

of view, it will be fair to leave me to expose all arguments which I have gathered to defend

my point of view. I hope to clarify in the following Memoir that the only reason for which

the Analytical Mechanics seemed to be insufficient in the solution of some problems, is that

Lagrange, while writing the conditions for equilibrium and motion of a three dimensional

body, did not detailed his model by assigning the equations relative to every material point

belonging to it. If he had done this, and he could very well do it without departing from

the methods imparted in his book, he would have obtained easily the same equations to

which the French Geometers of our times arrived very painfully, [equations] which now are

the foundation of new theories. However those results which he could not obtain, because

death subtracted him to sciences before he could complete his great oeuvre, these results

can be obtained by others: this is the assumption which led me to start some efforts since

the years 1832 and 1835 (See the Memoir della Meccanica dei carpi naturalmente estesi

inserted in the 1st Tome of Opuscoli matematici e fisici; Milano, Giusti, 1832: and the other

Sulla nuova analisi per tutte le quistioni della Meccanica molecolare in the Tome XXI of

these Proceedings).

Following, more or less consciously, the indication of Piola many generalized

continuum or Lagrangian discrete models have been used by some successors of

Lagrange:

(i) for modeling fabrics used to built reinforced composites (see e.g. [91, 93, 119–

123]): the complexity at micro level of such systems very often imposes the

formulation of generalized continuum models at macro level; however it must

be remarked that, always using Lagrangian mechanics, such complex systems

may be modeled directly by means of discrete models as done for instance in

[103–108]. Hencky type models, generalizing the discrete description of Euler

beams, can be very useful in formulating numerical codes suitable to predict

the behavior of metamaterials and complex fabrics;

(ii) to develop more sophisticated description of deformation phenomena (see e.g.

[2, 18, 26, 48, 53, 56, 57, 59, 61, 97, 124–127] and also the fundamental

papers [6, 7, 24]): this effort has been, paradoxically, blocked by the undoubted

success of the simpler Cauchy continuum models whose range of applicability

is, however, rather limited in the considered instances;

(iii) to guide the invention of novel meta materials by using the technology of

3D printing (see e.g. [61, 91, 93, 102, 119, 123, 126, 128]): exotic behav-

ior forecast for generalized continua can be transformed into real phenomena
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occurring to objects whose internal architecture is so finely specified and whose

microstructure is optimized for specific applications;

(iv) to obtain novel micro-macro identification results (see e.g. [3, 37, 50, 51, 53,

54, 58–60, 103–108, 121, 122, 129–131]): reduced order models are very

useful to save computing time and to make possible the required predictions

concerning the physical behavior of complex systems;

(v) to obtain interesting models of biomechanics phenomena (see e.g. [96, 132–

135]): many different length scales appear in biomechanical systems and when

modeling them the standard Cauchy continuum mechanics is very often not

suitable to fully describe relevant phenomena.

Gabrio Piola describes in his first published work in 1825 a homogenization pro-

cedure allowing for the determination of a continuum model for a discrete systems

constituted by a lattice of particles in the reference configuration. He also obtains an

identification of macro parameters when micro geometrical and mechanical proper-

ties are known. Piola’s homogenization procedure has been used often in the subse-

quent literature as it is very useful to model the behavior of complex systems.

However we are aware of Stigler’s law of eponymy: therefore we do not give

as granted that Piola was indeed the first scientist who did introduce the heuristic

method of asymptotic homogenization which he describes in his works.

On the other hand there are some precise statements which can be assessed:

(i) many results by Piola seem to have been rediscovered also 150 years later,

(ii) Piola variational postulation of (continuum) mechanics is more encompassing

than the postulation proposed by Cauchy, between 1822 and 1850),

(iii) Piola does not use tetrahedron argument, as he bases all his analysis on the

principle of virtual work,

(iv) Piola prefers to start with discrete finite dimensional particle models of mechan-

ical complex systems, and he uses the ideas and the concepts from continuum

mechanics as a purely computational tool,

(v) Piola believes that all physical theories are to be based on variational principles.

In recent times many authors discussed about the need of considering large defor-

mation measures in engineering applications. Many claimed that only linearized the-

ories have a “utility” in engineering applications and that finite deformations “are not

needed in the engineering practice”. This point of view leads to miss the physical

understanding of studied systems and is contradicted by the most modern techno-

logical demands. In the works by Piola all kinematical quantities are considered for

large displacements and large deformations as the are the only concepts having a true

physical meaning. Many scientists needed to recover this attitude in recent times. The

temporary success of linearized models has actually blocked engineering sciences

in the development of very interesting applications for many years.

The papers presented in this volume share the visionary point of view of Piola in

many aspects and they seem to be continuing his conceptual efforts.
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Exact Analytical Solutions for Nonautonomic
Nonlinear Klein-Fock-Gordon Equation

Eron L. Aero, A. N. Bulygin and Yu. V. Pavlov

Abstract We develop methods of construction of functionally invariant solutions

U(x, y, z, t) for the nonlinear nonautonomic Klein-Fock-Gordon equation. The solu-

tions U(x, y, z, t) are found in the form of an arbitrary function, which depends on

one, 𝜏(x, y, z, t), or two, 𝛼(x, y, z, t), 𝛽(x, y, z, t) specially constructed functions. The

functions are called ansatzes. The ansatzes (𝜏, 𝛼, 𝛽) are defined as solutions of the

special equations (algebraic or mixed type—algebraic and partial differential equa-

tions). The equations for defining of the ansatzes contain arbitrary functions, depend-

ing on (𝜏, 𝛼, 𝛽). The offered methods allow to find the solution U(x, y, z, t) for partic-

ular, but wide class of the nonautonomic nonlinear Klein-Fock-Gordon equations.

The methods are illustrated by examples of finding exact analytical solutions of the

nonautonomic Liouville equation.

1 Introduction

The nonlinear Klein-Fock-Gordon (NKFG) equation

Uxx + Uyy + Uzz −
Utt

v2
= F(U) (1)

appears in many fields of modern natural sciences. Here F(U) is arbitrary function,

and the subscripts mean derivatives with respect to the corresponding variables.

Equation (1) is widely applied in fundamental and applied physics, mechanics,

biology, chemistry and other fields of science, when the right hand part is a part of
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the exponential (exp nU) hyperbolic (sinh nU, cosh nU), Fourier (sin nU, cos nU),

or Taylor (Un
, n = 1, 2,… ,) series. These equations describe the different physical

phenomena and model various technological processes. In case of nonhomogeneous

external media or external fields the corresponding equation is the nonlinear nonau-

tonomic Klein-Fock-Gordon equation

Uxx + Uyy + Uzz −
Utt

v2
= p(x, y, z, t)F(U), (2)

where p(x, y, z, t) is some function.

In literature there are practically no methods of obtaining exact analytical solu-

tions for the nonautonomic NKFG equation. Our methods basing on construction of

the functionally invariant solutions of the partial differential equations are offered

below.

2 Methods of Construction of Exact Analytical Solutions
for Nonautonomic NKFG Equation

The solution W of the differential equation is called functionally invariant if the com-

plex function of U = f (W) is also the solution for arbitrary function f . The function

W is called ansatz. For the first time, the idea about existence of the functionally

invariant solutions were suggested by Jacobi [1]. A. Forsyth has found the function-

ally invariant solutions of the Laplace equation, the wave equation and the Helmholtz

equation [2]. The idea of C. Jacobi has been fundamentally developed by H. Bateman

in relation to the theory of propagation of electromagnetic waves [3]. S.L. Sobolev

and V.I. Smirnov have successfully applied method of construction of the function-

ally invariant solutions for the problems of diffraction and distribution of sound in

homogeneous and layered media [4–6]. N.P. Erugin has made a big contribution to

development of the theory [7]. Functionally invariant solutions of the autonomic

NKFG and sine-Gordon equations are found by the authors in Ref. [8–12].

We will seek the solution of Eq. (2) in the form U = f (W). Then Eq. (2) takes the

form

f ′′
[
W2

x +W2
y +W2

z −
W2

t

v2

]
+ f ′

[
Wxx +Wyy +Wzz −

Wtt

v2

]
= p(x, y, z, t)F[f (W)].

(3)

Here and further the prime denotes derivative with respect to the argument. It is

possible to make two obvious statements from Eq. (3).

Proposition 1 If function W satisfies the equations

W2
x +W2

y +W2
z −

W2
t

v2
= 0, (4)
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Wxx +Wyy +Wzz −
Wtt

v2
= p(x, y, z, t), (5)

then the solution of Eq. (2) is given by the inversion of the integral

∫
df
F(f )

= W(x, y, z, t). (6)

Proposition 2 If function W satisfies the equations

W2
x +W2

y +W2
z −

W2
t

v2
= p(x, y, z, t), (7)

Wxx +Wyy +Wzz −
Wtt

v2
= 0, (8)

then the solution of Eq. (2) is given by the inversion of the integral

∫
df√

E + V(f )
= ±

√
2W(x, y, z, t). (9)

Here F(U) = V ′(U), and E is a constant of integration.

So, the problem of solution of the nonautonomic Eq. (2) is reduced to finding of the

functionW, which satisfies Eqs. (4), (5) or (7), (8). This problem can be solved by the

methods of construction of functionally invariant solutions of the partial differential

equations. We will consider further that the solution of Eq. (2) is constructed if the

function W satisfying to Eqs. (4), (5) or (7), (8) is found.

1st method. We will seek the solution of Eqs. (4), (5) in a form

W = 𝜑(𝜏). (10)

Here 𝜑(𝜏) is an arbitrary function of 𝜏, and 𝜏(x, y, z, t) is a root of the algebraic equa-

tion,

x 𝜉(𝜏) + y 𝜂(𝜏) + z 𝜁 (𝜏) − v2t𝜏 =
s2 + q2

2
, (11)

s2 = x2 + y2 + z2 − v2t2, (12)

q2 = 𝜉

2(𝜏) + 𝜂

2(𝜏) + 𝜁

2(𝜏) − v2𝜏2, (13)

and 𝜉(𝜏), 𝜂(𝜏), 𝜁 (𝜏) are the arbitrary functions of 𝜏.

Equation (11) defines implicit dependence 𝜏 on time and space coordinates. We

calculate partial derivatives of 𝜏 of the first and second orders by the rules of differ-

entiation of implicit functions and see that 𝜏 satisfies the equations
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𝜏

2
x + 𝜏

2
y + 𝜏

2
z −

𝜏

2
t

v2
= 0, (14)

𝜏xx + 𝜏yy + 𝜏zz −
𝜏tt

v2
= 2

𝜈

, (15)

𝜈 = 𝜉
𝜏

(x − 𝜉) + 𝜂
𝜏

(y − 𝜂) + 𝜁
𝜏

(z − 𝜁 ) − v2(t − 𝜏). (16)

For Eqs. (14), (15) the expressions

𝜉
𝜏

𝜏x + 𝜂
𝜏

𝜏y + 𝜁
𝜏

𝜏z + 𝜏t = 1, (17)

𝜈x𝜏x + 𝜈y𝜏y + 𝜈z𝜏z −
𝜈t𝜏t

v2
= 1 (18)

are take into account.

On the base of Proposition 1 and Eqs. (14), (15) we get, that Eq. (10) is a solution

of Eq. (2), if the function f (W) is found from Eq. (6) and

p(x, y, z, t) = 2
𝜈

𝜑
𝜏

. (19)

It should be noted that, despite of simplicity of analytical dependence (19), the solu-

tion of the nonautonomic NKGF equation is rather general. First, 𝜑(𝜏) is arbitrary

function of 𝜏, and, besides, ansatz 𝜏 is found from Eq. (11) which contains three

arbitrary functions 𝜉(𝜏), 𝜂(𝜏), 𝜁 (𝜏).
We will seek the function W in the form

W = 𝛹 (𝜈, 𝜏). (20)

For this ansatz Eqs. (7), (8) are

W2
x +W2

y +W2
z −

W2
t

v2
= 𝛹

2
𝜈

(2𝜎 − q2) + 2𝛹
𝜈

𝛹
𝜏

+ 𝛹
𝜏

2
𝜈

, (21)

Wxx +Wyy +Wzz −
Wtt

v2
= 1

𝜈

(2𝜎 − q21)(𝜈𝛹𝜈

+ 𝛹 )
𝜈

+ 2
𝜈

𝛹
𝜈

(𝜈𝛹
𝜈

+ 𝛹 ). (22)

Here

𝜎 = 𝜉
𝜏𝜏

(x − 𝜉) + 𝜂
𝜏𝜏

(y − 𝜂) + 𝜁
𝜏𝜏

(z − 𝜁 ), (23)

q21 = 𝜉

2
𝜏

+ 𝜂

2
𝜏

+ 𝜁

2
𝜏

− v2. (24)

At definition of Eqs. (21), (22) it is necessary to take into account (17), (18) and the

equations for the function 𝜈(x, y, z, t):
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𝜈

2
x + 𝜈

2
y + 𝜈

2
z −

𝜈

2
t

v2
= 2𝜎 − q21, (25)

𝜈xx + 𝜈yy + 𝜈zz −
𝜈tt

v2
= 2

𝜈

(2𝜎 − q21). (26)

From Eq. (22) one can see, that 𝛹 (𝜈, 𝜏) will be solution of Eq. (8), i.e. the wave

function, if

𝜈𝛹
𝜈

+ 𝛹 = 0, 𝛹 (𝜈, 𝜏) = 𝜑(𝜏)
𝜈

. (27)

For this solution one has

W2
x +W2

y +W2
z −

W2
t

v2
= 𝜑

2

𝜈
4

[
2𝜎 − q21 − 2𝜈

𝜑
𝜏

𝜑

]
. (28)

On the base of Proposition 2 we come to conclusion that the ansatz W, defined by

Eqs. (20), (27) is a solution of Eq. (2), if

p(x, y, z, t) = 𝜑

2

𝜈
4

[
2𝜎 − q21 − 2𝜈

𝜑
𝜏

𝜑

]
. (29)

2nd method. The ansatz 𝜏, which is found from Eq. (11), depends on time and

spatial coordinates. Set of analytical expressions for the ansatz 𝜏 can be expanded

under assumption that 𝜏 in addition to space coordinates and time depends on some

parameters (𝛼, 𝛽). Naturally, the new equations are necessary in this case. Let’s the

equations for 𝜏 = 𝜏(x, y, z, t, 𝛼, 𝛽) are

x𝜉(𝛼, 𝛽, 𝜏) + y𝜂(𝛼, 𝛽, 𝜏) + z𝜁 (𝛼, 𝛽, 𝜏) − v2t𝜃(𝛼, 𝛽, 𝜏) =
s2 + q22

2
, (30)

x𝜉
𝛼

+ y𝜂
𝛼

+ z𝜁
𝛼

− v2t𝜃
𝛼

= 1
2
(
q22
)
𝛼

, (31)

x𝜉
𝛽

+ y𝜂
𝛽

+ z𝜁
𝛽

− v2t𝜃
𝛽

= 1
2
(
q22
)
𝛽

, (32)

q22 = 𝜉

2 + 𝜂

2 + 𝜁

2 − v2𝜃2. (33)

Equation (30) is algebraic. It as well as Eq. (11) linearly depends on time and space

coordinates, but now the coefficients 𝜉, 𝜂, 𝜁 , 𝜃 are the functions not only of 𝜏, but also

of three arguments (𝜏, 𝛼, 𝛽). Equations (31), (32) are partial differential equations

of the first order. From Eqs. (30)–(32) one can calculate the first and second order

derivatives of 𝜏 with respect to time and space coordinates. These calculations allow

us to prove that 𝜏 satisfies the equations
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𝜏

2
x + 𝜏

2
y + 𝜏

2
z −

𝜏

2
t

v2
= 0, (34)

𝜏xx + 𝜏yy + 𝜏zz −
𝜏tt

v2
= p(x, y, z, t), (35)

p(x, y, z, t) = 1
𝜈

[
3 − (𝜉x + 𝜂y + 𝜁z + 𝜃t)

]
. (36)

On the basis of Eqs. (34), (35) and Proposition 1 it is possible to construct solutions of

nonautonomic NKFG equation if ansatz 𝜏 is defined by Eqs. (30)–(33), and function

p(x, y, z, t) is given by Eq. (36).

3rd method. We will determine ansatz 𝛼(x, y, z, t) as a root of the algebraic equa-

tion

x l(𝛼) + ym(𝛼) + z n(𝛼) − v2t w(𝛼) + q(𝛼) = 0. (37)

Here l(𝛼), m(𝛼), n(𝛼), w(𝛼), q(𝛼) are arbitrary functions of 𝛼. Solution of Eqs. (4),

(5), (7), (8) we will seek in the form

W = f (𝛼, 𝛽). (38)

By definition

𝛽 = x l
𝛼

+ ym
𝛼

+ z n
𝛼

− v2t w
𝛼

+ q
𝛼

, (39)

and f (𝛼, 𝛽) is an arbitrary function of 𝛼, 𝛽.

From Eqs. (37), (39) it is possible to calculate the first and second order partial

derivatives of 𝛼(x, y, z, t) and 𝛽(x, y, z, t) with respect to space coordinates and time

and to obtain that W satisfies the following equations

W2
x +W2

y +W2
z −

W2
t

v2
= f

𝛽

(l2
𝛼

+ m2
𝛼

+ n2
𝛼

− v2w2
𝛼

), (40)

Wxx +Wyy +Wzz −
Wtt

v2
=
(
f
𝛽𝛽

+
2f

𝛽

𝛽

)
(l2
𝛼

+ m2
𝛼

+ n2
𝛼

− v2w2
𝛼

). (41)

Final form of Eqs. (40), (41) will be obtained if we impose the condition on l(𝛼),
m(𝛼), n(𝛼), w(𝛼)

l2 + m2 + n2 = v2w2
(42)

and takes into account that

l l
𝛼𝛼

+ mm
𝛼𝛼

+ n n
𝛼𝛼

− v2ww
𝛼𝛼

= −(l2
𝛼

+ m2
𝛼

+ n2
𝛼

− v2w2
𝛼

). (43)

Let f (𝛼, 𝛽) is a solution of equation
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f
𝛽𝛽

+
2f

𝛽

𝛽

= 0. (44)

Then

f (𝛼, 𝛽) = A(𝛼) + B(𝛼)
𝛽

, (45)

where A(𝛼), B(𝛼) are arbitrary functions of 𝛼. From Eqs. (40), (41) it follows that W
will satisfy Eqs. (7), (8) and

p(x, y, z, t) = f 2
𝛽

(l2
𝛼

+ m2
𝛼

+ n2
𝛼

− v2w2
𝛼

). (46)

Using ansatz 𝛼(x, y, z, t) it is possible to find other solutions of Eqs. (40), (41).

Let’s construct the function

W = xL(𝛼) + yM(𝛼) + zN(𝛼) − v2tV(𝛼) + Q(𝛼), (47)

where L(𝛼), M(𝛼), N(𝛼), V(𝛼), Q(𝛼) are arbitrary functions of 𝛼, connecting with the

functions l(𝛼), m(𝛼), n(𝛼), w(𝛼), q(𝛼) by the simple relationships

L
𝛼

= l, M
𝛼

= m, N
𝛼

= n, V
𝛼

= w, Q
𝛼

= q. (48)

The function W, defined by Eq. (47), satisfies

W2
x +W2

y +W2
z −

W2
t

v2
= L2 +M2 + N2 − v2V2

, (49)

Wxx +Wyy +Wzz −
Wtt

v2
= −1

𝛽

(
l2 + m2 + n2 − v2w2)

. (50)

If the functions L,M,N,V are connected by the expression,

L2 +M2 + N2 = v2V2
, (51)

then W will be solution of Eqs. (4), (5) and

p(x, y, z, t) = −1
𝛽

(
l2 + m2 + n2 − v2w2)

. (52)

In the case (42) the function W will satisfy Eqs. (7), (8), and

p(x, y, z, t) = L2 +M2 + N2 − v2V2
. (53)
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The offered method of obtaining the function W allows to find large number of

particular solutions of the nonautonomic NKFG equation by the choice of arbitrary

functions l(𝛼), m(𝛼), n(𝛼), w(𝛼), q(𝛼).

3 Exact Analytical Solutions for the Nonautonomic
Liouville Equation

The offered methods for solution of the NKFG equation are applicable for finding of

exact analytical solutions of the nonautonomic Liouville wave equation

Uxx + Uyy + Uzz −
Utt

v2
= p(x, y, z, t) eU . (54)

For illustration of the general methods we will obtain simple particular solutions.

In accordance with Eq. (6), the function

U = ln 1
C −W

, (55)

is a solution of Eq. (54), if the functionW(x, y, z, t) satisfies Eqs. (4), (5). IfW(x, y, z, t)
satisfies Eqs. (7), (8), then, on the base of Eq. (9),

U = −2 ln sinh W + C√
2

(56)

is solution of (54). Here C is a constant of integration. Function W(x, y, z, t) as it

is stated above, can be constructed by different ways. Method 1 results in the solu-

tion W(x, y, z, t) of Eq. (54) in the form of arbitrary function of the ansatz 𝜏(x, y, z, t)
and the last is a root of algebraic equation (11). To receive particular solutions, it is

necessary to determine the arbitrary functions 𝜉(𝜏), 𝜂(𝜏), 𝜁 (𝜏). Let’s

𝜉 = 0, 𝜂 = 0, 𝜁 = 0, (57)

then

𝜏 = t ± R
v
, R =

√
x2 + y2 + z2, (58)

p(x, y, z, t) = 2
𝜈

W
𝜏

, 𝜈 = ±vR. (59)

Thus Eq. (55) gives a solution of Liouville equation (54) in the case (57), when W
is an arbitrary function of 𝜏 and 𝜏(x, y, z, t), p(x, y, z, t) are defined by Eqs. (58), (59).

Let’s

𝜉 = a1v𝜏, 𝜂 = a2v𝜏, 𝜁 = a3v𝜏, a21 + a22 + a23 = 1. (60)
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Then Eq. (55) gives a solution of Eq. (54) if

𝜏 = s2
2𝜈

, s2 = x2 + y2 + z2 − v2t2, (61)

p(x, y, z, t) = 2
𝜈

W
𝜏

, 𝜈 = v(a1x + a2y + a3z − vt), (62)

and W is an arbitrary function of 𝜏, as in the case (57).

The second method for construction of exact analytical solutions of Eq. (54)

is reduced in essence to finding of ansatz 𝜏(x, y, z, t, 𝛼, 𝛽) from Eqs. (30)–(32).

These equations include four arbitrary functions 𝜉(x, y, z, t, 𝛼, 𝛽), 𝜂(x, y, z, t, 𝛼, 𝛽),
𝜁 (x, y, z, t, 𝛼, 𝛽) and 𝜃(x, y, z, t, 𝛼, 𝛽). Here we give examples of particular solutions

for the cases when the functions (𝜉, 𝜂, 𝜁 , 𝜃) have rather simple analytical form. They

are given by the formula (55), in which W is an arbitrary function of ansatz 𝜏 and the

functions 𝜏, p(x, y, z, t) is determined by specific form of the functions (𝜉, 𝜂, 𝜁 , 𝜃).

𝟏. 𝜉 = v𝜏 cos 𝛼 cos 𝛽, 𝜂 = v𝜏 cos 𝛼 sin 𝛽, 𝜁 = v𝜏 sin 𝛼, 𝜃 = 𝜏,

𝜏 = t ± R
v
, p(x, y, z, t) = ± 2

vR
W

𝜏

,

𝟐. 𝜉 = v𝜏 cos 𝛼, 𝜂 = v𝜏 sin 𝛼, 𝜁 = 0, 𝜃 = 𝜏,

𝜏 = s2√
x2 + y2 − vt

, p(x, y, z, t) =
4 − 𝜏√

x2+y2√
x2 + y2 − vt

W
𝜏

,

𝟑. 𝜉 = 𝜏 cos 𝛼, 𝜂 = 𝜏 sin 𝛼, 𝜁 = 𝜏 sinh 𝛽, 𝜃 = 𝜏

v
cosh 𝛽,

𝜏 =
√
x2 + y2 −

√
v2t2 − z2, p(x, y, z, t) =

[
1√

x2 + y2
+ 1√

v2t2 − z2

]
W

𝜏

,

𝟒. 𝜉 = 𝜏 cos 𝛼 sinh 𝛽, 𝜂 = 𝜏 sin 𝛼 sinh 𝛽, 𝜁 = 𝜏, 𝜃 = 𝜏

v
cosh 𝛽,

𝜏 = z +
√
v2t2 − x2 − y2, p(x, y, z, t) = − 2√

v2t2 − x2 − y2
W

𝜏

.

The spatial images of solution 2 are shown on Fig. 1 for the case W(𝜏) = sin 𝜏.

Thus, if the functions of (𝜉, 𝜈, 𝜁 , 𝜃) are given, then integration of Eq. (54) is actu-

ally reduced to finding the functions (𝜏, 𝛼, 𝛽) from the system of three equations

(30)–(32). The last problem is more simple, than integration of Eq. (54).
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Fig. 1 The functions p and U for solution 2, for z = 0, t = 0 (at the left), t = 2 (in the centre) and

t = 3 (at the right)

In the 3-rd method of the solution of Eq. (54) it is necessary to determine the

functions l(𝛼), m(𝛼), n(𝛼), w(𝛼), q(𝛼) and then to find the ansatz 𝛼 from Eq. (37).

One can find the functions W and p with using the expression for 𝛼 by two ways:

(a) by Eqs. (38), (39), (45) and (46),

(b) by Eqs. (47), (53).

The simple examples are given below.

(𝟏) l = 𝛼, n = −
√
2, vw = 𝛼 + 1

𝛼

, q = 0,

𝛼 =
z ± R1√
2(x − vt)

, R1 =
√
z2 − 2(x − vt)(y − vt),

(a) 𝛽 = ±
√
2R1
𝛼

, p = B2(𝛼)
𝛽
2R2

1

.

(b) W = (x − vt)𝛼
2

2
+ (y − vt) ln 𝛼 − z

√
2𝛼, p = 𝛼

2(2 − ln 𝛼).

(𝟐) l = 1
cosh 𝛼

, m = tanh 𝛼, n = q = 0, vw = 1,

𝛼 = ln
x ± R2√
2(vt − y)

, R2 =
√
x2 + y2 − v2t2,

(a) 𝛽 = ∓
R2

cosh 𝛼
, p = B2(𝛼)

𝛽
2R2

2

.
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(b) W = x tan−1(sinh 𝛼) + y ln cosh 𝛼 + zC − vt𝛼, C = const,

p = (tan−1(sinh 𝛼))2 + ln2 cosh 𝛼 − 𝛼

2 + C2
.

(𝟑) l = cos 2𝛼
2 cos 𝛼

, m = sin 𝛼, n =
√
3

2 cos 𝛼
, vw = 1

cos 𝛼
, q = 0,

𝛼 = tan−1
y ± R3
𝜎 + x

, R3 =
√
x2 + y2 − 𝜎

2
, 𝜎 = 2vt − z

√
3,

(a) 𝛽 = ∓
R3

cos 𝛼
, p = B2(𝛼)

𝛽
2R2

3

.

(b) W = x sin 𝛼 − y cos 𝛼 − 𝜎 + x
4

ln 1 + sin 𝛼
1 − sin 𝛼

, p = 1 − sin 𝛼
2

ln 1 + sin 𝛼
1 − sin 𝛼

.

One can analogically construct solution of Eqs. (49), (50) and find the solution of

Eq. (54) using Eq. (55).

(𝟏) L = 𝛼, M = 1
𝛼

, N = −
√
2, vV = 𝛼 + 1

𝛼

, Q = 0, 𝛼 = ±
√

y − vt
x − vt

,

W = ±
√
(x − vt)(y − vt) −

√
2z, p = ∓1√

(x − vt)(y − vt)
.

(𝟐) L = 1
cosh 𝛼

, M = tanh 𝛼, N = 0, vV = 1, Q = 0, sinh 𝛼 =
y
x
,

W =
√
x2 + y2 − vt, p = 1√

x2 + y2
.

(𝟑) L =
√
2𝛼

1 + 𝛼
2 , M = L, N = 1 − 𝛼

2

1 + 𝛼
2 , vV = 1, Q = 0, 𝛼 =

√
2R − z
x + y

,

R =
√

z2 +
(x + y)2

2
, W = R − vt, p = 1

R
.

The spatial images of the functions p and W are shown in Fig. 2 for the solution 3.

In conclusion we note that solutions of Eqs. (7), (8) can be constructed using

ansatzes 𝜎 = x + iy, 𝜎̃ = x − iy, 𝜃 = z ± vt. So
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Fig. 2 The functions p (at the left) and U for the solution 3, for z = 0, t = 0.01 (the 2nd), t = 2
(the 3rd) and t = 5 (the 4th)
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Fig. 3 The functions p and U for the solution (63), if z = 0, t = 0 (at the left), t = 1 (in the centre)

and t = 2 (at the right)

W =
f (𝜎, 𝜃) + f (𝜎̃, 𝜃)

2
(63)

is the real solution of Eqs. (7), (8), if p = f
𝜎

f
𝜎̃

, where f (𝜎, 𝜃) is arbitrary function.

The spatial images of the functions p and W are shown in Fig. 3 for the solution

with f (𝜎, 𝜃) = e𝜃 tan 𝜎.

4 Conclusion

Methods of finding exact analytical solutions of the nonautonomic NKFG equation

are offered. They are based on the ideas and methods of construction of functionally

invariant solutions of the partial differential equations. The offered methods allow us

to construct solutions of the NKFG equation in the form of arbitrary function depend-

ing on one or several ansatzes. The equations for determination of the ansatzes are

given, and methods of their solution are discussed. The developed methods allow us

to find exact analytical solutions of Eq. (2) for functions p(x, y, z, t) of a special form.

In this methods both the solution and analytical form of the function p(x, y, z, t) are
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found simultaneously. These solutions are particular solutions, but they have rather

general form because they contain arbitrary functions.

The general methods for construction of functionally invariant solution of the

NKFG equation are illustrated by examples of finding the exact analytical solutions

for the nonautonomic Liouville equation.

Methods of the solution of the nonautonomic NKFG equation are given for three

dimension space. However, they easily can be generalized on the spaces of arbitrary

number of dimension. It is possible to hope that the developed methods will be useful

to realization of nonlinear models which describe the real physical phenomena and

technological processes more adequately [13].
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Percolation Threshold for Elastic
Problems: Self-consistent Approach
and Padé Approximants

Igor V. Andrianov, Galina A. Starushenko and Vladimir A. Gabrinets

Abstract Self-consistent approximation and Padé approximants are used for cal-
culation of percolation threshold for elasticity problem.

1 Introduction

Mathematical models of composite materials can be rather complicated as a result
of the distribution and orientation of the multiple inclusions within the matrix.
Properties of inclusions are usually very different of properties of matrix. If the
distribution of inclusions is completely random, then with an increase in their
volume fraction c2 the chains of the contacting inclusions (clusters) are created in
the material. The critical value c2 = cp, for which the cluster of an infinite length is
formed, is called the percolation threshold. The properties of such composite
materials cannot be described within the framework of regular or quasi-regular
models, and it is necessary to use the theory of percolation. This theory was
intensively developed in the recent decades [1–7]. The objectives of the theory of
percolation consist in description of the correlations between the appropriate
physical and geometrical characteristics of the objects under study.

Effective characteristics k0 of a composite near the percolation threshold
(c2 → cp) are defined by the asymptotic relations like
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k0 ∼ c2 − cp
�� ��t, ð1Þ

where cp is the critical volume fraction of the inclusions, t is the critical index of the
corresponding physical property.

Different models of percolation media and corresponding methods of calculation
of percolation threshold and the critical indices are reviewed in [1–5]. It is worth to
note that until now there is a certain discrepancy between the results of different
authors, especially in the 3D case.

For transport problems it is shown that Bruggeman’s formula (self-consistent
approximation) makes it possible to qualitatively describe the percolation threshold
[2, 6, 7]. However, the accuracy of Bruggeman’s formula is low. In the paper [6] a
modification of Maxwell’s formula is proposed based on the Padé approximant
(PA), which provides a qualitative explanation of the existence of the percolation
threshold.

In our paper we analyse using of self-consistent approximation and PA for
calculation of percolation threshold for elasticity problem. Percolation threshold
depends on the shape of inclusions. We will consider in the present paper the
spherical inclusions in 3D case.

2 Self-consistent Approach

Well-known self-consistent approach [8–10] leads to the following equations for
effective shear modulus μ*, bulk modulus K* and Poisson’s coefficient ν*:

∑
2

i = 1

ci

1 + α* Ki

K* − 1
� �=1; ∑

2

i = 1

ci

1 + β* μi
μ* − 1

� �=1; ν* =
3K* − 2μ*

6K* + 2μ*
, ð2Þ

where

α* =
1+ ν*

3 1− ν*ð Þ , β
* =

2 4− 5ν*ð Þ
15 1− ν*ð Þ ;

K1, μ1 and K2, μ2 are the elastic constants of inclusions and matrix respectively;
ci i = 1, 2ð Þ are the volume fractions, c1 + c2 = 1.

The system of Eq. (2) admits an exact analytic solution (we do not give it due to
its cumbersome nature), which allows us to obtain the expression for the effective
Young’s modulus E*.

Figure 1 shows the graphs of the effective Young’s modulus E*, obtained due
the solution of the system of Eq. (2), for various values of the elastic characteristics
of the matrix K2, μ2, and inclusions K1, μ1.
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Fig. 1 Graphs of the effective Young’s modulus E* for various values of the elastic characteristics
of the matrix and inclusions
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Analysis of these dependences shows that in the case of rigid inclusions, whose
elastic characteristics significantly exceed the values of the corresponding param-
eters of the matrix (K1 ≫ K2, μ1 ≫ μ2), the self-consistency solution describes a
qualitatively the percolation threshold in the composite material.

In particular, for the values of the elastic constants of the matrix K2 = 1010,
μ2 = 105, and inclusions K1 = 1012, μ1 = 1012, the percolation threshold obtained by
the self-consistent approach agrees with the experimental data [11], where it is
shown that for the composite with the mentioned elastic characteristics the perco-
lation threshold is located between 0.40 and 0.41.

3 Padé Approximants for Virial Expansions

Virial expansions for effective shear μ* and bulk K* modulus at small inclusions
concentrations can be written as follows [9, 12]:

K* = 1+
3 1− ν2ð Þ K1 −K2ð Þc1

2K2 1− 2ν2ð Þ+K1 1+ ν2ð Þ
� �

K2; ð3Þ

μ* = 1+
15 1− ν2ð Þ μ1 − μ2ð Þc1

μ2 7− 5ν2ð Þ+2μ1 4− 5ν2ð Þ
� �

μ2. ð4Þ

Using well-known relations

E=
9Kμ

3K+ μ
, ν=

1
2
⋅
3K− 2μ
3K+ μ

,

and formulas (3), (4) one obtains effective Young’s modulus E*:

E* = 9μ2 4μ22 2− 5c1ð Þ+ μ1 3K2 3− 5c1ð Þ+4μ1 3 + 5c1ð Þð Þ+5K2μ1 2 + 3c1ð Þ� �	
× μ2 4K2 1− c1ð Þ+4K1c1ð Þ+3K2 −K2c1 +K1 1 + c1ð Þð Þð Þ� ̸ 16 2− 5c1ð Þμ42

	
+ 4 3K2 11− 13c1ð Þ+3K1 2 + 3c1ð Þ+4μ1 3 + 5c1ð Þð Þμ32
+ 3 K2 28μ1 2− c1ð Þ+3K1 11+ 15c1ð Þð Þ+4K1μ1 3 + 17c1ð Þð Þμ22
+ 9K2 K2 4μ1 2− 5c1ð Þ+9 K1 1 + c1ð Þ−K2c1ð Þð Þ+K1μ1 14 + 25c1ð Þð Þμ2
+ 54K2

2μ1 −K2c1 +K1 1 + c1ð Þð Þ
.
ð5Þ

The range of applicability of the virial expansion ы method is limited by the
small concentrations of one of the components; therefore, the relations (3)–(5)
cannot be used for large inclusions and even at a qualitative level do not describe
the percolation threshold. For improving formula (5) let us use PA [13]. PA ½0 ̸1�
for E* is:
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E* 0ð Þ
½0 ̸1� c1ð Þ= 9K2

2μ2Δ
1ð Þ
1

K2 3K2 + μ2ð ÞΔ 1ð Þ
1 − 3K2 + 4μ2ð ÞΔ 1ð Þ

2 c1
, ð6Þ

where

Δ 1ð Þ
1 = 3K1 + 4μ2ð Þ 6K2μ1 + 9K2μ2 + 12μ1μ2 + 8μ22

� �
;

Δ 1ð Þ
2 = 45K1K2

2 μ1 − μ2ð Þ+3K1K2μ2 2μ1 + 3μ3ð Þ+3K2
2μ2 18μ1 − 23μ2ð Þ+

4 K1 −K2ð Þμ22 3μ1 + 2μ2ð Þ.

Similarly, we construct a PA ½1 ̸0� for the expression obtained from (5) by

replacing: K1 2ð Þ
→
←

K2 1ð Þ, μ1 2ð Þ
→
←

μ2 1ð Þ, c1 → c2. From the physical point of view,

we reversed the roles of the phases of the composite “matrix”—“inclusion”. In this
case, the corresponding PA is written as:

E* 0ð Þ
½1 ̸0� c2ð Þ= 9K1μ1

3K1 + μ1
+

9μ1 3K1 + 4μ1ð ÞΔ 2ð Þ
2

3K1 + μ1ð Þ2Δ 2ð Þ
1

c2, ð7Þ

where Δ 2ð Þ
i =Δ 1ð Þ

i i = 1, 2ð Þ after change: K1 2ð Þ
→
←

K2 1ð Þ, μ1 2ð Þ
→
←

μ2 1ð Þ.

Passing in the Eq. (7) to the variable c1 (c2 = 1− c1), for c1 → 1 finally we have:

E* 1ð Þ
½1 ̸0� c1ð Þ=

9μ1 3K1 + μ1ð Þ K1Δ
2ð Þ
1 +Δ 2ð Þ

2

� �
+ μ1Δ

2ð Þ
2 − 3K1 + 4μ1ð ÞΔ 2ð Þ

2 c1
� �

3K1 + μ1ð Þ2Δ 2ð Þ
1

.

ð8Þ

In Fig. 2 at the values of the elastic constants of the matrix material and
inclusions: K1 = 1012; μ1 = 1012; K2 = 1010; μ2 = 105 graphs of the effective
Young’s modulus obtained using the self-consistency method (2) and using the
Padé approximants (7), (8) are presented.

We can conclude that

i. the PA allows us to expand area of applicability of virial expansion
substantially;

ii. a comparison with the self-consistent solution shows that the PA at zero (7)
reliably describes the effective parameter right up to the percolation percola-
tion threshold;

iii. the PA in unit (8) works well for large inclusions: the results practically
coincide with the self-consistent solution.

To estimate the accuracy of the constructed PA, we use the Hill equation, which
is an exact relation that does not depend on the microstructure of the composite.
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This equation is valid for composites consisting of isotropic components having the
same shear modulus of components. For a two-dimensional two-component com-
posite with μ1 = μ2 = μ this equation is written as:

1
K* + μ

=
c1

K1 + μ
+

c2
K2 + μ

, ð9Þ

from which the expression of an effective bulk modulus follows directly:

K*
H =

c1K1 + c2K2ð Þ μ+K1K2

c1K2 + c2K1 + μ
. ð10Þ

Comparison with the exact solution (10) of expression

K* = 1+
3K2 + 4μð Þ K1 −K2ð Þc1

3K1 + 4μð ÞK2

� �
K2, ð11Þ

obtained from (3) in the particular case μ1 = μ2 = μ, indicates a very limited area of
applicability of the latter (Fig. 3, dashed line).

Fig. 2 Comparison of the results of calculations of the effective Young’s modulus by
self-consistent approach and PA of virial expansions
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Let us transform the solution of (11) to PA [0/1] for a small concentration of
inclusions c1 → 0:

K* 0ð Þ
½0 ̸1� c1ð Þ= 3K1 + 4μð ÞK2

2

3K1 + 4μð ÞK2 − 3K2 + 4μð Þ K1 −K2ð Þc1 . ð12Þ

Similarly, we construct the PA [1/0] for a large concentration of inclusions
c2 = 1− c1 → 0:

K* 1ð Þ
½1 ̸0� c1ð Þ= 3K1 + 4μð ÞK2 − 3 K1 −K2ð ÞK1 + 3K1 + 4μð Þ K1 −K2ð Þc1

3K2 + 4μ
. ð13Þ

The PA (12), (13) are close to the exact solution (10) for small and large
inclusions, respectively (Fig. 3).

Fig. 3 Comparison of the exact solution (10) with PA (12), (13) in the special case of the same
shear modulus of components
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4 Conclusion

The PA (7) reliably describes the effective parameter right up to the beginning of
the percolation process and “catches” the percolation threshold.
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A 1D Continuum Model for Beams
with Pantographic Microstructure:
Asymptotic Micro-Macro Identification
and Numerical Results

Emilio Barchiesi, Francesco dell’Isola, Marco Laudato, Luca Placidi
and Pierre Seppecher

Abstract In the standard asymptotic micro-macro identification theory, starting

from a De Saint-Venant cylinder, it is possible to prove that, in the asymptotic limit,

only flexible, inextensible, beams can be obtained at the macro-level. In the present

paper we address the following problem: is it possible to find a microstructure pro-

ducing in the limit, after an asymptotic micro-macro identification procedure, a con-

tinuum macro-model of a beam which can be both extensible and flexible? We prove

that under certain hypotheses, exploiting the peculiar features of a pantographic

microstructure, this is possible. Among the most remarkable features of the result-

ing model we find that the deformation energy is not of second gradient type only

because it depends, like in the Euler beam model, upon the Lagrangian curvature,

i.e. the projection of the second gradient of the placement function upon the normal

vector to the deformed line, but also because it depends upon the projection of the

second gradient of the placement on the tangent vector to the deformed line, which is

the elongation gradient. Thus, a richer set of boundary conditions can be prescribed
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for the pantographic beam model. Phase transition and elastic softening are exhibited

as well. Using the resulting planar 1D continuum limit homogenized macro-model,

by means of FEM analyses, we show some equilibrium shapes exhibiting highly

non-standard features. Finally, we conceive that pantographic beams may be used as

basic elements in double scale metamaterials to be designed in future.

Keywords Micro-macro identification ⋅ Asymptotic expansion ⋅ Pantographic

beams ⋅ Continuum models

1 Introduction

Customarily, the theory of nonlinear beams is either postulated by means of a suit-

able least action principle in the so called “direct way” or is deduced, by means of a

more or less rigorous procedure, starting from a three-dimensional elasticity theory.

The first example of direct model can be found in the original paper by Euler [1].

Many epigones of Euler used this approach: a comprehensive account for this proce-

dure can be found in e.g. Antman [2]. On the other hand, by following the procedure

described by De Saint-Venant, one can try to identify the constitutive equation of

an Euler type (1D) model in terms of the geometrical and mechanical properties,

at micro-level, of the considered mechanical systems. This is done, in more mod-

ern textbooks, by using a more or less standard asymptotic micro-macro identifica-

tion procedure, which generalizes the one used by De Saint-Venant for bodies with

cylindrical shape (see for instance [3]). It can be rigorously proven, under a series of

well-precised assumptions, that only flexible and inextensible beams can be obtained

[4–9]. In the present paper we address the following problem: is it possible to find

a microstructure producing, at the macro level and under loads of the same order

of magnitude, a beam which can be both extensible and flexible? Using an asymp-

totic expansion and rescaling suitably the involved stiffnesses, we prove that a panto-

graphic microstructure does induce, at the macro level, the aforementioned desired

mechanical behaviour. In this paper, in an analogous fashion to that of variational

asymptotic methods, and following a mathematical approach resembling that used

by Piola, we have employed asymptotic expansions of kinematic descriptors directly

into the postulated energy functional. Using the so obtained 1D continuum model,

we show some equilibrium shapes exhibiting highly non standard features, essen-

tially related to the complete dependence of the homogenized continuum energy

density functional on the second gradient of the placement field. While in the stan-

dard finite deformation Euler beam theory the energy functional depends only on

the material curvature, i.e. the normalized projection of the second gradient of the

placement on the normal vector to the current configuration, the energy functional

for the nearly-inextensible pantographic beam model depends also on the projection

of the second gradient of the placement on the tangent vector to the current con-

figuration. Thus, the full decomposition of the second gradient of the placement is

present in the latter model. Generalized continua [10–14], and in particular higher
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gradient theories, see [15] or [16] for a comprehensive review, are able to describe

behaviours which cannot be accounted for in classical Cauchy theories [17–24]. In

the literature, several examples can be found motivating the importance of gener-

alized continua: electromechanical [25] and biomechanical [26–29] applications,

elasticity theory [30–35], capillary fluids analysis [36], granular micromechanics

[37–39], robotic systems analysis [40, 41], damage theory [42–47], and wave prop-

agation analysis [48–52]. Furthermore, second gradient continuum models always

appear when the considered micro-system is a pantographic structure [53–60]. A

comprehensive review on the modeling of pantographic structures can be found in

[61, 62]. Several results of numerical investigations can be found in [30, 63–71],

while for an outline of recent experimental results we refer to [72, 73]. The work

is organized in the following way. In Sect. 2, we discuss the geometry of the panto-

graphic beam micromechanical model. Once the general expression for the micro-

model energy is given, we restrict to the quasi-inextensibility case, where small elon-

gation of oblique fibers is assumed. The micro-model energy is then represented as

a function of the macroscopic kinematical descriptors and the further specializa-

tion to the (complete) inextensibility of the oblique fibers is considered. In Sect. 3

we perform a heuristic homogenization procedure and we discuss the feature of the

1D continuum model. In particular, we show that such a homogenization procedure

gives rise to a full second gradient theory. In Sect. 4 we show results of numerical

simulations in order to better highlight some non-standard features of the nearly-

inextensible pantographic beam model. Finally, in Sect. 5 we postulate a generalized

strain energy density which includes both the quasi-inextensible pantographic beam

model and the standard Euler beam theory. Euler-Lagrange equations for this gen-

eralized strain energy density are derived together with the corresponding boundary

conditions and the specializations to the two models are performed.

2 Discrete Micro-model

In this section we discuss the discrete micro-mechanical model which is employed

throughout this paper. We begin giving a geometrical description and then we give

a mechanical characterization, by choosing a deformation energy. It is a Hencky-

type spring model with the geometrical arrangement of a pantographic strip. Once

the energy of the micro-model is chosen in its general form, we assume a particular

asymptotic behaviour for some relevant kinematic quantities, i.e. the elongation of

oblique springs, as will be clear in the sequel. We consider the quasi-inextensibility

case, i.e. the relative elongation of the oblique springs is small. As a further spe-

cialisation, the inextensibility case is considered. Finally, after having defined a

micro-macro identification, we express the energy of the micro-system in terms of

macroscopic kinematic descriptors to prepare the field to the homogenization pro-

cedure which will be discussed in details in the next section.
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2.1 Geometry

In the spirit of [55, 59, 74], in this section we introduce a discrete-spring model

(also referred to as the micro-model, since it resembles the features of a specific

microstructure). The topology and features of the undeformed and deformed discrete-

spring system are summarized in Figs. 1 and 2, respectively. In the undeformed con-

figuration N + 1 material particles are arranged upon a straight line at positions Pi’s,

i ∈ [0;N], with a uniform spacing 𝜀. The basic i-th unit cell centered in Pi is formed

by four springs joined together by a hinge placed at Pi. Between two oblique springs,

belonging to the same cell and lying on the same diagonal, a rotational spring oppos-

ing to their relative rotation is placed. Rotational springs are colored in Fig. 1 in blue

and red.

We denote with pi the position in the deformed configuration corresponding to

position Pi in the reference one. In order to completely describe the kinematics of

the micro-model we have to introduce other descriptors. At this end, the length of

the oblique deformed springs, indicated with l𝛼𝛽i , is introduced, the indices 𝛼 and

𝛽 belonging respectively to the sets {1, 2} and {D, S} and referring to the first and

Fig. 1 Undeformed spring system resembling the micro-structure

Fig. 2 Deformed spring system resembling the micro-structure
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second diagonal and left and right, respectively. Referring to Fig. 2, we consider the

i-th node, notwithstanding that the same quantities can be defined for each node. We

define 𝛼i as the angle between the vectors pi − pi−1 and pi − pi+1, respectively. We

define as 𝜗
𝛼

i the angle measuring the deviation of two opposite oblique springs from

being collinear. In order to illustrate the definition of 𝜑
𝛼𝛽

i , we consider the case 𝛼 = 1
and 𝛽 = D. The quantity 𝜑

1D
i is the angle between the vector pi+1 − pi and the upper

oblique spring hinged at pi. By means of elementary geometric considerations, we

have that

𝜗
1
i = 𝛼i + 𝜑

1D
i − 𝜑

1S
i

𝜗
2
i = 𝛼i + 𝜑

2S
i − 𝜑

2D
i , i ∈ [0;N] . (1)

In the undeformed configuration, see Fig. 1, we have:

l𝛼𝛽i =
√
2
2

𝜀, 𝛼 = 1, 2 𝛽 = D, S i ∈ [0;N]

𝜗
1
i = 𝜗

2
i = 0

‖pi − pi−1‖ = 𝜀, i ∈ [0;N] . (2)

Considering that 𝜑
𝛼D
i , 𝜑

𝛼S
i ∈ [0, 𝜋], by means of the law of cosines, we get:

𝜑
1D
i = cos−1

⎛
⎜
⎜
⎝

‖pi+1 − pi‖2 +
(
l1Di
)2 −
(
l2Si+1
)2

2l1Di ‖pi+1 − pi‖

⎞
⎟
⎟
⎠

𝜑
2D
i = cos−1

⎛
⎜
⎜
⎝

‖pi+1 − pi‖2 +
(
l2Di
)2 −
(
l1Si+1
)2

2l2Di ‖pi+1 − pi‖

⎞
⎟
⎟
⎠

𝜑
1S
i = cos−1

⎛
⎜
⎜
⎝

‖pi − pi−1‖2 +
(
l1Si
)2 −
(
l2Di−1
)2

2l1Si ‖pi − pi−1‖

⎞
⎟
⎟
⎠

𝜑
2S
i = cos−1

⎛
⎜
⎜
⎝

‖pi − pi−1‖2 +
(
l2Si
)2 −
(
l1Di−1
)2

2l2Si ‖pi − pi−1‖

⎞
⎟
⎟
⎠
. (3)
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2.2 Mechanical Model

The micro model energy, written as a combination of the elastic energy contributions

of the springs, is defined as:

 =

∑

i

∑

𝛼,𝛽

ke
𝛼𝛽,i

2

(

l𝛼𝛽i −
√
2
2

𝜀

)2

+
∑

i

∑

𝛼

kf
𝛼,i

2
(
𝜗
𝛼

i
)2 +

+
∑

i

kmi
2
(
‖pi+1 − pi‖ − 𝜀

)2 = (4)

Reminding that 𝜗
𝛼

i = 𝛼i + (−1)𝛼
(
𝜑
𝛼S
i − 𝜑

𝛼D
i

)
, then (4) recasts as:

 =

∑

i

∑

𝛼,𝛽

ke
𝛼𝛽,i

2

(

l𝛼𝛽i −
√
2
2

𝜀

)2

+
∑

i

∑

𝛼

kf
𝛼,i

2
[
𝛼i + (−1)𝛼

(
𝜑
𝛼S
i − 𝜑

𝛼D
i
)]2 +

+
∑

i

kmi
2
(
‖pi+1 − pi‖ − 𝜀

)2
. (5)

In the next subsections we will specialize this form of the energy by means of

assumptions on the properties of the micro-system. In particular, we will discuss

in detail the representation of the micro-energy for the quasi-inextensibility assump-

tion that will be made clear next and, subsequently, for the (complete) inextensibility

cases.

2.3 Asymptotic Expansion and Quasi-inextensibility
Assumption

We postulate that the following asymptotic expansion holds for l𝛼𝛽i

l𝛼𝛽i = 𝜀l̃𝛼𝛽i1 + 𝜀
2 l̃𝛼𝛽i2 + o

(
𝜀
2)

, (6)

where the constant (with respect to 𝜀) term is not present. We now turn to what we

refer to as the quasi-inextensibility case. It consists in fixing the value of the first-

order term in (6) as l̃𝛼𝛽i1 =
√
2
2

. Moreover, to lighten the notation, we drop the subscript

“2” of l̃𝛼𝛽i2 i.e. l̃𝛼𝛽i ∶= l̃𝛼𝛽i2 . Hence, (6) reads as:
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l𝛼𝛽i =
√
2
2

𝜀 + 𝜀
2 l̃𝛼𝛽i + o

(
𝜀
2)

. (7)

2.4 Piola’s Ansatz

The reference shape of the macro-model is a one-dimensional straight segment 

and we introduce on it an abscissa s ∈ [0,B]—where B = N𝜀 is the length of 

which labels each position in  . Proceeding as in the pioneering works of Gabrio

Piola, an Italian mathematician and physicist who lived in the 1800s (see [75] for a

historical review), we introduce the so-called kinematical maps, i.e. some fields in

the macro-model that uniquely determine pi and l̃𝛼𝛽i :

𝜒 ∶ [0,B] → 

l̃𝛼𝛽 ∶ [0,B] → ℝ+
, (8)

with  the Euclidean space on 𝕍 ≡ ℝ2
. We choose 𝜒 to be the placement function

of the 1D continuum and, hence, it has to be injective. The current shape can be

regarded as the image of the (sufficiently smooth) curve 𝝌 ∶ [0,B] →  and, unlike

the reference shape, it is not parameterized by its arc-length and it is not a straight line

in general. In order for these fields to uniquely determine the kinematical descriptors

of the micro-model (i.e. pi and l̃𝛼𝛽i ), we use the Piola’s ansatz and impose

𝜒

(
si
)
= pi

l̃𝛼𝛽
(
si
)
= l̃𝛼𝛽i , ∀i ∈ [0;N] . (9)

2.5 Micro-model Energy as a Function of Macro-model
Descriptors

In this subsection we obtain the micro-model energy for the quasi-inextensibility

case in terms of the macroscopic kinematical maps. Assuming that 𝜒 is at least twice

continuously differentiable with respect to the space variable in si’s, we have

𝜒

(
si+1
)
= 𝜒

(
si
)
+ 𝜀𝜒

′ (si
)
+ 𝜀

2

2
𝜒
′′ (si
)
+ o
(
𝜀
2)

𝜒

(
si−1
)
= 𝜒

(
si
)
− 𝜀𝜒

′ (si
)
+ 𝜀

2

2
𝜒
′′ (si
)
+ o
(
𝜀
2)

. (10)



50 E. Barchiesi et al.

Plugging (9) in (7) and (10), we get the following expressions:

l𝛼𝛽i =
√
2
2

𝜀 + 𝜀
2 l̃𝛼𝛽
(
si
)
+ o
(
𝜀
2)

pi+1 − pi = 𝜀𝜒
′ (si
)
+ 𝜀

2

2
𝜒
′′ (si
)
+ o
(
𝜀
2)

pi−1 − pi = −𝜀𝜒 ′ (si
)
+ 𝜀

2

2
𝜒
′′ (si
)
+ o
(
𝜀
2)

. (11)

Substituting (11) into (3) and expanding 𝜑
𝛼S
i − 𝜑

𝛼D
i up to first-order with respect to

𝜀, we get

𝜑
𝛼S
i − 𝜑

𝛼D
i =

√
2
4

[
‖𝜒 ′ (si

)
‖2
]′ +
[
l̃(3−𝛼)D

(
si−1
)
− l̃(3−𝛼)S

(
si+1
)]

‖𝜒 ′
(
si
)
‖
√

1 − ‖𝜒
′(si)‖2
2

𝜀 +

+
[
‖𝜒 ′ (si

)
‖2 − 1

] [
l̃𝛼S
(
si
)
− l̃𝛼D

(
si
)]

‖𝜒 ′
(
si
)
‖
√

1 − ‖𝜒
′(si)‖2
2

𝜀 + o (𝜀) . (12)

Finally, substituting (12) in (5) yields the micro-model energy  as a function of

the kinematical descriptors 𝜒 and l̃𝛼𝛽 of the macro-model

 =

∑

i

∑

𝛼,𝛽

ke
𝛼𝛽,i𝜀

4

2

(
l̃𝛼𝛽i
)2

+
∑

i

kmi 𝜀
2

2
(
‖𝜒 ′

i ‖ − 1
)2 +

+
∑

i

∑

𝛼

kf
𝛼,i𝜀

2

2

{
𝜗
′ (si
)
+ (−1)𝛼

√
2
4

[
‖𝜒 ′ (si

)
‖2
]′ +
[
l̃(3−𝛼)Di

(
si−1
)
− l̃i

(3−𝛼)S (si+1
)]

‖𝜒 ′
(
si
)
‖
√

1 − ‖𝜒
′(si)‖2
2

+

+ (−1)𝛼
[
‖𝜒 ′ (si

)
‖2 − 1

] [
l̃𝛼Si
(
si
)
− l̃i

𝛼D (si
)]

‖𝜒 ′
(
si
)
‖
√

1 − ‖𝜒
′(si)‖2
2

}2

, (13)

where 𝛼i = 𝜀𝜗
′ (si
)

has been used and

𝜗
′ =

𝜒
′
⟂ ⋅ 𝜒 ′′

‖𝜒 ′‖2
,
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with 𝜒
′
⟂ the 90° anti-clockwise rotation of 𝜒

′
, is the material curvature i.e. rate

of change with respect to the reference abscissa of the orientation of the tangent

𝜒
′ (s) = 𝜌 (s)

[
cos 𝜗 (s) 𝐞1 + sin𝜗 (s) 𝐞2

]
to the deformed centerline. We remark that

the micro-model energy, when written in terms of macroscopic fields, contains

already a contribution from the second gradient of 𝜒(s). Finally, it is worth to be

noticed that, for a fixed 𝜀, Eq. (13) provides an upper bound for ||𝜒 ′||, i.e. ‖𝜒 ′‖ <
√
2

, even if no kinematic restrictions directly affect ||𝜒 ′||.

2.6 The Inextensibility Case

We consider now the case of inextensible oblique springs. This translates in con-

sidering l̃𝛼𝛽i = 0 and it is referred as the inextensibility case. Moreover, for the sake

of simplicity we consider the elastic constants of the rotational springs to satisfy

kf1,i = kf2,i ∶= kfi , ∀i ∈ [1;N] . We remark that l̃𝛼𝛽i = 0 implies, through a purely geo-

metric argument, that 𝜑
S1
i+1 = 𝜑

S2
i+1 = 𝜑

D1
i = 𝜑

D2
i ∶= 𝜑i. Once the kinematic restric-

tions implied by the inextensibility assumption have been presented, we are ready to

define the micro-model energy (5) as

 =

∑

i
kfi
∑

𝛼

[
𝛼i + (−1)𝛼

(
𝜑i − 𝜑i−1

)]2

2
+
∑

i

kmi
2
(
‖pi+1 − pi‖ − 𝜀

)2
. (14)

Proceeding in analogy with the previous construction, we introduce the kinematical
map

𝜑 ∶ [0,B] →
[
0, 𝜋

2

]

and, then, we perform the Piola’s ansatz by imposing

𝜑

(
si
)
= 𝜑i, ∀i ∈ [0;N] . (15)

Assuming both 𝜒 and 𝜑 to be at least one time continuously differentiable with

respect to the space variable in si and taking into account the Piola’s ansatz (15),

we have

pi+1 − pi = 𝜀𝜒
′ (si
)
+ o(𝜀)

𝜑i−1 − 𝜑i = −𝜀𝜑′ (si
)
+ o(𝜀). (16)



52 E. Barchiesi et al.

Substituting (16) into (14) yields the micro-model energy for the inextensibility case

in terms of the kinematical quantities of the macro-model

 =

∑

i
kfi 𝜀

2 [
𝜗
′2 (si
)
+ 𝜑

′
i
2 (si
)]

+
∑

i

kmi 𝜀
2

2
(
‖𝜒 ′

i ‖ − 1
)2

. (17)

We now impose the so-called internal connection constraint:

√
2𝜀 cos𝜑

(
si
)
= ‖𝜒

(
si+1
)
− 𝜒

(
si
)
‖, (18)

which, up to 𝜀-terms of order higher than one, reads:

√
2 cos𝜑 = ‖𝜒 ′‖. (19)

This constraint ensures that, in the deformed configuration, the upper-left spring of

the i-th cell is hinge-joint with the upper-right spring of the (i − 1)-th cell, and the

lower-left spring of the i-th cell is hinge-joint with lower-right spring of the (i − 1)-th
cell. Due to this constraint, the maps 𝜑 and 𝜒 are not independent and it is possible

to rewrite the expression of the micro-model energy in terms of the placement field

𝜒(s) only. Indeed, deriving (19) with respect to the space variable yields

−
√
2𝜑′ (si

)
sin𝜑

(
si
)
= ‖𝜒 ′ (si

)
‖′, (20)

which, in turn, implies

𝜑
′ (si
)
= −

‖𝜒 ′ (si
)
‖′

√
2 sin𝜑

(
si
) .

Reminding 𝜑 ∈ [0, 𝜋] and taking into account (19), we get:

𝜑
′
i = −

‖𝜒 ′
i ‖

′

√
2
√
1 − cos2𝛾i

=

= −
‖𝜒 ′

i ‖
′

√
2 − ‖𝜒 ′

i ‖
2
.

Hence, in the inextensibility case, the micro-model energy (17) can be recast, as a

function of the macro-model descriptor 𝜒 only, as
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 =

∑

i
kfi 𝜀

2

⎡
⎢
⎢
⎢
⎣

[
𝜗
′ (si
)]2 +

⎛
⎜
⎜
⎜
⎝

‖𝜒 ′ (si
)
‖′

√
2 − ‖𝜒 ′

(
si
)
‖2

⎞
⎟
⎟
⎟
⎠

2
⎤
⎥
⎥
⎥
⎦

+
∑

i

kmi 𝜀
2

2
(
‖𝜒 ′ (si

)
‖ − 1
)2

(21)

Clearly, since the inextensibility case is just a special case of the quasi-inextensibility

case, it is possible to show that this expression can be also obtained in a more direct

way from (13) by setting l̃𝛼S
(
si
)
= 0 and kf1,i = kf2,i ∶= kfi .

3 Continuum-Limit Macro-model

In this section, by performing the final steps of the heuristic homogenization proce-

dure presented throughout this paper, we derive a 1D continuum model, also referred

to as the macro-model, associated to the aforementioned micro-structure. Besides,

we analyse the quasi-inextensibility and inextensibility cases and we obtain the cor-

responding macro-model energies in terms of the displacement field 𝜒 .

3.1 Rescaling of Stiffnesses and Heuristic Homogenization

The preliminary step to perform the homogenization procedure consists into the

definition of the quantities 𝕂e
𝛼𝛽,i, 𝕂

f
𝛼,i and 𝕂m

i . These quantities are scale invariant,

meaning that they do not depend on 𝜀. Their role is to keep track of the asymp-

totic behaviour of the stiffnesses ke
𝛼,𝛽,i, k

f
𝛼,i, and kmi of the micro-model springs. More

explicitly, we assume:

ke
𝛼𝛽,i(𝜀) =

𝕂e
𝛼𝛽,i

𝜀
3 ; kf

𝛼,i(𝜀) =
𝕂f

𝛼,i

𝜀

; kmi (𝜀) =
𝕂m

i

𝜀

. (22)

We remark that in this rescaling, as 𝜀 approaches zero, the ratio between the stiffness

ke
𝛼𝛽,i of the oblique springs and the stiffness kf

𝛼,i will approach infinity with a rate of

divergence in 𝜀 equal to two, i.e.
ke
𝛼𝛽,i

ke
𝛼,i

∼ 𝜀
2
. Now, we are ready to perform the homog-

enization procedure. Firstly, we consider the more general quasi-inextensibility case.

For simplicity, let us set

𝕂e
1D,i = 𝕂e

1S,i = 𝕂e
2D,i = 𝕂e

2S,i ∶= 𝕂e
i ; 𝕂f

1,i = 𝕂f
2,i ∶= 𝕂f

i . (23)

Let us introduce the kinematical maps
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𝕂e ∶ [0,B] → ℝ+; 𝕂f ∶ [0,B] → ℝ+; 𝕂m ∶ [0,B] → ℝ+

such that they satisfy the following Piola’s ansatz:

𝕂e (si
)
= 𝕂e

i ; 𝕂f (si
)
= 𝕂f

i ; 𝕂m (si
)
= 𝕂m

i . (24)

Substituting (22) in (13), taking into account (23) and (24), and letting 𝜀 → 0 yield

 =

∫


𝕂e

2
(
l̃1S
)2

ds +
∫


𝕂e

2
(
l̃1D
)2

ds +
∫


𝕂e

2
(
l̃2S
)2

ds +
∫


𝕂e

2
(
l̃2D
)2

ds +

+
∫


𝕂f

2

{

𝜗
′ +

−
√
2
(
‖𝜒 ′‖2

)′ − 4
[(
l̃2D − l̃2S

)
−
(
‖𝜒 ′‖2 − 1

) (
l̃1D − l̃1S

)]

‖𝜒 ′‖
√
2 − ‖𝜒 ′‖2

}2

ds +

+
∫


𝕂f

2

{

𝜗
′ +

√
2
(
‖𝜒 ′‖2

)′ + 4
[(
l̃1D − l̃1S

)
+
(
‖𝜒 ′‖2 − 1

) (
l̃2S − l̃2D

)]

‖𝜒 ′‖
√
2 − ‖𝜒 ′‖2

}2

ds +

+
∫


𝕂m

2
(
‖𝜒 ′‖ − 1

)2
ds. (25)

which is the continuum-limit macro-model energy for a 1D pantographic beam under

the hypothesis of quasi-inextensible oblique micro-springs. It is worth to remark

that, when 𝕂m = 0, l̃𝛼𝛽 = 0 and 𝜒 (s) = Cs𝐞1, with C ∈ ℝ, the beam undergoes a

floppy mode i.e. (25) vanishes. Thus, under the above conditions, the configuration

𝜒 (s) = Cs𝐞1 is isoenergetic to the undeformed configuration for any C. For a fixed

𝜀, considering kmi = 0 and l̃i
𝛼𝛽 = 0 in the micro-model energy (13), we have that

𝜒(si) = Csie1 is a floppy mode for the micro-model as well. This means that the

homogenization procedure that we have carried out has preserved a key feature of

the micro-model. Up to now, the expression of the continuum limit homogenized

energy depends both on the kinematical maps 𝜒 and l̃. In the next section we show

that, at equilibrium, it is possible to write the macro-energy in terms of the placement

field only.

3.2 Macro-model Energy as a Function of the Placement
field

We now equate to zero the first variations of (25) with respect to l̃𝛼𝛽’s, i.e. we look for

stationary points, with respect to l̃𝛼𝛽 , of (25). This is a necessary first order condition
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for optimality. In the continuum limit homogenized energy no spatial derivatives

of l̃𝛼𝛽 appear. Such energy depends only by linear and quadratic contributions in

l̃𝛼𝛽 . Hence, this process yields four algebraic linear equations in l̃𝛼𝛽 . Solving these

equations gives l̃𝛼𝛽 at equilibrium

l̃1D =
√
2
2

𝕂f (
𝜒
′′ ⋅ C + 𝜗

′D
)

l̃2D =
√
2
2

𝕂f (
𝜒
′′ ⋅ C − 𝜗

′D
)

l̃1S =
√
2
2

𝕂f (−𝜒 ′′ ⋅ C − 𝜗
′D
)

l̃2S =
√
2
2

𝕂f (−𝜒 ′′ ⋅ C + 𝜗
′D
)

(26)

with

C =
𝜒
′

2𝕂f‖𝜒 ′‖2 − 1
2

(
𝕂e‖𝜒 ′‖2 + 8𝕂f

)

D =
‖𝜒 ′‖
√
4L̃2 − ‖𝜒 ′‖2

𝕂eL̃2
(
‖𝜒 ′‖2 − 2

)
− 2𝕂f‖𝜒 ′‖2

.

From (26) we can get, in some particular cases, interesting information about the

properties of the pantographic beam. Firstly, let us notice that l̃1D = −l̃1S and l̃2D =
−l̃2S. Moreover, we also notice that when 𝜒

′ = 𝜌𝐞1, with 𝜌 independent of the

abscissa s, then, as 𝜒
′′

vanishes, l̃𝛼𝛽 = 0 i.e. the fibers undergo no elongation.

Instead, when 𝜒
′ (s) = 𝜌 (s) 𝐞1, with 𝜌 depending on s, then l̃1D = l̃2D = −l̃1S = −l̃2S.

This remarkable and counter-intuitive feature can be used as a possible benchmark

test to validate, as 𝜀 approaches zero, a numerical scheme based on the discrete

micro-model. Let us consider the case of non-zero bending curvature, i.e. 𝜗
′ ≠ 0,

when 𝜒
′′ ⋅ C << 𝜗

′D, which implies that l̃1D = −l̃2D = −l̃1S = l̃2S. If 𝜗
′
> 0 then

l̃1D, l̃2S > 0 and l̃2D, l̃1S < 0 while, if 𝜗
′
< 0 then l̃1D, l̃2S < 0 and l̃2D, l̃1S > 0. We are

now ready to express the macro-model energy  (𝜒) as a function of the placement

𝜒 only, by substituting (26) in (25):
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 (𝜒 (⋅)) = min
l̃𝛼𝛽 (⋅)

 =

∫


𝕂e𝕂f

{ (
𝜌
2 − 2
)

𝜌
2
(
𝕂e − 4𝕂f

)
− 2𝕂e

𝜗
′2 + 𝜌

2
(
2 − 𝜌

2
) [

𝜌
2
(
𝕂e − 4𝕂f

)
+ 8𝕂f

]𝜌′2
}

ds +

+
∫


𝕂m

2
(𝜌 − 1)2 ds =

=
∫


𝕂e𝕂f (‖𝜒 ′‖2 − 2
)

‖𝜒 ′‖4
[
‖𝜒 ′‖2

(
𝕂e − 4𝕂f

)
− 2𝕂e

]
(
𝜒
′
⟂ ⋅ 𝜒 ′′)2

ds +

+
∫


𝕂e𝕂f
(
2 − ‖𝜒 ′‖2

) [
‖𝜒 ′‖2

(
𝕂e − 4𝕂f

)
+ 8𝕂f

]
(
𝜒
′ ⋅ 𝜒 ′′)2

ds +

+
∫


𝕂m

2
(
‖𝜒 ′‖ − 1

)2
ds. (27)

We observe that, for 0 < 𝜌 <

√
2 and for any choice of the positive macro-stiffnesses

𝕂e
, 𝕂f

and 𝕂m
, (27) is positive definite. Moreover, not only we can classify this

homogenized model as a second gradient theory, but we notice that the full second

gradient 𝜒
′′

of 𝜒 contributes to the strain energy. Indeed, beyond the usual term(
𝜒
′
⟂ ⋅ 𝜒 ′′)

related to the Lagrangian curvature, also the term
(
𝜒
′ ⋅ 𝜒 ′′)

, deriving from

the presence of the oblique springs, appears. There is a remarkable feature in this

model which deserves to be discussed. From (27), it is clear that in the limit ||𝜒 ′|| →√
2 the model exhibits a so-called phase transition: it locally degenerates into the

model of an uniformly extensible cable, notwithstanding that

√
2 is an upper bound

for 𝜌. Indeed,

(
𝜌
2 − 2
)

𝜌
2
(
𝕂e − 4𝕂f

)
− 2𝕂e

→ 0

𝜌
2

(
2 − 𝜌

2
) [

𝜌
2
(
𝕂e − 4𝕂f

)
+ 8𝕂f

] → +∞,

so that no deformation energy is stored for finite bending curvature and, in order

for the energy to be bounded for bounded deformations, 𝜌
′

must approach zero,

meaning that the elongation must be locally uniform. Further developments of this

model could consist in contemplating a phase transition to a model that, for finite

bending curvature, entails a non-zero stored deformation energy.

3.2.1 Non-dimensionalization

In order to handle more easily the model in the numerical implementation and in the

interpretation of the corresponding results, we turn to the use of non-dimensional
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quantities. Therefore, we introduce the following non-dimensional fields:

s = Bs; 𝜒 = B𝜒 ; 𝕂e = K𝕂
e
; 𝕂f = K𝕂

f
; 𝕂m = Km𝕂

m
.

In terms of these new quantities, we can recast (27) as

K
B ∫

1

0

𝕂
e
𝕂

f (
‖𝜒 ′‖2 − 2

)

‖𝜒 ′‖4
[
‖𝜒 ′‖2

(
𝕂

e
− 4𝕂

f)
− 2𝕂

e]
(
𝜒
′
⟂ ⋅ 𝜒 ′′

)2
ds +

+K
B ∫

1

0

𝕂
e
𝕂

f (
𝜒
′ ⋅ 𝜒 ′′

)2

(
2 − ‖𝜒 ′‖2

) [
‖𝜒 ′‖2

(
𝕂

e
− 4𝕂

f)
+ 8𝕂

f ] ds +

+KmB
∫

1

0

𝕂
m

2

(
‖𝜒 ′‖ − 1

)2
ds (28)

where the symbol <<
′
>> denotes differentiation with respect to the dimensionless

abscissa s.

3.3 The Inextensibility Case

Let us focus now on the inextensibility case. The homogenization procedure follows

the same lines of the previous case. Indeed, keeping in mind (23) and (24), letting

𝜀 → 0 in (21) yields the continuum-limit macro-model energy for the inextensibility

case

∫


{
𝕂f
[
𝜗
′2 + 𝜌

′2

2 − 𝜌
2

]
+ 𝕂m

2
(𝜌 − 1)2

}
ds =

=
∫


{

𝕂f

[(
𝜒⟂ ⋅ 𝜒 ′′)2

‖𝜒 ′‖4
+

(
𝜒 ⋅ 𝜒 ′′)2

‖𝜒 ′‖2
(
2 − ‖𝜒 ′‖2

)

]

+ 𝕂m

2
(
‖𝜒 ′‖ − 1

)2
}

ds.

(29)

This result is consistent with the quasi-inextensibility case. Indeed, we could have

found (29) also by letting 𝕂e → +∞ in (27). Let us remark that, also in this case,

the homogenized continuum model, due to the richness of the mictrostructure, gives

rise to a full second gradient theory.
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3.3.1 Linearization

An interesting connection can be traced with the existing literature on the formula-

tion of 1D continuum homogenized model for microstructured media and, in par-

ticular, for pantographic ones. Indeed, this connection is traced by considering a

linearization of the pantographic beam energy in the (complete) inextensibility case.

We set 𝜒 (s) =
(
s
0

)
+ 𝜂ũ, with ũ independent of 𝜂, i.e. we linearize with respect to

the displacement u = 𝜒 (s) −
(
s
0

)
, and 𝕂m = 0. By means of simple algebra manip-

ulations it is possible to derive the deformation energy in Eq. (5) (with K+ = K−
) of

[10] (see also [21]):

∫


𝕂f‖u′′‖2 ds. (30)

We remark that in the linearized energy (30) the transverse displacement and the

axial one decouple.

4 Numerical Simulations

In the sequel, 𝕂m = 0 will be considered, which means that the standard quadratic

additive elongation/shortening contribution to the deformation energy will be turned

off. This is made in order to better highlight some non-standard features of the nearly-

inextensible pantographic beam model. In this section we show numerical results for

the quasi-inextensible and inextensible pantographic beam model and for the geo-

metrically non-linear Euler model. We remind that these cases stand for 𝕂e
< +∞

and 𝕂e → +∞, respectively. Two benchmark tests are exploited in order to illustrate

peculiar and non-standard features of the pantographic beam model. Convergence

of the quasi-inextensible pantographic beam model to the completely inextensible

one is shown, by means of a numerical example, as the macro-stiffness 𝕂e
related to

elongation of the oblique springs approaches +∞. This is due to the fact that, as it

is clear from Eq. (25), if 𝕂e → +∞ , then l̃𝛼𝛽 → 0. Of course, the same discussion

and simulations can be made for the micro-model and this could be the subject of

a further investigation. For the sake of self-consistence, we recall that the deforma-

tion energy of the geometrically non-linear Euler model employed in the following

simulations is the following

∫


{
Ke

2
(
‖𝜒 ′‖ − 1

)2 + Kb

2

[
𝜒
′′ ⋅ 𝜒 ′′

‖𝜒 ′‖2
−
(
𝜒
′ ⋅ 𝜒 ′′

‖𝜒 ′‖2

)2
]}

ds =

=
∫


{
Ke

2
(𝜌 − 1)2 + Kb

2
𝜗
′2
}

ds
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and we notice that, while in the nearly-inextensible pantographic beam model both

𝜌 and 𝜗 can be enforced at the boundary, for the non-linear Euler model it can be

done for 𝜗 only, as no spatial derivative of 𝜌 appears in the energy.

4.1 Semi-circle Test

We consider for both the nearly-inextensible pantographic beam model and the geo-

metrically non-linear Euler beam model the reference domain to be the interval

[0, 2𝜋]. We enforce the following boundary conditions for both models

1. 𝜒 (0) = 𝟎; 2. 𝜒 (2𝜋) = 2𝐞1; 3. 𝜗 (0) = −𝜋

2
; 4. 𝜗 (2𝜋) = 𝜋

2

and, for the nearly-inextensible pantographic beam model, we also have the follow-

ing two additional constraints

5. 𝜌 (0) = 𝜌0; 6. 𝜌 (2𝜋) = 𝜌0.

In Fig. 3 (up) the deformed shapes for the nearly-inextensible pantographic beam

model and for the geometrically non-linear Euler beam model (GNEM) are shown

for different values of 𝜌0 reported in the legend. In Fig. 3 (down) the elongation

𝜌 − 1 for the nearly-inextensible pantographic beam model and for the geometrically

non-linear Euler beam model (GNEM) is shown for different values of 𝜌0 reported

in the legend. It is remarkable that passing from 𝜌0 > 1 to 𝜌 < 1 there is a change

of concavity in the elongation for the pantographic beam model. In Fig. 4 (up) the

deformed shapes for the nearly-inextensible pantographic beam model (blue) and for

the inextensible pantographic beam model (green) with 𝜌0 = 1.4 are compared. Of

course, the area spanned by the quasi-inextensible pantographic beam includes that

Fig. 3 Semi-circle test. Deformed shapes for the nearly-inextensible pantographic beam model

and for the geometrically non-linear Euler beam model (GNEM). (left). Elongation 𝜌 − 1 versus

the reference abscissafor the nearly-inextensible pantographic beam model and for the geometri-

cally non-linear Euler beam model (GNEM) (right). Numbers in the legends stands for different

dimensionless values of 𝜌0
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Fig. 4 Semi-circle test. Deformed shapes for the nearly-inextensible pantographic beam model

(blue) and for the inextensible pantographic beam model (green) with 𝜌0 = 1.4 (left). Energy of the

nearly-inextensible pantographic beam model (ordinate) asymptotically tends to the energy of the

inextensible pantographic beam model (asymptote) as 𝕂e
(abscissa) → +∞ (right)

of the (completely) inextensible one. In Fig. 4 (down) it is numerically shown that

the energy of the nearly-inextensible pantographic beam model (ordinate) asymptot-

ically tends to the energy of the inextensible pantographic beam model (asymptote)

as 𝕂e
(abscissa) → +∞.

4.2 Three-Point Test

We consider for both the quasi-inextensible pantographic beam model and the geo-

metrically non-linear Euler beam model the reference domain to be the interval [0, 2].
We enforce the following boundary conditions for both models:

1. 𝜒 (0) = 𝟎; 2. 𝜒 (1) ⋅ 𝐞2 = u; 3. 𝜒 (2) = 𝟎; 4. 𝜗 (0) = 0; 5. 𝜗 (2) = 0.

In Fig. 5 the deformed shapes for the nearly-inextensible pantographic beam

model (red, light blue) and for the geometrically non-linear Euler beam model (blue,

green) are shown for different values of u in the legend. Figure 6 shows, for different

values of the parameter u, the elongation 𝜌 − 1 versus the reference abscissa for the

nearly-inextensible pantographic beam model. The parameter u is increasing from

bottom to top. We observe that, as u increases, at some point, there is a concavity

change in the elongation plot and, increasing further the parameter u, curves start to

intersect. This means that, for some points of the beam an increase of the prescribed

displacement u implies a decrease in the elongation. Figure 7 shows the pulling force,

i.e. Lagrange multiplier associated to the weak constraint 𝜒 (1) ⋅ 𝐞2 = u, changed of

sign, applied at the midpoint in order to vertically displace it of an amount u. In the

nearly-inextensible pantographic beam model (blue) negative stiffness property, also

known as elastic softening, is observed, while in the geometrically non-linear Euler

beam model (green) elastic softening is not observed. Figure 8 shows the plot of l̃1D
versus reference abscissa for different values of u in the legend. Analogous plots hold

for l̃2D, l̃1S and l̃2S.
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Fig. 5 Three-point test. Deformed shapes for the nearly-inextensible pantographic beam model

(red, light blue) and for the geometrically non-linear Euler beam model (blue, green) for different

values of u in the legend

Fig. 6 Three-point test. Elongation 𝜌 − 1 versus the reference abscissa for the nearly-inextensible

pantographic beam model. The parameter u is increasing from bottom to top. We observe that,

While increasing u, there is a concavity change at some point. Increasing further the parameter u,

curves start to intersect

4.3 Modified Three-Point Test

We consider for both the quasi-inextensible pantographic beam model and the geo-

metrically non-linear Euler beam model the reference domain to be the interval [0, 2].
We enforce the three-point test boundary conditions for both models

1. 𝜒 (0) = 𝟎; 2. 𝜒 (1) ⋅ 𝐞2 = u; 3. 𝜒 (2) = 𝟎; 4. 𝜗 (0) = 0; 5. 𝜗 (2) = 0

with the additional condition, at the midpoint s = 1,

6. 𝜌 (1) ≃
√
2.
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Fig. 7 Three-point test. Pulling force (i.e. Lagrange multiplier associated to the weak constraint

𝜒 (1) ⋅ 𝐞2 = u), changed of sign, applied at the midpoint in order to vertically displace it of an

amount u (abscissa). In the nearly-inextensible pantographic beam model (blue) elastic soften-

ing is observed, while in the geometrically non-linear beam model (green) elastic softening is not

observed

Fig. 8 Three-point test. Plot

of l̃1D versus reference

abscissa for different values

of u in the legend. Analogous

plots hold for l̃2D, l̃1S and l̃2S

Fig. 9 shows the deformed configuration for the nearly-inextensible pantographic

beam model, while in Fig. 10 the elongation 𝜌 − 1 versus the reference abscissa for

the nearly-inextensible pantographic beam model is shown.

5 Euler-Lagrange Equations

Let us consider an internal (potential) unit line energy density of the form

W = G (𝜌)
2

𝜌
′2 + F (𝜌)

2
𝜗
′2 + H (𝜌) (31)

with 𝜌 and 𝜗 such that 𝜒
′ = 𝜌

(
cos 𝜗𝐞1 + sin 𝜗𝐞2

)
= 𝜌𝐞 (𝜗), and G, F, H functions

from ℝ+
⊇ A to ℝ+

. We recall that 𝜌
′ = 𝜒

′′⋅𝜒 ′

‖𝜒 ′‖
, 𝜗

′ = 𝜒
′′⋅𝜒 ′

⟂

‖𝜒 ′‖2
. We remark that, when
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Fig. 9 Modified three-point test. Deformed configuration for the nearly-inextensible pantographic

beam model

Fig. 10 Modified three-point test. Elongation 𝜌 − 1 versus reference abscissa for the nearly-

inextensible pantographic beam model

the specialization

⎧
⎪
⎨
⎪
⎩

G (𝜌) = 0
F (𝜌) = Kb ≥ 0
H (𝜌) = Ke

2 (𝜌 − 1)2 , Ke ≥ 0
(32)

of (31) is considered, we find the geometrically nonlinear Euler model while, when

the specialization

⎧
⎪
⎪
⎨
⎪
⎪
⎩

G (𝜌) = 𝕂e𝕂f 𝜌
2

(2−𝜌2)[𝜌2(𝕂e−4𝕂f )+8𝕂f ] , 𝕂
e ≥ 0, 𝕂f ≥ 0

F (𝜌) = 𝕂e𝕂f (𝜌2−2)
𝜌
2(𝕂e−4𝕂f )−2𝕂e , 𝕂e ≥ 0, 𝕂f ≥ 0

H (𝜌) = 𝕂m

2 (𝜌 − 1)2 , 𝕂m
> 0

(33)
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of (31) is considered, we find the nearly-inextensible pantographic beam model. We

now consider the functional

 (𝜌 (⋅) , 𝜗 (⋅) , 𝜒 (⋅) ,Λ (⋅)) =

=
∫


{
W − bext ⋅ 𝜒 − 𝜇

ext ⋅ 𝜗 + Λ ⋅
[
𝜒
′ − 𝜌𝐞 (𝜗)

]}
ds +

−
∑

s=0,L
Rext (s) ⋅ 𝜒 (s) −

∑

s=0,L
Mext (s) ⋅ 𝜗 (s) , (34)

where ∫

bext ⋅ 𝜒 + 𝜇

ext ⋅ 𝜗 ds +
∑

s=0,L Rext (s) ⋅ 𝜒 (s) +
∑

s=0,L Mext (s) ⋅ 𝜗 (s) is the

work done by external distributed and concentrated forces and couples. The first

variation of the functional  in (34) is

𝛿 (𝜌 (⋅) , 𝜗 (⋅) , 𝜒 (⋅) ,Λ (⋅) , 𝛿𝜌 (⋅) , 𝛿𝜗 (⋅) , 𝛿𝜒 (⋅) , 𝛿Λ (⋅)) =

=
∫


{
1
2
𝜕G
𝜕𝜌

(𝜌) 𝜌′2 + 1
2
𝜕F
𝜕𝜌

(𝜌)𝜗′2 + 𝜕H
𝜕𝜌

(𝜌) − Λ ⋅ 𝐞 (𝜗) −
[
G (𝜌) 𝜌′

]′
}

𝛿𝜌 ds +

+
∫


{
−
[
F (𝜌)𝜗′

]′ − 𝜇 − Λ × 𝜒
′
}
𝛿𝜗 +

(
−b − Λ′) ⋅ 𝛿𝜒 +

[
𝜒
′ − 𝜌𝐞 (𝜗)

]
⋅ 𝛿Λ ds +

+
[
G (𝜌) 𝜌′𝛿𝜌

]L
0 +
{[
F (𝜌)𝜗′ −Mext]

𝛿𝜗

}L
0 +
[(
Λ − Rext) ⋅ 𝛿𝜒

]L
0 =

=
∫


{
1
2
𝜕F
𝜕𝜌

(𝜌)𝜗′2 + 𝜕H
𝜕𝜌

(𝜌) − 1
2
𝜕G
𝜕𝜌

(𝜌) 𝜌′2 − Λ ⋅ 𝐞 (𝜗) − G (𝜌) 𝜌′′
}

𝛿𝜌 ds +

+
∫


{
−
[
F (𝜌)𝜗′

]′ − 𝜇 − Λ × 𝜒
′
}
𝛿𝜗 +

(
−b − Λ′) ⋅ 𝛿𝜒 +

[
𝜒
′ − 𝜌𝐞 (𝜗)

]
⋅ 𝛿Λ ds +

+
[
G (𝜌) 𝜌′𝛿𝜌

]L
0 +
{[
F (𝜌)𝜗′ −Mext]

𝛿𝜗

}L
0 +
[(
Λ − Rext) ⋅ 𝛿𝜒

]L
0 .

By applying the Fundamental Lemma of Calculus of Variations, we find the Euler-

Lagrange equations:

1. 1
2
𝜕G
𝜕𝜌

(𝜌) 𝜌′2 + 1
2
𝜕F
𝜕𝜌

(𝜌) 𝜗′2 + 𝜕H
𝜕𝜌

(𝜌) − Λ ⋅ 𝐞 (𝜗) −
[
G (𝜌) 𝜌′

]′ = 0

2.
[
F (𝜌) 𝜗′

]′ + 𝜇 + Λ × 𝜒
′ = 0

3. b + Λ′ = 0

4. 𝜒
′ − 𝜌𝐞 (𝜗) = 0
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and the corresponding boundary conditions:

G (𝜌 (0)) = 0 ∨ 𝜌
′ (0) = 0 ∨ Dirichlet Conditions on 𝜌 in s = 0

G (𝜌 (L)) = 0 ∨ 𝜌
′ (L) = 0 ∨ Dirichlet Conditions on 𝜌 in s = L

F (𝜌 (0)) 𝜗′ (0) −Mext (0) = 0 ∨ Dirichlet Conditions on 𝜗 in s = 0
F (𝜌 (L)) 𝜗′ (L) −Mext (L) = 0 ∨ Dirichlet Conditions on 𝜗 in s = L

Λ (0) − Rext (0) = 0 ∨ Dirichlet Conditions on 𝜒 in s = 0
Λ (L) − Rext (L) = 0 ∨ Dirichlet Conditions on 𝜒 in s = L.

We now analyze the two specializations (32) and (33) of (31). Let us first analyze

(32). The Euler-Lagrange equations reduce to

1. Ke (𝜌 − 1) − Λ ⋅ 𝐞 (𝜗) = 0

2.
[
Kb

𝜗
′]′ + 𝜇 + Λ × 𝜒

′ = 0

3. b + Λ′ = 0

4. 𝜒
′ − 𝜌𝐞 (𝜗) = 0, (35)

complemented with the following boundary conditions

Kb
𝜗
′ (0) −Mext (0) = 0 ∨ Dirichlet Conditions on 𝜗 in s = 0

Kb
𝜗
′ (L) −Mext (L) = 0 ∨ Dirichlet Conditions on 𝜗 in s = L

Λ (0) − Rext (0) = 0 ∨ Dirichlet Conditions on 𝜒 in s = 0
Λ (L) − Rext (L) = 0 ∨ Dirichlet Conditions on 𝜒 in s = L. (36)

We notice that (35)1 is an algebraic equation in 𝜌, and it gives:

𝜌 = 1 + Λ ⋅ 𝐞 (𝜗)
Ke . (37)
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The direct integration of Eq. (35)3 gives:

Λ =
∫

s

0
b ds + Rext (0) , (38)

while, plugging (38) in (37) yields

𝜌 = 1 +
[
∫

s
0 b ds + Rext (0)

]
⋅ 𝐞 (𝜗)

Ke , (39)

and plugging (39) and (38) in (35)2 yields

[
Kb

𝜗
′]′ + 𝜇 + Λ ×

(
1 + Λ ⋅ 𝐞 (𝜗)

Ke

)
𝐞 (𝜗) = 0,

which is a 2nd order O.D.E. in the unknown 𝜗. This O.D.E. is complemented with

boundary conditions (36)1,2. Finally, one recovers𝜒 by integrating (35)4 and by using

the Dirichlet boundary conditions on 𝜒 . Let us turn to the study of the specialization

(33) of the unit line potential energy density in Eq. (31). By explicitly computing the

partial derivatives of the functions F, G, H with respect to 𝜌, we get the following

Euler-Lagrange equations for the nearly-inextensible pantographic beam model:

1.
𝕂e𝕂f [16𝕂f

𝜌 + (𝕂e − 4𝕂f )𝜌5
]

(𝜌2 − 2)2
[
(𝕂e − 4𝕂f )𝜌2 + 8𝕂f

]2 𝜌
′2 −

16𝕂e(𝕂f )2
𝜌

[
(𝕂e − 4𝕂f )𝜌2 − 2𝕂e)

]2 𝜗
′2 + 𝕂m(𝜌 − 1) − Λ ⋅ 𝐞(𝜗) +

−
[
𝕂e𝕂f 𝜌

2
𝜌
′

(
2 − 𝜌

2
) [

𝜌
2
(
𝕂e − 4𝕂f

)
+ 8𝕂f

]
]′

= 0

2.
[
𝕂e𝕂f

(
𝜌
2 − 2
)

𝜌
2
(
𝕂e − 4𝕂f

)
− 2𝕂e

𝜗
′
]′

+ 𝜇 + Λ × 𝜒
′ = 0

3. b + Λ′ = 0
4. 𝜒

′ − 𝜌𝐞 (𝜗) = 0,

complemented with the following boundary conditions:

𝜌
′ (0) = 0 ∨ Dirichlet Conditions on 𝜌 in s = 0

𝜌
′ (L) = 0 ∨ Dirichlet Conditions on 𝜌 in s = L

𝕂e𝕂f

(
𝜌
2(0) − 2

)

𝜌
2(0) (𝕂e − 4𝕂f ) − 2𝕂e 𝜗

′(0) −Mext(0) = 0 ∨ Dirichlet Conditions on 𝜗 in s = 0

𝕂e𝕂f

(
𝜌
2(L) − 2

)

𝜌
2(L) (𝕂e − 4𝕂f ) − 2𝕂e 𝜗

′(L) −Mext(L) = 0 ∨ Dirichlet Conditions on 𝜗 in s = L

Λ (0) − Rext (0) = 0 ∨ Dirichlet Conditions on 𝜒 in s = 0
Λ (L) − Rext (L) = 0 ∨ Dirichlet Conditions on 𝜒 in s = L.
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For the (completely) inextensible pantographic beam model, from Eq. (29) we have

that:

G(𝜌) = 2𝕂f

2 − 𝜌
2

F(𝜌) = 2𝕂f

H(𝜌) = 𝕂m(𝜌 − 1)2.

Therefore, Euler-Lagrange equations for the inextensible pantographic beam model

recast as

1. 2𝜌𝕂f

(2 − 𝜌
2)2

𝜌
′2 + 2𝕂m(𝜌 − 1) − Λ ⋅ 𝐞(𝜗) −

[
2𝕂f

2 − 𝜌
2 𝜌

′
]
= 0′

2. 𝜇 + Λ × 𝜒
′ = 0

3. b + Λ′ = 0
4. 𝜒

′ − 𝜌𝐞 (𝜗) = 0,

complemented with the following boundary conditions:

𝜌
′ (0) = 0 ∨ Dirichlet Conditions on 𝜌 in s = 0

𝜌
′ (L) = 0 ∨ Dirichlet Conditions on 𝜌 in s = L

2𝕂f
𝜗
′(0) −Mext(0) = 0 ∨ Dirichlet Conditions on 𝜗 in s = 0

2𝕂f
𝜗
′(L) −Mext(L) = 0 ∨ Dirichlet Conditions on 𝜗 in s = L

Λ (0) − Rext (0) = 0 ∨ Dirichlet Conditions on 𝜒 in s = 0
Λ (L) − Rext (L) = 0 ∨ Dirichlet Conditions on 𝜒 in s = L.

We believe that the use of the techniques employed in [74], which have been

exploited to analytically determine remarkable properties of the extensible Euler

beam model in finite deformation regime, can be fruitfully applied to the examined

pantographic beam model. Also the numerical exploitation of the Euler-Lagrange

equations through, e.g., a shooting method, could be useful to explore the set of

solutions. This might be of help in shedding light on the mathematical properties of

the quasi-inextensible and inextensible pantographic beam models.

6 Conclusions

In this work, we have modeled and analyzed a pantographic microstructure giving

rise, after a homogenization procedure, to a 1D continuum model for a beam which
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exhibits many interesting non-standard features. We have provided a characterization

of the kinematics of the proposed discrete Hencky-type spring model which resem-

bles the geometrical arrangement of a pantographic strip. Once the kinematics of

the micro-model has been discussed, we have given a mechanical characterization

of the micro-system, by specifying the general form of the deformation energy. Sub-

sequently, we postulated an asymptotic expansion for one of the microscopic descrip-

tors, i.e. the elongation of the oblique springs. Besides, by choosing the value of the

first-order term of this expansion, we considered the so-called quasi-inextensibility

case, which corresponds to the quasi-inextensibility of the oblique springs. Succes-

sively, following the Piola’s ansatz, we introduced the so-called kinematical maps,

i.e. some fields in the macroscopic model that uniquely determine the microscopic

kinematical descriptors. By means of these kinematical maps, namely the placement

function 𝜒 and the elongation of the oblique springs l̃𝛼𝛽 , we have written the micro-

model energy for the quasi-inextensibility case in terms of macroscopic descriptors.

The resulting micro-model energy contains already a contribution from the second

gradient of 𝜒(s) and it provides an upper bound ||𝜒 ′|| <
√
2, even if no kinematic

restrictions directly affect ||𝜒 ′||. Successively, we have considered the case of (com-

pletely) inextensible oblique springs by means of two equivalent procedures. We also

verified that, as it is obvious, requiring the kinematic descriptor l̃𝛼𝛽 , standing for

the elongation of the oblique springs, to vanish implies that the quasi-inextensible

pantographic beam model specializes to the (completely) inextensible pantographic

beam model. In order to give a better insight into the peculiar properties of this

problem, we also derived “ab imis fundamentis” the micro-model energy of the

inextensible pantographic beam model, whose kinematics is characterized by the

positions pi only, as a function of the macroscopic kinematical descriptor 𝜒 eval-

uated in si’s. Following a procedure analogue to the quasi-inextensibility case, we

defined the micro-model energy for the inextensibility case and, once the kinemati-

cal maps was introduced by means of the Piola’s ansatz, we have written it in terms

of these macroscopic descriptors. Then, we have imposed the so-called internal con-

nection constraint, which ensures that, in the deformed configuration, the upper-left

spring of the i-th cell is hinge-joint with the upper-right spring of the (i − 1)-th cell,

and the lower-left spring of the i-th cell is hinge-joint with lower-right spring of the

(i − 1)-th cell. After that, we have performed a heuristic homogenization procedure

in order to derive a 1D continuum model, also referred to as the macro-model and

characterized by its deformation energy, associated to the aforementioned micro-

structure in the quasi-inextensibility and inextensibility cases. The preliminary step

to perform the homogenization procedure has been to define scale-invariant quan-

tities, whose role is to keep track of the asymptotic behaviour of the stiffnesses of

the micro-model springs. We first performed the homogenization procedure for the

quasi-inextensibility case by computing the limit 𝜀 → 0 in the expression of the

micro-model energy written in terms of macroscopic kinematical descriptors. The

resulting continuum-limit macro-model energy describes a 1D pantographic beam

under the hypothesis of quasi-inextensible oblique micro-springs. The macroscopic

beam, when 𝕂m = 0, l̃𝛼𝛽 = 0, and 𝜒(s) = Cse1, undergoes a floppy mode. This is
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a key feature of the micro-model energy which was preserved by the homogeniza-

tion procedure that we have carried out. Moreover, we observed that not only this

homogenized model can be classified as a second gradient theory, but we noticed

that the full second gradient 𝜒
′′

of 𝜒 contributes to the strain energy. Indeed, beyond

the usual term (𝜒 ′
⟂ ⋅ 𝜒 ′′) related to the Lagrangian curvature, also the term (𝜒 ′ ⋅ 𝜒 ′′),

deriving from the presence of the oblique springs, appears. Finally, we remarked

that, in the limit ||𝜒 ′|| →
√
2, the model exhibits a so-called phase transition, i.e. it

locally degenerates into the model of an uniformly extensible cable, notwithstanding

that

√
2 is an upper bound for 𝜌. Subsequently, we have performed the homogeniza-

tion procedure also for the (complete) inextensibility case. The homogenization pro-

cedure has followed the same lines of the quasi-inextensibility case and it yields a

continuum-limit macro-model energy consistent with the quasi-inextensibility case.

An interesting connection with the existing literature on 1D continuum homogenized

models for microstructured media, and in particular for pantographic ones, has been

traced by considering the linearization of the pantographic beam energy in the (com-

plete) inextensibility case. Furthermore, it has to be remarked that, of course, what

has been presented in this paper is not the only possible homogenization technique.

Indeed, many other procedures, like coarse-graining, hydrodynamical limits [76–79]

for many-particle systems, and computational homogenization [80–82], are being

employed in literature, and they deserve to be better understood. The numerical solu-

tion of the homogenised continuum model has been addressed by means of the finite

element method in three exemplary cases, trying to highlight the main differences

with the classical finite deformation Euler beam model. In particular, in order to

better highlight some non-standard features of the nearly-inextensible pantographic

beam model, we have considered as vanishing the standard quadratic additive elonga-

tion/shortening contribution to the deformation energy. These benchmark tests were

exploited in order to illustrate some peculiar features of the pantographic beam model

and the convergence of the quasi-inextensible pantographic beam model to the com-

pletely inextensible one. In particular, we have performed for the nearly-inextensible

pantographic beam model and for the geometrically non-linear Euler model what has

been referred to as the semi-circle test, the three-point test and the modified three-

point test. The weak form deriving from the stationarity of the energy functional has

been projected on the basis of Hermite cubic interpolants. Further improvements of

this approach could include the use of isogeometric analysis, which has found wide

application for beam elements [83–91]. Indeed, spline functions employed in that

approach allow to ensure higher continuity between elements and other many desir-

able properties. Finally, through a standard variational procedure, we have provided

the explicit form of the Euler-Lagrange equations and of the corresponding boundary

conditions for a general potential energy density functional which includes as par-

ticular cases the quasi-inextensible pantographic beam model and the Euler beam

model. Moreover, we have given the explicit form of the Euler-Lagrange equations

and of the boundary conditions for the quasi-inextensible and completely inextensi-

ble pantographic beam model. It is conceivable that pantographic beams can be used

as building blocks for more complex double scale materials.
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Numerical Simulation of Energy Localization
in Dynamic Materials

Mihhail Berezovski and Arkadi Berezovski

Abstract Dynamic materials are artificially constructed in such a way that they

may vary their characteristic properties in space or in time, or both, by an appro-

priate arrangement or control. These controlled changes in time can be provided by

the application of an external (non-mechanical) field, or through a phase transition.

In principle, all materials change their properties with time, but very slowly and

smoothly. Changes in properties of dynamic materials should be realized in a short

or quasi-nil time lapse and over a sufficiently large material region. Wave propa-

gation is a characteristic feature for dynamic materials because it is also space and

time dependent. As a simple example of the complex behavior of dynamic materi-

als, the one-dimensional elastic wave propagation is studied numerically in periodic

structures whose properties (mass density, elasticity) can be switched suddenly in

space and in time. It is shown that dynamic materials have the ability to dynami-

cally amplify, tune, and compress initial signals. The thermodynamically consistent

high-resolution finite-volume numerical method is applied to the study of the wave

propagation in dynamic materials. The extended analysis of the influence of inner

reflections on the energy localization in the dynamic materials is presented.

1 Introduction

The wave energy redistribution in materials may result in scattering [1] or harvest-

ing of energy [10]. Such a redistribution can be controlled via the interaction of

mechanical waves with a materials microstructure [5]. For instance, unique dynamic

properties of phononic crystals can be used to guide and focus elastic waves for wave-

based energy harvesting and/or to design materials capable of energy absorbing [4].

M. Berezovski

Embry Riddle Aeronautical University, Daytona Beach, FL, USA

e-mail: mihhail.berezovski@erau.edu

A. Berezovski (✉)

School of Science, Tallinn University of Technology, Tallinn, Estonia

e-mail: arkadi.berezovski@cs.ioc.ee

© Springer International Publishing AG, part of Springer Nature 2018

F. dell’Isola et al. (eds.), Advances in Mechanics of Microstructured
Media and Structures, Advanced Structured Materials 87,

https://doi.org/10.1007/978-3-319-73694-5_5

75



76 M. Berezovski and A. Berezovski

Phononic crystals are normally static in the sense that their properties are fixed in ad-

vance by their design parameters, which can limit their functionality to very specific

arrangements [3]. These constraints appear to limit the usefulness and versatility of

phononic crystals to predesigned narrowband operating conditions. Varying the ma-

terial parameters of the scatterers in the course of time like in dynamic materials

(see [6]) will modify the propagation of waves through a phononic crystal. This may

enable time-dependent phononic crystals to have more robust or multiple operating

regimes as compared to their static counterparts.

The localization of energy during wave propagation is the most intriguing prop-

erty of dynamic materials [6, 8, 11]. Theoretical analysis of this phenomenon is

possible only for zero impedance mismatch [6, 7], which is rarely happens in prac-

tice. It is worth, therefore, to study numerically a more general case with non-zero

impedance mismatch.

Wave propagation in heterogeneous solids has been a subject of considerable

research for many years. However, micro-structural details are rarely taken into

account in large-scale structural dynamics or dynamic impact simulations. The rea-

son is the enormous complexity of wave phenomena in highly heterogeneous media.

The diversity of possible responses of materials with microstructure to dynamic load-

ing has been recently underlined [12]. This is why the one-dimensional (in space)

case is considered.

2 One-Dimensional Elasticity in Small-Strain
Approximation

In general, dynamic materials are characterized by material parameters varying in

space and time. In the framework of one-dimensional elasticity, this reflects in the

space and time dependence of density 𝜌 and Young’s modulus E. With a standard

notation (u is the elastic displacement; derivatives indicated by subscripts), the cor-

responding Lagrangian density has the form [11]

L = 1
2
𝜌(x, t)(ut)2 −

1
2
E(x, t)(ux)2. (1)

The local balance of linear momentum is then written as (no body force for the sake

of simplicity) (
𝜌(x, t)ut

)
t −

(
E(x, t)ux

)
x = 0. (2)

We will consider a situation that may be easier to realize experimentally than the

general case, namely, a purely inertial material inhomogeneity (𝜌 = 𝜌(x)) and only

a time evolution of the elasticity coefficient, E = E(t). In this case, we arrive at the

wave equation

utt − c2(x, t)uxx = 0, (3)
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Fig. 1 Propagation diagram

(adopted from [9])
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which can be also represented in the form of the hyperbolic system of the first-order

equations

vt = c2(x, t)𝜀x, (4)

𝜀t = vx, (5)

where v = ut, 𝜀 = ux, and c2(x, t) = E(t)∕𝜌(x).
We will examine the piecewise constant variations in space and time where, in

the single space dimension, discontinuities 𝛴x are represented by straight lines par-

allel to the t-axis while discontinuities 𝛴t are straight lines parallel to the x-axis (see

Fig. 1). At the space-like discontinuity surface 𝛴x, the continuity of the traction is

represented as

[[ux]] = 0 at 𝛴x, (6)

and at the time-like discontinuity surface 𝛴t, the continuity of momentum is reduced

to [11]

[[ut]] = 0 at 𝛴t, (7)

where double square brackets denote the usual jump.

The system of Eqs. (4)–(5) with the use of conditions (6)–(7) at fixed disconti-

nuity surfaces is solved numerically by means of the conservative wave-propagation

algorithm [2].
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3 Numerical Simulation of Dynamic Material Behavior

Our goal is to investigate the influence of impedance mismatch, up to 30%, upon the

energy localization within the checkerboard structure. We also provide the analysis

of the performance of the checkerboard structure for initial disturbance of different

lengths (from 𝜆 = 100𝛥x to 𝜆 = 1000𝛥x). The propagation occurs along 1D medium

which can be viewed as an elastic rod. The rod is assumed homogeneous except a

region of the length l = 1000𝛥x, where dynamic material with a checkerboard struc-

ture is maintained (Fig. 2). The homogeneous parts of the rod are used for the better

observation of initial and transmitted signals as well as all reflections.

The checkerboard part consists of a finite number of equal spatial periods with

total length of l = 1000𝛥x. We consider the case of the checkerboard structure with

equal number of steps in time and space periods. The number of time periods is not

limited. All the properties are normalized for better comparison of the results, i.e.,

the elastic velocity c1 for the “fast” material is set equal to 1. Through all numerical

experiments, we calculate the amplitude of the initial disturbance at time t1. The

amplitude of transmitted signal is measured at time t2 in the second homogeneous

part.

The performance of the checkerboard structure is studied for a range of values

of its material parameters, i.e., the elastic velocities ci and the impedances zi = 𝜌ici.
We also consider the influence of the length 𝜆 of the initial disturbance.

All numerical simulations are performed by means of the conservative wave prop-

agation algorithm [2]. This numerical scheme is stable up to the value of the Courant

number equal to 1, and second-order accurate on smooth solutions. The typical com-

putational domain is presented in Fig. 3.

Here, the checkerboard structure consists of five space periods of Ps = 250𝛥x
each and time periods Pt = 250𝛥t. The light blue color represents the “fast” materi-

al with elastic wave velocity c1 = 1. The dark blue represents the “slow” material,

with elastic wave velocity c2 = 0.7. The impedance ratio z = z2∕z1 is set to 1 in this

example.
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Fig. 2 Geometry of the problem
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Fig. 3 Computational domain with wave routes (Ps = 250𝛥x,Pt = 250𝛥t, c2∕c1 = 0.7, 𝜆 =
1000𝛥x)

The black dashed lines represent wave routes for the main disturbance traveling

with no reflections (impedance match). We can observe the formation of five limit

cycles. It should be noted that this simulation assumes the fixed length and finite

numbers of space periods. The corresponding wave field is presented in Fig. 4.

The wave field evolution repeats the wave routes behavior. The transformation of

the initial pulse into five peaks with higher amplitudes appears due to the limit cycles

formation. In this “ideal” case with equal wave impedances, there is no reflection of

waves from the material interfaces.

Our study is focused on the influence produced by a weak impedance mismatch

on the energy localization. During the wave propagation through layers with different

impedances we expect reflections at the material interfaces. The corresponding wave

field history is presented in Fig. 5.

The main peaks of the transmitted signal almost repeat the “ideal” case with

equal impedances (Fig. 4). The multiple waves reflected from spatial and temporal

interfaces are clearly observed.
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Fig. 4 Wave field time history (Ps = 250𝛥x,Pt = 250𝛥t, c2∕c1 = 0.7, 𝜆 = 1000𝛥x)

4 Amplitude of Transmitted Pulses

4.1 Amplitude of Transmitted Pulses Versus Velocity Ratio

Now we perform simulations varying the elastic wave velocity of the “slow” material

from 0.5 to 1. The length of the initial step pulse is 500𝛥x with amplitude equal to

unity. We repeated these simulations for the impedance ratio mismatch up to 30%.

The results are presented in Fig. 6.

The normalized amplitude of transmitted pulses is around 50 in the case when

the elastic wave velocity in the “slow” material is two times less than in the “fast”

one for this particular setting. It reaches its maximum for the velocity ratio equal ap-

proximately to 0.57. As the elastic wave velocity in “slow” material becomes closer

to that in “fast” material, the amplitude of transmitted pulses becomes smaller and

approaches to that in the initial disturbance.

These results show that the impedance mismatch up to 30% has very little in-

fluence on the amplitude of transmitted pulses. The normalized amplitude plots for

different impedance ratios are overlapping each other.
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Fig. 5 Wave field time history (Ps = 250𝛥x,Pt = 250𝛥t, c2∕c1 = 0.7, z = 0.9, 𝜆 = 1000𝛥x)

4.2 Amplitude of Transmitted Pulses Versus Wave Length

To study the behavior of a checkerboard structure for different lengths of the initial

disturbance, we choose the elastic wave velocity ratio equal to 0.7. The length of

initial pulse varies from 100𝛥x to 1000𝛥x. The numerical simulations was repeated

for impedance ratios z = 0.7, 0.8, 0.9, 1.0 and 1.1. The corresponding results are

shown in Fig. 7.

It is clearly seen that the amplitude of transmitted pulses for initial signals that

are shorter than the length of the space period is increased linearly with the initial

wave length. Here the initial disturbance has not enough time to develop into the limit

cycles due to the finite number of space periods. As the duration of initial disturbance

increases, the amplitude of transmitted pulses becomes constant, because there is a

sufficient time to generate well developed limit cycles with the energy localization

(see Fig. 3). The average amplitude of transmitted pulses is up to 22. As before, the

influence of the impedance mismatch is about 5%.
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Fig. 6 Amplitude of transmitted pulse versus elastic velocity ratio for different impedance ratios

z (Ps = 250𝛥x,Pt = 250𝛥t, 𝜆 = 500𝛥x)
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Fig. 7 Amplitude of transmitted pulse versus wave length for different impedance ratios z (Ps =
250𝛥x,Pt = 250𝛥t, c2∕c1 = 0.7)
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5 Conclusions

Application of the improved finite volume wave-propagation algorithm [2] allows to

implement jump relations both at space-like and time-like discontinuities to simulate

wave propagation in dynamic materials. It is shown that dynamic materials demon-

strate a very specific transmission of signals. Indeed, the step-wise initial disturbance

transforms into a train of localized pulses. The amplitude of such pulses depends on

the way of switching material properties of layers, which is external in relation to

the wave propagation process. This means that the amplitude of transmitted pulses

can be determined only qualitatively. Nevertheless, the influence of parameters of

the checkerboard structure on the amplitude of transmitted pulses can be simulated.

As it is shown, the effect of a weak impedance mismatch is small, but the variation

of elastic wave velocity ratio is significant. The influence of the length of the initial

signal depends on the its ratio to the size of the checkerboard structure.
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Fracture Prediction of Piezoelectric
Ceramic by the 2-D Boundary Element
Analysis

M. Biglar, T. Trzepieciński and F. Stachowicz

1 Introduction

Piezoelectric ceramics are widely used as sensors and multilayer actuators in many
areas of industry [1], despite the absence of a fundamental understanding of their
fracture behaviour [2]. Piezoelectricity is a linear effect that is related to the
microscopic structure of the solid. Among piezoelectric materials, barium titanate is
the most often used as a ceramic material. Barium titanate is a ferroelectric classic
perovskite structure with wide-ranging material properties that depend on its
composition [3, 4]. The perovskite structure ABO3 (Fig. 1) is the arrangement
where the corner-sharing oxygen octahedra are linked together in a regular cubic
array with smaller cations (Ti, Zr, Sn, Nb, etc.) occupying the central octahedral
B-site, and larger cations (Pb, Ba, Sr, Ca, Na, etc.) filling the interstices between
octahedra in the larger A-site [5]. Several studies have been carry out in order to
study the influence of compositionally modified ceramic bodies and the sintering
conditions on the properties of ceramic [6]. The ceramic material which is com-
posed of the random orientation of these piezoelectric crystallites, is inactive, i.e.,
the effects from the individual crystals cancel each other and no discernable
piezoelectricity is present [5]. The domains are the regions of equally oriented
polarization vectors. To orient the domains the pooling method can be used.
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This technique consist in polarizing the ceramic through the application of a static
electric field.

Fracture in piezolelectrics have been investigated as an electroelastic problem by
several authors. Shindo et al. [7] analysed cracks in piezoelectric layers using
integral equation method. Sou et al. [8] established a fracture mechanics for ferro-
electric mechanics under small-scale hysteresis conditions, which facilitates the
experimental study of fracture resistance under combined mechanical and electrical
loading. Wang and Singh [9] studied crack propagation in a piezoelectric lead–
zirconium–titanate (PZT) material under simultaneous mechanical loading and
applied electric fields using the Vickers indentation technique. They also presents a
mechanism for the change in crack propagation behavior of the piezoelectric PZT
material under applied electric fields. Fu and Zhang [10] conducted the compact
tension tests and indentation-fracture tests to study the effects of an applied electric
field on the fracture toughness KIC of poled PZT ceramics. The experiments show
that an applied electric field, either parallel or antiparallel to the poling direction,
considerably reduces the KIC value. Nonlinear three-dimensional finite element
analysis was employed by Shindo et al. [11] to calculate the energy release rate for
double torsion specimens based on the exacts permeabled and approximates
impermeabled crack models. The results of analyses of Zhang [12] shows that for an
insulating crack, the energy release rate is independent of the applied electric field
either perpendicular or parallel to the crack when the electric field inside the crack is
taken into account. Wilson et al. [13] proposed a new function that governs material
degradation to eliminate the presence of high phase-field values in the vicinity of
large electric fields. The new function is found to lead to improved brittle material
behavior. The commonly used fracture criteria have been presented in [14–16].

For the numerical crack analysis in piezoelectric ceramics mostly the finite
element method (FEM) was used [17]. However, the boundary element method
(BEM) has proved to be a very efficient and accurate tool for analysing linear elastic
crack problems. Boundary element method is one the favourite optimized numerical
computational method which is used by scientist in many areas of engineering. This
method is very applicable in determining the behavior of solid body which contains
several numbers of cracks and holes. The common advantage of BEM compared to
FEM is that the numerical discretization is restricted to the boundary only and that
the dependent field quantities such as stresses and electric displacements are very

Fig. 1 Perovskite structure
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accurately approximated inside the domain by fundamental solutions [17].
The BEM is successfully applied to study the crack problems in piezoelectric
structures. Xu and Rajapakse [18] developed a two-dimensional boundary element
code based on the closed form Green’s functions to examine stress and electric field
concentration around voids. Pan [19] developed a displacement discontinuity
approach to get a single domain BEM for crack problems and employed the
extrapolation of the extended relative crack displacements to calculate the K-fac-
tors. An implementation of BEM for the analysis of piezoelectric materials with the
aim to exploit their features in linear electroelastic fracture mechanics has been
presented by Davì and Milazzo [20]. The problem was formulated employing
generalized displacements, that is displacements and electric potential, and gener-
alized tractions, that is tractions and electric displacement. The boundary integral
equation is derived through a displacement based modified Lekhnitskii’s functions
[21] approach. Rajapakse and Xu [22] presented fundamental solutions for straight
impermeable and conducting cracks based on set of piezoelectric Green’s functions
and the extended Lekhnitskii’s formalism. The fracture parameters were computed
based on the boundary element modelling. More recently an overview of the BEM
computation of crack parameters in fracture mechanics has been provided by Ali-
abadi and Rooke [23].

In order to use the BEM method, one must pay attention to this fact that traction
fundamental solution and displacement fundamental solution for isotropic bodies
are different than anisotropic bodies. It is the most important fact that researcher
have to consider it when they are using boundary element method for the inves-
tigations and studies [24].

To understand failure mechanisms of piezoelectric materials and maintain the
stability of cracked piezoelectric structures operating in an environment of com-
bined electromechanical loading, analysis of the mechanical and electrical behavior
is a prerequisite [2]. In this chapter, an effective implementation of boundary ele-
ment multiscale method in analyzing of fracture of barium titanate piezoelectric
ceramics was introduced. Then bridges meso-scale to macro-scale by a damage
parameter were performed.

2 Ferroelectricity

A ferroelectric material possesses a spontaneous polarization that can be reversed in
direction by application of a realizable electric field over some temperature range
[5]. The properties of ferroelectric materials are different due to the Curie tem-
perature Tc. Below the Tc they are exhibit polarized properties and above this
temperature they are not polar. Applying an electric field to multilayer actuator
(Fig. 2) causes the polarization to reverse, and this gives rise to the ferroelectric
hysteresis loop, relating the polarization P to the applied electric field E. A crack
intensifies induction causing local hysteresis and decrease the fatigue strength
of multilayer actuator. A typical field-polarization loop is presented in Fig. 3a.
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Two key parameters of the P-E loop are the coercive field Ec and the remanent
polarization Pr. Once the field is switched off, the material will have a polarization
equal to Pr [5]. It is commonly known, that the existence of the P-E loop is a proof
that a material is ferroelectric.

Polarization switching leads to strain-electric field hysteresis referred as butterfly
loop (Fig. 3b). As the electric field is applied, the converse piezoelectric effect in
deformation is observed. As the field is increased, the strain comes to nonlinear
with the field as domain walls start switching.

3 Constitutive Equations of Piezoelectric Ceramics

When a piezoelectric material is subjected to a mechanical stress, not only is a
mechanical strain produced, but also the electric charge density is changed [8]. In
contrast, when an electric field is applied to the piezoelectric material, it cause
changes in the electric charge density and mechanical deformation. The behaviour
between electric load and stress/strain is described by constitutive equations.
Denoting D, E, ε, σ as the electric charge density vector, the electric field vector,

Fig. 2 Deformation of multilayer actuator layers

Fig. 3 Hysteresis loop of a poled piezoelectric ceramic (a), and butterfly loop indicating
switching (b)
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the strain tensor, and the stress tensor, respectively, the constitutive equations can
be written as [9, 25]:

D= dσ + εσE ð1Þ

E= − gσ + εσð Þ− 1D ð2Þ

ε=CEσ + dð ÞTE ð3Þ

σ = SEε− eE ð4Þ

where CE is the compliance tensor measured under a constant electric field con-
dition, SE is the elastic modulus tensor measured under a constant electric-field
condition, εσ is the dielectric constant tensor measured under a constant stress
condition, and d, e, and g are the piezoelectric constant tensors.

The constant tensors are interrelated according to the relation:

d= εg= eCE ð5Þ

where T denote transposed matrix.
The physical constants for pled barium titanate are as follows: elasticity

C ∼ 1011 N/m2, permittivity ε ∼ 10−8 F/m and piezoelectricity e ∼ 10 C/m2.

4 Methodology and Basic Formulations

4.1 Basic Equations for a 2-D Piezoelectric Solid

2-D piezoelectric solid in the bounded domain Ω is described by the balance
equations of forces and electric charges (6), the piezoelectric constitutive Eqs. (7),
(8) and the conditions on the boundary ∂Ω [17]:

σij, j + bi =0; i=1, 2; Dj, j −ωV =0 ð6Þ

σ11
σ22
σ12

0
@

1
A=C

u1, 1
u2, 2

u1, 2 + u2, 1

0
@

1
A+RT ∅, 1

∅, 2

� �
ð7Þ

D1

D2

� �
=R

u1, 1
u2, 2

u1, 2 + u2, 1

0
@

1
A−K

∅, 1

∅, 2

� �
ð8Þ
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where σij, Di, ui, bi (i, j = 1, 2) denote the components of the stress tensor, the
electric and mechanical displacements and the volume forces in a rectangular
Cartesian x1, x2-coordinate system. ϕ is the electric potential and ωV is the volume
charge.

C, R, K are the matrices of the elastic, piezoelectric and dielectric constants
cij, eij, κij [17]:

C=
c11 c12 0
c12 c22 0
0 0 c33

0
@

1
A R=

0 0 e13
e21 e22 0

� �
K =

κ11 0
0 κ22

� �
ð9Þ

where RT is transposition of matrix of R. Coefficients described by Eq. (9) char-
acterize a transversely isotropic piezoelectric material with the x2-axis being the
poling direction.

4.2 Fundamental Solution and Stroh Formulations

The paper presents an effective implementation of boundary element multi-scale
method in analyzing of piezoelectric ceramics. The presented method is applied
based on constitutive equations and numerical modeling. This method can be easily
used to get a better understanding of damage mechanism in the ceramic materials in
order to improve the constitutive models and to support the future design of those
materials. In this method the relation of boundary element method for obtaining
traction in order to analysis cracked plate as well as plate with inclusion is pre-
sented. Then the basic will be used for multiscale modeling of piezoelectric
ceramic.

First of all, the Stroh formulation which is applicable for obtaining fundamental
solution equation of boundary element method is explained as below. In this
method, the linear relation for piezoelectric materials is applied as:

σij = cijkluk, l + elijφ, l

Di = eikluk, l − κilφ, l
ð10Þ

In these equations, σ, D, u and φ are stress, electric displacement, displacement
and uα respectively; c, e and κ are elastic stiffnesses (elastic moduli), piezoelectric
constants, dielectric constants respectively. In the next step, the equilibrium
equation can be introduced as follow:

σij, j + fi =0, Di, i − q=0 ð11Þ
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In the case that fi =0 and absence of body charge, for two-dimensional defor-
mation, solution of equilibrium equation which only depends on x1 and x2 can be
considered as follow:

uα = aαf ðx1 + px2Þ α=1, 2, 3, 4 ð12Þ

For the α=1− 3 the uα is mechanical deformation and for α=4, uα is electric
field. a and p are constants which have to be determined according to properties of
materials. Inserting Eq. (12) into linear piezoelectric materials relation can have
following result:

σij = cijklak + elija4
� �

δl1 + pδl2ð Þf ′
Di = eiklak − κila4ð Þ δl1 + pδl2ð Þf ′ ð13Þ

where f ′ is differential of f and δ is Kronecker delta. Substitution of Eq. (13) into
equilibrium equation, leads to following equation which gives solution for aα and p:

cijklak + elija4
� �

δj1 + pδj2
� �

δl1 + pδl2ð Þ=0
eiklak − κila4ð Þ δi1 + pδi2ð Þ δl1 + pδl2ð Þ=0

ð14Þ

These equations can be written as

Q+ pðR+RTÞ+ p2T
� �

a=0 ð15Þ

where

Q=
Qe e11
eT11 −κ11

� 	
, R=

Re e21
eT21 −κ12

� 	
, T=

Te e22
eT22 −κ22

� 	
ð16Þ

Via this system of linear equations, the eigenvalues p and eigenvectors
a= a1 a2 a3 a4½ � can be approached. The matrices Qe, Re, Te and eij are
defined as follow:

Qe
ij = ci1k1, Re

ik = ci1k2, Te
ik = ci2k2 ð17Þ

Nonzero solution of Eq. (15) needs to solution of calculate its determination as
follow:

Q+ pðR+RTÞ+ p2T


 

=0 ð18Þ

Via solving this equation eight values can be obtained for p. pαðα=1, 2, 3, 4Þ
which has positive imaginary part, leads to have eigenvector aαðα=1, 2, 3, 4Þ.
Other four eigenvalues and corresponding eigenvectors can be written as follow:
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pα+4 = pᾱ, aα+4 = aᾱ ImðpαÞ ⟩ 0 ð19Þ

The result of these activities leads to have general solution for displacement and
electric field in the form [26]:

ui =AiαfαðzαÞ+ Āiαf ᾱðzαÞ i = 1, 2, 3, 4 ð20Þ

which is written as

ui =2Re AiαfαðzαÞð Þ i = 1, 2, 3, 4 ð21Þ

Now, by differentiation of equation of displacement, the stress and electrical
displacement can be obtained as follow [26]:

σi1 = −ϕi, 2, σi2 =ϕi, 1 i = 1, 2, 3, 4 ð22Þ

where ϕi = bif ðx1 + px2Þ is generalized stress and electrical displacement functional
vector, the vector b is defined as

b= RT + pT
� �

a= − Q+ pRð Þa ̸p ð23Þ

Equation (23) can be rewritten as eigenvector equation as

N=
N1 N2

N3 NT
1

� 	
, N ξ= pξ, NTη= pη ð24Þ

where N1 = −T− 1RT, N2 =T− 1, N3 =RT− 1RT −Q; ξ= ½a,b�T is a right eigen-
vector; η= ½b, a�T is left eigenvector of matrix N; vector ηi and ξi obtained for the
eigenvalue pi and qi can be normalized as

ξTi ηj = δij ð25Þ

This rule (25) is the most important for obtaining fundamental solution via Stroh
formulation for boundary element method. Without establishing this rule, the
boundary element method will have accurate solution for elasticity problems. So,
the general solution for electromechanical problems can be written as

ui =2Re AiαfαðzαÞð Þ, ϕi =2Re BiαfαðzαÞð Þ i = 1, 2, 3, 4 ð26Þ

where A= ½ a1 a2 a3 a4 � and B= ½ b1 b2 b3 b4 �; zα = x1 + pαx2. Gener-
alized solution of Stroh electroelastic problem by Stroh formulations, allows to
define fundamental solution for linear force and point charge acting at point
Z0 = ðx01, x02Þ of infinite piezoelectric medium [27]:
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UijðX,Z0Þ= 1
π
Im AiαAjα ln ZαðX,Z0Þ
� �

TijðX,Z0Þ= 1
π
Im AiαBjαðn2 − n1pαÞ 1

ZαðX,Z0Þ
� 	

,
ð27Þ

where ZαðX,Z0Þ= x1 + pαx2 − ðx01 + pαx02Þ.

4.3 Basic Equations of Boundary Element Method

Now it is opportunity to define boundary element method which is a numerical
method based on numerical integral over boundary of model. The Eq. (28) shows
the traditional boundary element equation of displacement. In this equation u and
t are displacement and traction and U and T are fundamental solution for dis-
placement and traction, respectively.

1
2
uðZ0Þ=

Z
s

UðX,Z0Þ tðQÞ dsðXÞ−
Z
S

TðX,Z0Þ uðQÞ dsðXÞ ð28Þ

The Fig. 4 shows a simple example that how the boundary integral method
should be discretized over boundary of solids to obtain unknown. In this figure as it
is clear, in some boundaries traction is unknown and in other ones displacement is
unknown so via discrediting the Eq. (28), numerical equation can be obtained as:

1
2
ue + ∑

8

e=1
ΔTe

i u
e = ∑

8

e=1
ΔUe

i t
e ð29Þ

Fig. 4 Simple example of
using boundary element
equation in order to obtain
displacement and traction
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in which ΔTi and ΔUi can be obtained as follow:

ΔTe
i =

Z
se

TðX,Z0iÞdseðXÞ ΔUe
i =

Z
se

UðX,Z0iÞdseðXÞ ð30Þ

The following linear algebraic equation can be achieved.

ΔT½ � uf g= ΔU½ � tf g ð31Þ

In the Eq. (31), ΔT½ � and ΔU½ � can be defined as follow:

1
2 +ΔT1

1 ΔT2
1 . . .

ΔT1
2

1
2 +ΔT2

2 . . .
. . . . . . . . .

2
4

3
5 u1

u2

⋮

8<
:

9=
;=

1
2 +ΔU1

1 ΔU2
1 . . .

ΔU1
2

1
2 +ΔU2

2 . . .
. . . . . . . . .

2
4

3
5 t1

t2

⋮

8<
:

9=
; ð32Þ

Through solving these algebraic equations, the unknown parameters can be
approached. One the most important application of boundary element method is
solving the plate problem which contains different kinds of crack and holes. So far,
some researchers investigated this kind of problem via different numerical and
analytical methods. Particular attention should be paid to modelling of the singular
integral near the crack tip. This issue will be discussed in future chapters of current
paper. By the way, the displacement equation of boundary element method for
cracked plate can be written as follow [28]:

1
2
uiðZ0Þ=

Z
s

UijðX, Z0Þ tjðXÞdsðXÞ−
Z
s

TijðX,Z0Þ ujðXÞdsðXÞ

+
Z
Γ

UijðX,Z0Þ∑ tjðXÞdsðXÞ−
Z
Γ

TijðX,Z0ÞΔujðXÞdsðXÞ
ð33Þ

In this equation, Δu is difference between displacements at crack upper and
lower crack surface and ∑ tj is sum of the traction at upper and lower crack surface.
Generally speaking, ∑ tj should be equal to zero, however, here we ignore this
simplification in order to achieve correct equation for traction boundary element
equation. s is boundary of main body and Γ is boundary of crack. Via differentiation
of Eq. (33) and utilizing Hook’s law, the following equation can be achieved which
is boundary element equation for traction [28]:

nmðZ0Þ
R
s
DjlmðX,Z0ÞtjðzÞdsðXÞ− nmðZ0Þ

R
s
WjlmðX, Z0Þ ∂ujðXÞ∂sðXÞ dsðXÞ

+ nmðZ0Þ
R
Γ
DjlmðX,Z0ÞΣtjðXÞdsðzÞ− nmðZ0Þ

R
Γ
WjlmðZ,X0Þ ∂ΔujðZÞ∂sðZÞ dsðZÞ

=
1
2 tlðZ0Þ Z0 ∈ s

1
2 ðt +l ðZ0Þ− t −l ðZ0ÞÞ Z0 ∈Γ

� ð34Þ
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where ∂ΔujðZÞ
∂sðZÞ is dislocation density. D and W can be written as:

DijkðX,Z0Þ= −
1
π
Im BiαAkαðδ2j − δ1jpαÞ 1

ZαðX, Z0Þ
� 	

,

WjlmðX,Z0Þ= clmikðδ1iδ2j − δ2iδ1jÞDijkðX,Z0Þ
ð35Þ

In the Eq. (34), the dislocation density can be obtained over the crack tip (Fig. 5)
which is useful for obtaining stress intensity factor.

4.4 Numerical Implementation of Boundary Element
Method

Similar to all of numerical methods, boundary element method needs to be dis-
cretized in order to be solved numerically. Figure 4 shows clearly that the boundary
of model can be replaced by assembly of linear elements. In this subsection, some
explanation about discretization of all of the boundaries of body into serious of
segments will be presented. To discretized the integral over boundary to small
linear element, it is essential to define variable coordinate for each element as
follow,

xi =N1ðζÞxð1Þi +N2ðζÞxð2Þi , ζj j≤ 1ð Þ ð36Þ

where N1 and N2 as shape functions can be defined as:

N1ðζÞ= 1
2

1− ζð Þ,

N2ðζÞ= 1
2

1+ ζð Þ
ð37Þ

where xð1Þ1 , xð2Þ1

� 

and xð1Þ2 , xð2Þ2

� 

are coordinate of initial and end node of element,

respectively. For general elements, traction and dislocation density can be shown as:

Fig. 5 Discretized boundary
on the element and crack
surface
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ti =N1ðζÞtð1Þi +N2ðζÞtð2Þi ,

∂ui
∂s

=N1ðζÞ
∂uð1Þ

i

∂s
+N2ðζÞ ∂u

ð2Þ
i

∂s
,

ð38Þ

and for crack surface:

∑ ti =N1ðζÞ∑ tð1Þi +N2ðζÞ∑ tð2Þi ,

∂Δui
∂s

=N1ðζÞ ∂Δu
ð1Þ
i

∂s
+N2ðζÞ ∂Δu

ð2Þ
i

∂s
,

ð39Þ

In the case of element on crack tip, the formulation is a little different than
normal ones considering that these elements must treat singularity on the crack
tip. For an element at crack tip, two different formulations can be define according
to nodes, for local node 1 it can be represented by:

∂Δui
∂s

=
∂Δuð1Þi

∂s
̸
ffiffiffiffiffiffiffiffiffiffiffiffi
N2ðζÞ

p
+N2ðζÞ ∂Δuð2Þi

∂s
−

∂Δuð1Þi

∂s

 !
, ð40Þ

and for node 2, similarly it can be approximated by:

∂Δui
∂s

=
∂Δuð2Þi

∂s
̸
ffiffiffiffiffiffiffiffiffiffiffiffi
N1ðζÞ

p
+N1ðζÞ ∂Δuð1Þi

∂s
−

∂Δuð2Þi

∂s

 !
. ð41Þ

5 Multiscale Modeling

The macro-scale modeling is based on micro-continuum theories, however, paying
attention to this point is necessary in order to save material integrity, no constitutive
law or damage have to be considered. In the next step, by applying the boundary
condition on a representative volume element (RVE) which was obtained from the
calculation of macro-scale, the cohesive laws can be brought up for modeling of
crack initiation and propagation in the RVE. The RVE is a small volume of
microstructure that has the general characteristics of the whole microstructure such
as volume fraction, morphology and randomness of the phases and over which
modeling of specific characteristics is carried out [29]. All information from the
micro-scale can be transferred to macro level to modify the results and model the
next steps. In Fig. 6 it is shown that the calculation of micro-scale is able to provide
boundary conditions for micro-scale, on the other hand, micro-scale will provide
some information by which the constitutive law can be modified and possible
damage can be modeled for next steps as well.
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Via fundamental boundary element equation the displacement equation for each
grain can be written as:

CH
ij ðz′kÞu ̇H̃j ðz′kÞ+

R
SHnc

T ̃Hij ðz′k, zkÞu ̇H̃j ðzkÞdSHnc +
R
SHc

T ̃Hij ðz′k , zkÞu ̇H̃j ðzkÞdSHc

=
R
SHnc

U ̃H
ij ðz′k, zkÞt ̇

H̃

j ðzkÞdSHnc +
R
SHc

U ̃H
ij ðz′k , zkÞt ̇

H̃

j ðzkÞdSHc
ð42Þ

In Eq. (42), T
H̃
ij ðz′k , zkÞ and U ̃H

ij ðz′k , zkÞ are fundamental solutions for traction and
displacement which can be obtained via Stroh formulation for each grain. SHc and
SHnc belong to boundary of internal grain and (contact boundary) and free boundary.

6 Results and Discussion

6.1 Cracked Plate

In order to measure efficiency of presented formulation, some numerical examples
were done. The Fig. 7 shows variation of stress versus the distance from crack
tip. It can be concluded that the stress near crack tip has the highest amount and by
moving far from crack tip, stress is decreased which show the accuracy of Eqs. (40)
and (41) in treating singular integral near crack tips. The figure shows the variation
of stress for three different paths with different angles. In order to show the influ-
ence of crack length on stress intensity factor, the kicked crack was simulated. The
result is shown in Fig. 8. By variation of θ and increasing the length of crack, the
stress intensity factor for mode one increases and after pick at θ=0 crack length
decreases again to its lowest amount.

Fig. 6 Schematic view of a multiscale tension modeling
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6.2 Piezoelectric Plate with Inclusion

In this subsection, first some equation for plate with inclusion will be presented, the
results will be discussed. In the case when there are inclusions: circular (Fig. 9a)
and rectangular (Fig. 9b), boundary element integral can be written for matrix s and
inclusion Γ as:

1
2
uðXÞ=

Z
s+Γ

U0ðZ0,XÞ tðXÞdsðXÞ−
Z

s+Γ

T0ðZ0,XÞ uðXÞdsðXÞ X ∈ s∪Γ

1
2
uðXÞ=

Z
Γ

U1ðZ0,XÞ tðXÞdsðXÞ−
Z
Γ

T1ðZ0,XÞ uðXÞdsðXÞ X ∈Γ
ð43Þ

Fig. 7 Central crack in a
rectangular piezoelectric
plate, a/w = 0.06

Fig. 8 Variation of the
normalized mode I stress
intensity factor for a/b = 10,
and 20
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where 0 and 1 indicate the matrix and inclusion sub domain, respectively. After
discretization and using linear or quadratic elements, Eq. (43) can be expressed as:

A0
11 A0

12 A0
13

A0
21 A0

22 A0
23

A0
31 A0

32 A0
33

2
4

3
5 U0

T0

Ui

8<
:

9=
;=

B0
11 B0

12 B0
13

B0
21 B0

22 B0
23

B0
31 B0

32 B0
33

2
4

3
5 T̄0

Ū0

Ti0

8<
:

9=
;

GiTii =HiUi

ð44Þ

where U0 and T̄0 represent the unknown nodal displacement and known nodal

traction, respectively, on matrix; T0 and Ū0 are the unknown nodal traction and
known nodal displacement on matrix; Ui is the unknown nodal displacement on
interface: While Ti0 and Tii express the unknown nodal traction on the interface for
the matrix and inclusion, respectively.

The results of numerical examples are presented in Figs. 10 and 11.

Fig. 9 The rectangular
piezoelectric with circular
(a) and rectangular
(b) inclusion

Fig. 10 Variation of stress
near circular inclusion in
rectangular piezoelectric plate
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It is clear from Fig. 10 that near interface of circular inclusion (which is shown
in Fig. 9) and matrix, the stress has its highest amount and when it goes far from
interface, the stress decrease to its lowest amounts. So, it can be concluded that
inclusion can have the effect similar to hole and crack. Another point in this figure
is that for bigger inclusion, the higher amount of stress can be happen. Figure 11
compares the variation of stress near interface of rectangular and circular inclusion.
The length of rectangular inclusion is equal to diameter of circular one. The vari-
ation of stress near interface of both inclusions is the same which shows that stress
is independent of shape of inclusion.

7 Summary

In this chapter the multiscale BEM is applied to study the crack propagation in
barium titanate piezoelectric ceramic. Furthermore, the mathematical bridges
meso-scale to macro-scale by the damage parameter were formulated. The devel-
oped method is applied based on the numerical modelling and constitutive equa-
tions and can be easily used to get a better understanding of damage mechanism in
the ceramic materials. In this method the relation of boundary element method for
obtaining traction in order to analysis cracked plate as well as plate with inclusion is
presented. For obtaining fundamental solution equation of BEM the Stroh formu-
lation is applied. It was found that the shape of interface does not have a great
influence on the stress intensity. Considering the dimensions of inclusion it can be
concluded that inclusion can have the effect similar to the hole and the crack; bigger
inclusion leads to an increase of the stress.

Fig. 11 Variation of stress
near circular and rectangular
inclusion at centre of
inclusion in piezoelectric
plate
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Rotational Waves in Microstructured
Materials

Vladimir I. Erofeev and Igor S. Pavlov

Abstract A brief review of theoretical representations and experimental data on

rotational motions of elements of a continuous medium is given. Description of wave

rotational motions is impossible in the framework of the classical theory of elastic-

ity, but it is allowed within the scope of generalized continua models (the Cosserat

microspolar model, moment and gradient models, etc.). The numerical modeling of

the parameters of the Cosserat medium is carried out by the structural modeling

method, and the ranges of existence of rotational waves are determined for some

crystals with cubic symmetry. A new approach to the solution of the problem of

rotational motions is offered for the “geological block” continuum, namely, A.V.

Vikulin’s model, in which the stresses are described by a symmetric tensor. Geo-

logical and geophysical data are presented that confirm both rotational approaches

to describing the blocks and plates composing a geomedium, and the existence of

rotational waves.

1 Introduction

One of the main ways of describing the deformation of solids is the classical theory

of elasticity considering a medium as a continuum of material points possessing, in

general, three translational degrees of freedom. However, yet in the middle of the

19th century, works began to appear with deviations from the canons of the clas-

sical continuum (see, for example [1–5]). In 1909, the brothers Eugne and Franois
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Cosserat laid the theoretical foundations of one of the first (and at this moment,

perhaps, the best known) continuum models of an elastic medium that cannot be

described within the scope of the classical theory of elasticity [6]. The Cosserat

medium named in their honor consists of solid non-deformable body-particles hav-

ing three translational and three rotational degrees of freedom.

In the three-dimensional case, the linear dynamic equations of the Cosserat con-

tinuum can be written in the vector form:

𝜌
𝜕
2𝐮
𝜕t2

− (𝜆 + 2𝜇)grad div𝐮 + (𝜇 + 𝛼)rot rot 𝐮 − 2𝛼rot𝛷 = 0, (1)

Ji
𝜕
2
𝛷

𝜕t2
− (𝛽 + 2𝛾)grad div𝛷 + (𝛾 + 𝜀) rot𝛷 − 2𝛼rot u + 4𝛼𝛷 = 0, (2)

where 𝐮 is the displacement vector, 𝛷 is the vector of rotation angles of an element of

a medium in the reference frame related to its mass center, Ji are the corresponding

inertia moments of elements of a medium, 𝜌 is the density of a medium, 𝜆 and 𝜇 are

Lame constants corresponding to the classical theory of elasticity, 𝛼, 𝛽, 𝛾 , and 𝜀 are

the parameters of the Cosserat medium.

In this system, Eq. (1) characterizes propagation of translational waves (dilatation

and shear waves) in a medium, but, in distinct from the classical case, shear waves are

linearly related to rotational waves, the propagation of which is described by Eq. (2).

The propagation of rotational wave perturbations in the Cosserat medium occurs by

means of a moment (noncentral) interaction of its elements with each other.

The Cosserat theory is a mathematical description of such a phenomenon as rota-

tional waves. Is it possible to observe them experimentally?

In the middle of 1930s and early 1940s, experimental physicists paid attention

to the importance of taking into account the rotational degrees of freedom of the

elements (particles) of the medium. Thus, the experiments of B. Bauer and M. Mag

are very interesting [7]. They compared the scattering spectra for heavy and light

water. From the comparison of spectra of these two substances, which molecules

have approximately the same mass, but different moments of inertia, the authors

made a conclusion about existence of both translational and rotational oscillations

of molecules. J. Bernal and J. Tamm [8] explained the differences between some

physical properties of light and heavy water under the assumption about the existence

of rotational oscillations.

In 1940 E.F. Gross [7] observed the effect of variation of the wavelength of

scattered light in a liquid associated with orientation fluctuations of anisotropic

molecules. He remarked that the axes of molecules can rotate by a significant angle,

if the oscillation period is much larger than the relaxation time. Later, E.F. Gross

and A.V. Korshunov established experimentally [9] that in crystals of some organic

substances (for instance, benzene and naphthalene) the scattering spectrum of small

frequencies is associated with rotational vibrations of molecules. The scattering

spectrum is the most intensive in substances, which molecules have a large opti-

cal anisotropy (carbon disulfide, naphthalene, benzene). The crystal lattices of such
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substances consist of large molecules. In them, the intermolecular forces are usually

much larger than the van der Waals forces acting between the molecules; therefore,

the molecules can be regarded as solid bodies oscillating with respect to each other.

There are translational oscillations of molecules, rotational oscillations, as well as

mixed translational-rotational oscillations. Experimental studies of oscillations in

such crystals, carried out by Raman scattering, have shown that in the vicinity of the

Rayleigh lines there are characteristic scattering lines due to the rotational nature of

molecular oscillations [10, 11]. In experiments on spectrograms of light scattering

in organic substances, estimates have been obtained for the threshold frequency of

benzene and naphthalene [10].

From the beginning of the 1960s generalized models of the Cosserat continuum

are intensively developed [12]: the theory of oriented media, asymmetric, multipo-

lar, micromorphic, gradient theories of elasticity. So, on the basis of assumption

of the rotational interaction of particles of elongated shape in an anisotropic elastic

medium, E.L. Aero and E.V. Kuvshinsky [13, 14] generalized the phenomenological

theory of elasticity in order to explain some anomalies in the dynamic behavior of

plastics, to which the classical theory of elasticity did not provide a satisfactory treat-

ment. Later, the idea of an “oriented” continuum, each point of which is assigned a

direction (the field of a director), was developed in the theory of liquid crystals [15,

16], where the director waves in liquid crystals are, in fact, analogues of rotational

waves in solids, however, like spin waves in ferromagnets [17]. Chapter 4 of the

monograph [17] by A.I. Akhiezer, et al. deals with the analysis of coupled spin and

acoustic waves in ferromagnets. Elastic waves are considered in the framework of

the classical theory without taking into account microrotations, but it is shown that,

due to the relatedness of the elastic deformations with the magnetic field of spins,

the stress tensor is no longer symmetric, i.e., in an elastic ferromagnet there appear

couple stresses at the excitation of the spin waves. In the monograph by V.E. Lyamov

[18] it was shown that the account of microrotations in crystals leads to the appear-

ance of the spatial dispersion and new wave modes.

In the last 30 years, the processes of propagation and interaction of elastic

(acoustic) waves in microstructured solids have been extensively studied theoreti-

cally and experimentally (see, e.g., [19–33]). And the first experiments on acous-

tics of microstructured solids were performed yet in 1970 by G.N. Savin et al. [34,

35]. The authors established the correlation between the grain size in different met-

als and aluminum alloys and the dispersion of the acoustic wave. Dispersion of the

ultrasound waves was observed by V.I. Erofeev and V.M. Rodyushkin in an artificial

composite—ferrite pellets in epoxy resin [36]. The appearance of a wave disper-

sion “forbidden” by the classical theory of elasticity can be explained, in particular,

by the influence of rotational modes. Moreover, A.I. Potapov and V.M. Rodyushkin

[37] experimentally observed the transfer of momentum in a microstructured mate-

rial with the velocity that is distinct from the longitudinal wave velocity. A clear

separation of the impact pulse into two components was observed in this case. This

fact indicates that pulse is carried by two types of oscillations differing from each

other in velocity.

http://dx.doi.org/10.1007/978-3-319-73694-5_4
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Nevertheless, still nobody could observe experimentally the propagation of rota-

tional waves in “laboratory conditions”. So, the question arises: “Why?”.

The method of structural modeling [26, 38] is used in this work for answer this

question. This method is an alternative to the continuum approach to constructing

models of microstructured media, within the scope of which the Cosserat brothers

obtained Eqs. (1) and (2). These equations contain material constants, which rela-

tion with a material structure is not clear. Such constants have to be determined

experimentally. This especially regards to the generalized models of the Cosserat

continuum [30, 39]. However, the structural modeling does not have this drawback.

2 Basic Stages of the Structural Modeling

Elaboration of a structural model starts with the selection of a certain minimum vol-

ume (a structural cell that is analog of the periodicity cell in the crystalline material)

in the bulk of a material represented by a regular or a quasiregular lattice consisting

of particles of finite sizes. Such a cell is capable of reflecting the main features of

the macroscopic behavior of this material [40, 41]. As a rule, a structural cell repre-

sents a particle, which behavior is characterized by interaction with its environment

and is described by kinematic variables. For instance, domains, granules, fullerenes,

nanotubes, or clusters of nanoparticles can play the role of such bodies. Sometimes,

particles are represented as material points—i.e. centers of forces possessing prop-

erties of mass, charge, and so on [42, 43]. It is assumed that the interaction forces

decrease rapidly with growing of distance and they can be neglected if the distance

between the points exceeds the “molecular action radius”.

At the second stage, the simulation of force interactions is carried out. Since small

deviations of the particles from the equilibrium states are considered, the force and

moment interactions of the particles can be described by a power-law potential. In the

harmonic approximation, the interaction potential is a quadratic form of the variables

of a state of the system. The potential energy per lattice cell is equal to the potential

energy of the particle interacting with its neighbors.

In phenomenological theories, material constants must be measured in experi-

ments. Their connection with the geometric structure and force interactions in the

crystal lattice is unclear. Only some restrictions on their values can be obtained from

the general energy considerations and symmetry conditions. However, the structural

approach enables one to find an explicit relationship between the elements of the

force matrices and the lattice parameters.

In mechanics of deformable solids, the structural modeling involves, instead of a

field description of the interaction of particles, entering an equivalent force scheme in

the form of a system of rods or springs transmitting forces and moments between the

structural elements [44–46]. In this paper, a spring model is used. When a scheme

of force interactions is introduced, round particles are replaced, for convenience,

by inscribed polygons, the shape of which repeats the shape of a cell. The springs
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modeling transfer of force interactions between the particles are assumed to be fixed

at the vertices of polygons and have different coefficients of elasticity.

Due to expressions for the kinetic and potential energy that were obtained at the

previous stages, it is possible to make up differential-difference equations describing

the lattice dynamics. Such equations represent Lagrange equations of the second kind

d
dt

⎛
⎜
⎜
⎝

𝜕L
𝜕q̇(l)i,j

⎞
⎟
⎟
⎠

− 𝜕L
𝜕q(l)i,j

= 0,

where L = Ti,j − Ui,j is the Lagrange function, which is equal to the difference

between the kinetic and potential energy of a cell, q(l)i,j are the generalized coordi-

nates, q̇(l)i,j are the generalized velocities.

A transition from discrete models to continual ones is performed by extrapolat-

ing the functions specified at discrete points by continuous fields of displacements

and micro-rotations. For long-wavelength perturbations, when 𝛬≫ a (where 𝜆l is a

characteristic spatial scale of deformation), discrete labels i and j can be changed by

means of a continuous spatial variables x= ia and y= ja. In this case, the functions

specified at discrete points are interpolated by the continuous functions and their par-

tial derivatives in accordance with the standard Taylor formula. Depending on the

number of interpolation terms, one can consider various approximations of a discrete

model of a microstructured medium and elaborate a hierarchy of quasi-continuum

models.

At the final stage, identification of a model is performed. The goal of identification

is the construction of the best (optimal) model on the basis of experimental obser-

vations. Identification is divided by structural and parametric. The structural iden-
tification is a choice of the optimal form of equations for a mathematical model. The
parametric identification is a determination by the experimental data of the values

of the parameters of the mathematical model ensuring the agreement of the model

values with the experimental data, provided that the model and the object are sub-

jected to similar influences. Such identification also includes a numerical simulation

of experiment and a choice of the model parameters from the condition of the best

coincidence of calculation and experimental results.

The structural modeling began from the works of M. Born on the theory of crystal

lattices and, until recently, it developed, mainly, in the framework of the solid state

physics [47, 48]. In Russia, the founder of structural modeling was the pupil of A.G.

Stoletov professor of Moscow University N.P. Kasterin (1869–1947) [49, 50]. Using

this method, he investigated dispersion of sound waves. Particular attention is paid

in the structural modeling method to the study of the propagation and interaction of

elementary excitations—quasiparticles (phonons, magnons, excitons, etc.) and var-

ious defects inherent in real bodies [51]. Both quantum and classical approaches

to the analysis of dynamic processes are organically combined within the scope

of this direction [52]. As distinct from a continuum, structural models in explicit

form contain the geometric parameters of the structure—the size and shape of the
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particles, on which, ultimately, the effective moduli of elasticity of various orders

depend [26]. By changing these parameters, we can control the physical and mechan-

ical properties of a medium that cannot be done in principle within the scope of the

continual description. The clear coupling between a structure and macroparameters

of a medium discloses major opportunities for the purposeful design of materials

with specified properties. Shortcomings of the structural modeling are absence of

universality of modeling procedure and complexity of the accounting of nonlinear

and nonlocal effects of interparticle interactions.

Structural models enable one not only to reveal the qualitative influence of local

structure on the effective moduli of elasticity, but also to perform numerical estima-

tions of their quantities; these being generally unavailable from continual models of

the Cosserat type. In this paper, it will be shown how the velocity and the threshold

frequency of rotational waves, as well as the parameters of the Cosserat medium can

be numerically estimated due to the structural modeling method.

3 The Discrete Model of a Square Lattice

When the two-dimensional Cosserat continuum consisting of centrally symmetric

particles is considered [45, 53–55], Eqs. (1) and (2) are substantially simplified. In

this case, the Lagrange function has the form:

L = 𝜌

2

(
u2t + w2

t + R2
𝜑
2
t
)
− 1

2
[B(u2x + w2

y) + (𝜇 + 𝜅

2
)(w2

x + u2y)+
+𝛾(𝜑2

x + 𝜑
2
y) + (𝜆 + 𝜇 − 𝜅

2
)(uxwy + uywx) + 2𝜅(wx − uy)𝜑 + 2𝜅𝜑2]. (3)

Here 𝜌 is the density of the medium, B is a macroelasticity constant of the second

order, 𝜆 and 𝜇 are Lame constants, and 𝛾 and 𝜅 are phenomenological constants to be

found from experiments. In the case of the isotropic Cosserat continuum, parameter

B is not independent, it is related to Lame constants:

B = 𝜆 + 2𝜇.

Further, let us start constructing an alternative model of a medium, which will

enable one to establish an analytic relationship between the macroelasticity constants

and the microstructure parameters.

We consider a square lattice (Fig. 1) consisting of homogeneous round particles

(granules or grains) with massM and diameter d. At the initial states, the mass centers

of the particles are located at the lattice sites and the nearest distance between them

equals a along both x- and y- axes. The lattice sites N are enumerated using couple

of indices: the index i determines the site location along the horizontal x-axis, and

j defines the site position along the vertical y-axis. Each particle has three degrees

of freedom: the mass centre displacements uij (t) and wij (t), respectively, along the
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Fig. 1 A square lattice of

round particles

Fig. 2 Scheme of the force

interactions between the

particles and kinematics

x- and y-axes and the rotation 𝜑ij (t) with respect to the axis passing through the mass

centre of the particle (Fig. 2).

The kinetic energy of a cell is considered to be equal to the kinetic energy of a

particle:

Ti,j =
M
2

(
u̇2i,j + ẇ2

i,j

)
+ J

2
𝜑̇
2
i,j, (4)

where J = Md2∕8 = MR2
is the moment of inertia of the particle about the axis pass-

ing through its mass centre, R = d
/√

8 is the inertia radius of the particle. The upper

dots denote derivatives with respect to time.

Only small deviations of the particles from the equilibrium position will be con-

sidered. The displacements of the grains are assumed to be small in comparison with

the sizes of the unit cell of the lattice under consideration. The potential energy per

cell is provided by the interaction of the particle N with the eight nearest neighbors
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along the lattice, the first four of which are situated at a distance a from N (these are

the particles of the first coordination sphere), and the other four are located on the

diagonals of the square lattice (the particles of the second coordination sphere) and

is described by the formula:

UN = 1
2

( 4∑

n=1

K0
2
D2

0n +
8∑

n=1

K1
2
D2

1n +
8∑

n=1

K2
2
D2

2n +
4∑

n=1

K3
2
D2

3n

)

, (5)

where Dln (l= 0, 1, 2, 3) are elongations of the springs of four types, which are

numbered in an arbitrary order and connect the particle with its neighbors. The cen-

tral springs with rigidity K0 and the non-central ones with rigidity K1 simulate the

interaction of granules during tension-compression of the material. The springs K1
are also responsible for transmitting moments arising when the particles rotate. The

springs with rigidity K2 characterize the force interactions of particles under shear

deformations in the material. Finally, the springs K3 describe the interactions of the

central particle with the grains of the second coordination sphere. For the conve-

nience of further calculations, we assume that the points of connection of the central

springs lie in the centers of the round particles, and the springs of the other three

types—at the vertices of a square with the side h = d∕
√
2 that is entered in a round

particle (Fig. 2). In addition, expression (5) involves the extra factor 1/2, because the

potential energy of each of the springs is uniformly divided between the two neigh-

boring particles connected by the spring.

Entering the designations 𝛥ui = ui,j − ui−1,j and 𝛥uj = ui,j − ui,j−1, one can cal-

culate the expressions for the elongations of the springs D
𝑙𝑛

in the approxima-

tion of smallness of the quantities 𝛥ui ∼ 𝛥wi ∼ 𝛥uj ∼ 𝛥wj ∼ a𝜀, 𝛥𝜑i ∼ 𝛥𝜑j ∼ 𝜀
3∕2

,

𝛷i ∼
√
𝜀, where 𝛷i =

(
𝜑i−1,j + 𝜑i,j

) /
2 ≪ 𝜋

/
2 and 𝜀 is the measure of the cell

deformation. Substitution of these expressions into (5) leads to the Lagrange func-

tion L = Ti,j − Ui,j for the (i, j)-particle with accuracy up to quadratic terms. Then,

using the Lagrange equations of the second kind, it is possible to obtain differential-

difference equations describing the lattice dynamics. Such equations are useful for

numerical simulation of the system response to external dynamic forcing in the wide

frequency range, up to threshold values. However, for a comparison of the proposed

mathematical model of a microstructured medium with the known theories of solids

it is convenient to pass over from the discrete to the continuous description.

4 Continual (Long-Wavelength) Approximation

In order to compare the structural model of a medium with the known models of

a solid, it is expedient to pass from a discrete description to a continuous one. In

the case of long-wavelength perturbations, when a
/
𝛬 ≪ 1 (𝛬 is the characteris-

tic spatial scale of deformation), it is possible to change discrete variables i and j
by continuous spatial variables x= ia and y= ja. In this case, the functions uij (t),
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wij (t), and 𝜑ij (t) given at discrete points are interpolated by the continuous func-

tions u (x, y, t), w (x, y, t), and 𝜑 (x, y, t). Depending on the degree of approximation,

we can consider different continual models. In the first approximation, we arrive at

the following Lagrange function of the microstructured medium:

L = M
2

(
u2t + w2

t + R2
𝜑
2
t
)
− M

2
[c21(u

2
x + w2

y) + c22(w
2
x + u2y) +

+R2c23(𝜑
2
x + 𝜑

2
y) + s2(uxwy + uywx) + 2𝛽2(wx − uy)𝜑 + 2𝛽2𝜑2]. (6)

It is obvious that the Lagrange functions (6) and (26) coincide up to the coef-

ficients. Using the Lagrange function (6), a set of differential equations of the first

approximation describing the dynamic processes in a two-dimensional crystalline

medium with a cubic symmetry, is derived in agreement with Hamilton’s variational

principle:

utt = c21uxx + c22uyy + s2wxy − 𝛽
2
𝜑y,

wtt = c22wxx + c21wyy + s2uxy + 𝛽
2
𝜑x, (7)

R2
𝜑tt = R2c23(𝜑xx + 𝜑yy) + 𝛽

2(uy − wx) − 2𝛽2𝜑.

Here, the following notations have been introduced: ci (i = 1 to 3) are the veloci-

ties of propagation of longitudinal, transverse, and rotational waves, respectively, s is

the coefficient of coupling between the longitudinal and transverse deformations, 𝛽

is the dispersion parameter. It should be noted that the rotational wave has a disper-

sion of wave-guide (Klein-Gordon) type and therefore 3 represents the asymptotic

value of the phase and group velocities of the waves in the high-frequency range.

Dependences of the coefficients of Eq. (7) on the force constants K0, K1, K2, K3,

the lattice period a and the particle size h = d∕
√
2 (d is diameter of the particle)

have the following form [27]:

c21 =
a2
M

(

K0 + 2K1 +
2(a − h)2

(a − h)2 + h2
K2 + K3

)

,

c22 =
a2
M

(
2h2

(a − h)2 + h2
K2 + K3

)

, (8)

c23 =
a2h2

2MR2

(

K1 +
a2

(a − h)2 + h2
K2

)

,

s2 = 2a2
M

K3, 𝛽
2 = 2a2

M

(
h2

(a − h)2 + h2
K2

)

.

It follows from Eq. (8) that some parameters are not independent in the proposed

model:



112 V. I. Erofeev and I. S. Pavlov

2c22 − s2 = 2𝛽2. (9)

From comparison of the Lagarange functions (6) and (26) one can establish the

following relationships between their coefficients:

c21 =
B
𝜌
, c22 =

2𝜇 + 𝜅

2𝜌
, s2 = 2𝜆 + 2𝜇 − 𝜅

2𝜌
, c23 =

𝛾

𝜌R2 , 𝛽
2 = 𝜅

𝜌
. (10)

Analysis of dependencies (8) emphasizes the importance of taking into account the

springs of all four types in the considered model: s = 0 at K3 = 0; 𝛽 = 0 for K2 = 0;

if K1 = 0, then parameters 𝛽 and c3 are interrelated: 𝛽
2 = h2

a2
c23 that is equivalent to

the relationship 𝜅 = 4
a2
𝛾 in the Cosserat model (it is obvious that such rigid relation-

ships between the parameters essentially narrow the scope of the model) and, at last,

account of the springs K0 the springs ensures the superiority of the velocity of the

longitudinal wave over the velocities of transverse and rotational waves.

Analysis of the dispersion properties of Eq. (7) shows [27] that the rotational wave

has a critical frequency 𝜔0 = 4𝛽∕d, below which it does not propagate.

It is obviously that from Eq. (10) it is possible to establish also inverse relations

that could be used to calculate values of the parameters of the Cosserat medium for

known values of 1, 2, s, c3, and 𝜔0. However, it is very difficult to measure exper-

imentally the last two parameters from the five given ones. To solve the problem

of numerical estimation of the parameters of the Cosserat medium, the velocity and

the critical frequency of the rotation wave (c3 and 𝜔0), we compare Eq. (7) with the

two-dimensional equations of the classical theory of elasticity for media with a cubic

symmetry:

𝜌utt = C11uxx + C44uyy +
(
C12 + C44

)
wxy, (11)

𝜌wtt = C44wxx + C11wyy +
(
C12 + C44

)
uxy.

But since the correspondence between Eqs. (11) and (7) is observed only in the field

of frequencies less than 𝜔0 [27], we shall first consider the low-frequency approxi-

mation of Eq. (7).

5 The Low-Frequency (Two-Mode) Approximation

In the low-frequency approximation (𝜔 < 𝜔0) microrotations of particles of a

medium are not independent, they are determined by a displacement field. The inter-

relationship between the microrotations 𝜑j and displacements u and w can be found

from the third Eq. (7) by the method of stepwise approximations. In the first approx-

imation

𝜑 (x, t) ≈ 1
2
(
uy − wx

)
. (12)
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This is the classical relationship of the theory of elasticity, which relates the rotations

of particles in the medium to the vorticity of the displacement field. In the framework

of the Cosserat theory, it corresponds to the case of a continuum with constrained

particle rotation, when the rotational degree of freedom is “frozen”. In this case, in

the medium, as in the classical theory, there are only two translational degrees of

freedom, and the Lagrange function L takes on the form:

L = M
2

(

u2t + w2
t +

R2

4
(uyt − wxt)2

)

−

− M
2
[c21(u

2
x + w2

y) + c22(w
2
x + u2y) +

R2

4
c23((uxy − wxx)2 + (uyy − wxy)2) + (13)

+ s2(uxwy + uywx) −
𝛽
2

2
(wx − uy)2].

Additional terms appear in (13) that contain second derivatives of the displace-

ment field, which are absent in the classical theory of elasticity. Information on the

microstructure of the medium is saved in these terms. The terms uyt and wxt take

into account the contribution of the rotational motions to the kinetic energy, and the

terms with spatial derivatives uxy, wxx and etc. describe the contribution to the poten-

tial energy of the stresses provided by bending of the lattice. From (13) it is possible

to obtain the equations of the gradient theory of elasticity [56] containing terms with

the higher-order derivatives (in this case, the fourth order):

utt − c21uxx − (c22 −
𝛽
2

2
)uyy−(s2 +

𝛽
2

2
)wxy =

= R2

4
𝜕

𝜕y

[
𝜕
2

𝜕t2
(
uy − wx

)
− c23𝛥

(
uy − wx

)
]

,

wtt − (c22 −
𝛽
2

2
)wxx − c21wyy−(s2 +

𝛽
2

2
)uxy =

= −R2

4
𝜕

𝜕x

[
𝜕
2

𝜕t2
(
uy − wx

)
− c23𝛥

(
uy − wx

)
]

. (14)

Here the symbol 𝛥 means the two-dimensional Laplacian: 𝛥 = 𝜕
2∕𝜕x2 + 𝜕

2∕𝜕y2.

Equations such as (17) are usually called equations of the second-order gradi-
ent theory of elasticity, as the terms with spatial fourth-order derivatives take into

account the coupled stresses arising at the translational displacements of the par-

ticles. From Eq. (17) it follows that in the considered low-frequency approxima-

tion, the transverse wave velocity is diminished by quantity 𝛽/2, and parameter s2
increases by the same quantity.



114 V. I. Erofeev and I. S. Pavlov

It should be emphasized that, in spite of the absence of microrotations in Eq. (14),

the microstructure of the medium affected the coefficients of these equations—in the

low-frequency approximation, the coefficients changed at uyy, wxy, wxx, and uxy in

comparison with the initial Eq. (7).

6 The Parametric Identification Problem

After neglecting the higher-order derivatives in Eq. (14) we will compare such equa-

tions with Eq. (11). As a result, the following relations yield:

c21 =
C11
𝜌

, c22 =
2C44 − C12

𝜌
, s2 =

2C12
𝜌

, 𝛽
2 =

2(C44 − C12)
𝜌

. (15)

It should be noted that relation (9) follows from (15), as well as from (8). Taking into

account equation C11 − C12 = 2𝜌v2 [57], where v is the transverse wave velocity in

the crystallographic direction <110>, one can obtain relation

s2 = 2c21 − 4v2. (16)

Consequently, relations (15) can be rewritten in the form:

C11 = 𝜌c21, C12 = 𝜌(c21 − 2v2), C44 = 𝜌(c21 + c22 − 2v2)∕2. (17)

Formulas (17) can be useful for determination of the effective elasticity moduli of

a microstructured medium by means of acoustic measurements. Due to equalities

(15)–(17), any system of basis quantities can be easy used: (A1, A2, s), (A1, A2, v),

or (C11, C12, C44). Thus, using Eqs. (17), (16) and (8), the second-order elasticity

constants can be expressed in terms of the microstructure parameters as follows:

C11 =
K0 + 2K1 + K3

a
+ 2(a

√
2 − d)2

d2 + (a
√
2 − d)2

K2
a
,

C12 =
K3
a
, C44 =

d2

d2 + (a
√
2 − d)2

K2
a

+
K3
a
. (18)

Equalities (18) contain, on the one hand, 4 parameters of interparticle (force and

moment) interactions (K0, K1, K2, K3), and on the other hand, only 3 elastic mod-

uli of the second order (C11, C12, C44). Therefore, in order to find the dependences

inverse to Eq. (18), it is necessary to introduce an additional relationship between
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the parameters of interparticle interactions: K = K0∕K1. Account of this relation-

ship leads to the following dependences inverse to (18):

K1
a

= 1
2 + K

⎡
⎢
⎢
⎣

C11 − C12 − 2
(
C44 − C12

)
(√

2
p

− 1

)2⎤
⎥
⎥
⎦

,

K2
a

=
(
C44 − C12

) ⎛
⎜
⎜
⎝

1 +

(√
2
p

− 1

)2⎞
⎟
⎟
⎠

,
K3
a

= C12, (19)

where p = d∕a is the relative size of the particles.

If to substitute relations (17) into Eq. (19), it is possible to express the parameters

of interparticle interactions also in terms of the elastic wave velocities and the size

of the particles:

K3
a

= 𝜌(c21 − 2v2),
K2
a

= 𝜌

2
(
c22 − c21 + 2v2

) ⎛
⎜
⎜
⎝

1 +

(√
2
p

− 1

)2⎞
⎟
⎟
⎠

,

K1
a

= 𝜌

K + 2

⎡
⎢
⎢
⎣

2v2 +

(√
2
p

− 1

)2

(c21 − c22 − 4v2)
⎤
⎥
⎥
⎦

. (20)

Due to relations (19) or (20), using the experimentally measured values of the

elasticity constants (or the elastic wave velocities) and the relative particle size, it is

possible to calculate the parameters of the force and moment interactions between

the particles. And these parameters, in its turn, will allow us to obtain numerical

estimates of all the macroconstants of the medium, the values of which are very dif-

ficult to measure experimentally. In particular, this concerns the velocity and critical

frequency of the rotational wave, the Cosserat medium parameters, the nonlinearity

coefficients [58], etc.

7 Numerical Estimates of Macroparameters

Due to the dependences (8) of the rotational wave velocity c3 on the microstruc-

ture parameters and Eqs. (19) and (20), it is possible to express c3 in terms of the

experimentally determined values:
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c3 =

√
√
√
√ 2

𝜌(K + 2)

[

C11 + C12 − 2C44 +
K + 4p

√
2 − 2

p2
(
C44 − C12

)
]

(21)

or

c3 =

√
√
√
√
√ 2

K + 2

⎛
⎜
⎜
⎝

A2
1 − A2

2 +
(A2

2 − c21 + 2v2)(2p
√
2 + K)

p2

⎞
⎟
⎟
⎠

. (22)

Thus, if the elasticity constants are given, then the velocities of the elastic waves are

found from the equalities that are inverse to Eq. (21):

A1 =

√
C11
𝜌

, A2 =

√
2C44 − C12

𝜌
, v =

√
(C11 − C12)∕2𝜌. (23)

The normalized critical frequency has the form:

𝜔0d = 4
√

2 ||C44 − C12
|
| ∕𝜌. (24)

The practical problem of identifying the Cosserat continuum is of current inter-

est for some real heterogeneous materials suitable for the application of this model

[59, 60]. However, reliable results concerning determination model parameters that

would be confirmed by different researchers at least in the simplest case of an elastic

isotropic Cosserat continuum are quite rare [61]. The mentioned above procedure for

estimating macroparameters of a medium that is based on the method of structural

modeling can help in solving this problem. Thus, the inverse relation to (10), taking

into account Eq. (15), has the following form:

B = 𝜌c21 = C11, 𝜆 = 𝜌(c22 − 𝛽
2) = C12, 𝜇 = 𝜌(c22 −

𝛽
2

2
) = C44,

𝜅 = 𝜌𝛽
2 = 2(C44 − C12), 𝛾 = 𝜌R2c23. (25)

It follows from (25) that not all constants of the Cosserat medium can be expressed

in terms of the second-order elasticity constants—for 𝛾 it is possible only in the case

of additional assumptions about the values of K = K0∕K1 and p = d∕a. It should be

noted that similar relationships were obtained in [45], but there the dependence of

the material constants on the particle size remained unclear.

Theoretical estimates of the velocity and the normalized threshold frequency of

the rotational wave, as well as the values of the elasticity coefficients in the Cosserat

theory are given in Table 1 for some crystals with cubic symmetry: lithium flu-

oride (LiF), sodium fluoride (NaF), sodium bromide (NaBr), and fullerite (C60).

Moreover, this Table also contains the values of the elasticity constants C11, C12,

and C44, as well as the density 𝜌 taken from known experimental (see [62] for
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Table 1 Structural parameters for crystals with cubic symmetry

Structural parameters Crystals

LiF NaF NaBr C60

Experimental

data

Density (kg∕m3
) 𝜌 2600 2800 3200 1720

Elasticity constants (GPa) C11 113.00 97.00 32.55 14.9

C12 48.00 25.60 13.14 6.9

C44 63.00 28.00 19.26 8.1

Calculated

characteristics

Wave velocities (m/s) c1 6593 5890 3190 2943

c2 5477 3295 2045 2325

v 3536 3571 1741 1525

c3 5659 2896 1092 2036

Normalised threshold

frequency of rotational waves

𝜔0d (m/s)

𝜔0d 13587 5237 1095 4781

Elasticity coefficients in the

Cosserat theory (GPa)

𝜆 48.00 25.60 13.14 6.9

𝜇 63.00 28.00 13.26 8.1

𝛾∕R2
83.28 23.49 3.81 7.1

𝜅 30.00 4.8 0.24 2.4

Normalised parameters of force

interactions between the

particles (GPa)

K0∕a 46.01 58.19 16.11 6.01

K1∕a 4.601 5.819 1.611 0.601

K2∕a 19.897 3.183 0.159 1.592

K3∕a 48.00 25.60 13.14 6.90

alkaline-galloid crystals at room temperature) and theoretical data (see [63], where

the modified Lennard-Jones intermolecular potential was used for estimates of the

elastic moduli of a simple cubic lattice of fullerite C60 at low temperatures). The

rotational wave velocity has been calculated using Eq. (21), the elastic wave veloci-

ties along the crystallographic directions < 100 > and < 110 > have been calculated

from formula (23) and, at last, the parameters of force interactions—due to formulas

(19). All calculations were performed for p= 0.9 andK = 10 (the central interactions

dominate).

It is clear from this table that the rotational wave velocity is minimal for major-

ity of the considered materials, and the threshold frequencies lie in the hypersonic

range. So if it is to be supposed that the size of a crystal grain d = 10 nm = 10−8 m,

then for hypothetical crystalline material with elasticity constants and density, as

for NaBr, 𝜔0 ≈ 2.721 × 1011 s−1, and for material with parameters of LiF 𝜔0 ≈
1.359 × 1012 s−1. These values are of the same order as the theoretical estimates of

the threshold frequency of rotational waves in crystals with a hexagonal lattice [27]
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and experimentally determined values of the corresponding quantity in organic crys-

tals [9–11] (for example, 𝜔0 ≈ 6 × 1011 s−1 for naphthalene crystal). Therefore, in

the sonic and ultrasonic ranges the microrotation waves can be neglected. However,

their presence can be of principal importance for high-frequency processes. At the

same time, according to formula (24), with a significant growing of the particle size

of the medium, the threshold frequency of rotational waves substantially decreases,

i.e. the range of propagation of rotational waves is substantially expanded.

The mentioned above data testify that for a more complete and comprehensive

understanding of the rotational mechanics of the particles of a medium, first of all, it

is necessary to use such models, which elementary volumes are sufficiently large and,

hence, their particles have enough large moments of inertia. Such media include our

planet Earth, which elements are geophysical blocks, tectonic plates and geological

structures.

8 About the Role of Rotational Factor in Geodynamics

Many geologists (A.P. Karpinsky, D.I. Mushketov, I.S. Shatsky, B.L. Lichkov, P.S.

Voronov, A.L. Yanshin, V.E. Khain et al.) wrote about the importance of rotational

movements and their relationship with the stressed state of the Earth [64, p. 11].

Geodynamic models, based on ideas about the importance of rotational movements,

began to be developed in the late 1950s (see the works of N.V. Stovas [65], K.F.

Tyapkin and M.M. Dovbnich [66], etc.). In these works, the Earth was represented

as a single monolithic body, the calculation of stresses in which was carried out

taking into account the rotation of the Earth.

Recent data of geological and geophysical research argue that the Earth’s crust

consists of non-point particles-blocks that are able to rotate. Thus, according to [67,

68], the state of the Earth’s crust is determined by the “inner motion potential” [69]

and “self-energy” [70]. Within the scope of the mechanical concept, motion with

such properties can occur only under the influence of own angular momentums of

the blocks [69], in fact, their spins. The Earth’s rotation around its axis with angular

velocity𝛺 and the rotational movements of crust blocks provided by “own moments”

J𝛺, where J is the moment of inertia of the spherical block, play an important role

in geodynamics.

So, geophysical observations made during a long time interval enabled one, for

example, to formulate a conclusion that Easter Island (300× 400 km2
) in the Pacific

Ocean for 5 million years (it is time of its existence) has turned almost by 90
◦

[71] that corresponds to the angular velocity 0.5𝜋 rad∕5 × 106 years ≈ 3 × 10−7
rad/year.

Moreover, Siberian platform performs a rather complex motion as a rigid plate.

In the period 2.5–1 billion years ago it was located, mainly, in the equatorial and

low northern latitudes, performing quasi-oscillation rotations relative to the meridian

with amplitude up to 45
◦
, whereas in the period 1.6–1 billion years ago it turned

counterclockwise at the angle of about 90
◦

[72].
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GPS observations using 323 points in the Central Asian range (65–85 N, 35–55 E,

Tien Shan) showed that the whole area, as expected, moves to the north with the

velocities up to 10 mm/year. At the same time, blocks with sizes of 50–200 km are

distinguished, which rotate in different directions with the velocities up to 5 mm/year

[73].

Recently, rotational waves are increasingly being studied in problems of

geodynamics—one of the branches of the Earth sciences, which “elementary” struc-

tures reach the sizes of a planetary scale. Thus, V.N. Nikolayevskiy and his co-

authors studied nonlinear interactions of longitudinal waves and rotational waves

in the framework of the Cosserat model applying to seismoacoustic and geodynamic

problems [74]. In the framework of a gradient-consistent model of a medium with

complex structure, they attempted to explain an ultrasound generation during the

propagation of seismic waves. Considering the lithosphere of the Earth in the frame-

work of the Cosserat continuum, V.N. Nikolaevsky and his co-authors simulated a lot

of geodynamic wave motions observed on the surface of the Earth, including global

tectonic waves having, apparently, a rotational nature.

As an alternative to the Cosserat theory, A.V. Vikulin with his co-authors devel-

oped a “rotational” approach to solving geodynamic problems (see, for example, [75,

76]). This approach is based on the following assumptions: an elementary part of the

rotating solid body—the Earth’s crust block—is, first of all, a rigid non-deformable

volume; secondly, its motion occurs under the action of its own moment; thirdly,

such a motion leads to change of the stress state of the crust surrounding the block.

In this model, in contrast to the Cosserat theory, the stress tensor is symmetric and

the rotational motions of a block generating its own elastic field and interacting with

the intrinsic elastic fields of other equal-sized blocks of a chain are described by the

sine-Gordon equation in the dimensionless form [76]:

𝜕
2
𝜑

𝜕t2
− 𝜕

2
𝜑

𝜕x2
− sin𝜑 = 0. (26)

Within the framework of this rotational model it is possible to describe the whole

range of geodynamic velocities of rotational waves that are typical both for geophys-

ical and geological processes—from slow rotational waves (≤10−2 sm/s) character-

izing redistribution of tectonic stresses up to fast seismic waves (1–10 km/s) [76–78].

The so-called “earth” waves are of special interest. They represent visually

observed humps on the surface of the Earth, which propagate along its surface even

from earthquake focuses. For example, “during the earthquake . . . on the concrete

road and sidewalks the waves propagated of 1.2–1.8 m in height and 3 m in length, but

no cracks appeared on the concrete”! Or an other example: in summer of 2011, a quite

large part of the coast of the Taman Peninsula, 435 m in length and 50 m in width,

probably for a month, rose with a maximum amplitude up to 3.4 m. At the same

time, neither seismic, nor volcanic (mud) activity was not observed in the region of

uplift [79]. Detailed reviews of works on such movements of a geomedium and their

extensive bibliography can be found in Refs. [80–82]. According to these reviews,

geophysical and geological data [83] on such “slow” movements of a geomedium
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enabled geologists in the 1930s to introduce into consideration rheidity or super-

plastic deformations of the Earth [84].

It should be noted that in analyzing the mechanism of arising of pendular, in

fact, rotational waves in laboratory conditions, mining engineers noted the effect of

the “disappearance” of friction between interacting blocks [85]. Rheidity properties,

apparently, can be an explanation of the “vortex” motions of a geomedium that were

described above. It is clear why geophysicists and seismologists have not seriously

considered “earth” waves: their existence is impossible within the scope of the clas-

sical theory of elasticity. Probably, such movements are, in fact, like tsunami waves

in the ocean, gravitational waves in the Earth’s crust. The physics of such waves and

their polarization can be studied in the framework of rotational representations (see,

for example [86–88]).

9 Conclusions

The classical theory of elasticity considers a medium as a continuum of material

points possessing only translational degrees of freedom. However, in fact, a medium

consists, as a rule, of relatively large bodies that can perform not only translational

displacements, but also rotate with respect to each other. In the conditions of a “labo-

ratory” medium, the account of rotational motions of its particles is necessary when

high-frequency wave processes are considered. However, with growing the medium

scale and the particle size, the frequency range of the wave process, in the study of

which it is necessary to take into account rotations of the particles of the medium,

decreases. The necessity for such an accounting is especially clearly manifested dur-

ing consideration of wave processes in geomedia. At present, rotational movements

of blocks of the Earth’s crust are no longer a hypothesis, but an experimentally

established fact that is confirmed by lots of data obtained by various methods and by

different groups of researchers in many regions of the Earth. And in geodynamics

there is majority of experimental confirmations of the existence of rotational waves

that were mathematically described back in 1909 by the Cosserat brothers.
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Localized Magnetoelastic Waves in a One
and Two Dimensional Medium

Vladimir I. Erofeev and Alexey O. Malkhanov

Abstract The impact of external magnetic field on the generation of localized
waves in non-linear conductive rod and plate has been studied. We have obtained
evolutionary equations which describe the propagation of one- and
two-dimensional nonlinear magnetoelastic. It has been shown that parameters of
waves depend on both intension and spatial orientation of the magnetic field.

1 Introduction

Nowadays the problems of interaction of deformational, electromagnetic and
thermal fields in conductive bodies are being actively studied [1–9]. The topicality
of such a research is tightly connected with the development of methods of non-
destructive control of materials and ways of the electrodynamical generation and
reception of acoustic waves [10].

The significance of such problems is defined by the progress in the technology of
thermomechanical processing of the bulky parts of constructions [11].
Warming-through material acts as one of the manufacturing operations, it reduces
the stiffness of the material during sintering of powders and composites before
processing. Placing the sample in a strong magnetic field creates additional
opportunities for even distribution of heat, leading to a leveling of the temperature
field and an increase in the heating rate during the induction processing.
Near-surface currents interact with the magnetic field, which leads to the generation
of acoustic waves in the environment, which, in turn, cause the induction currents in
the medium and the associated quasi-stationary electromagnetic fields. Viscous and
Joule dissipation which are linked to acousto-electromagnetic waves leads to the
formation of additional distributed sources of heat.
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The most problems of magnetoacoustics are considered in the linear approxi-
mation and the one-dimensional setting. Accounting for non-linearity is generally
limited to non-linear interaction of elastic and electromagnetic field [4] and the
nonlinearity associated with the thermal stresses [12]. Important for acoustics of
solids physical nonlinearity, accounted, for example, in [13, 14], has not yet
received in magnetoacoustics due consideration.

In this paper, we study the propagation of magnetoelastic waves in a two
dimensional plate and three-dimensional nonlinear elastic medium.

2 Equations of Magnetoelasticity

In magnetoelasticity, the influence of the magnetic field on the deformation field is
described employing the Lorentz forces [15]:

Fm = ρeE+ j × B, ð2:1Þ

which are introduced into equations of motion of an elastic body

ρ
∂
2u
∂t2

= K +
1
3
G

� �
grad div u+GΔu+Fnonlinear +Fm. ð2:2Þ

Here E is the intensity of the magnetic field; j is the vector of the electric current
density, B is the magnetic induction vector; ρe is the volumetric density of the
electric charges; u is the displacement vector; K is the compression modulus, G is
the shear modulus; ρ is the density of the material; t is the time. The force Fnonlinear

includes elements which result from the consideration of elastic nonlinearity. If
only the quadratic nonlinearity is taken into account, then the components of the
vector can be represented through the gradients of displacements as follows [14]:

Fi = G+
A
4

� �
ul, kkul, i + ui, lul, kk +2ul, kui, lkð Þ

+ K +
1
3
G+

A
4
+B

� �
ul, kul, ik + ui, luk, lkð Þ

+ K −
2
3
G+B

� �
ul, lui, kk + B+2Cð Þul, luk, ki

+ K +
1
3
G+

A
4
+B

� �
ul, kul, ki + ui, luk, lkð Þ,

ð2:3Þ

here A, B, C—are the Landau constants, index after comma means differentiation
with respect to the corresponding coordinate, repeating indices mean summation.

The form of nonlinear items when cubical nonlinearity is considered can be
found in work [14].
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From the Maxwell equations, one can obtain equations for the electric and
magnetic inductions D and B, respectively:

∂D
∂t

= rotH− j, ð2:4Þ

∂B
∂t

= rot
∂u
∂t

×B
� �

+
1
μeσ

ΔB, ð2:5Þ

which should be added by the electromagnetic equations of state [15]:

j= σE, ð2:6Þ

D= εeE, ð2:7Þ

B= μeH ð2:8Þ

These equations should be solved together with Eqs. (2.1), (2.2). Here H is intensity
of the magnetic field, σ is the conductivity, εe is the permittivity and и μe is the
magnetic conductivity.

In magnetoelasticity, both the biasing current ∂D ̸∂t=0ð Þ and the density of free
electric charges ρe =0ð Þ are neglected. Due to this, equations of magnetoelasticity
can be written as follows:

ρ
∂
2u
∂t2

= K +
1
3
G

� �
grad div u+GΔu+FHeπ + μe rotH×Hð Þ, ð2:9Þ

∂H
∂t

= rot
∂u
∂τ

×H
� �

+
1
μeσ

ΔH. ð2:10Þ

We will study the case when the external constant magnetic field with the
intensity H0, has arbitrary spatial orientation which can be defined though angles
0 ≤ θ ≤ π, 0 ≤ φ < 2π.

The total magnetic field consists of its permanent value and the perturbations that
result from the interaction with the strain:

H=H0n+h, ð2:11Þ

where n is the normal vector, h is a small disturbance of the magnetic field. In this
case a small perturbation and the total magnetic field vectors are as follows:

H= H0 sin θ cosφ+ hx, H0 sin θ sinφ+ hy, H0 cos θ+ hz
� � ð2:12Þ
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3 Rod

Let us consider the propagation of longitudinal waves in a rod which has been
places into external magnetic field (Fig. 1)

In this case relations for displacements vector, small disturbances of magnetic
field and total magnetic field vectors will take the form:

u= ux, 0, 0ð Þ, h= hx, hy, hz
� �

, H= H0 cosφ+ hz, hy, H0 sinφ+ hz
� �

.

System of magnetoelasticity equation in this case will as follows:

∂
2ux
∂t2

− c20 1 +
6α1
E

∂ux
∂x

� �
∂
2ux
∂x2

− ν2R2 ∂
2

∂x2
∂
2ux
∂t2

− c2τ
∂
2ux
∂x2

� �
+ 1

4πρ Hz
∂Hz
∂x −Hy

∂Hy

∂x

h i
=0,

∂Hx

∂t
−

c2

4πσ
∂
2Hx

∂x2
= 0,

∂Hy

∂t
+Hy

∂
2ux
∂x∂t

+
∂Hy

∂x
∂ux
∂t

−
c2

4πσ
∂
2Hy

∂x2
= 0,

∂Hz

∂t
+Hz

∂
2ux
∂x∂t

+
∂Hz

∂x
∂ux
∂t

−
c2

4πσ
∂
2Hz

∂x2
= 0.

ð3:1Þ

We take into account that we can neglect the components hxð Þ, hy
� �

, Hxð Þ, Hy
� �

due to the structure of the equations of smallness of items which are included these
components.

For the further research, we need to obtain the evolutionary equation. To achieve
that, we make the change of the variables and introduce a small parameter. Let us
rewrite system (3.1) in the form

Fig. 1 Rod in a spatial
oriented magnetic field
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∂G
∂τ

− c20 1 +
6α1
E

Q
� �

∂Q
∂x1

− ν2R2 ∂
2

∂x21

∂G
∂τ

− c2τ
∂Q
∂x1

� �

+
1

4πρ
H0 sinφ+ hzð Þ ∂hz

∂x1
= 0,

∂Q
∂τ

−
∂G
∂x1

= 0,

∂hz
∂τ

+ H0 sinφ+ hzð Þ ∂G
∂x1

+G
∂hz
∂x1

−
c2

4πσ
∂
2hz
∂x21

= 0.

ð3:2Þ

Here Q= ∂u
∂x is the deformation, G= ∂u

∂τ, ν is the Poisson coefficient, R=
ffiffiffiffiffiffiffiffiffiffi
J0 ̸F

p
is

the polar radius of gyration, J0 =
RR
Fðx22 + x23ÞdF is the polar moment of inertia, F is

the area of cross-section of the rod, E= μ 3λ+2μð Þ
λ+ μ is the modulus of elasticity,

α1 = E
2 + 3λ

2 +A+B 1− 2νð Þ+ C
3 1− 6νð Þ is the elastic nonlinearity coefficient.

We introduce non-dimensional variables

U =Q, V =
G
c0

, W =
hz
H0

,

x1̃ =
1
νR

x1, τ ̃=
c0
νR

τ

ð3:3Þ

x= x1̃ −Vpτ ̃, t= ετ ̃ ð3:4Þ

where Vp is a characteristic wave velocity, not known in advance, ε is a small
parameter.

Substituting (3.3) and (3.4) into (3.2) and omitting items one of the second order
and higher, we obtain the following systems of equations:

−Vp
∂V
∂x

−
∂U
∂x

+
c2A sin

2 φ

c20

∂W
∂x

=0,

−Vp
∂U
∂x

−
∂V
∂x

=0,

−Vp
∂W
∂x

+
∂V
∂x

=0.

ð3:5Þ

∂V
∂t

−
6α1
E

U
∂U
∂x

+Vp
∂
3V
∂x3

+
c2τ
c20

∂
3U
∂x3

+
c2A sin

2 φ

c20
W

∂W
∂x

=0,

∂W
∂t

+W
∂V
∂x

+V
∂W
∂x

−
c2

4πσc0νR
∂
2W
∂x2

= 0.
ð3:6Þ

which represent zero and first dimensionless approximations of the system (3.2),
respectively. Using the 2nd and 3rd equations in (3.5), we obtain the connection
between the functions:
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U = −W , V = −VpU, ð3:7Þ

and from the 1st equation we determine the velocity:

Vp =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+

c2A sin
2 φ

c20

s
. ð3:8Þ

Substituting (3.7) and (3.8) into (3.6) and summing the obtained equations, we
transform it to the equation of the form

∂U
∂t

− αU
∂U
∂x

+ β
∂
3U
∂x3

− δ
∂
2U
∂x2

= 0. ð3:9Þ

Here α=

c2
A
sin2 φ

c2
0

− 6α1
E +2Vp

1+Vp
, β=

V2
p −

c2τ
c2
0

1 +Vp
, δ= c2

4π ⋅ σc0νRð1+VpÞ .
Equation (3.9) represents Korteweg-de Vries-Burgers equation [16]. This

equation has a localized solution in the form of a soliton that can be represented as a
blast wave:

U =A ⋅ exp ξð Þ sec h2
ξ

2

� �
, ξ= ξ0 x− 2atð Þ,

ξ0 =
ffiffiffiffiffiffiffiffiffiffiffi
−

a
3β

r
, a= −

3δ2

25β
,

A= −
a
α
, Vk =2a,Δ=

2
ξ0

.

ð3:10Þ

Let us study the influence of magnetic field orientation on the parameters of the
wave. The variations of parameters according to the angles are shown when
cA ̸cl =0.2.

In the Figs. 2, 3 and 4 the dependencies of velocity, width and amplitude on
external magnetic field orientation are depicted.

From the figures it is clear that amplitude and velocity have their maximum
value when magnetic field is parallel to the direction of propagation of the localized
wave and have their minimum value when the magnetic field is transverse the
direction of wave propagation. Similar conclusions can be made regarding the
width of the localized wave: it takes its maximum value when the field is transverse
to the direction of wave propagation and has its minimum when the field and
direction of the wave propagation are is codirectional.
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Let us estimate the relative influence of orientation and intensity of the magnetic
field (for transverse field orientation) on the mentioned above parameters. These
estimations are given in the (Table 1).

Here ΔAk1, ΔVk1, ΔΔk1—the magnitudes of variations of amplitude, velocity
and width of the localized wave on the intensity of transverse oriented magnetic
field, ΔAk2, ΔVk2, ΔΔk2—the magnitudes of variations of amplitude, velocity and
width of the same solution when spatial orientation of the field changes in the
interval 0, 2π½ � and the magnetic field has constant intensity. From the Table 1 it is
clear that maximal influence of the magnetic field can be achieved for transversal
magnetic field orientation. The ratios of the mentioned above values can be up to 6%.

Fig. 2 Amplitude
dependence on magnetic field
orientation

Fig. 3 Velocity dependence
on magnetic field orientation
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4 Plate

Let us consider the propagation of longitudinal waves in nonlinear elastic homo-
geneous plate in an external magnetic field (Fig. 5).

It is well known that [17], the idea of bringing three-dimensional equations of
elasticity theory to two-dimensional equations of equilibrium or dynamics of the
plates is to express the quantities describing the stress-strain state at any point of the
body, through the new values, which vary along the medial surface of the plate. The
transition from an infinite number of degrees of freedom in the normal direction
x⊥⃗ = x2, x3ð Þ to a finite number of degrees of freedom (finite number of modes) is
performed by approximating the displacement with polynomials. It is usually in the
powers of the transverse coordinates, and as a small parameter serves the relative
thickness of the plate 2kzh, where h—half-thickness of a plate, kz—a normal
component of wave vector.

Fig. 4 Width dependence on
magnetic field orientation

Table 1 Relative influence of magnetic field orientation and intensity on amplitude, velocity and
width of the wave

ΔAk2/ΔAk1 * 100% ΔVk2/ΔVk1 * 100% ΔΔk2/ΔΔk1 * 100%

ΔAk1 0.5 1.00%

ΔAk2 0.005
ΔVk1 0.2 6.00%
ΔVk2 0.012
ΔΔk1 4 3.75%
ΔΔk2 0.15
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To frequencies ωh < cl, (cl—propagation velocity of longitudinal elastic waves

in an infinite medium, cl =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K +4 ̸3G

ρ

q
) the following approximation of the dis-

placement [17]:

u1 = u x, y, tð Þ, u2 = v x, y, tð Þ, u3 = −
3K − 2G
3K +4G

⋅ z ⋅ divV ⃗ ð5:1Þ

where u, v—denote the displacement of the middle of the plate; x = x1; y = x2;

z = x3; V ⃗ =
u

v

 !
. Magnetoelasticity equations for a plate undergoing a longitu-

dinal vibration can be written as follows:

Fig. 5 Plate in a spatial oriented magnetic field
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3K +4Gð Þ2

∂
4u
∂x4

+
∂
4u

∂x2∂y2
+

∂
4v

∂x3∂y
+

∂
4v

∂x∂y3

� �
+

+
1

4πρ
H0

∂hz
∂x

=

= α1
∂u
∂x

∂
2u
∂x2

+ α2 2
∂

∂y
∂u
∂y

+
∂v
∂x

� �
∂u
∂x

+
∂v
∂y

� �
+

∂

∂x
∂u
∂y

+
∂v
∂x

� �2
" #

+

+ α3
∂v
∂y

∂
2v

∂x∂y
+ α4

∂v
∂x

∂
2v
∂x2

−

−
1

4πρ
ðH0 cos θ+ hzÞ ∂hz

∂x
+ H0 sin θ sinφ+ hy
� � ∂hy

∂x
−

∂hx
∂y

� �� �
;

∂
2v
∂t2

− c2p
∂
2v
∂y2

− c2l − c2τ
� � ∂

2u
∂y∂x

− c2τ
∂
2v
∂x2

−

−
h2

3
ð3K − 2GÞ2
3K +4Gð Þ2

∂
4v

∂y2∂t2
+

∂
4u

∂y∂x∂t2

� �
+

+
c2τh

2

3
ð3K − 2GÞ2
3K +4Gð Þ2

∂
4v
∂y4

+
∂
4v

∂y2∂x2
+

∂
4u

∂y3∂x
+

∂
4u

∂y∂x3

� �
+

+
1

4πρ
H0

∂hz
∂y

=

= α1
∂v
∂y

∂
2v
∂y2

+ + α2 2
∂

∂x
∂v
∂x

+
∂u
∂y

� �
∂v
∂y

+
∂u
∂x

� �
+

∂

∂y
∂v
∂x

+
∂u
∂y

� �2
" #

+

+ α3
∂u
∂x

∂
2u

∂y∂x
+ α4

∂u
∂y

∂
2u
∂y2

−

−
1

4πρ
ðH0 cos θ+ hzÞ ∂hz

∂y
− H0 sin θ cosφ+ hxð Þ ∂hy

∂x
−

∂hx
∂y

� �� �
;

∂hx
∂t

=
∂

∂y
H0 sin θ sinφ+ hy
� � ∂u

∂t
− H0 sin θ cosφ+ hxð Þ ∂v

∂t

� �
+

+
1
μeσ

∂
2hx
∂x2

+
∂
2hx
∂y2

� �
;

∂hy
∂t

= −
∂

∂x
H0 sin θ sinφ+ hy
� � ∂u

∂t
− H0 sin θ cosφ+ hxð Þ ∂v

∂t

� �
+

+
1
μeσ

∂
2hy
∂x2

+
∂
2hy
∂y2

� �
;

∂hz
∂t

= −
∂

∂x
ðH0 cos θ+ hzÞ ∂u

∂t

� �
−

∂

∂y
ðH0 cos θ+ hzÞ ∂v

∂t

� �
+

1
μeσ

∂
2hz
∂x2

+
∂
2hz
∂y2

� �
;

ð5:2Þ
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Here cp = cl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− c2l − 2c2τð Þ2

c4l

r
is the velocity with which would extend the longitudinal

wave in the plate in the absence of geometric dispersion and interaction with the
magnetic field; cτ—propagation velocity of elastic shear waves in an infinite

medium; cτ =
ffiffiffi
G
ρ

q
.

Consider the propagation of the beam longitudinal waves along the x axis,
restricting the area in which the parameters of nonlinearity, dispersion and
diffraction of the same order ∼ εð Þ. Suppose that a beam of waves is a limited,
slightly divergent and close to a plane wave.

Let us introduce the “ray” coordinates:

x′ =
x
Λ
, y′ =

y
Λ
, t′ =

clt
Λ

,

ξ= x′ − c ̃t′; η= εx′; χ =
ffiffiffi
ε

p
y′

ð5:3Þ

and new functions

u= u; v=
ffiffiffi
ε

p
v;

hz = hz; hx =
ffiffiffi
ε

p
hx; hy =

ffiffiffi
ε

p
hy.

ð5:4Þ

Here, Λ is the wave’s length, c ̃—character dimensionless velocity of the wave,
previously unknown.

The choice of variables in the form (5.3) and replacement (5.4) reflect the fact
that, by virtue of nonlinearity, dispersion and diffraction divergence, the displace-
ments and the components of the magnetic field varies both along the beam
propagation direction ∼ εð Þ, and across ∼

ffiffiffi
ε

pð Þ.
Substituting (5.3), (5.4) into (5.2) and holding down the only terms with order of

ε not higher than the first, we get the evolutionary equation for axial (longitudinal)
strain U = ∂u ̸∂ξ:

∂

∂ξ

∂U
∂η

+ αU
∂U
∂ξ

+ β
∂
3U

∂ξ3
− δ

∂
2U

∂ξ2

� �
+ γ

∂
2U
∂χ2

= 0, ð5:5Þ

where

α=

3−
c2A 1− Hx

H

� �2	 

c2l

− 6
ð3K − 2GÞ2
3K +4Gð Þ2 1−

cτ
cl

� �2
 !

+
cp
cl

� �2

g

2 2 cp
cl

	 
2
+ cA

cl

	 
2� � − 1,

β=
h2

6
ð3K − 2GÞ2
3K +4Gð Þ2

cp
cl

	 
2
+

c2A 1− Hx
Hð Þ2

� �
c2l

− cτ
cl

	 
2
2 cp

cl

	 
2
+ cA

cl

	 
2 ,
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δ=
1

2μeσΛcl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cp
cl

	 
2
+

c2A 1− Hx
Hð Þ2

� �
c2l

r ,

γ =

1+
c2A 1− Hx

H

� �2	 

c2l

−
cτ
cl

� �2

2−
cp
cl

� �2
 !

2 2 cp
cl

	 
2
+

c2A 1− Hx
Hð Þ2

� �
c2l

� �
cp
cl

	 
2
+

c2A 1− Hx
Hð Þ2

� �
c2l

− cτ
cl

	 
2� � ,

g=
2A+6B+2C

ρc2l
, c ̃=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2p + c2A 1−

Hx

H

� �2
 !vuut ,

Here cA =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2

0 ̸4πρ
p

is the Alfven wave velocity [18]. Equation (5.5) general-
izes the well-known model equations of Khokhlov-Zabolotskaya-Kuznetsov [16]
and Kadomtsev–Petviashvili [16], which follow from (5.3), when β=0 and δ=0
respectively.

To obtain an analytical solution “by simplest equations method” [19] we take as
a simple Riccati equation.

Yz = −Y2 + aY + b, ð5:6Þ

which has a solution in the following form:

Y zð Þ= 1
2
a+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4b+ a2

p

2
tanh

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4b+ a2

p
z+C2ð Þ

� �
, ð5:7Þ

where a and b define the later of the over determined system of equations.
Equation (5.7) is of the order of singularity, which is equal to two, so the

solution of the equation will be sought in the form of:

U zð Þ=A0 +A1Y +A2Y2 +B1
Yz
Y

� �
+B2

Yz
Y

� �2

, ð5:8Þ

here z= k0ξ+ k1χ + k2η, Ai, Bi—arbitrary constants. In the form of (5.6) we obtain:

U zð Þ= A2 +B2ð ÞY2 + A1 −B1 − 2aB2ð ÞY +A0 + aB1

+B2 a2 − 2b
� �

+
bB1 + 2abB2

Y
+

B2b2

Y2

ð5:9Þ
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Substituting (5.9) into (5.5) and equating terms with the same degree of Yz, we
obtain a system of equations, because of the cumbersome nature of which we show
here only the first two equations:

1
2
αB2

2 + 6βB2

� �4

= 0, 14βB2α+ αB1B2 + 2βB1 + 2aαB2
2 + 2δB2

� �
b3 = 0 . . .

ð5:10Þ

Solution of the system is as follows:

A2 = −
12β
α

, a= −
1
5
δ

β
, A0 =A1 =B1 =B2 = b=0 ð5:11Þ

Then the exact solution of Eq. (5.5) takes the form of a shock wave:

U ξ, χ, ηð Þ= −
3
25

δ2

αβ
− 1+ tanh

k0ξ+ k1χ + k2η
2

� �� �2

, ð5:12Þ

where is k0 = 1
5
δ
β , k2 = − 6

125
δ3

β2
+ 5βγ k21

δ , k1—is an arbitrary constant. The require-

ment of positive definiteness of the velocity of the wave (k2 > 0) imposes a
restriction on the k1 coefficient: k21 > 6

625
δ4

γβ3
. Defining the arbitrary constants as

follows:

k1 =

ffiffiffi
7

p

25
δ2ffiffiffiffiffiffiffi
γβ3

p , k2 =
1

125
δ3

β2
ð5:13Þ

we obtain expressions for the amplitude and width of the beam along the axes:

A= −
3
25

δ2

αβ
, Δξ =

10β
δ

, Δη =
250β2

δ3
, Δχ =

50ffiffiffi
7

p
ffiffiffiffiffiffiffi
γβ3

p
δ2

ð5:14Þ

Let’s study the change in the width of the beam along each coordinate axis,
depending on the orientation of the external magnetic field. The variations of
parameters according to the angles are shown when cA ̸cl =0.5 × 10− 3. The
expression for the width of the beam along the axis defined by (5.14) in which the
coefficients of the Eq. (5.12) depend on angles 0 ≤ θ ≤ π, 0 ≤ φ < 2π.

The following are the results of the analysis of the width of the wave beam along
the coordinate axes. In contrast to the amplitude, the width of the beam along the
coordinate axes of a minimum value, where the amplitude is maximum and, con-
versely, is maximal at the angles corresponding to the minimum values of the
amplitude.

Figure 6 represents the surface A φ, θð Þ, which represents the dependence of the
wave’s beam magnitude on angles θ and φ:
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The values of a1, a2, a3 for the surface are presented in the Table 2.
We can see from Fig. 6b, which represents cross-sections of the surface Δς φ, θð Þ

by planes φ = const, that with the rising of angle φ on the interval 0, π
2

� �
the width

of the wave’s beam along ζ axis decreases.
By similar reasoning for cross-sections of the surface Δς φ, θð Þ by planes θ =

const, which are shown in Fig. 6c, we can make a conclusion that with the growth
of angle θ on the interval 0, π

2

� �
the width of the wave’s beam along χ axis goes up.

Surfaces Δξ φ, θð Þ, Δη φ, θð Þ и Δχ φ, θð Þ, which represent the dependence of the
wave’s beam width along ξ, η and χ axis, on angles θ and φ formally identical and
are shown in Fig. 7a:

The values of a1, a2, a3 for each surface are presented in the Table 3.
As it follows from (Fig. 7b), which shows the intersections of surfaces Δξ φ, θð Þ,

Δη φ, θð Þ and Δχ φ, θð Þ by planes φ = const, with the growth of angle φ on the
interval 0, π

2

� �
the width of the wave’s beam along ξ, η and χ axis increases.

Fig. 6 a Surface A φ, θð Þ, b intersections of the surface A φ, θð Þ by planes φ = const,
c intersections of the plane A φ, θð Þ by planes θ = const

Table 2 The values of a1, a2
and a3 for Fig. 6

a1 a2 a3
A φ, θð Þ 2.898242 2.898244 2.898246
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From the analysis of the cross-section of surfaces Δξ φ, θð Þ, Δη φ, θð Þ and
Δχ φ, θð Þ by planes θ = const, which are represented in (Fig. 7c), we make a
conclusion that with the increase of angle θ on the interval 0, π

2

� �
the width of the

wave’s beam along axis ξ, η and χ goes down.
The relative comparison of the influence of the magnetic field orientation and

strength at its transverse orientation on the direction of wave propagation is shown
in the Table 4.

Here ΔU01, ΔΔξ1, ΔΔη1, ΔΔχ1—the variation of the magnitude and widths of
the solution (5.12) along coordinate axis on the intensity of transverse oriented
magnetic field, ΔU02, ΔΔξ2, ΔΔη2, ΔΔχ2—the variation of the magnitude and

Fig. 7 a Surface Δi = i = ξ, η, χð Þ, b intersections of the surface Δi = i = ξ, η, χð Þ by planes
φ = const, c intersections of the surface Δi = i = ξ, η, χð Þ by planes θ = const

Table 3 The values of a1, a2 and a3 for Fig. 7

a1 a2 a3
Δξ ϕ, θð Þ 5.67698 × 10−5 5.67704 × 10−5 5.67708 × 10−5

Δη ϕ, θð Þ 3.049614 × 10−7 3.0496120 × 10−7 3.049626 × 10−7

Δχ ϕ, θð Þ 3.392165 × 10−6 3.392169 × 10−6 3.392173 × 10−6
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widths of the solution (5.12) along coordinate axis when spatial orientation of the
field changes in the interval 0, 2π½ � and the magnetic field has constant intensity.
The ratios of the mentioned above values can be up to 27%.

5 Conclusions

Thus we have studied the influence of orientation of external magnetic field on
parameters of localized waves which propagate in one- and two-dimensional
medium (rod and plate). The analytical dependencies have been obtained.
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Waves in Elastic Reduced Cosserat Medium
with Anisotropy in the Term Coupling
Rotational and Translational Strains
or in the Dynamic Term

Elena F. Grekova

Abstract We consider wave propagation in a special kind of elastic micropolar con-

tinuum: reduced Cosserat medium possessing an anisotropic term coupling rota-

tional and translational strains or anisotropy in the tensor of inertia of point bodies.

This medium consists of point bodies which are infinitesimal rigid bodies that can

perform independent translations and turns. Reduced Cosserat medium is a Cosserat

medium that does not react on the gradient of turn of point bodies. We consider lin-

ear theory. In the isotropic case the P-wave is the same as in the classical medium,

and shear-rotational waves are dispersive and one branch has a cut-off frequency.

Anisotropy in elastic properties allows to introduce a coupling term between these

waves. We consider some classes of anisotropy and special directions of wave prop-

agation, and also waves in the vicinity of the characteristic frequency of the medium.

We find that the shear-rotational wave splits, and that in some cases the P-wave also

becomes dispersional and has a band gap, in another case there exist shear-rotational

and mixed wave, both having these properties. Then we consider a reduced Cosserat

medium with isotropic elastic properties but with non-spherical tensor of inertia

(equal in its initial position for all point bodies). The pressure wave in such a medium

is the same as in the classical medium (non-dispersive). The shear-rotational wave

changes essentially. For axial symmetry its dispersion graph has two boundary fre-

quencies and two cut-off frequencies.

1 Introduction

Many works are devoted to the mechanics of media whose point bodies have rota-

tional degrees of freedom. For the first time such a 3D medium was considered by

Cosserat [1]. Later on its theory was developed by Kafadar and Eringen [2]. Zhilin

and Altenbach developed a method to obtain constitutive equations of 2D elastic

E. F. Grekova (✉)

Institute of Problems of Mechanical Engineering, Russian Academy of Sciences,

Bolshoy pr. V.O., 61, 199178 St. Petersburg, Russia

e-mail: elgreco@pdmi.ras.ru

© Springer International Publishing AG, part of Springer Nature 2018

F. dell’Isola et al. (eds.), Advances in Mechanics of Microstructured
Media and Structures, Advanced Structured Materials 87,

https://doi.org/10.1007/978-3-319-73694-5_9

143



144 E. F. Grekova

polar medium [3] that can be applied also for the 3D case. Among various books on

elastic Cosserat continua one can mention books [4–6]. Many other eminent scien-

tists, such as C. Truesdell, V.A. Palmov, Green, Naghdi, E.L. Aero made important

contributions into the theory of micropolar continua. Waves in 1D nonlinear Cosserat

continuum are investigated in [7]. Depending on the different type of Cosserat con-

tinua and restrictions on the strain energy we have to use different strain measures

and obtain specific type of constitutive equations [8–10].

Elastic reduced Cosserat medium is a medium whose particles possess indepen-

dent translational and rotational degrees of freedom, but it does not react to the gra-

dient of turn of point bodies (Fig. 1). Schwartz et al. [11] have suggested to consider

such a medium in its isotropic linear variant to describe granular materials. This is

a special case of Cosserat medium with a specific restriction.

Waves in the reduced Cosserat continuum were investigated in [12, 13]. In the

isotropic case the P-wave is the same as in the classical medium, but the shear-

rotational wave has a band gap, limited by the boundary and cut-off frequencies. Thus

reduced Cosserat medium is a single negative acoustic metamaterial. Near these fre-

quencies one observes a strong dispersion (Fig. 2).

In the anisotropic case for a particular coupling between rotational and volumet-

ric translational strains [14] we see that for most directions of wave propagations we

have mixed waves instead of P-wave, always dispersive and almost always having

a band gap, and when the pure P-wave exists, it also has the same character. How-

ever, only particular type of coupling was considered, and anisotropy in the tensor of

inertia was not taken into account. A part of this work devoted to the anisotropic cou-

pling in the elastic energy was started with collaboration with Dr. Gérard C. Herman

(1954–2006) and some preliminary results were obtained.

Fig. 1 Reduced Cosserat

continuum with anisotropy

in elastic and inertial

characteristics

θ

u

Fig. 2 Dispersion curves

for the shear-rotational

waves in the isotropic

reduced Cosserat continuum.

Velocities at low and high

frequencies cs =
√
𝜇∕𝜌,

cs𝛼 =
√
(𝜇 + 𝛼)∕𝜌,

respectively

Sαc   k

Sc k

k

ω

ω
ω

0

1
band gap for the S−wave
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2 General Equations for Reduced Cosserat Medium

Reduced Cosserat medium is an enhanced continuum. Each its point body is char-

acterized by the mass density 𝜌, density of the tensor of inertia 𝐈, position vector

𝐑, turn tensor 𝐏, linear velocity 𝐯 = 𝐑̇ and angular velocity 𝜔𝜔𝜔 that satisfies Poisson

equation 𝐏̇ = 𝜔𝜔𝜔 × 𝐏. In the reference configuration 𝐑 = 𝐫, and 𝐏 = 𝐄, being 𝐄 the

identity tensor.

In such a medium the density of the kinetic energy is

𝜌K = 1
2
𝜌𝐯2 + 1

2
𝜔𝜔𝜔 ⋅ 𝐈 ⋅𝜔𝜔𝜔. (1)

Reduced Cosserat medium by definition does not produce work on the gradient of

angular velocity. This results in absence of couple stresses, however, Cauchy force

stress tensor 𝜏𝜏𝜏 has an antisymmetric part. Laws of balance of force and moment for

the reduced Cosserat continuum in absence of external loads are

∇ ⋅ 𝜏𝜏𝜏 = 𝜌𝐮̈, (2)

𝜏𝜏𝜏× = (𝐈 ⋅𝜔𝜔𝜔) .̇ (3)

Here 𝜏𝜏𝜏× = 𝜏
mn𝐞m × 𝐞n is the vectorial invariant of stress tensor 𝜏𝜏𝜏. Inertia tensor 𝐈 in

the actual configuration equals

𝐈 = 𝐏 ⋅ 𝐈0 ⋅ 𝐏⊤
, (4)

where 𝐈0 is its value in the reference configuration.

If we consider the linear case, we may introduce infinitesimal translational (𝐮)

and angular (𝜃𝜃𝜃) displacements: 𝐮 = 𝐑 − 𝐫, 𝐏 = 𝐄 + 𝜃𝜃𝜃 × 𝐄. Note that in the linear

approximation 𝐏̇ = 𝜃̇𝜃𝜃 × 𝐄 = 𝜃̇𝜃𝜃 × 𝐏 + o2(1), therefore 𝜔𝜔𝜔 = 𝜃̇𝜃𝜃 up to the orders of the

higher order. At the same time

𝐈 = 𝐏 ⋅ 𝐈0 ⋅ 𝐏⊤ = (𝐄 + 𝜃𝜃𝜃 × 𝐄) ⋅ 𝐈0 ⋅ (𝐄 − 𝜃𝜃𝜃 × 𝐄) = 𝐈0 + o(1), (5)

(𝐈 ⋅𝜔𝜔𝜔) ̇ = (𝐈0 ⋅ 𝜃̇𝜃𝜃) ̇+ o2(1) = 𝐈0 ⋅ 𝜃̈𝜃𝜃 + o2(1). (6)

Therefore in the linear case the dynamic term of the balance of moment looks in the

same way as if the tensor of inertia would be static. Also, instead of density one may

use the density in the reference configuration.
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The density of the strain energy in the linear elastic theory can be written as

𝜌U = 1
2
𝐠⊤ ⋅ ⋅𝐗 ⋅ ⋅ 𝐠, (7)

where 𝐠 = ∇𝐮 + 𝜃𝜃𝜃 × 𝐄 is the strain tensor, and 𝐗 is a (anisotropic) tensor of elastic

constants, Xmnkl = Xlknm
[12]. Unlike to the case of the full Cosserat medium, 𝜌U

does not depend on ∇𝜃𝜃𝜃.

The constitutive equations of the reduced Cosserat continuum are

𝜏𝜏𝜏 = 𝜕𝜌U
𝜕𝐠

= 𝐗 ⋅ ⋅ (∇𝐮 + 𝜃𝜃𝜃 × 𝐄). (8)

Tensor of elastic constants 𝐗 has components that respond to the translational strain

∇𝐮S causing the symmetric part of stress tensor, components that respond to the rota-

tional strain 𝜃𝜃𝜃 − ∇ × 𝐮∕2 causing antisymmetric part of stresses, and the coupling

term (causing some symmetric stress due to the rotational strain and antisymmetric

stress due to translational strain). This kind of specific coupling could be useful for

modelling solid-like grains and rocks, since in these materials hydrostatic pressure

may result in shear and rotation on the local level.

Indeed, representing the strain tensor 𝐠 as a sum of translational and rotational

strain 𝐠 = ∇𝐮S + (∇𝐮 + 𝜃𝜃𝜃 × 𝐄)A, 𝐠⊤ = ∇𝐮S − (∇𝐮 + 𝜃𝜃𝜃 × 𝐄)A, we may write down

(7) as

2𝜌U = ∇𝐮S ⋅ ⋅𝐂 ⋅ ⋅∇𝐮S − (∇𝐮A + 𝜃𝜃𝜃 × 𝐄) ⋅ ⋅𝛼𝛼𝛼 ⋅ ⋅ (∇𝐮A + 𝜃𝜃𝜃 × 𝐄)
+ ∇𝐮S ⋅ ⋅ (𝐒l𝐧l × 𝐄) ⋅ ⋅ (∇𝐮A + 𝜃𝜃𝜃 × 𝐄) + (∇𝐮A + 𝜃𝜃𝜃 × 𝐄) ⋅ ⋅ (𝐧l × 𝐄𝐒l) ⋅ ⋅∇𝐮S, (9)

𝐗 = 𝐂 + 𝛼𝛼𝛼 + 𝐒l𝐧l × 𝐄 − 𝐧l × 𝐄𝐒l. (10)

Here 𝐂 is the tensor of elastic constants analogous to what we use in the classical

theory, 𝛼𝛼𝛼 is a tensor of elastic constants that make the medium resist to rotational

strain causing 𝜏𝜏𝜏×, and the last line represents the coupling term of general kind, with

𝐧l vectors and 𝐒l symmetric tensors of elastic constants. Such an isotropic coupling

does not exist for symmetry reasons. Note that the sign of 𝐧l is chosen here in a

different way than in [14].

In what follows we will consider isotropic 𝐂 = 𝜆𝐄𝐄 + 2𝜇(𝐞m𝐞n)S(𝐞m𝐞n)S, 𝜆 and

𝜇 being Lamé constants, isotropic 𝛼𝛼𝛼 = −𝛼(𝐞m𝐞n)A(𝐞m𝐞n)A (the corresponding part of

the rotational strain energy will be equal to
1
2
𝛼(𝜃𝜃𝜃 − ∇ × 𝐮∕2)2).

Stress tensor in this case is equal to

𝜏𝜏𝜏 = 𝜆∇ ⋅ 𝐮 + 2𝜇(∇𝐮)S + 𝛼(∇𝐮 + 𝜃𝜃𝜃 × 𝐄)A

+ (𝐒l𝐧l × 𝐄 − 𝐧l × 𝐄𝐒l) ⋅ ⋅ (∇𝐮 + 𝜃𝜃𝜃 × 𝐄)
= 𝜆∇ ⋅ 𝐮 + 2𝜇(∇𝐮)S + 𝛼(∇𝐮 + 𝜃𝜃𝜃 × 𝐄)A

− 𝐒l𝐧l ⋅ (2𝜃𝜃𝜃 − ∇ × 𝐮) − 𝐄 × 𝐧l𝐒l ⋅ ⋅∇𝐮S.
(11)
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Note that [𝐧l × 𝐄]× = −2𝐧l. Therefore dynamic Eq. (3) can be written in displace-

ments as

(𝜆 + 2𝜇)∇∇ ⋅ 𝐮 − (𝜇 + 𝛼)∇ × (∇ × 𝐮) + 2𝛼∇ × 𝜃𝜃𝜃

− ∇ ⋅ 𝐒l𝐧l ⋅ (2𝜃𝜃𝜃 − ∇ × 𝐮) − ∇ × 𝐧l𝐒l ⋅ ⋅∇𝐮S = 𝜌𝐮̈,
−4𝛼𝜃𝜃𝜃 + 2𝛼∇ × 𝐮 + 2𝐧l𝐒l ⋅ ⋅∇𝐮S = 𝐈0 ⋅ 𝜃̈𝜃𝜃.

(12)

Let us look for the plane wave solution: 𝐮 = 𝐮0ei(𝐤⋅𝐫+𝜔t), 𝜃𝜃𝜃 = 𝜃𝜃𝜃0ei(𝐤⋅𝐫+𝜔t). Denote

k = |𝐤|, 𝐤̂ = 𝐤∕k. Then we obtain, using the symmetry of 𝐒l,

−(𝜆 + 2𝜇)𝐤𝐤 ⋅ 𝐮0 − (𝜇 + 𝛼)k2(𝐄 − 𝐤̂𝐤̂) ⋅ 𝐮0 − 𝐤 ⋅ 𝐒l𝐧l ⋅ 𝐤𝐮0 + 𝐤 × 𝐧l𝐒l ⋅ ⋅𝐤𝐮0
+ 2i(𝛼𝐤 × 𝜃𝜃𝜃0 − 𝐤 ⋅ 𝐒l𝐧l ⋅ 𝜃𝜃𝜃0) = −𝜌𝜔2𝐮0,

2i(𝛼𝐤 × 𝐮0 + 𝐧l𝐒l ⋅ ⋅𝐤𝐮0) = 4𝛼𝜃𝜃𝜃0 − 𝜔
2𝐈0 ⋅ 𝜃𝜃𝜃0.

(13)

We will consider separately two cases: (1) spherical inertia tensor and non-zero

anisotropic coupling, (2) isotropic elasticity with axisymmetric inertia tensor. In all

cases we will consider homogeneous material with the same initial axis of symmetry

of the tensor of inertia. The scheme we will apply is the following: to express 𝜃𝜃𝜃0
via 𝐮0 via the second equation of (13), substitute it into the first equation of (13)

obtaining the reduced spectral problem for 𝐮, and find its solution.

3 Reduced Cosserat Medium with an Anisotropic Coupling
Between Translational and Rotational Strains and
Spherical Tensor of Inertia

Let the density of the tensor of inertia be I𝐄, i.e. consider a spherical tensor of inertia.

Denote 𝜔
2
0 = 4𝛼∕I. In this case the second equation of (13) takes the form

(𝜔2
0 − 𝜔

2)𝜃𝜃𝜃0 = i(
𝜔
2
0
2
𝐤 × 𝐮0 +

2𝐧l𝐒l ⋅ 𝐤
I

⋅ 𝐮0). (14)

We have to consider separately the case 𝜔 = 𝜔0. One can see that Eq. (13) allow

solution 𝜃𝜃𝜃 = 𝜃𝜃𝜃0ei(𝐤⋅𝐫+𝜔t), 𝐮 ≡ 𝟎 if 𝜃𝜃𝜃0 satisfies requirement

𝛼∇ × 𝜃𝜃𝜃0 − ∇ ⋅ 𝐒l𝐧l ⋅ 𝜃𝜃𝜃0 = 0 (15)

(in particular, if 𝜃𝜃𝜃0 does not change in space).
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Otherwise we may express 𝜃𝜃𝜃0 as

𝜃𝜃𝜃0 = i
𝜔
2
0

2(𝜔2
0 − 𝜔2)−1

(𝐤 × 𝐮0 +
𝐧l𝐒l ⋅ 𝐤

𝛼
⋅ 𝐮0). (16)

Calculate

2i𝐤 × 𝜃𝜃𝜃0 = −
𝜔
2
0

(𝜔2
0 − 𝜔2)−1

((𝐤𝐤 − k2𝐄) ⋅ 𝐮0) + 𝐤 ×
𝐧l𝐒l ⋅ 𝐤

𝛼
⋅ 𝐮0), (17)

2i𝐤 ⋅ 𝐒l𝐧l ⋅ 𝜃𝜃𝜃0 = −
𝜔
2
0

(𝜔2
0 − 𝜔2)−1

𝐤 ⋅ 𝐒l𝐧l ⋅ (𝐤 × 𝐮0 +
𝐧m𝐒m ⋅ 𝐤

𝛼
⋅ 𝐮0). (18)

Substituting these expressions into the second equation of (13), we obtain reduced

spectral problem

𝜌𝜔
2𝐮 − (𝜆 + 2𝜇)k2𝐤̂𝐤̂ ⋅ 𝐮 − (𝜇 + 𝛼

𝜔
2

𝜔2 − 𝜔
2
0

)k2(𝐄 − 𝐤̂𝐤̂) ⋅ 𝐮

− ( 𝜔
2k2

𝜔2 − 𝜔
2
0

(𝐤̂ ⋅ 𝐒l𝐧l × 𝐤̂ − 𝐤̂ × 𝐧l𝐤̂ ⋅ 𝐒l) +
𝜔
2
0k

2

𝛼(𝜔2 − 𝜔
2
0)
𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂) ⋅ 𝐮 = 0

(19)

It is easy to see that large anisotropy may destabilize the medium. Indeed, if eigen

values (𝜒i) of 𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂ are much larger than 𝛼(𝜆 + 𝜇 + 𝛼), the spectral prob-

lem up to higher order terms looks in the following way

(𝜌𝜔2𝐄 +
𝜔
2
0k

2

𝛼(𝜔2 − 𝜔
2
0)
𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂) ⋅ 𝐮 = 0 (20)

which has solutions

k2 = −𝛼𝜌

𝜒i
𝜔
2(𝜔2 − 𝜔

2
0) (21)

The graph of dispersion relation is shown in Fig. 3. We see that the medium is unsta-

ble.

If we consider infinitesimal anisotropy, it will change essentially the disper-

sion curves near points of intersection of partial dispersion curves (for an isotropic

medium) for the longitudinal and shear-rotational waves and near 𝜔0. However, the

number of branches increases since the shear-rotational branch splits. Asymptoti-

cal analysis shows that we obtain in the vicinity of these points three dispersion

branches instead of two ones. Preliminary investigation demonstrates that in some

cases these dispersion curves may have decreasing parts near the point of intersection

of longitudinal and shear-rotational partial dispersion curves. However, this question
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Fig. 3 Large anisotropy

may lead to the instabilities

ω

ω

k

0

needs further investigation. We shall consider various particular cases (with finite or

infinitesimal anisotropy) when we can resolve the problem, in particular, in vicinity

of 𝜔0.

3.1 Tensors 𝐒l with the Same Eigen Vector

Consider the case when there is a common eigen vector (denote it 𝐞1) for all 𝐒l. Then,

if 𝐤̂ = 𝐞1, there is a corresponding shear wave with the same dispersion relation as

for the isotropic medium (Fig. 2).

𝜔
2

(𝜇 + 𝛼)∕𝜌
𝜔
2 − 𝜔

2
0

𝜔2 − 𝜔
2
1

= k2, 𝜔
2
1 =

𝜇

𝜇 + 𝛼
𝜔
2
0. (22)

Indeed, let 𝐤̂ = 𝐞1. In this case 𝐤̂ ⋅ 𝐒l = S(l)1 𝐞1. Then 𝐤̂ ⋅ 𝐒l𝐧l = 𝐞1S
(1)
l 𝐧l

def

= 𝐞1𝐍. In this

case the reduced spectral problem takes the form

𝜌𝜔
2𝐮−(𝜆 + 2𝜇)k2𝐞1𝐞1 ⋅ 𝐮 − (𝜇 + 𝛼

𝜔
2

𝜔2 − 𝜔
2
0

)k2(𝐄 − 𝐞1𝐞1) ⋅ 𝐮

− ( 𝜔
2k2

𝜔2 − 𝜔
2
0

(𝐞1𝐍 × 𝐞1 − 𝐞1 × 𝐍𝐞1) +
N2

𝜔
2
0k

2

𝛼(𝜔2 − 𝜔
2
0)
𝐞1𝐞1) ⋅ 𝐮 = 0 (23)

If 𝐮0 is collinear to 𝐞1 × (𝐍 × 𝐞1) = 𝐍 ⋅ (𝐄 − 𝐞1𝐞1), we obtain

𝜌𝜔
2 = 𝜇 + 𝛼

𝜔
2

𝜔2 − 𝜔
2
0

, (24)



150 E. F. Grekova

which is the same as (22). In case if 𝐍 is collinear to 𝐞1, it is easy to see that there

exist also a P-wave with an analogous dispersion relation

k2 = 𝜔
2

(𝜆 + 2𝜇 − N2∕𝛼)∕𝜌
𝜔
2 − 𝜔

2
0

𝜔2 − 𝜔
2
1p

, 𝜔
2
1p =

𝜆 + 2𝜇 − N2∕𝛼
𝜆 + 2𝜇

𝜔
2
0. (25)

If N2
> 𝛼(𝜆 + 2𝜇), this branch exists only at 𝜔 ⩾ 𝜔0.

In general, spectral problem (23) is identical to the case of volumetric-rotational

axisymmetric coupling considered in [14]. Only in our case the direction of prop-

agation 𝐞1 is fixed and, depending on 𝐞1 ⋅ 𝐍 which is given by the anisotropy of

the medium, we have to find out which waves exist and which not. In particular, if

𝐞1 is not collinear neither orthogonal to 𝐍, there exist a mixed longitudinal-shear-

rotational wave, having a band gap, highly dispersive near this band gap. The number

of branches depends on the parameters (if the anisotropy is not too large, there are

two branches having a boundary frequency). For the case when 𝐞1 is orthogonal to 𝐍,

for some domains of parameters the band gap does not exist, but always the wave has

a highly dispersive domain. Typical dispersion curves (for 𝐞1 ⋅ 𝐍 ≠ 0) are presented

in Fig. 4.
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ω
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Fig. 4 Dispersion curves for 𝐒l having the same eigen vector. Wave propagation along this vector.

Various domains of parameters from large to small anisotropy
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3.2 In the Vicinity of 𝝎𝟎

Note that anisotropy plays a very important role at 𝜔 close to 𝜔0: anisotropic terms in

(19) become much larger than the term corresponding to the partial dispersion rela-

tion for the longitudinal wave. We will see that dispersion curves, generally speaking,

split in the vicinity of 𝜔0.

3.2.1 Finite Anisotropy

If it is a finite anisotropy, the term with it becomes predominant (as well as a part of

term corresponding to the shear-rotational wave in the isotropic medium). At 𝜔 →
𝜔0 we have k2𝜔2∕(𝜔2 − 𝜔

2
0) >> k2, and therefore the reduced spectral problem (19)

up to the terms of higher order looks as

(𝜌𝜔2𝐄 − 𝜔
2k2

𝜔2 − 𝜔
2
0

(𝛼(𝐄 − 𝐤̂𝐤̂)

+ 2(𝐤̂ ⋅ 𝐒l𝐧l × 𝐤̂)S −
𝜔
2
0

𝛼𝜔2 𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂) ⋅ 𝐮 = 0 (26)

This can be simplified as

(𝜌𝜔0𝐄 − k2
2(𝜔 − 𝜔0)

(𝛼(𝐄 − 𝐤̂𝐤̂) + 2(𝐤̂ ⋅ 𝐒l𝐧l × 𝐤̂)S −
𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂

𝛼
) ⋅ 𝐮 = 0

(27)

Though we cannot find eigen vectors and eigen values for the general kind of

anisotropy, we see that from (27) it follows that k2 ∝ 𝜔 − 𝜔0 at 𝜔 → 𝜔0 and that,

generally speaking (for general kind of anisotropy), there are three branches of the

dispersion curve corresponding to three different eigen vectors of the spectral prob-

lem, determined by the anisotropy. We see also that 𝜔0 is limiting a band gap for

each of these branches.

3.2.2 Infinitesimal Anisotropy

If anisotropy is infinitesimal (𝐒l𝐧l∕𝛼 = O(𝜀)), then in the vicinity of 𝜔0 we obtain

two branches which are both close to the shear-rotational branch of the isotropic

medium:

k2 = (𝜔 − 𝜔0)
2𝜌𝜔0

𝛼 + O(𝜀)
(28)
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and, if tensor 2(𝐤̂ ⋅ 𝐒l𝐧l × 𝐤̂)S − 𝐤̂ ⋅ 𝐒l𝐧l ⋅ 𝐧m𝐒m ⋅ 𝐤̂∕𝛼 does not lie in the plane orthog-

onal to 𝐤̂, also the third branch that is almost horizontal:

k2 = (𝜔 − 𝜔0)
2𝜌𝜔0
O(𝜀)

. (29)

Since the anisotropy is infinitesimal but fixed for each material, it is also a parabola

but with a small coefficient at k2.

4 Reduced Cosserat Medium with Isotropic Elastic Energy
and Axisymmetric Tensor of Inertia

4.1 General Case of Inertia Tensor: P-Wave and Special
Shear-Rotational Waves

Consider reduced Cosserat medium with non-spherical tensor of inertia, but the same

one in each point of space in the reference configuration. If the elastic tensors of the

reduced Cosserat medium are isotropic, spectral problem (13) can be written as

−(𝜆 + 2𝜇)𝐤𝐤 ⋅ 𝐮0 − (𝜇 + 𝛼)k2(𝐄 − 𝐤̂𝐤̂) ⋅ 𝐮0 + 2i𝛼𝐤 × 𝜃𝜃𝜃0 = −𝜌𝜔2𝐮0,
2i𝛼𝐤 × 𝐮0 = 4𝛼𝜃𝜃𝜃0 − 𝜔

2𝐈0 ⋅ 𝜃𝜃𝜃0.
(30)

We see that if 𝐈0 = Ik𝐢k𝐢k, we have solutions of (12) 𝐮 = 𝟎,𝜃𝜃𝜃 = 𝜃
k
0𝐢ke

i𝜔0kt, where𝜔
2
0k =

4𝛼∕Ik, provided ∇ × 𝜃
k
0𝐢k = 𝟎. In case if 𝜔 ≠ 𝜔0k, we may express 𝜃𝜃𝜃0 via the second

equation of (30) and substitute it in the first one:

𝜃𝜃𝜃 = i
2
𝛺𝛺𝛺 ⋅ (𝐤 × 𝐮0) =

i
2
(𝛺𝛺𝛺 × 𝐤) ⋅ 𝐮0, (31)

𝛺𝛺𝛺 = (1 − 𝜔
2

𝜔
2
0k

)−1𝐢k𝐢k = −
𝜔
2
0k

𝜔2 − 𝜔
2
0k

𝐢k𝐢k. (32)

Thus we obtain

2i𝛼𝐤 × 𝜃𝜃𝜃0 = (𝐤 ×
𝜔
2
0k

𝜔2 − 𝜔
2
0k

𝐢k𝐢k × 𝐤) ⋅ 𝐮0. (33)

Spectral problem (30) can be reduced to

(𝜌𝜔2𝐄 − (𝜆 + 2𝜇)𝐤𝐤 − (𝜇 + 𝛼)k2(𝐄 − 𝐤̂𝐤̂) + 𝛼k2𝐤̂ ×
𝜔
2
0k𝐢k𝐢k

𝜔2 − 𝜔
2
0k

× 𝐤̂) ⋅ 𝐮0 = 0. (34)
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We see that the anisotropy in the density of tensor of inertia (provided its homoge-

neous distribution in the reference configuration) does not affect the P-wave. Indeed,

(34) allows solution 𝐮0 = u0𝐤̂, 𝜔 =
√
(𝜆 + 2𝜇)∕𝜌k.

We also see that if 𝐤̂ coincides with one of principal axes of the tensor of inertia,

say, 𝐤̂ = 𝐢1, then solutions for shear-rotational waves 𝐮0 = u0𝐢2 and 𝐮0 = u0𝐢3 exist,

each of them having dispersion relation analogous to (22), the same as for isotropic

medium, where instead of 𝜔0 we have to substitute 𝜔02 or 𝜔03, respectively.

4.2 Axisymmetric Tensor of Inertia

Let 𝐈0 = I(𝐄 − 𝐧𝐧) + I1𝐧𝐧. Corresponding characteristic frequencies will be denoted

as 𝜔0 and 𝜔n. Then the reduced spectral problem (34) can be written as

(𝜌𝜔2𝐄 − (𝜆 + 2𝜇)𝐤𝐤 − (𝜇 + 𝛼)k2(𝐄 − 𝐤̂𝐤̂) + 𝛼k2𝐤̂ ×
𝜔
2
0(𝐄 − 𝐧𝐧)
𝜔2 − 𝜔

2
0

× 𝐤̂

+𝛼k2𝐤̂ ×
𝜔
2
n𝐧𝐧

𝜔2 − 𝜔2
n
× 𝐤̂) ⋅ 𝐮0 = 0. (35)

Simplifying, we obtain

(𝜌𝜔2𝐄 − (𝜆 + 2𝜇)𝐤𝐤 − (𝜇 + 𝛼𝜔
2

𝜔2 − 𝜔
2
0

)k2(𝐄 − 𝐤̂𝐤̂)

+ 𝛼k2(
𝜔
2
n

𝜔2 − 𝜔2
n
−

𝜔
2
0

𝜔2 − 𝜔
2
0

)𝐤̂ × 𝐧𝐧 × 𝐤̂) ⋅ 𝐮0 = 0. (36)

It is easy to see that, analogously to the case of the axisymmetric coupling between

volumetric and rotational strain considered in [14] and to the case of 𝐒l having the

same eigen vector, along which the wave propagates (Sect. 3), there exist a shear

wave with the dispersion relation (22), the same as in the isotropic medium (Fig. 2).

Indeed, if 𝐮0 = u0𝐤̂ × (𝐤̂ × 𝐧), we have the dispersion relation (22).

Another shear-rotational wave has the eigen vector which is collinear to 𝐤̂ × 𝐧.

Indeed, if 𝐮0 = u0𝐤̂ × 𝐧, we obtain from (36)

𝜌𝜔
2 − (𝜇 + 𝛼𝜔

2

𝜔2 − 𝜔
2
0

)k2 − 𝛼k2(
𝜔
2
n

𝜔2 − 𝜔2
n
−

𝜔
2
0

𝜔2 − 𝜔
2
0

)|𝐤̂ × 𝐧|2 = 0. (37)
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Fig. 5 Shear-rotational

wave in the reduced Cosserat

medium with isotropic

elastic properties and

axisymmetric tensor of

inertia

ω

ω
ω

ω

ω

0

0

n

−

+

k

This results in

k2 = 𝜔
2

c2s𝛼

(
1 +

(𝜔2
0(𝐤̂ ⋅ 𝐧)2

𝜔2 − 𝜔
2
0

+
𝜔
2
n(𝐤̂ × 𝐧)2

𝜔2 − 𝜔2
n

)
𝛼

𝜇 + 𝛼

)−1

(38)

This dispersion relation also can be written as

k2 = 𝜔
2

c2s𝛼

(𝜔2 − 𝜔
2
0)(𝜔

2 − 𝜔
2
n)

(𝜔2 − 𝜔
2
+)(𝜔2 − 𝜔2

−)
(39)

Here characteristic frequencies 𝜔1, 𝜔1n satisfy relations

𝜔
2
± = 1

2

(
𝜔
2
0(1 − 𝜉s) + 𝜔

2
n(1 − 𝜉c)

±
√

(𝜔2
0(1 − 𝜉s) + 𝜔2

n(1 − 𝜉c))2 − 𝜔
2
0𝜔

2
n(1 − 𝜉)

)
, (40)

where 0 < 𝜉 = 𝛼∕(𝜇 + 𝛼) < 1, 𝜉s = 𝜉|𝐤̂ × 𝐧|, 𝜉c = 𝜉|𝐤̂ ⋅ 𝐧|, 𝜉s + 𝜉c = 𝜉. Simple alge-

bra shows that both roots are positive, and that

max(𝜔2
0(1 − 𝜉s), 𝜔2

n(1 − 𝜉c)) < 𝜔
2
+ < 𝜔

2
0(1 − 𝜉s) + 𝜔

2
n(1 − 𝜉c), (41)

0 < 𝜔
2
− < min(𝜔2

0(1 − 𝜉s), 𝜔2
n(1 − 𝜉c)) (42)

Typical dispersion graphs are shown in Fig. 5.
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5 Conclusion

We have considered waves in two kinds of elastic linear reduced Cosserat continua

(Cosserat media that do not react on the gradient of turn): with anisotropic coupling

between translational and rotational strains and for non-spherical tensor of inertia. In

previous studies it was shown that for the isotropic case the longitudinal wave is non-

dispersive while the shear-rotational wave has a band gap and is highly dispersive

in its vicinity. For the first case some classes of anisotropic coupling and particular

plane waves were considered, as well as plane waves with frequencies close to the

characteristic frequency. We have found out that in most cases the anisotropy makes

the shear-rotational wave split and induces existence of mixed dispersive waves. In

those cases when the pure pressure wave exists, it becomes dispersive and has a

band gap. For the case of non-spherical tensor of inertia, when point bodies in the

initial configuration have the same orientation and inertia moments, it was shown that

the pressure wave is not influenced, it is not dispersive. Shear-rotational waves are

dispersive and have a band gap or band gaps. Their dispersion relations were found

for particular directions of the wave propagation for the general case of tensor of

inertia and for any direction of wave propagation for axisymmetric tensor of inertia.

In the last case this dispersion relation is more sophisticated than for an isotropic

medium, and, generally speaking, has two band gaps. Thus it is also a single negative

acoustic metamaterial for certain types of waves.
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Modeling Stress-Affected Chemical Reactions
in Solids–A Rational Mechanics Approach
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Abstract In materials science the inluence of mechanical stresses on chemical reac-

tions in solids is typically introduced empirically as part of diffusion or reaction

coefficients by means of an Arrhenius ansatz. However, more recently an alternative

approach based on rational mechanics was proposed, where the stresses affect the

chemical process at the reaction front by a driving force given by the normal compo-

nent of the chemical affinity tensor, which is composed of the chemical potential (or

Eshelby) tensors characteristic of the reaction. In this paper the repercussions from

both types of models will be investigated and compared to each other. As a specific

example the process of silicon oxidation will be considered. However, the proposed

alternative method could also be applied to other binary reactions in solids accompa-

nied by eigenstrain formation. Moreover, an attempt is made to introduce the effect

of all stress components on bulk diffusion in a logical fashion leading to a tensorial

expression of the diffusion coefficient. Several model calculations are performed,

mostly in explicit closed form, so that the effect of the various involved parameters

can easily be studied.
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1 Introduction

The interdependencies between chemical reactions and deformation processes

in deformable solids remain of interest for both fundamental science as well as

engineering applications. In this paper we are going to study the influence of mechan-

ical stresses on the kinetics of a chemical reaction between solid and gaseous

constituents, namely:

n−B− + n∗B∗ → n+B+, (1)

where B− and B+ refer to the deformable solid constituents, and B∗ to the diffusive

gas constituent; n−, n+ and n∗ are stoichiometric coefficients. We assume that the

reaction is localized at the reaction front, 𝛤 , which separates the regions occupied

by the initial and transformed materials. The reaction is sustained by diffusion of

the gas constituent B∗ from the outside to the interface of the chemical reaction.

The formation of silicon dioxide, Si + O2 → SiO2, is an example for such kind of a

reaction.

Thus, the reaction involves two processes—bulk diffusion of the gas through the

transformed material and the chemical reaction itself. Both processes may depend

on the mechanical stresses. The influence of external and internal stresses on the

reaction front kinetics was examined by many researchers and a number of models

have been developed. For example, Kao in [19, 20] started modeling the stresses in

cylindrical structures and postulated a coupling between the reaction rate and the

radial stress component. One year later Sutarya and Oldham [29] became even more

specific. Following the tradition of materials science, they relate the impact of the

normal stress, 𝜎nn, and of pressure, p, empirically to two constitutive quantities, first,

the surface reaction rate parameter, k∗, and second, the diffusion coefficient, D in

terms of an exponential Boltzmann ansatz, namely:

k∗ = k0(T) exp
(
𝜎nnVk

kT

)
, D = D0(T) exp

(
−
pVd

kT

)
, (2)

where k0 andD0 are temperature dependent reaction and diffusion coefficients for the

stress-free case, k is Boltzmann’s constant, T absolute temperature,Vk andVd are two

fitting parameters, which have the dimension of a volume. Note that the dependen-

cies of the parameters on stresses were introduced heuristically. The choice of the

parameters of the models was based on adjusting theoretical results and experimental

data on the oxidation kinetics.

Stresses may also affect the diffusion process through additional stress dependent

terms in the diffusion equation (see, e.g., [1, 4, 22, 23, 30]). Note that these addi-

tional terms are usually connected with a volumetric or stiffness change of the solid

material or due to change of the gas concentration [3, 4].

Another approach in order to take the influence of the stress-strain state at a

chemical reaction front on the velocity of the front propagation into account was

presented recently in [9–13] in terms of rational continuum theory. It is based on an
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expression for the chemical affinity tensor, which, on the one hand side, allows to

take the stress-effect into account within the classical paradigm of physical chem-

istry. On the other hand side it demonstrates that in solids the reaction rate at an

oriented surface element depends on the orientation of the element with respect to

the stresses.

In the present paper we want to compare the impact of a stress-dependent affin-

ity and a stress-dependent diffusion on the kinetics of the chemical reaction front.

Within the first approach, stresses affect the propagation of the chemical reaction

front as they appear in the expression for the chemical affinity and in a correspond-

ing kinetic equation, which relates the chemical affinity with the reaction rate. The

second approach reduces the problem of stress-assisted chemical reaction front prop-

agation to a diffusion problem with a proper choice of a diffusion model and stress

dependent parameters of the model. Since the expression for the chemical affinity

tensor was derived within the so-called solid skeleton approach, where the trans-

formed material is considered to act as a skeleton for the diffusing gas constituent

and additional deformations of the skeleton, which could be produced by the gas con-

stituent, are neglected, we will not consider additional terms in the diffusion equation

and concentrate only on a dependence of the diffusion coefficient on stresses. Usu-

ally, in models of stress-dependent diffusion a scalar characteristic of the stress tensor

is used. This characteristic can be defined in different ways, e.g., as a pressure, as a

normal stress, as an intensity of shear stresses, and the choice between them is made

intuitively. In this work, we also make an attempt to relate the diffusion coefficient

with the stress or the strain tensor in a physically reasonable way, namely, with the

deformations of the solid skeleton, which leads to a tensorial diffusion model.

Based on the chemical affinity model accompanied with different diffusion mod-

els we shall evaluate the kinetics of the chemical reaction front propagation for var-

ious boundary-value problems. The obtained results will be compared in order to

investigate how stress-assisted diffusion affects the chemical reaction front propaga-

tion, which of the diffusion coefficients exerts a stronger influence on the chemical

reaction front kinetics, and to obtain the range of values of the external loads, at

which the dependence of the diffusion coefficient on the stresses in comparison with

the stress-affected chemical affinity can be neglected and considered as constant.

2 Problem Statement

2.1 Chemical Affinity and Chemical Reaction Kinetics

The notion of chemical affinity,A, was introduced by de Donde and Gibbs [5, 14] (see

also [26]) as a factor conjugate to the reaction rate, 𝜔, in an expression of dissipation

due to the chemical reaction. It was shown that the chemical affinity is equal to the

combination of the chemical potential of reaction constituents:
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A = −
∑

nkMk𝜇k, (3)

where 𝜇k is the chemical potential per unit mass and Mk is the molar mass of the kth

constituent. The stoichiometric coefficient nk contributes to the sum with a plus sign

if the k-th constituent is produced in the reaction and with a minus sign if the kth

constituent is consumed.

The chemical affinity acts as a generalized force (a.k.a. thermodynamic force,

driving force) behind the chemical reaction. Then a kinetic equation was formu-

lated, which determines the reaction rate as a function of the chemical affinity. The

reaction rate dependence on the affinity forms an additional constitutive equation.

For example, in [15] the following kinetic equation was introduced:

𝜔 = k∗c
{
1 − exp

(
− A
RT

)}
. (4)

In here c is the molar concentration of the gas constituent, and R denotes the ideal

gas constant.

In the case of chemical reactions in gases and fluids, stresses are determined by a

scalar value, the pressure. Thus the chemical potentials and the chemical affinity are

scalars. In the case of solid phases the chemical potential becomes a tensor. This was

motivated by the fact that phase equilibrium at the interface in a deformable solid

has to depend on the interface orientation with respect to the stress. As a result, the

chemical affinity must also be a tensor. The tensorial nature of the chemical potential

and the chemical affinity have also been discussed in [27, 28].

The expression of the chemical affinity tensor was obtained as a result of the anal-

ysis of the mass, linear momentum and energy balance equations and the entropy

inequality written down for a chemical reaction between gaseous and solid con-

stituents of arbitrary rheology [9] (see also [10] and the Appendix in [12]). Specifi-

cally, it was shown that the reaction rate at the oriented area element with a normal n
is conjugate to the normal component of the chemical affinity tensor Ann = n ⋅ A ⋅ n
of the tensor A in the expression for the dissipation due to the chemical reaction front

propagation.

For the case of linear elastic solid constituents the normal component of the chem-

ical affinity was specified in [12, 31]. A quasi-static case was considered and it was

supposed that there is no sliding at the reaction front. Also, for the sake of simplicity,

a thermal effect of the reaction and the input of pressure into stresses were ignored.

Then the normal component of the chemical affinity tensor can be written as:

Ann=
n−M−
𝜌−

[
𝛾(T) + 1

2
𝝈− ∶ 𝜺− −

1
2
𝝈+ ∶ (𝜺+ − 𝜺ch) +

1
2
𝝈+ ∶ (𝜺+ − 𝜺−)

]
+ n∗RT ln c(𝛤 )

c∗
,

(5)

whereM− is the molar mass and 𝜌− is the density of a solid componentB−;𝝈
−
= C− ∶

𝜺− and 𝝈+ = C+ ∶ (𝜺+ − 𝜺ch) are Cauchy stress tensors, C± are tensors of the elastic

moduli of the solid constituents, 𝜺± are deformation tensors, c(𝛤 ) is the concentration
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of the gas at the reaction front. Moreover, c∗ is a reference concentration, which has

to be chosen suitably. One possible way is to identify it with the gas solubility in the

transformed material B+. 𝜺ch is the strain due to chemical transformation. We assume

that it is of isotropic volumetric nature, i.e., 𝜺ch = 𝜀ch𝐈, where 𝐈 is the unit tensor. The

parameter 𝛾(T) is determined by the chemical energies of the constituents. If the

temperature T is given, 𝛾(T) is a parameter of the model.

If we replace the scalar chemical affinity by the normal component of the chemical

affinity tensor in (4), the reaction rate is given by:

𝜔 = k∗c
{
1 − exp

(
−
Ann

RT

)}
. (6)

Hence, from the mass balance at the reaction front we have 𝜌−V = n−M−𝜔, where

V is the normal component of the reaction front velocity. We obtain:

V =
n−M−

𝜌−

k∗c
{
1 − exp

(
−
Ann

RT

)}
. (7)

The reaction front propagates only if Ann > 0. The case of Ann = 0 corresponds

to chemical equilibrium and to a stationary chemical reaction front. Thus the equi-

librium concentration of component B∗, ceq, on the reaction front can be found from

the equation Ann = 0:

n−M−

𝜌−

(
𝛾(T) + 1

2
𝝈− ∶ 𝜺− −

1
2
𝝈+ ∶ (𝜺+ − 𝜺ch) + 𝝈+ ∶ (𝜺+ − 𝜺−)

)
+ n∗RT ln

ceq

c∗
= 0.

(8)

If the equilibrium concentration, ceq, is found, and the current concentration c(𝛤 )
is determined by solving the diffusion problem, then the normal component of the

chemical affinity tensor can be calculated from:

Ann = n∗

(
ln c(𝛤 )

c∗
− ln

ceq
c∗

)
= ln
(
c(𝛤 )
ceq

)n∗
. (9)

In this case the normal component of the reaction front velocity is:

V =
n−M−

𝜌−

k∗c(𝛤 )
(
1 −
( ceq
c(𝛤 )

)n∗)
. (10)

Consequently, the problem reduces to the following tasks: Find the stress-strain

state at the reaction front, find the equilibrium concentration ceq from Eq. (8), find

the concentration at the front of the reaction c(𝛤 ) from the solution of the diffusion

problem, substitute ceq and c(𝛤 ) to the formula for the velocity of the chemical reac-

tion front (10), and, finally, integrate Eq. (10) in order to find the dependence of the

chemical reaction front position on time.
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2.2 Diffusion Problem

The concentration of the gas at the reaction front and within the transformed material

will develop according to a diffusion equation. Following Fick’s law the simplest one

is:
𝜕c
𝜕t

= ∇ ⋅ (D∇c), (11)

where D is the diffusion coefficient. We assume that the diffusion process is steady-

state because it goes much faster than the front propagation process. Then this equa-

tion takes the form:

∇ ⋅ (D∇c) = 0. (12)

The boundary conditions read:

D 𝜕c
𝜕n

+ 𝛼(c∗ − c) = 0 at 𝛺, D 𝜕c
𝜕n

+ n∗k∗c
(
1 −
(ceq

c

)n∗)
= 0 at 𝛤 . (13)

The first condition follows from mass flux continuity on the outer surface of the

body 𝛺. Here n is an outward normal to B+, 𝛼 is the surface mass transfer coefficient

in B+. If 𝛼 ≫ D, then the first condition degenerates to c = c∗ and corresponds to

prescribing the concentration at the outer boundary. The second condition follows

from the mass balance at the reaction front 𝛤 . It means that all of the diffusion flux

is consumed by the chemical reaction.

Three different diffusion models will be considered. In the first one a constant

diffusion coefficient is used. The second one is based on the widely used dependence

of the diffusion coefficient on the pressure [21, 25, 34]:

D = D0 exp
(
−
pVd

kT

)
, p = −1

3
(
𝜎

+
11 + 𝜎

+
22 + 𝜎

+
33
)
. (14)

It was mentioned before that this expression for the diffusion coefficient is of

phenomenological nature and based on intuitive assessment of experimental data

[29].

The arguments leading to the third model are slightly more complex: In order to

obtain a dependence of the diffusion coefficient on the stress-state state of the solid

material based on a rational continuum theory, we consider a two component system

consisting of solid and gaseous constituents. For simplicity we consider a stationary

one-dimensional diffusion, 𝜌g = 𝜌g(x1), dug∕dt = Vg(x1), dus∕dt = Vs(x1), where us
and ug are displacements of the solid and gas constituents respectively, and assume

that the solid is an isotropic linear elastic material. Then the equations of momentum

balance for the gas and solid components and the mass balance for the gas component

read:
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⎧⎪⎪⎪⎨⎪⎪⎪⎩

E+(1−𝜈+)
(1+𝜈+)(1−2𝜈+)

d2us
dx21

+ fsg = 0,

dpg
dx1

− fsg = 0,

d(𝜌gVg)
dx1

= 0.

(15)

In here E+ and 𝜈+ are Young’s modulus and Poisson’s ratio of the material B+,

fsg = 𝜌ga
(
Vs − Vg

)
is a viscous interaction force between the gas and the solid com-

ponents, where Vs − Vg is the relative velocity between the solid and the gas, and

a is a parameter of viscous friction, which can depend on the strain (stress) field of

the solid. We assume that the gas is ideal, thus pg =
RT
Mg

𝜌g. The solution of the sys-

tem of equations is us = c1 exp(−c2x1) + c3x1 +
RT
Mga

c2t + c4, where c1, c2, c3, c4 are

constants of integration. Then the diffusion flux defined by j = 𝜌g
(
Vs − Vg

)
is equal

to j = 𝜆++2𝜇+
a

c1c22 exp(−c2x1), 𝜆+ = E+𝜈+
(1+𝜈+)(1−2𝜈+)

and 𝜇+ = E+
2(1+𝜈+)

being Lamé’s con-

stants. By comparing these two expressions and by taking into account that the gas

concentration is c = 𝜌g∕Mg, one realizes that the diffusion flux is proportional to

the gradient of the gas concentration, j = RT
a

dc
dx1

, which leads to Fick’s law with the

diffusion coefficient being
RT
a

. Thus deformations in a solid can affect the diffusion

process only through the parameter a. Similar results were obtained in [17, 18].

The silicon dioxide forming during silicon oxidation in the so-called LOCOS pro-

cess (= LOCal Oxidation of Silicon, cf., [33]) is amorphous, and in this case of bulk

diffusion the flux moves through the space between the irregular quasi-tetrahedral

network (see [2]). The parameter a defines how easily the gas molecules can diffuse.

Consequently, it depends on the space between the tetrahedra. In order to consider

mechanical loads, we assume that the parameter a is inversely related to deforma-

tions changing the inter-tetrahedral space in the plane perpendicular to the diffusion

flux. In other words, it is assumed that the deformation along the direction of the

diffusion flux, 𝜀11, does not affect the diffusion. Then the diffusion coefficient in the

x1 direction is:

D = D0
(
1 + 𝛽(𝜀22 + 𝜀33)

)
, (16)

where 𝛽 is a constant parameter.

Hence in the 3D case we arrive at a model of tensorial diffusion where the diffu-

sion coefficient depends on the direction of the flux:

𝐃 = D0

⎡⎢⎢⎣
1 + 𝛽1

(
𝜀22 + 𝜀33

)
0 0

0 1 + 𝛽2
(
𝜀11 + 𝜀33

)
0

0 0 1 + 𝛽3
(
𝜀22 + 𝜀11

)
⎤⎥⎥⎦
.

(17)

In order to compare the kinetics of the chemical reaction front with diffusion

coefficients given by (14) and (16), we need an estimate for the unknown parameter
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𝛽. If we expand (14), rewrite it in terms of strains by using Hooke’s law, and compare

the result with (16), we will see that these two approaches agree if the parameter 𝛽

is of the order of 𝛽∗ =
VdE+

(1−2𝜈+)Tk
.

Note that, in general, these two approaches give different results. For example

in the case of the uniaxial stretching in the direction of the diffusion flux, the phe-

nomenological approach (14) leads to increasing of the diffusivity while the tensorial

diffusion (16) retards the diffusion since the inter-tetrahedral space in the plane per-

pendicular to the diffusion flux decreases due to the Poisson effect.

3 Analytical Solutions of Some Boundary-Value Problems

3.1 A Two-Dimensional Planar Reaction Front

We consider a 3D rectangular block of dimensions x1 ∈
[
−l1, l1

]
, x2 ∈

[
−l2, l2

]
,

x3 ∈ [0,H] (cf., Fig. 1) consisting of two solid blocks “+” and “−”, which are sep-

arated by a planar reaction front at position x3 = h. Because of the symmetry we

assume that the concentration does not depend on the x1- and x2-coordinates, so that

c = c(x3), c(𝛤 ) = c(h). The solution we seek must fulfill several restraints on the

various boundaries and along the chemical reaction front. First, the bottom and the

top of the system are free of tractions. Second, the traction vector must be continu-

ous at the chemical reaction front. Third, coherency conditions apply at the chemical

reaction front.

Two cases of boundary conditions on the faces perpendicular to the reaction

front are considered, either displacements u1 = u1e1,u2 = u2e2 or tractions inte-

grally equivalent to F1 = F1e1,F2 = F2e2 are prescribed. Both displacement and

traction boundary-value problem statements fit within the assumption that

Fig. 1 Planar reaction front
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𝜎

±
33 = 0. (18)

3.1.1 Prescribed Displacements

If the displacement components u1, u2 are given, the strain is uniformly distributed

over the height of the block:

𝜀

−
11,22 = 𝜀

+
11,22 = 𝜀

0
1,2 =

u1,2
l1,2

. (19)

Moreover, the shear strains vanish, so that 𝜀
±
ij = 0, if i ≠ j. Because 𝜎

±
33 = 0, 𝜀

−
33,

𝜀

+
33 can be calculated from Hooke’s law, and then the normal component of the chem-

ical affinity is:

Ann =
n−M−
𝜌−

[
𝛾(T) +

(
E−

1 − 𝜈
2
−
−

E+

1 − 𝜈

2
+

)((
𝜀

0
1
)2 + (𝜀02)2

)
+ (20)

2

(
𝜈−E−

1 − 𝜈
2
−
−

𝜈+E+

1 − 𝜈

2
+

)
𝜀

0
1𝜀

0
2 +

2E+(
1 − 𝜈+

)𝜀ch(𝜀01 + 𝜀

0
2) −

2E+(
1 − 𝜈+

)𝜀2ch
]
+ n∗RT ln c(𝛤 )

c∗
.

The reaction propagates only if Ann > 0. Hence, without the external load

(𝜀
0
1 = 0, 𝜀02 = 0), the reaction front propagates only if energy parameter is large

enough:

𝛾 > 𝛾∗ =
2E+

1 − 𝜈+
𝜀

2
ch. (21)

If 𝛾 = 𝛾∗, then the reaction is blocked if

(
E−

1 − 𝜈
2
−
−

E+

1 − 𝜈

2
+

)((
𝜀

0
1
)2 + (𝜀02)2

)
+

(
𝜈−E−

1 − 𝜈
2
−
−

𝜈+E+

1 − 𝜈

2
+

)
𝜀

0
1𝜀

0
2+ (22)

E+(
1 − 𝜈+

)𝜀ch(𝜀01 + 𝜀

0
2) < 0.

Equation (14) can be rewritten as:

D = D0 exp
(
Vd

kT
E+

3(1 − 𝜈+)
(
𝜀

0
1 + 𝜀

0
2 − 2𝜀ch

))
. (23)

Since D depends only on the parameters of the materials and prescribed strains,

and does not depend on the x3-coordinate, the stationary diffusion equation (12) takes

the form:

Δc = 0 ⇒
𝜕

2c
𝜕x23

= 0, (24)
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and we conclude that the concentration profile must be linear, c = c1x3 + c2. From

the boundary conditions (13) we can obtain explicit relations for the two constants

of integration c1 and c2. Then, by Eq. (10), the reaction front velocity is:

V =
M−k∗D𝛼(c∗ − ceq)

𝜌−
(
D𝛼 + k∗𝛼h − Dk∗

) . (25)

If we use the diffusion coefficient shown in Eq. (16), which also does not depend on

the x3-coordinate, we obtain the same solution.

From here on, having in mind the reaction of silicon oxidation, we shall put n∗ and

n− equal to one. By introducing non-dimensional parameters,

𝜉 = h
H
, t∗ =

M−k∗c∗
H𝜌−

t, 𝜅1 =
k∗H
D0

, 𝜅2 =
k∗
𝛼

, (26)

we can rewrite Eq. (25) as

d𝜉
dt∗

=
1 − ceq∕c∗
1 + 𝜅1𝜉 + 𝜅2

(27)

for a constant diffusivity coefficient and as

d𝜉
dt∗

=
1 − ceq∕c∗
1 + 𝜅1𝜉

A
+ 𝜅2

(28)

for a stress-dependent diffusion coefficient, where ̄A = exp
(

Vd

kT
E+

3(1−𝜈+)(
𝜀

0
1 + 𝜀

0
2 − 2𝜀ch

) )
, if we define the coefficient by Eq. (14), and ̄A = 1 + 𝛽

(
𝜀

0
1 + 𝜀

0
2
)
,

if we use the coefficient of Eq. (16). As a result, the expression for dependence of

growth of new material on time is:

𝜉 = −
𝜅2 + 1
𝜅1

+

√√√√√(𝜅2 + 1
𝜅1

)2

+
2
(
1 − ceq

c

)
t

𝜅1
(29)

for a constant diffusion coefficient, and

𝜉 = −
̄A(𝜅2 + 1)

𝜅1
+

√√√√√( ̄A(𝜅2 + 1)
𝜅1

)2

+
2 ̄A
(
1 − ceq

c

)
t

𝜅1
. (30)

for a stress-dependent diffusion coefficient.
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3.1.2 Prescribed Tractions

We start by choosing the following semi-inverse ansatz for the strains,

𝜀

±
11,22 = A±

1,2x3 + B±
1,2, (31)

where A±
1,2 and B±

1,2 are constants. Due to the continuity conditions for the displace-

ment one can find that A+
1,2 = A−

1,2 = A1,2 and B+
1,2 = B−

1,2 = B1,2. Then the displace-

ments are:

u+1,2 = u−1,2 = A1,2x3 + B1,2, u±3 = −1
2
A1x21 −

1
2
A2x22 + f ±(x3), (32)

and hence 𝜀
±
ij = 0 for i ≠ j.

By using Hooke’s law we find for the missing strain components:

𝜀

±
33 = −

𝜈±

1 − 𝜈±

(
(A1 + A2)x3 + B1 + B2

)
+

1 + 𝜈±

1 − 𝜈+
𝜀

±
ch, 𝜀

+
ch = 𝜀ch, 𝜀

−
ch = 0,

(33)

and for the normal stresses:

𝜎

±
11 =

E±

1 − 𝜈
2
±

(
(A1 + 𝜈±A2)x3 + B1 + 𝜈±B2

)
−

E±

1 − 𝜈+
𝜀

±
ch, (34)

𝜎

±
22 =

E±

1 − 𝜈
2
±

(
(𝜈±A1 + A2)x3 + 𝜈±B1 + B2

)
−

E±

1 − 𝜈+
𝜀

±
ch.

The four remaining constants can be obtained from the equations for equilibrium

of forces and moments:

∫

H

0
𝜎

0
1,2 dx3 = ∫

h

0
𝜎

+
11,22
|||x1,2=l1,2 dx3 + ∫

H

h
𝜎

−
11,22
|||x1,2=l1,2 dx3, 𝜎

0
1,2 =

F1,2

H
,

(35)

∫

H

0
x3𝜎0

1,2 dx3 = ∫

h

0
x3𝜎+

11,22
|||x1,2=l1,2 dx3 + ∫

H

h
x3𝜎−

11,22
|||x1,2=l1,2 dx3.

In contrast to the prescribed displacements, the stress-strain state on the chem-

ical reaction front depends on the front position. However, in the case of a con-

stant diffusion coefficient the gas concentration at the chemical reaction front is

found from (24), the expression for the front velocity is analogous to (25), and

the equilibrium concentration can be found from Eq. (20) by replacing 𝜀

0
1,2 by

A1,2(h, F1,2)x3 + B1,2(h, F1,2).
The non-constant diffusion coefficient in this case also depends on the reaction

front position and has the form:
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D = D0 exp
( E+Vd

3kT(1 − 𝜈+)
((
A1 + A2

)
x3 + B1 + B2 − 2𝜀ch

))
. (36)

Then the diffusion problem (12) reads:

𝜕

𝜕x3

(
D0 exp(̃Ax3 + ̃B) 𝜕c

𝜕x3

)
= 0 ⇒

d2c
dx32

+ ̃A dc
dx3

= 0, (37)

where ̃A = A1 + A2, ̃B = B1 + B2 − 2𝜀ch.

The solution of this equation results in an exponential profile for the

concentration, c = c1exp(−̃Ax3) + c2, where c1 and c2 can be found from the bound-

ary condition (13). Finally, the normal component of the reaction front velocity has

the following form:

V =
M−
𝜌−

D0 exp(̃B)̃A𝛼c∗k∗
(
1 − ceq

c∗

)

D0 exp(̃B)̃A
(
𝛼 + k∗

)
+ 𝛼k∗
(
1 − exp(−̃Ah)

) , (38)

and, by using the notations (26), we can rewrite it as:

d𝜉
dt∗

=
1 − ceq

c∗

1 + 𝜅1

exp(̃B)̃A

(
1 − exp(−̃A𝜉)

)
+ 𝜅2

. (39)

The solution to (39) is too lengthy to be presented here, because of the dependence

of ̃A and ̃B on the reaction front position.

3.2 Spherical Reaction Front

We consider a spherical body r ∈
[
0, ro
]

(cf., Fig. 2) subjected to an external pres-

sure p = −𝜎0 or to a fixed radial displacement u0 at the outer surface. Let the reaction

front propagate from the outer surface. Due to the symmetry of the problem we sup-

pose that the reaction front is represented by a spherical surface at position r = ri. It

is also assumed that the concentration does not depend on the 𝜗- and 𝜑-coordinates,

and is a function of r only, c = c(r), c(𝛤 ) = c(ri).
The displacements can be found from Lamé’s solution for spheres:

ur = Ar + B
r2
. (40)

The constants A± and B± are determined from the displacement and traction con-

tinuity conditions at the reaction front and non-singularity of the solution at the body
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Fig. 2 Spherical reaction

front

center. Hence, the radial component of the displacement is:

u− = A−r, u+ = A+r +
(A− − A+)r3i

r2
, (41)

where:

A+ = A−

(1 − 2𝜈+)
(
E−(1 + 𝜈+) + 2E+(1 − 2𝜈−)

)
3E+(1 − 2𝜈−)(1 − 𝜈+)

+
E+

1 − 2𝜈+
𝜀ch. (42)

The parameter A− can be found from the boundary condition. If the displacement

u0(ro) is given as the boundary condition then:

A− =

(
𝜆+ + 2𝜇+

) 3u0
ro

− 3k+
(
1 − 𝜉

3)
𝜀ch

3k− + 4𝜇+ + 3
(
k+ − k−

)
𝜉
3

, (43)

and if the traction is prescribed:

A− =
(
𝜆+ + 2𝜇+

)
𝜎0 + 4k+𝜇+

(
1 − 𝜉

3)
𝜀ch

k+
(
3k− + 4𝜇+

)
− 4𝜇+

(
k+ − k−

)
𝜉
3
, (44)

where k± = E±

3(1−2𝜈±)
is the bulk modulus.

From here on we put 𝜉 = ri
ro

and, as a result, the relation for the equilibrium con-

centration has the form:

M−
𝜌−

[
𝛾(T) + 1

2(𝜆+ + 2𝜇+)
(12(k− − k+)𝜇+A2

− + 3k+(3k− + 8𝜇+)A−ch

−12𝜇+k+𝜀2ch)
]
+RT ln c(𝜉)

c∗
= 0. (45)
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The diffusion equation in spherical coordinates reads:

D d2c
d𝜁2

+
(
dD
d𝜁

+ 2
𝜁

D
)

dc
d𝜁

= 0, 𝜁 = r
ro
. (46)

Note that in this problem

Tr𝝈+ = 𝜎

+
r + 𝜎

+
𝜑

+ 𝜎

+
𝜗

=
E+

1 − 2𝜈+

(
A+ − 𝜀ch

)
, (47)

and, since A+ does not depend on r, and, consequently, on 𝜁 , the diffusion coefficient

(14) does also not depend on 𝜁 . Thus, for a constant diffusion coefficient and for the

phenomenological diffusion coefficient (14), it follows from (46) that the differential

equation for the concentration has the form:

d2c
d𝜁2

+ 2
𝜁

dc
d𝜁

= 0. (48)

The solution of this equation is

c =
c1
𝜁

+ c2.

The two constants of integration, c1 and c2, can be determined from the boundary

conditions shown in Eq. (13).

By using non-dimensional parameters:

𝜉 = h
ro
, t∗ =

M−k∗c∗
ro𝜌−

t, 𝜅1 =
k∗ro
D0

, 𝜅2 =
k∗
𝛼

, (49)

we obtain the differential equation of the chemical reaction front propagation:

d𝜉
dt∗

=
1 − ceq∕c∗

1 + 𝜅1𝜉 − 𝜅1𝜉
2 + 𝜅2𝜉

2 (50)

for a constant diffusion coefficient and

d𝜉
dt∗

=
1 − ceq∕c∗

1 + 𝜅1∕ ̄B 𝜉 − 𝜅1∕ ̄B 𝜉
2 + 𝜅2𝜉

2
(51)

for the diffusion coefficient (14), where ̄B = exp
(

Vd

kT
E+

1−2𝜈+

(
A+ − 𝜀ch

))
.

Substitution of ̃𝜉 = 1 − 𝜉 yields an equation for the growth of a relative thickness

of the transformed layer.
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Now we turn to the tensorial diffusion coefficient (16) which in this case is equal

to D = D0
(
1 + 𝛽(𝜀+

𝜑𝜑

+ 𝜀

+
𝜃𝜃

)
)
. By taking into account that

𝜀

+
𝜑𝜑

= 𝜀

+
𝜃𝜃

= A+ + (A− − A+)
𝜉

3

r3

the differential equation for the concentration becomes:

(
1 + 2𝛽

(
A+ + B𝜉3

𝜁
3

))
d2c
d𝜁2

+
2
(
𝜁

3(1 + 2A+𝛽) − B𝛽𝜉3
)

𝜁
4

dc
d𝜁

= 0. (52)

By putting p = 1 + 2𝛽A+, q = 2B𝛽 and by taking the boundary conditions into

account, we obtain the velocity of the chemical reaction front propagation:

V =
6p2∕3q1∕3𝛼D0(c∗ − ceq)

k∗ro𝛼𝜉
(
2
√
3(f1 + f2) + f3

)
+ 6p2∕3q1∕3(𝛼 + k∗𝜉2)D0

, (53)

where f1 = tan−1
2 3
√ p

q
−1√
3

, f2 = tan−1
1− 2

𝜉

3
√ p

q√
3

, f3 = ln (p+q)
(p+q𝜉3)

(
p1∕3+q1∕3𝜉
p1∕3+q1∕3

)3
. Sili-

con dioxide is a rather brittle material. The corresponding volume change is very

high and the transformation stresses would become enormous with increasing layer

thickness. Hence, for physical reasons, it does not make sense to consider predicted

thicknesses of a transformed silicon layer more than above half of the whole mate-

rial thickness. This means that 0.5 < 𝜉 < 1. By using a power series expansion near

𝜉 = 1 and by introducing non-dimensional parameters (49) we obtain:

d𝜉
dt∗

=
(1 + 2A−𝛽)(1 − ceq∕c∗)

(1 + 2A−𝛽)(1 + 𝜅2𝜉
2) + 𝜅1𝜉 − 𝜅1𝜉

2 . (54)

After substituting ̃
𝜉 = 1 − 𝜉 we have obtained a differential equation for the rel-

ative thickness of the transformed layer.

4 Numerical Calculations

4.1 Material Parameters

Further calculations were made for dry silicon oxidation as an example of the reac-

tion (1). The material parameters of the reaction are given in Table 1. The choice of

the values 𝜌−∕M−, E± and 𝜈± corresponds approximately to polysilicon and to sili-

con dioxide (see, e.g., [8, 16]). The values for k∗, 𝛼 were taken from [6]. The value
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Table 1 Material parameters

Parameters Constituent B− Constituent B+

Young’s modulus E, GPa 163 60

Poisson’s ratio 𝜈 0.23 0.17

Transformation strain 𝜀ch – 0.03

𝜌∕M, mol/m
3

8.29e4 Out of use

Temperature, K 1173

Diffusivity coefficient D0, m
2
/s 6.61E-14

Reaction rate constant k∗, m/s 0.36E-6

Gas phase transport coefficient

𝛼, m/s Out of use 0.028

for D0 differs considerably in publications: In [7] and in [24] it is about 3 orders

higher than in [6]. Note that silicon oxidation is accompanied by a large increase in

molar volume (𝜀ch ≈ 0.3), which would lead to enormous internal stresses. How-

ever, since silica is not a purely elastic solid, a part of the intrinsic strain will relax

due to viscosity. Since the aim of the present paper is to compare a stress effect on the

chemical reaction kinetics through stress-dependent diffusion and chemical affinity

for the simplest case of linear elastic solid constituents we take 𝜀ch = 0.03. This

corresponds to a small strain approach and ignores the viscous behavior. Thus the

parameters in Table 1 may be considered as parameters of some artificial material.

The value of the energy parameter, 𝛾∗, which is used for calculations, can be cal-

culated from Eq. (21) by using the introduced values for the elastic parameters and

𝜀ch.

4.2 Results for the Planar Chemical Reaction Front

Let us first consider the case of prescribed displacements or strains. We start with a

demonstration of the main features of the chemical reaction kinetics in dependence

on the various parameters of the model. After that the growth of the new material

layer for different diffusion models will be investigated.

In Fig. 3 the relation between equilibrium concentration,
ceq
c∗

, and externally

applied strains, 𝜀
0
1 and 𝜀

0
2, is investigated for a constant diffusion coefficient. It is

seen that for given values of 𝜀
0
2 stretching in the second direction leads to overall

lower values of equilibrium concentration (blue dashed line), whereas compression

has the opposite effect (red dotted curve). Increasing or decreasing the energy param-

eter 𝛾 shifts the curves up or down, respectively. Small energy parameters may lead

to
ceq
c∗

> 1. This means that the reaction may come to a standstill.
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Fig. 4 Dependence of relative thickness 𝜉 on normalized time t∗ for the block, 𝛾 = 3.6𝛾∗, displace-

ments are prescribed

The dependence of the relative thickness of the new material layer on time is

presented in Fig. 4. One can see that biaxial stretching accelerates the reaction and

that biaxial compression leads to retardation. The combination of deformations of

different signs does not have a significant effect on the reaction kinetics.

In order to compare the chemical reaction front propagation as predicted by differ-

ent diffusion models we evaluate the difference between fronts kinetics for constant

and stress-dependent diffusivity, denoted by Difference,% = (𝜉(D) − 𝜉(D0)) ⋅
100%. We start with the phenomenological diffusion coefficient (14). Dependen-

cies of the relative difference on normalized time for different values of the external

load are presented in Fig. 5. It is seen that if stress dependent diffusivity is taken
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Fig. 5 Dependence of relative difference on normalized time t∗ for the block, 𝛾 = 3.6𝛾∗, displace-

ments are prescribed

into consideration the growth of new material layer is retarded (negative values for

Difference). The difference is the greater the more the block is compressed.

Note that at t∗ = 0.5 we have typically 𝜉-values of already 0.25, which go up to

0.4 for t∗ = 1. Difference values between 5–20% are predicted. Indeed, this is not

very small. However, recall that our linear elastic model becomes totally unrealis-

tic at such high values for 𝜉, because the real eigenstrain is much higher than the

assumed one and viscous relaxation must then be taken into account. Moreover, the

material may also simply break, if the stresses are too high, which adds another lim-

itation to our models.

Moreover, since different sources quote totally different values for the diffusion

we plot the curves for a significantly greater value of the diffusion coefficient, D0.

From Fig. 6 it is seen that by increasingD0 the difference between the two approaches

will decrease.

In Fig. 7 we consider the phenomenological and the tensorial diffusion coeffi-

cients, (14) and (16), respectively. In the case of prescribed stretching strains the

propagation of the chemical reaction front for tensorial diffusion goes faster, if com-

pared to a constant diffusion coefficient. In the case of compressive strains the prop-

agation is always retarded, but in both cases the difference between approaches is

relatively small and may be neglected.

The difference between the approaches becomes more evident from Fig. 8. For the

cases of stretching as well as for compressive strains the relative difference between

the kinetics of transformed material layer growth with constant diffusion coefficient

and tensor diffusion coefficient (16) does not exceed 6%.

In summary we may conclude that if the displacements or strains are given as

a boundary condition the effect of the stress-affected diffusion on the planar front

kinetics is relatively small and may be neglected.
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Fig. 6 Dependence of relative difference on normalized time t∗ for the block, 𝛾 = 3.6𝛾∗, ̃D0 =
1000D0, displacements are prescribed
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Now we consider the case of prescribed stress. In contrast to the prescription of

displacements the equilibrium concentration and, as a result, the chemical reaction

front velocity depend on the height of the oxidation layer, i.e., the progress of the oxi-

dation. Figure 9 shows the growth of the new material layer for a constant diffusion

coefficient and for various values of externally applied normalized stresses:

𝜎̄1,2 =
E+

1 − 𝜈

2
+
𝜎

0
1,2
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Fig. 9 Dependence of relative thickness 𝜉 on normalized time t∗, 𝛾 = 3.6𝛾∗, stresses are prescribed

Analogously to the case of prescribed strains compression slows down the prop-

agation of the reaction front and tension leads to its acceleration.

A comparison of the chemical reaction front propagation for a constant diffu-

sion coefficient and the phenomenological diffusion coefficient (14) is presented in

Fig. 10. Once more we must conclude that when taking the dependence of the dif-

fusion coefficient on stresses into account the reaction will be retarded. External

compression increases the difference between the approaches but the quantity Dif-

ference is still not large. Additional calculations as in Fig. 6 show that it becomes

even smaller if the diffusion coefficient D0 is increased.
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Fig. 10 Dependence of relative difference on normalized time t∗ for the block, 𝛾 = 3.6𝛾∗, stresses

are prescribed

If the tensorial diffusion coefficient is considered results similar to the case of

fixed displacements are obtained. The characteristics of curves remains analogous

to those of Fig. 8 but the absolute value of the quantity Difference decreases.

4.3 Results for a Spherical Chemical Reaction Front

The dependencies of the equilibrium concentration on the chemical reaction front

position and a detailed investigation of front kinetics in spherically symmetric prob-

lems at constantD0 were presented in [13, 32]. In the present paper we consider only

the influence of stress-dependent diffusion on the velocity of the chemical reaction

front. In other words we compare the solutions of Eqs. (50), (51) and (54).

Let us first consider the phenomenological diffusion coefficient (14). The results

of the comparison of the different approaches for different values of fixed displace-

ment at the body surface are shown in Fig. 11. The situation is analogous to the planar

reaction front propagation: When taking the dependence of the diffusion coefficient

on stresses into account the growth of the transformed layer is in general retarded.

The reason of this retardation are the transformation strains. For fixed boundary

conditions accumulated transformation strains create compressive internal stresses,

which in turn slow down the diffusion process.

Finally, Fig. 12 shows the analogue to Fig. 11 but for stress loading. As before one

can see that the stress-assisted diffusion retards the chemical reaction front propa-

gation. However, the difference between the approaches is slightly smaller in the

case of prescribed stresses than in the case of fixed displacements, since in the for-

mer case the boundaries of the body are not fixed and can expand more freely due

to chemical transformations, with a smaller amount of compressive internal stresses.
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Fig. 11 Dependence of relative difference on normalized time t∗ for the sphere, 𝛾 = 3.6𝛾∗, strains

are prescribed (ū0 = u0∕r0)
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Fig. 12 Dependence of relative difference on normalized time t∗ for the sphere, 𝛾 = 3.6𝛾∗, stresses

are prescribed

Nevertheless, in comparison with Fig. 10 the influence of the stress-assisted diffusion

is more significant even for tensile stresses. Therefore, if one chooses the dependence

of diffusivity on stresses in the form of (14), then for this boundary-value problem

the dependence of the diffusion coefficient on the stresses should eventually be con-

sidered even when obtaining estimated results.

Reaction front kinetics for all three diffusion coefficients and stretching and com-

pressive external displacements are presented in Figs. 13 and 14, respectively. In both

cases the difference between the kinetics of transformed material layer growth with

a constant diffusion coefficient and the tensor diffusion coefficient (16) is less than
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Fig. 14 Dependence of relative thickness 𝜉 on normalized time t∗ for the sphere, 𝛽 = 𝛽∗, 𝛾 = 3.6𝛾∗,

uo = −0.01

the same difference for a constant diffusion coefficient and the empirical diffusion

coefficient (14), especially for stretching (positive displacement). A reason for this

is that the internal stresses appearing due to the transformation strain are rather sig-

nificant especially under compression and have a noticeable effect on the diffusivity,

while strains in the 𝜗 − 𝜑-plane are small at the fixed radial displacement of the

outer surface and only slightly affect on the diffusion coefficient.

The difference between the approaches becomes more evident from Figs. 15 and

16. In the case of stretching as well as of compressive strains the relative difference

between the kinetics of transformed material layer growth with constant diffusion
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Fig. 15 Dependence of relative difference on normalized time t∗ for the sphere, uo = 0.01
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Fig. 16 Dependence of relative difference on normalized time t∗ for the sphere, uo = −0.01

coefficient and tensor diffusion coefficient (16) does not exceed 7%. Therefore, if

the rationally introduced tensor diffusion coefficient (16) is taken into account for

calculations that do not require high accuracy and only estimate the model, one can

neglect the difference and disregard the dependence of the diffusion coefficient on

the mechanical stresses.

The same characteristic for the difference and kinetics behavior holds in case of

prescribed stresses, but in this case the relative difference does not exceed 5% (not

shown here). Hence for this diffusion coefficient one can neglect the difference and

disregard the dependence of the diffusion coefficient on the mechanical stresses with

rather high accuracy.
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5 Summary and Conclusions

In this work we investigated the impact of the stress-driven diffusion on the velocity

of the chemical reaction front propagation. We used the model of a chemical affinity

tensor and also considered the dependence of the diffusion coefficient on mechanical

loads. In addition to considering a phenomenologically motivated stress dependence

of the diffusion coefficient in Eq. (14) the diffusion process was also investigated

based on a rationally formulated model of tensor diffusion, Eq. (16). The kinetics of

the chemical reaction front propagation as a function of the applied external loads

was investigated for two boundary-value problems, a rectangular block in a plane-

stressed state and a body with spherical symmetry. A comparison of the results for

three types of diffusion law was made, one with a constant diffusion coefficient, the

phenomenologically motivated (14) one, and the tensorial, rational based approach

(16) as proposed in this paper.

Based upon the obtained results we may conclude that in the case of the planar

chemical reaction front the dependencies of the diffusion coefficient on the mechan-

ical stresses hardly affect the chemical reaction front propagation. This makes it pos-

sible to neglect the influence of the stresses on the diffusion process and to simplify

further calculations, since the use of a constant diffusion coefficient reduces the num-

ber of necessary model parameters and, accordingly, the number of experiments and

calculations necessary to find these parameters.

In the case of the spherical reaction front, the influence of taking into account the

stress-assisted diffusion strongly depends on the considered diffusion model. The

widely used dependence of the diffusion coefficient on the pressure has a signifi-

cant impact on the kinetics of the chemical reaction front, especially in the case of

prescribed displacements. This happens because an additional deformation of the

chemical transformation occurs as a result of the chemical reaction. Since for spec-

ified (i.e., fixed) displacements at the boundary, the spherical body cannot expand

at all, the transformation strains cause large compressive stresses inside the trans-

formed material, which in turn, significantly decrease the diffusion coefficient and

retard the chemical reaction front propagation.

The proposed tensor diffusion coefficient hardly affects the chemical reaction

front propagation. This happens because in this coefficient a stress component that

acts in the direction of the diffusion flux mildly affects the propagation velocity of the

diffusion flux since it does not deform the solid body skeleton sufficiently to make a

significant change of the distance between the cells of the material and, accordingly,

to change the permeability of the material. Thus, in this case, the difference between

the kinetics is sufficiently small to be neglected.
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Structural Transformations of Material
Under Dynamic Loading

D. A. Indeitsev, B. N. Semenov, D. Yu. Skubov and D. S. Vavilov

Abstract The present paper is devoted to a two-component model of material with
nonlinear interaction force, which describes the dynamics of crystalline lattice
transformation under shock-wave loading. The governing equations are written for
the center of mass displacement and relevant displacement of the components,
which is considered to be an internal degree of freedom, responsible for structural
transformations. Basing on the analogy between the continuum equations and the
corresponding discrete model, we carry out the investigation of the quenching of a
non-stationary wave due to the dissipation of energy into structural conversions and
estimate the duration of this process. The obtained analytical results are confirmed
by the numeric calculations performed by finite difference method.

1 Introduction

At present one of the main tools for studying properties of materials under dynamic
deformation is the shock-wave loading of the samples performed by metal
impactors, accelerated by explosion or gas gun to velocities varying from hundreds
of m/s to several km/s. The scheme of generation and registration of shock waves is
presented in Fig. 1.

In these experiments the particle velocity on the back side of the sample is
measured by the interferometer. A round plate with a thickness of 2–15 mm is
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usually used for this purpose. Its diameter is chosen in such way that the defor-
mation can be considered as uniaxial. A typical time profile of the particle velocity
of a metal sample is depicted in Fig. 2 [1].

It consists of four main sections: the OA curve is an elastic precursor, after which
the plastic front AB begins to develop, then the dependence goes to the plateau BC,
where the velocity remains almost constant, and finally, the unloading front (section
CD) follows. The velocity profile contains the key information about the dynamic
properties of the material. It allows to calculate such important characteristics as the
spall strength [2] and the dynamic yield strength, and to investigate the question of
their dependence on temperature [3, 4]. It is also often used to construct the con-
stitutive equations, to create phenomenological models of deformation and fracture
[5, 6] or, conversely, to compare an experimental data with predictions of a
mathematical model [7].

One of the interesting and promising directions in the mechanics of solids is the
studying of the phase transition of material at high deformation rates, when a
complex rearrangement of the crystal structure occurs in extremely short times not
exceeding several microseconds [8, 9]. With the help of micro structural analysis, it
was established that in a certain range of impactor velocities, propagation of the

Fig. 1 Scheme of generation
and registration of shock
waves

Fig. 2 Typical time profile
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shock wave leads to nucleation of reticulate structures of 0.1–0.3 μm in diameter
that do not disappear after removal of the stress [10]. It was shown that grains with
this structure have a higher hardness than the “pure” material, resulting in
increasing of the spall strength. At the macro level, the process of structure for-
mation is revealed through energy losses, which can be observed experimentally.
The point is that in case of their absence when the wave impedances of the impactor
and the target are equal, the particle velocity is two times less than the velocity of
the impactor. On the other hand, it is well known that the doubling of the particle
velocity takes place on the free surface. Thus, in the ideal case Uimp = Ufs. This
ratio is satisfied up to a certain critical value of the impact velocity, however, with
its further increase, it is violated and a so-called velocity defect is formed
Udef =Uimp −Ufs (Fig. 3). Its appearance is caused by the existence of the energy
threshold of the structural instability of the crystal lattice [1].

It turns out that in a certain range of impacts, a significant part of the energy is
spent on the transformation of the internal structure. This process is usually
accompanied by rapid oscillations on the plastic front (Fig. 4), which appear
immediately after the propagation of an elastic precursor.

Their duration doesn’t exceed 0.15–0.3 μs. They indicate that the transformation
of the structure is a complex dynamic process involving several scale levels [11].
Note that this result was obtained for a wide class of metallic materials. It indicates
the necessity of creating models which take into account the transition of material to
a new state.

Fig. 3 Velocity defect on the
time profile
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2 Two-Component Model

Consider a two-component medium [12] consisting of two almost similar lattices,
connected by nonlinear interaction force. Suppose that its analytical expression
contains two terms

R=R1ðu1 − u2Þ+R2ðu1̇ − u2̇Þ ð2:1Þ

The first one is determined by nonlinear elastic force and the second one
describes the dissipation. Here ukðk=1, 2Þ denotes the displacement of each
component. Defining the unknown functions R1 and R2, we should consider the
possibility of internal transformations. It means, that nonlinear force is obliged to
have several equilibrium positions. Besides that, it should take into account the
periodicity of crystalline structure. Then one of the simplest variants for function is

R=K sin λz+ νz ̇, ð2:2Þ

where K defines its maximum value and ν characterizes dissipation. The parameter
λ= 2π

d is inversely proportional to the period of the lattice d. The role of internal
degree of freedom is performed by the relative displacement of the components
z= u1 − u2, while the center of mass displacement U = ρ10u1 + ρ20u2

ρ10 + ρ20
[13] is considered

to be a measurable macro-parameter. If Hooke’s law σk =Ek
∂uk
∂x ðk=1, 2Þ is valid,

then after introducing dimensionless variables x ̃= xω
c1
, t =̃ωt, U ̃=Uλ, z ̃= zλ,

σ ̃= c1λσ
ω*ðE1 +E2Þ , ν ̃=

νω*

Kλ , where ω* = c1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1− χδÞKλ
ð1− χÞE1

q
and σ = σ1 + σ2, one can write

governing equations in 1D case as

Fig. 4 Oscillations on the
plastic front
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∂
2eU
∂x ̃2 − 1

c2u
∂
2eU
∂t ̃2

= α ∂
2z ̃
∂x ̃2

∂
2z ̃
∂x2̃ −

1
c2z

∂
2 z̃

∂t ̃2
= sin z ̃+ ν̃z ̃̇+ δ ∂

2eU
∂t ̃2

. ð2:3Þ

Here the following notation is used: c2u =
ð1− χδÞ
1− δ , c2z =

1
1− χδ , α=

ð1− χÞχδ
1− χδ . The

sound velocity of the first component is signified as c1 =
ffiffiffiffi
E1
ρ1

q
, the coefficient

χ = ρ1
ρ1 + ρ2

denotes its mass fraction and the small parameter δ=1− c21
c22
characterizes

the difference in physical properties of the lattices. Further, for example, we assume
that χ =1 ̸2 and δ=0.1. Equation (2.3) with zero initial conditions are considered
in the semi-finite region 0 ≤ x ̃ <∞. The stress on the boundary x ̃=0 is given in the
form of the short rectangular pulse σ ĩmpðtÞ̃= σ0̃ HðtÞ̃−Hðt −̃ t0̃Þð Þ of t0̃ duration.
Here HðtÞ̃ is the unit step function. If we suppose that the stress on the boundary is
distributed proportionally to the density of the components, then the boundary
conditions for Eq. (2.3) have the form

∂eU
∂x ̃

���
x ̃=0

= σ ̃impðtÞ̃ 1+ χð1− χÞδ2
1− δ

� �
∂z̃
∂x ̃

��
x̃=0 =

σ ̃impðtÞ̃δ
1− δ

. ð2:4Þ

The standard type of boundary conditions is applied at infinity: U ̃��
ξ→∞ =0,

z ̃jξ→∞ =0. Neglecting the terms of order δ, it is possible to present the initial
boundary value problem as

∂
2eU
∂x̃2 − ∂

2eU
∂t2̃

= δ
4
∂
2z ̃
∂x2̃

∂
2z ̃
∂x ̃2 −

∂
2 z̃
∂t2̃

= sin z ̃+ νz ̃̇+ δ ∂
2eU
∂t2̃

∂eU
∂x̃

���
x ̃=0

= σ ̃impðtÞ̃
∂z ̃
∂x

�̃�
x ̃=0 = σ ̃impðtÞ̃δ

. ð2:5Þ

The graph of dispersions curves for system (2.5), described by the equation

ω4 −ω2 2k2 + 1
� �

+ k4 + k2 = 0, ð2:6Þ

where k is the wave number and ω signifies the frequency, is depicted in Fig. 5.
It consists of two branches. The lower one corresponds to the center of mass

displacement, and the upper one—to the relative motion. Its dynamics is described
with the second equation of system (2.3). It is represented by the nonlinear
Klein-Gordon equation complemented by additional term, which expresses the
influence of inertia forces. This equation plays an important role in the theory of
nonlinear waves, since it is very often used in different types of applications [14, 15],
such as physics of dislocations, simulation of seismic phenomena, the description of
Josephson junctions and etc. The exact solution for Eq. (2.5) can be easily obtained

Structural Transformations of Material … 189



for stationary waves of soliton type, but here we deal with the Cauchy problem and,
therefore, it seems reasonable to think about applying numeric methods. However, a
considerable difficulty exists in defining the values of parameters for numeric
solution and providing the estimation of time required for the system to reach the
desired state. In this regard, there is an urgent necessity for the approximate ana-
lytical expressions, allowing at least qualitatively to predict dynamics of the model
and to separate the physical phenomena from the effects brought by applying
numerical integration.

3 Discrete Model

For describing structural transformations we suggest to apply the method of vari-
able interval [16]. This method is similar to Galerkin procedure, but in contrast to
the traditional approach the length of the interval, where the expansion is carried
out, is unknown function of time. For hyperbolic equations this function coincides
with the region covered by wave perturbation. The method of variable interval turns
out to be productive for construction of approximate solutions of non stationary
problems. Finally, a continuous problem is reduced to the ordinary equations
describing dynamics of a single element from the rheological model of material. For
one-component medium this element is represented by a spring pendulum, whereas
in the present case it is the nonlinear system of the coupled oscillators (Fig. 6) with
close natural frequencies.

Fig. 5 Dispersion curves
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If their masses are equal, their behavior is described with the following system of
equations:

x ̈+ x= δz
4

z ̈+ nż+ z+ κ sin z= δx
. ð3:1Þ

The center of mass displacement x= 1
2 ðx1 + x2Þ and the relative displacement

z= x1 − x2 are introduced analogously to Eq. (2.3). Differentiating in (5) is per-

formed by the dimensionless time τ=ω1t, where ω1 =
ffiffiffiffi
G1
m1

q
is one of the partial

frequencies. Small parameter δ= ω2
2 −ω2

1
ω2
1

is equal to their relative difference. The

coefficient κ describes the nonlinear interaction between the masses. Subsequently,
it is assumed that it is equal to the minimum value ðκ=1Þ, providing non-convexity
for potential energy of z. Initial velocity V0 is given in order to disturb the system
from equilibrium position. If V0 is small, there is no interaction between two
degrees freedom. But when it exceeds the critical value, the dynamics of the system
changes dramatically. The oscillations of x, obtained by numerical integration at
n=0.022 are depicted in Fig. 2 by dashed line.

The specific feature of the process for sufficiently large value of V0 is the time
point separating two different regimes. Note that the amplitude of oscillations at the
second one is reduced in comparison with initial value. In order to obtain an
analytical expression demonstrating this effect, let us suppose that the process of
switching happens immediately at the point τ*. Then the nonlinear term in Eq. (3.1)
can be written as κ0 sin zδ0ðτ− τ*Þ, where δ0ðτÞ signifies delta function. The
parameters τ* and κ0 are found by means of Laplace transform. Under the accepted
assumptions the solution of system (3.1) in the image space has the form

Fig. 6 Coupled oscillators
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xLðpÞ= ðp2 + 1ÞV0 − δ ̸4 κ0 sin zðτ*Þe− pτ*

ðp2 + 1Þ2 − δ2 ̸4

zLðpÞ= V0δ− ðp2 + 1Þκ0 sin zðτ*Þe− pτ*

ðp2 + 1Þ2 − δ2 ̸4

ð3:2Þ

To switch the regime of oscillations we should leave only one of the natural
frequencies. Such situation is possible if one of the poles of the function xLðpÞ
coincides with the root of the numerator. This requirement leads to the following
expressions for unknown parameters:

τ* =
πk

1− ε ̸4
ð3:3Þ

κ0 sin zðτ*Þ= ð− 1Þk+12V0, ð3:4Þ

where k is integer. Its value can be determined from energy balance, if we equate
the work of the friction forces on the time interval ½0, τ*� to the energy jump at τ* in
the problem with delta function. With the selected values of parameters k=27. The
analytical solution obtained by taking the inverse Laplace transform is presented in
Fig. 7. by solid line. It correlates well with the result of numeric integration.

Fig. 7 Center of mass oscillations
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4 Continuous Model

After the process of energy transition was demonstrated in the oscillator, it is quite
reasonable to expect the same effect in continuous model. However, talking about
continuum immediately raises a number of additional issues. The first and foremost
is the determination of the distance, at which the structural transformation takes
place. The evaluation of this parameter is a problem of great importance both for
experiment and numeric simulation. Let us apply the method of variable interval for

Eq. (2.5), seeking their solution as eU = ∑N
n=1 QnðtÞ̃ cos πð2n+1Þx ̃

2l Hðl− x ̃Þ, z ̃= ∑N
n=1

qnðtÞ̃ cos πð2n+1Þx ̃
2l Hðl− x ̃Þ . After multiplying them by the form and integrating

between 0 and l= t ̃we obtain the system of equations for the functions QðtÞ and
qðtÞ

Q̈+Ω2Q= Ω2δq
4 − 2σimpðtÞ̃

lm2

q ̈+ νq ̇+Ω2q+2J1ðqÞ= − δQ̈− 2σimpδ
l

, ð4:1Þ

where Ω= πð2n+1Þ
2l is the frequency of the corresponding form. Here J1ðqÞ denotes

Bessel function of the first kind. After excluding Q̈ from the second equation and
introducing dimensionless time τ=Ωt the system (4.1) can be written as

Q ̈+Q= δq
4 − 2σimpðτ ̸ΩÞ

Ω2lm2

q ̈+ ν
Ω q ̇+ q+ 2

Ω2 J1ðqÞ= δQ
. ð4:2Þ

These equations resemble the equations of the discrete model. Therefore, all the
transformations that were carried out with Eq. (3.1) are applicable to system (4.2).
Using instead of external loading delta function δ0ðtÞ in the right part of the first
equation, we obtain:

Q ̈+Q= δq
4 − 2σimpðτ ̸ΩÞ

Ω2lm2

q ̈+ ν
Ω q ̇+ q+ 2

Ω2 J1ðqÞ= δQ
. ð4:3Þ

The parameter τ* in the discrete model has been found by using condition (3.3)
of leaving only one natural frequency in the system of coupled oscillators. This
condition for Eq. (4.3) is preserved, where as the analogue of expression (3.4) has
the form

−
2σ0
l

=
ð− 1ÞkJ1ðqðτ*ÞÞ

Ω
, k=1, 2, . . . ð4:4Þ

Here the role of parameter that determine the magnitude of momentum, required
for switching the system form one regime to another, is carried out by the distance
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at which the structural transformation starts. It follows from relation (4.4) that this
distance can be estimated by

l* = τ*

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

ð− 1Þk
sin δτ*

4 cos τ*

s
ð4:5Þ

Substituting δ=0.1, k = 27 one can find, that l* ≈ 127. The obtained result is
confirmed by numeric calculation performed by finite difference method. The strain
distribution, demonstrating the reduction of initial pulse is depicted in Fig. 8. The
transition of the relevant displacement to the new equilibrium, which is treated in
the model as a structural transformation, is demonstrated in Fig. 9.

Fig. 8 Strain distribution

Fig. 9 Distribution of the
relevant displacement
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5 Conclusion

The present paper is devoted to investigation of structural transformations in solids
under mechanical impact. The consideration is based on two-component model
with nonlinear interaction force, which takes into account a periodic structure of the
lattice. On macro-level this process is revealed through energy transfer to internal
degree of freedom, which is represented by the relative displacement of the com-
ponents. The investigation of the problem is performed by reducing the equations of
continuous medium to dynamics of the single element from its rheological model.
Such approach allows to estimate the duration of structural transformations and to
demonstrate the quenching of non-stationary wave due to latent degrees of freedom.
Also it is shown that the relative displacement takes another equilibrium position,
corresponding to a new state of material.
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One-Dimensional Heat Conduction
and Entropy Production

A. M. Krivtsov, A. A. Sokolov, W. H. Müller and A. B. Freidin

Abstract This review paper analyzes the entropy concept and the second law of

thermodynamics in the context of one-dimensional media. For simplicity, only ther-

mal processes are taken into account and mechanical motions are neglected. The

relation between entropy and temperature and the constraints on the direction of

the heat flux are discussed. A comparison with the approach of P. A. Zhilin and

the approach based on statistical mechanics is presented. The obtained conclusions

are applied to three models: classical, hyperbolic and ballistic heat conduction. It is

shown that the concept according to which heat flows from hot to cold is consis-

tent only with the classical model. The peculiarities of the entropy definition and the

second law of thermodynamics formulation for non-classical systems are discussed.
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1 Introduction

The concept of entropy is one of the most ambiguous in connection with the descrip-

tion of thermal processes. The reason for this is that there is no unique approach

for analysis of non-equilibrium thermal processes. Therefore in this work we ana-

lyze thermal processes by using one of the simplest models: a homogeneous one-

dimensional medium without mechanical motions. In this case, the equation of the

energy balance can be written in the form

𝜌U̇ = −h′, (1)

where 𝜌 is the density, U is the (specific) internal (in the present case purely thermal)

energy, h is the heat flux, the dot and the prime denote the time and spatial deriva-

tives, respectively. In our case the thermal energy depends only on temperature T ,

thus

U̇ = cVṪ , (2)

where cV is the specific heat capacity at constant volume. If the temperature devi-

ations are small, then the heat capacity can be treated as a constant. The relation

between the heat flux and the temperature is usually described by Fourier’s law

[1, 2]:

h = −𝜅T ′ ⇒ Ṫ = 𝛽T ′′
(3)

As a result, we obtain the classical heat conduction equation, where 𝜅 is the thermal

conductivity coefficient and 𝛽 = 𝜅∕(𝜌cV ) is the thermal diffusivity coefficient. The

equation is obtained by substituting Fourier’s law together with relation (2) into the

energy balance equation (1). The heat equation (3) describes the diffusive propaga-

tion of heat. It is widely used, but it has a number of drawbacks, such as an absence

of a thermal front and an infinite speed of a signal propagation. This problem can be

avoided by modification of Fourier’s law, which leads to the equation of hyperbolic

heat conduction (Maxwell, Cattaneo, Veronotte, Lykov) [3, 4]

ḣ + 1
𝜏
h = −𝜅

𝜏
T ′ ⇒ T̈ + 1

𝜏
Ṫ = 𝛽

𝜏
T ′′

. (4)

However, in this equation, another problem arises. It is difficult to provide an accurate

physical interpretation and calculation of the relaxation time 𝜏. Another alternative

to Fourier’s law leads to the equation of ballistic heat propagation [5]:

ḣ + 1
t
h = −𝜌cVc2T ′ ⇒ T̈ + 1

t
Ṫ = c2T ′′

, (5)

where the constant c is the speed of sound in the media. Equation (5) contains the

variable physical time t instead of the constant relaxation time 𝜏. The ballistic heat

equation (5) describes the evolution of an instantaneous thermal perturbation at t = 0
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in the most simple model of a one-dimensional harmonic crystal. Such a perturbation

can be realized by an ultrafast laser heating [6].

Fourier’s law (3) represents the intuitive idea that the heat must flow from hot

to cold. Equations (4) and (5) allow for the reverse situation—when the heat flows

from cold to hot. The reason for this is that these equations have inertial terms (due

to the term T̈). In inertial processes, the direction of the media’s reaction does not

necessarily coincide with the direction of the external perturbation. However, in this

case a serious question arises: does this behavior of the system contradict the second

law of thermodynamics? This question is analyzed in the current work.

2 The Simplest Thermodynamics of a One-Dimensional
Medium

2.1 Energy Balance Equations

Let us consider the simplest theory for a one-dimensional continuous medium. We

only consider the process of heat propagation, neglecting mechanical motions. In

this case, the energy balance equation for a certain material volume can be written

in the form:

̇U = Q, (6)

where U is the internal energy of the considered volume, Q is the rate of heat supply

to the system, the dot denotes the time derivative. These quantities can be written in

the form:

U = ∫V
𝜌U dV , Q = −∫

𝛤

𝜈h d𝛤 + ∫V
𝜌r dV , (7)

where 𝜌 is the density (related to the number of particles per unit volume or length),

U is the specific energy (per particle), h is the heat flux, r is the volumetric heat

supply, V is the one-dimensional volume (length) of the media, 𝛤 is the boundary,

𝜈 = ±1 is the one-dimensional normal (the direction indication coefficient).

Since there are no mechanical motions, the volume V does not change and the

density 𝜌 is constant. For the one-dimensional crystal it is fulfilled that 𝜌 = 1∕a,

where a is the initial distance between neighboring particles. Following [7] notations

V , 𝛤 and 𝜈 are used that are analogues of the corresponding quantities for a three-

dimensional continuous medium. For a one-dimensional medium the volume V is

some interval of the spatial coordinate x ∈ [x1, x2], the boundary 𝛤 are the points x1
and x2. The coefficient 𝜈 has the values 𝜈 = −1 for x = x1 and 𝜈 = +1 for x = x2 and

is an analogue of the normal vector of the three-dimensional case. Thus, the integrals

used in (7) can be written in the form
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∫V
f dV = d∫

x2

x1
f (x) dx , ∫

𝛤

𝜈f d𝛤 = f (x)||
|

x2

x1
= ∫

x2

x1
f ′(x) dx. (8)

Here the volume integration is replaced by the boundary integration. This replace-

ment is an analogue of the Gauss-Ostrogradsky formula but for the one-dimensional

case. Substitution of the quantities (7) to the balance equation (6) with the use of (8)

after contracting the domain of integration into a point (x1 → x2) yields the differen-

tial form for the energy balance equation:

𝜌U̇ = −h′ + 𝜌r, (9)

where the prime denotes the derivative with respect to the spatial coordinate x.

2.2 Entropy and the Second Law of Thermodynamics

Entropy is introduced as an additive function of volume:

S = ∫V
𝜌S dV , (10)

where S is the specific entropy (per particle). The rate of entropy change has two

components:

̇S = ̇S i + ̇S e
, (11)

where the index i denotes the entropy production due to internal processes in the

system, and the index e is related to the change of entropy due to the heat transfer

across the boundary. The second term in (11) is defined by the relation

̇S e = −∫
𝛤

𝜈
h
T
d𝛤 + ∫V

𝜌
r
T
dV , (12)

where T is the temperature. Formula (12) is based on the principle that an elementary

increment of the entropy caused by an external heat supply is equal to an elemen-

tary heat transfer to the system divided by the temperature at the considered point:

𝛿Se = 𝛿Q∕T . For the entropy production due to internal processes in the system there

is no analogous definition. The following inequality for the entropy production is

postulated instead:

̇S i ≥ 0, (13)

which is one of the forms of the second law of thermodynamics.
Inequality (13) can also be formulated as [8]:

̇S ≥ ̇S e
. (14)



One-Dimensional Heat Conduction and Entropy Production 201

According to [8], this relation is the Clausius-Duhem inequality. Its formulation

reads [8]: The rate of change of the entropy of a material body is not less than the

rate of entropy supplied to this body from the outside.
1

Obviously, this formulation

is equivalent to formulation (13): the internal production of entropy is non-negative.

The formulation (13) is shorter and contains only one concept, so it may be preferable

from a methodical point of view.

Substitution of the relations (10)–(12) into the inequalities (13) and (14) with the

use of (8) yields

̇S i = ∫V

(

𝜌Ṡ +
( h
T

)′
− 𝜌

r
T

)

dV ≥ 0. (15)

Since the volume is arbitrary, we obtain the local form of the Clausius-Duhem

inequality:

𝜌Ṡ +
( h
T

)′
− 𝜌

r
T

≥ 0 ⟺ 𝜌TṠ + h′ − 𝜌r − hT ′

T
≥ 0. (16)

2.3 Dissipative Inequality

By using the energy balance equation (9), we transform the inequality (16) to

𝜌(TṠ − U̇) − hT ′

T
≥ 0. (17)

This inequality can be written in the form of the universal dissipative inequality [8]:

𝛷 − hT ′

T
≥ 0, (18)

where

𝛷
def

=𝜌(TṠ − U̇) = −𝜌(SṪ + 𝛹̇ ) (19)

is called dissipative function. The second form of expression (19) contains the

(Helmholtz) free energy 𝛹 :

𝛹
def

=U − TS. (20)

1
Literally it is said in [8]: “the rate of change of internal entropy. . . ”. However, the word “internal”

is used only as an antithesis to entropy coming from outside. Therefore, this notation of “internal

entropy” is equivalent to the notation of “entropy” used in the current work. Moreover, one cannot

divide the entropy into internal and external. Entropy supply is different—it can be associated with a

transfer from outside or with an internal processes. After entropy has entered the system, it “mixes,”

and it is impossible to divide it into internal and external.
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The free energy is widely used in continuum mechanics [8], but in this paper we

use the internal energy U, since it enables a clearer physical interpretation in context

with the considered problem. Let us consider the universal dissipative inequality

(18). It contains the dissipative function 𝛷 and the term hT ′∕T . When mechanical

motions are also taken into account, the dissipative function contains one more term,

describing the dissipation of the mechanical energy. The second term characterizes

the relation between the direction of the heat flux and the temperature gradient. As

it will be shown later, in our case the inequality (18) splits in two relations:

𝛷 = 0 , hT ′ ≤ 0. (21)

The first of them demonstrates the absence of dissipation in the system. The second

one is the the so-called Fourier’s inequality [8]. According to Fourier’s inequality
[8] the direction of the heat flux is opposite to the temperature gradient.

2.4 Constitutive Equation

Let the internal energy be a function of the entropy. Then we have:

U = U(S) ⇒ U̇ = dU
dS

Ṡ. (22)

Substituting of this expression to inequality (17) yields

𝜌

(

T − dU
dS

)

Ṡ − hT ′

T
≥ 0. (23)

Assuming that T and U do not depend on Ṡ, and that Ṡ can take arbitrary values,
2

we

obtain from (23):

T = dU
dS

, hT ′ ≤ 0. (24)

The first expression gives the relation between the internal energy, entropy and tem-

perature, the second inequality (Fourier’s inequality) means that heat flows in the

direction opposite to the temperature gradient (from hot to cold).

Let us suppose that the temperature deviations are small so that the heat capacity

can assumed to be a constant. Postulating further that the internal energy is a function

of temperature, we obtain:

dU = cVdT , (25)

2
Due to external heat supply (12) any value for quantity Ṡ can be realized.
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where cV is a constant: the heat capacity of the medium at a constant volume.
3

Fur-

thermore we will show later in (43) that in the case of a harmonic crystal cV ≡ kB.

Substituting (25) into (24), we obtain that:

T = cV
dT
dS

⇒ Ṡ = cV
Ṫ
T

⇒ S = S0 + cV ln
(

T
T0

)

, (26)

where S0 and T0 are the initial values of the corresponding quantities in the given

spatial point.

Using that T − T0 ≪ T0 and the third equation from (26), we obtain the approxi-

mate formula

S ≈ S0 + cV
T − T0
T0

. (27)

Note that (26) formally contradicts the third law of thermodynamics [8], which

claims that as the absolute temperature tends to zero the entropy should also tend to

zero. In our case it is not fulfilled. The reason for this contradiction is that only small

deviations of the temperature are considered, so that the heat capacity is treated as

a constant. In the general case the heat capacity will tend to zero as the temperature

decreases, which allows to fulfill the third law of thermodynamics. However, the

specific heat capacity of a harmonic crystal is constant at all temperatures, so this

question requires additional analysis.

Let us now consider the second consequence of the second law of thermodynam-

ics, Fourier’s inequality: hT ′ ≤ 0. If Fourier’s law (3) is fulfilled we have

h = −𝜅T ′ ⇒ hT ′ = − 1
𝜅
h2 ≤ 0. (28)

Thus, to fulfill the second law of thermodynamics the thermal conductivity should

be nonnegative. However, for the hyperbolic and for the ballistic heat conduction,

Eqs. (4) and (5), respectively, we obtain

ḣ + 1
𝜏
h = −𝜅

𝜏
T ′ ⇒ hT ′ = − 1

𝜅

(

h2 + 𝜏

2
(

h2
)
̇

)

; (29)

ḣ + 1
t
h = −𝜌 cVc2 T ′ ⇒ hT ′ = − 1

𝜌 cVc2
(

h2 + t
2
(

h2
)
̇

)

. (30)

In both cases, Fourier’s inequality will be satisfied if the absolute value of the heat

flux increases. If, however, the absolute value of the heat flux decreases rapidly

enough, then the inequality can be violated, and, consequently, heat can flow in the

opposite direction: from cold to hot. Thus, the formulation of the second law of

thermodynamics in the form presented above is not valid for the hyperbolic and the

ballistic heat conduction.

3
Since there are no mechanical motions, the volume remains unchanged.
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2.5 Modification of the Constitutive Equation

The relations (29) and (30) show that Fourier’s inequality can be violated for the

hyperbolic and ballistic heat conduction. Does this mean a violation of the second

law of thermodynamics? Non-equilibrium thermodynamics has possible solutions

for this contradiction. Following [9, 10] it can be accepted that the entropy is a func-

tion of the internal energy and the heat flux:

S = S(U, h2) ⇒ Ṡ = 𝜕S
𝜕U

U̇ + 2 𝜕S
𝜕h2

ḣh. (31)

Here h2 is used since the entropy does not depend on the heat flux direction (accord-

ing to the principal of material objectivity). Substituting this relation to the inequal-

ity (17) we obtain the following form of the Clausius-Duhem inequality:

𝜌

(

T 𝜕S
𝜕U

− 1
)

U̇ + h
(

2𝜌T 𝜕S
𝜕h2

ḣ − T ′

T

)

≥ 0. (32)

Applying the approach used in derivation of (24) and assuming that S and T are

independent of U̇, one obtains

𝜕S
𝜕U

= 1
T
, h

(

2𝜌T2 𝜕S
𝜕h2

ḣ − T ′
) ≥ 0. (33)

In accordance with (33), the following constitutive equation for the heat flux can be

formulated based on a linear thermodynamic approach:

h = 𝜅

(

2𝜌T2 𝜕S
𝜕h2

ḣ − T ′
)

. (34)

Following [9, 10] let us assume that

𝜕S
𝜕h2

= − 𝜏

2𝜅𝜌T2 , (35)

where 𝜏 is the relaxation time. Then (34) yields the differential relation between the

heat flux and the temperature:

ḣ + 1
𝜏
h = −𝜅

𝜏
T ′
, (36)

which corresponds to the equation of hyperbolic heat conduction. Substitution of (35)

and the first equality from (33) to (31) gives the following equation for the entropy:

Ṡ(U, h) = 1
T
U̇ − 𝜏

𝜅𝜌T2 ḣh. (37)
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Thus, the second law of thermodynamics (13) and its consequence—the Clausius-

Duhem inequality in the form (16)—were used. Then two assumptions were made:

(1) the entropy is a function of the internal energy and the heat flux, (2) relation (35),

the form of which was chosen to satisfy the hyperbolic heat equation. This allows

to obtain the equation of hyperbolic heat conduction (36) in consistence with the

second law of thermodynamics (13).

3 The Approach of P. A. Zhilin

Let us represent the approach of Pavel A. Zhilin [11] to the definition of the entropy in

the context of the considered problem. The proposed interpretation of P. A. Zhilin’s

approach is a personal interpretation of one of the authors of this work

(A. M. Krivtsov) and it may differ from other interpretations. Let us consider the

energy balance equation (9)

𝜌U̇ = −h′ + 𝜌r. (38)

The peculiarity of P. A. Zhilin’s approach is that in the general case the arguments of

the internal energy are not specified a priori. Instead they should be determined from

the energy balance equation. However, this primarily concerns the tensor parameters

of state corresponding to the mechanical motion: it is difficult to choose an appro-

priate form of these parameters without the energy balance equation analysis. In the

considered case the mechanical motion is absent, and there is the only one scalar

state parameter. Therefore it should be assumed that the internal energy is a function

of specific entropy S, then

U = U(S) ⇒ U̇ = TṠ , T
def

= dU
dS

. (39)

The entropy characterizes the dependence of the internal energy on the ignored

degrees of freedom. Temperature is introduced as a coefficient at the entropy time-

derivative in the representation of the internal energy time-derivative. Temperature

characterizes the energy of the motion via the ignored degrees of freedom. The

entropy is the parameter conjugate to the temperature. The temperature is consid-

ered as a measurable parameter and the entropy is not. Measurability necessitates

the existence of a device (e.g., a thermometer), allowing to measure the considered

physical quantity directly.

Thus relation (39)

T = dU
dS

(40)

is a consequence of two statements (a) internal energy depends on entropy, (b) tem-

perature is the coefficient at the entropy time-derivative. This is the important differ-

ence between P. A. Zhilin’s approach and the approaches considered in the previous
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sections, where the relation (40) is a consequence of the second law of thermody-

namics.

In the approach of P. A. Zhilin the second law of thermodynamics is not consid-

ered as a general law of nature. It is replaced by a number of particular laws. The

following inequalities are used:

𝛷 ≥ 0 , hT ′ ≤ 0. (41)

The first inequality (the dissipative function is not negative)
4

means that dissipation

always leads to a loss of energy. The second inequality is Fourier’s inequality, which

represents the experimental fact that the heat always flows from hot to cold—the
zeroth law of thermodynamics.5 In the approach presented above, two inequalities

are combined in one (18)

𝛷 − hT ′

T
≥ 0, (42)

—the universal dissipative inequality [8], which represents the second law of ther-

modynamics in the form of Clausius-Duhem.

It is obvious that inequality (42) is a consequence of the inequalities (41), but the

reverse is not true. In Ref. [11] the inequality (42) is said to be too weak for practical

applications. If we demand that the inequality (41) is the basic assumption, then we

need to prove that there are cases when (42) is fulfilled and (41) is not. If this cannot

be shown, then the fundamental nature of the universal dissipative inequality (41)

may be in doubt.

In the considered problem the mechanical motion is absent and consequently

𝛷 ≡ 0 and the both approaches lead to Fourier’s inequality. This inequality, as it

was shown above, is not fulfilled for the systems where the heat propagation is iner-

tial. Resolving this contradiction will be different for each approach. From the point

of view of P. A. Zhilin’s approach, nothing crucial happens if Fourier’s inequality is

not fulfilled. From this point of view that it is a particular law, its non-fullfillment

does not affect any further derivations. Fourier’s inequality can be replaced by some

other inequality, and maybe even discarded. From the point of view of the approaches

based on the second law of thermodynamics, the situation is more complicated. The

violation of Fourier’s inequality requires modification of the derivation of the uni-

versal dissipative inequality. This modification can be obtained either by changing

the formulation of the second law, or by introducing additional state variables.

4
This inequality is sometimes called the Planck inequality or the Clausius-Planck inequality, how-

ever, in monograph [11] these terms are not used.

5
In monograph [11] the term “Fourier’s inequality” is not mentioned, instead the term “zeroth law

of thermodynamics” is used.
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4 Harmonic Crystal

Simple lattice models provide an attractive playground to investigate thermomechan-

ical processes at the microscale [2, 5, 12, 13]. Let us consider the application of the

equations obtained above for the model of a one-dimensional harmonic crystal. By

considering this model it is possible to derive equations which describe the distribu-

tion of heat (5) from the dynamic equations of the lattice [5]. The derivation of these

equations does not require the concept of entropy and the second law of thermody-

namics. However, this model can be used for testing thermodynamical concepts in

the case of nonequilibrium processes.

4.1 Kinetic Temperature

The heat motions in a harmonic crystal are the chaotic oscillations of atoms near

their equilibrium positions. The internal energy is the mechanical energy of these

oscillations, which can be divided into kinetic and potential parts. The following

equations holds:

U = K +𝛱 , 𝛱 = K = d
2
kBT , d = 1 ⇒ U = kBT . (43)

The potential and kinetic energies, 𝛱 and K, are equal because: (1) the crystal is

harmonic [14], and (2) the process of heat propagation is much slower than the pro-

cess of energy equalization [15]. Therefore the potential and kinetic energies satisfy

the conditions of the virial theorem [16], according to which in a sufficiently long

time for a harmonic system these energies should became equal. The relation (43)

between the kinetic energy and the temperature is valid because we consider the
kinetic temperature of the crystal. Comparing relations (43) and (25) we see that the

heat capacity for the harmonic crystal is equal to Boltzmann’s constant: cV = kB. Let

us note that expression (25) was obtained under the assumption that the temperature

has small deviations comparing to it’s absolute value. For the harmonic crystal these

conditions are not obligatory: there is an explicit relation between the internal energy

and the temperature. Therefore, for the harmonic crystal expression (43) has a wider

range of applicability than expression (25) for an arbitrary medium.

Substitution of relation (43) between the internal energy and the temperature into

Eq. (9) and inequality (17) gives

𝜌kBṪ = −h′ + 𝜌r , 𝜌TṠ − 𝜌kBṪ − hT ′

T
≥ 0. (44)

By using the constitutive equations for h and r the first expression yields a closed

equation for the heat propagation. In particular, expression (5) for the heat flux in
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the harmonic crystal in the absence of volumetric heat input (r = 0) [5] results in the

equation of the ballistic heat conduction (5):

T̈ + 1
t
Ṫ = c2T ′′

. (45)

The inequality in (44) allows to derive an entropy formula in a way similar to (26).

It is sufficient to assume that the entropy is a function of the temperature S = S(T).
Then the inequality from (44) takes the form

𝜌

(

T dS
dT

− kB
)

Ṫ − hT ′

T
≥ 0. (46)

Since Ṫ is arbitrary we obtain

T dS
dT

= kB , hT ′ ≤ 0. (47)

Exactly the same result is obtained if we assume that the temperature is a function of

the entropy: T = T(S). The first expression in (47) gives the relation between entropy

and the temperature which was considered above. In the case of the harmonic crystal

it takes the form

S = S0 + kB ln
(

T
T0

)

, (48)

where S0 and T0 are the initial values of temperature and entropy at a given point in

space. Thus, we obtain an explicit relation between temperature and the entropy for

each point of the media. The second relation from (47) is Fourier’s inequality. In the

next section it will be shown that this inequality can be violated for the harmonic

crystal. If we limit our consideration to small deviations of temperature T from its

initial value T0 then an approximate formula similar to (27) can be obtained:

S ≈ S0 + kB
T − T0
T0

. (49)

In the case considered above, both the logarithmic and the linear equations, (26) and

(27), respectively, are approximate. For the harmonic crystal, however, the logarith-

mic dependence (48) is exact, while the linear relation (49) is valid only for small

temperature deviations.

4.2 Direction of the Heat Flux

From the thermodynamic analysis presented above it follows that for a harmonic

crystal Fourier’s inequality should be fulfilled:
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hT ′ ≤ 0. (50)

This means that the direction of the heat flux should be opposite to the tempera-

ture gradient. In other words, the heat should flow from hot to cold. However, for a

harmonic crystal this condition can either be satisfied or not, depending on the con-

sidered initial problem. In [5] it was shown that in the case of instantaneous thermal

perturbation the heat propagation in the harmonic crystal is described by equation

ḣ + 1
t
h = −kB𝜌c2 T ′

. (51)

Then we have

hT ′ = − 1
kB𝜌c2

(

h2 + t
2
(

h2
)
̇

)

. (52)

From this formula, as well as from formula (30), it follows that for a sufficiently

fast decrease of the heat flux Fourier’s inequality may be violated. This happens due

to the inertial nature of the heat propagation in harmonic crystals, for example, if

we solve the ballistic heat equation for a localized temperature distribution (e.g., a

rectangular one) [17].

4.3 Entropy for the Harmonic Crystal

For a harmonic crystal the propagation of heat is ballistic—the heat flux can be rep-

resented as a superposition of harmonic waves. In addition, the equation of the bal-

listic heat conduction (45) can be interpreted as reversible in the following sense: it

is invariant with respect to replacement of t by −t. Let us show, however, that the

entropy in the harmonic crystal is not constant. The first of the inequalities shown

in Eq. (16) takes the following form in the case of constant entropy (Ṡ = 0) and zero

volumetric heat supply (r = 0)
( h
T

)′ ≥ 0. (53)

This means that the ratio h∕T is not decreasing with x. But this is in contradiction

with the problem symmetry: both positive and negative directions of x axis are equiv-

alent from the symmetry point of view.

Let us show the violation of the inequality (53) in a particular case, a sinusoidal

initial temperature field, T0(x) = A sin 𝜅x + B, where A and B are positive constants

with the dimension of temperature, 𝜅 is the wave number. In this case the inequality

(53) can be satisfied only if h∕T is constant. However, according to [5] the solution

for the sinusoidal initial temperature distribution has the form:

T(t, x) = AJ0(𝜅ct) sin 𝜅x + B , h(t, x) = −AkB𝜌cJ1(𝜅ct) cos 𝜅x. (54)
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Substitution of these formulae to (53) yields

h
T

= −
AkB𝜌cJ1(𝜅ct) cos 𝜅x
AJ0(𝜅ct) sin 𝜅x + B

≠ const. (55)

Here c is the speed of sound in the harmonic crystal, Jn is the Bessel function. Thus,

these contradictions prove that the entropy of the harmonic crystal generally is not

constant.

5 Statistical Mechanics

Further above the relation (48) between the entropy and the temperature for a har-

monic crystal and Fourier’s inequality hT ′ ≤ 0 were obtained. In general, Fourier’s

inequality is not satisfied for the harmonic crystal. This questions the applicability

of the formula (45) for the entropy. However, this formula can also be obtained from

statistical mechanics [18]:

S = kB ln
(

2𝜋eU
hP 𝜔e

)

, (56)

where S is the specific entropy, U is the specific heat energy, e is Euler’s number, hP
is Planck’s constant, and 𝜔e is the elementary frequency.

6
This formula was obtained

on the basis of the Boltzmann principle, which relates entropy to the logarithm of the

number of possible microstates of the macroscopic system. Equation (56) is derived

analytically for a one-dimensional thermodynamically equilibrated harmonic crystal

with fixed boundary conditions. By assuming in accordance with (43) that U = kBT
we obtain from (56)

S = kB lnT + C , C
def

= ln
(
2𝜋ekB
hP 𝜔e

)

. (57)

This formula is obtained from statistical mechanics. From a thermodynamical

approach the similar formula (48) can be obtained:

S = kB lnT + C , C
def

=S0 − kB lnT0. (58)

Formulae (57) and (58) are equal if the initial entropy and temperature are related

by (57). Then the initial entropy can be defined as

S0 = kB ln
(2𝜋ekBT0

hP 𝜔e

)

. (59)

6
𝜔e =

√

C∕m: the frequency of a particle with the mass m on a spring with the stiffness C, which

is C = 𝛱
′′(a), where 𝛱 is the potential of the atomic interaction, a is the lattice step.
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Thus, statistical mechanics confirms the relation between the entropy and the tem-

perature, Eq. (26), which was obtained above by the thermodynamical approach.

6 Conclusions and Closing Remarks

In the paper, three approaches to the definition of the entropy are considered:

1. The classical thermodynamics approach based on the Clausius-Duhem inequal-

ity [8].

2. The approach by P. A. Zhilin [11].

3. The approach of classical statistical mechanics [18].

For the considered system, all three approaches lead to the same differential rela-

tion connecting the temperature T , the specific internal energy U, and the specific

entropy S:

T = dU
dS

. (60)

If the heat capacity cV is constant, the relation (60) between entropy and temperature

is:

S = cV lnT + C, (61)

where C is a constant determined by the initial values S and T at a given point in

space. Furthermore, the first approach leads to Fourier’s inequality:

hT ′ ≤ 0, (62)

which means that the heat flux h has the direction in which the temperature decreases.

This inequality holds for the classical model of heat conduction (3), but it is in con-

tradiction with models that describe inertial heat transport, such as the hyperbolic

(4) or the ballistic (5) heat conduction. In these models the heat can flow in the

direction of the temperature increase (form cold to hot). This could be an argument

against these models. On principle this could question Eq. (4), which is empirical.

But Eq. (5) is analytically derived from the dynamics of the crystal lattice and it is a

strict mathematical consequence of the equations of the lattice dynamics.

There are two possible solutions to avoid this contradiction, namely, a change of

the formulation of the second law of thermodynamics or consideration of additional

state variables. Another explanation, according to P. A. Zhilin, is that the second law

of thermodynamics is not a general law. Instead of it, he formulates a set of particular

laws, such as Fourier’s inequality (61). If this inequality is not fullfilled for specific

systems, it is not crucial and shows the peculiarity of such systems. However, for the

classical approach, the violation of (61) is critical, since it questions the second law

of thermodynamics, which is fundamental for this approach.
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Let us introduce possible ways of eliminating this contradiction. It can be made

by introduction of additional state variables.

∙ In Sect. 2.5 it was shown that if the entropy is a function of the fluxes, second law

of thermodynamics in the formulation (13) is satisfied. This approach, by choosing

the expression for 𝜕S∕𝜕h2 (relation (35)), allows to obtain different models of heat

conduction. In book [9] the mentioned above variant is analysed, which leads to

the hyperbolic heat conduction equation.

∙ It was shown in [5] that a full description of the thermal processes in a harmonic

crystal requires the consideration of an infinite number of generalized (nonlocal)

temperatures, in addition to the kinetic temperature. So it makes sense to assume

that the entropy of a harmonic crystal also depends on generalized temperatures.

∙ When we consider slow motions (which are associated with heat propagation),

fast processes are neglected. This leads to equalization of kinetic and potential

energies. This is also an irreversible process, which leads to the entropy increase.

One of these approaches can be possible solution in order to fulfill the second law

of thermodynamics in the considered models of heat conduction.

In conclusion, we want to discuss the concept of irreversibility. The equations of

the classical and the hyperbolic heat conduction, Eqs. (4) and (5), respectively, are

not invariant with respect to reversing time (the substitution of t by −t). This makes

them different from, for example, the wave equation. It is usually accepted that this

is directly connected with irreversibility of these equations. However, the equation

of the ballistic heat conduction

T̈ + 1
t
Ṫ = c2T ′′

(63)

is invariant with respect to time reversion: its form remains unchanged when t is

substituted by −t. On the other hand, it describes irreversible processes: for example,

damping of the sinusoidal initial temperature perturbation. Moreover, it was shown

in Sect. 4.3 that the entropy for this process is not constant. Therefore, it turns out

that the process reversibility is not directly related to the equation invariance with

respect to time reversion.
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1 Introduction

Significant achievements in the creation of new materials with micro- and nanos-
tructures and related technologies are due to success in the experimental and the-
oretical study of atomic structures, properties and behavior of defects such as
dislocations and disclinations. It is known that in many cases defects are formed
already at the stage of manufacturing many new materials. Such materials include:
nano- and non-crystalline materials, amorphous crystalline compounds, nanocom-
posites, quasicrystalline, nanocrystalline, and some others [1–5]. The development
of continuum models of defects beyond the classical elasticity appears to be very
important for the description not only limited to the short-range interactions typical
for the interaction of defects, but also for the modeling of size-dependent effects in
elasticity and plasticity.

The kinematics of defects is a basis in development of phenomenological con-
tinuum models in the theory of defects. Firstly, the kinematics of defects (incon-
sistencies) is the most important element in application of the variational methods
for the description of the higher order energetically consistent continuum gradient
models, see [6–10]. Indeed, the kinematics of defects allows to establish a set of
arguments for the correct formulation of the variation of energy functional. Sec-
ondly, the kinematic analysis allows to establish the relation between the different
types of defects and to analyze the reasons and conditions for their generation and
disappearance [11–16]. Moreover, kinematic analysis makes it possible to establish
links between defective continuous models and pseudocontinuum models [17],
gradient models [7, 15, 16, 18–21] and also models of adhesion interactions [22]. In
the work [21] a special case of the theory of media with conserved dislocations was
elaborated on the base of kinematic analysis and variational approach. We must
note that adhesion models and its applications intensive elaborated in the recent
works [23, 24].

Nevertheless, the possibilities of the theory of media with conserved dislocations
are much broader in our view, and are not exhausted by the results obtained.

The study of the formulated theory is conducted in three main directions:

1. Formulation and solution of test problems for the cases realized in the experi-
ment for the purpose of identifying nonclassical parameters of the medium,
appearing in the defining equations of the theory.

2. Formulation and solution of problems forecasting/predicting unknown non-
classical effects for the formulation and conduct of relevant experiments.

3. The study of particular models arising from the general theory, and their
identification with known models that exist autonomously.

This work is in the mainstream of research in the third direction and is devoted to
the study of models of porous media, the models of Mindlin [9, 10], Cosserat [25]
and Aero-Kuvshinskii [17]. We study correct particular models of media with a
microstructure (by the definition of Mindlin), a system of defining relations is
established, and a consistent statement of the boundary value problem is formulated.
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It is shown that the considered media models not only simulate scale effects
analogous to cohesive interactions, but also form the basis for describing a wide
range of adhesion interactions. Considerable attention is paid to the analysis of the
physical side of the model. A general version of media with persistent dislocations
develops in the first part of the article. Then we give a complete mathematical
description of particular models that have important applied value. Sequences of
theories of media with conserved dislocations are consecutively presented: for the
classical Cosserat medium, the Aero-Kuvshinskii medium, the porous medium and
the medium with “twinning”.

2 Theory of Medium with Conserved Dislocations

For the construction of media models, a variant of the “kinematic” variational
principle is used, when, according to the given kinematic relationships, the form of
the energy functional for the investigated medium is found and the force interac-
tions corresponding to the introduced kinematic bonds are established. The model
of the media is completely determined by the variety of the introduced kinematic
constraints. Therefore, a special place in the exposition of the theory of media with
a microstructure is given to the analysis of kinematic relations.

2.1 Kinematic Model

Let us write the known relations for the displacement vector Ri, obtained by formal
integration of asymmetric Cauchy relations:

Ri =R0
i +

ZMx

M0

ðγij +
1
3
θδij −ωkeijkÞdxj ð1Þ

Where γij is the tensor deviator of deformation, θ is the volumetric deformation,
ωk is the vector of elastic rotations (pseudovector), with δij denoting the Kronecker,
eijk is the permutation symbol.

The description of the kinematic models of nonclassical media by analyzing the
homogeneous Papkovich equations, which are the conditions for the existence of a
curvilinear integral in the determination of the displacement vector (1):

ðγin + θδin ̸3−ωkeinkÞ,menmj =0 ð2Þ
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The homogeneous Papkovich Eq. (2) can be interpreted as a criterion for the
existence of a vector potential (1) Ri. Consequently, when (2) is satisfied, the
displacement vector Ri is a vector potential for the distortion tensor D1

ij:

D1
ij = γij + θδij ̸3−ωkeijk =Ri, j ð3Þ

In this case, the differential form dRi =D1
ijdxj is a total differential.

Let us now consider the inhomogeneous Papkovich equations:

ðγin + θδin ̸3−ωkeinkÞ,menmj =Ξij ð4Þ

The quantity Ξij is a pseudo-tensor-source of dislocations [13] of the second
rank, its sign changes when the right triple of unit vectors is replaced by the left.
This pseudotensor obeys the differential conservation law, which follows easily
from (4):

Ξij, j =0 ð5Þ

As in the case of homogeneous Papkovich Eq. (2), we can formally introduce the
vector of defective displacements D2

i as the difference of the displacements of two
infinitely close points by means of the relation dD2

i =D2
ijdxj. However, here the linear

differential form dD2
i is no longer a total differential and the Eq. (1) for defective

displacements is not integrable.We will say that a defect displacement field is defined
by the vector Di, in which, along with the continuous part Ri, there is also a discon-
tinuous partD2

i (displacement discontinuity vector or dislocation vector). The solution
Dij of the inhomogeneous Papkovich Eq. (4) can be represented as the sum of the
solution of the homogeneous Papkovich equationD1

ij =Ri, j and the particular solution
D2

ij of the inhomogeneous Papkovich equations: Dij =Ri, j +D2
ij. We represent the

asymmetric tensor D1
ij in the form of an expansion into a tensor deviator γ1ij, the

spherical tensor θ1δij, and the antisymmetric tensor ω1
keijk. In turn, we write the

antisymmetric tensor through the pseudovector of the rotations
ω1
k :D

1
ij = γ1ij + θ1δij ̸3−ω1

keijk, where

γ1ij =Ri, j ̸2+Rj, i ̸2−Rk, kδij ̸3, θ1 =Rk, k, ω1
k = −Ri, jeijk ̸2.

For a particular solution of the inhomogeneous Papkovich Eq. (4) there is no
continuous vector potential, i.e., it cannot be represented in the form (3). For it one
can write only the following symmetric representation:

D2
ij = γ2ij + θ2δij ̸3−ω2

keijk
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It is obvious that along with D2
ij as independent “generalized displacements” one

can consider the quantities γ2ij,ω
2
k and θ2.

The general solution of the inhomogeneous Papkovich Eq. (4) can be written in
a symmetric form:

Dij =D1
ij +D2

ij = γij + θδij ̸3−ωkeijk

where:

γij = γ1ij + γ2ij = ðRi, j ̸2+Rj, i ̸2−Rk, kδij ̸3Þ+ γ2ij

ωk =ω1
k +ω2

k = −Ri, jeijk ̸2+ω2
k

θ= θ1 + θ2 =Rk, k + θ2

Using the terminology of the kinematics of the Cosserat mediums, we will call
ω1
k = −Ri, jeijk ̸2 as constrained rotation, a ω2

k is the free rotation or spin. Similarly,
we will call γ1ij and θ1 as constrained or joint deformations, and γ2ij, and θ2 as free or
incompatible deformations. Accordingly, we introduce the definitions of tensors of
free/incompatible D2

ij and constrained/joint D1
ij distortion.

The kinematic model of media with conserved dislocations is described by
generalized Papkovich relations (4) and Cauchy relations for constrained distortion
(3).

The kinematics of such media has the following structure:

1. The defective displacement field Di is a superposition of two fields—a con-
tinuous field (displacements) and a discontinuity field D2

i (dislocations):
Di =D1

i +D2
i =Ri +D2

i ;
2. The discontinuity field of displacements D2

i (dislocations) is integrally expressed
in terms of the fields of free strains and spins according to formulas analogous to

Cesaro’s formulas: D2
i =

RMx

M0

ðγ2ij + θ2δij ̸3−ω2
keijkÞdyj

However, unlike Cesaro’s formulas, here the integrand does not satisfy the
integrability conditions,

ðγ2in + θ2δin ̸3−ω2
keinkÞ,menmj =Ξij ≠ 0 ð6Þ

i.e., the curvilinear integral depends on the trajectory of integration, and hence
the vector field D2

i is not continuous.
3. The Cauchy relations generalized to defective media with conserved disloca-

tions take place: Dij =D1
ij +D2

ij =Ri, j +D2
ij.

4. There are three types of dislocations ðD2
i Þγ , ðD2

i Þθ and ðD2
i Þω:

Model of Media with Conserved Dislocation … 219



D2
i =

ZMx

M0

ðγ2ij + θ2δij ̸3−ω2
keijkÞdyj

=
ZMx

M0

γ2ijdyj + ð1 ̸3Þ
ZMx

M0

θ2dyi −
ZMx

M0

ω2
keijkdyj

= ðD2
i Þγ + ðD2

i Þθ + ðD2
i Þω

ð7Þ

Let’s call ðD2
i Þγ =

RMx

M0
γ2ijdyj as γ-dislocations, ðD2

i Þθ = ð1 ̸3Þ RMx

M0
θ2dyi as θ-

dislocations and ðD2
i Þω = −

RMx

M0
ω2
keijkdyj as ω-dislocations. The pseudotensor

of the “incompatibility” of displacements Ξij is the de Vit’s pseudotensor of the
dislocation density [13]:

Ξij =D2
in,menmj = ðγ2in + θ2δin ̸3−ω2

keinkÞ,menmj

5. To each type of dislocations associated with γ2ij,ω
2
k and θ2, respectively, one can

associate one’s own pseudotensor-source type of the corresponding dislocations:

Ξij = ðγ2in + θ2δin ̸3−ω2
keinkÞ,menmj

= γ2in,menmj + θ2,meimj ̸3−ω2
k,menkienmj

= ðΞijÞγ + ðΞijÞθ + ðΞijÞω
ð8Þ

The quantities ðΞijÞγ , ðΞijÞθ and ðΞijÞω in the expansion (8) are sources of three
types of dislocations, respectively: γ-dislocations, θ-dislocations and ω-dis-
locations, the determination of which was given above by formulas (7).

6. There is a differential law for the conservation of dislocations, which follows
from the definition of the dislocation tensor: Ξij, j =0. Sources ðΞijÞγ , ðΞijÞθ and
ðΞijÞω of introduced types of dislocations also satisfy the conservation law
individually.

7. The integral analog of the law of conservation of dislocations obviously has the
following form:

ZZZ
Ξij, jdV =

ZZ
�ΞijnjdF =0.
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We note that as a measure of damage (dislocations), we can choose the tensor
flux Ξij through the plane in which the chosen plane contour lies. Indeed, let the
closed surface consist of an arbitrary surface spanned by a two-dimensional shape
and a plane containing this flat contour. Then from the integral law of conservation
follows:

RR
F ΞijnjdF = − nj

RR
0 ΞijdF, where F is an arbitrary surface spanned by a

flat contour. In other words, the flow of a tensor Ξij through any surface spanned by
a two-dimensional shape is the same.

It follows from the above analysis (see also [21]) that the concept of a defect in a
continuous medium is complex and can be determined by means of a complex of
tensor objects. For dislocations such a complex of objects is: a pseudotensor-source
of dislocations Ξij; tensor of free distortion of the second rank D2

ij; vector (first-rank
tensor) of discontinuous displacements D2

i , which has the physical meaning of the
dislocation vector. One can also include here the corresponding Burgers vector,
which can be obtained from (7) by combining the initial M0 and final Mx points of
the planar integration trajectory nnð is a constant normal vector to the plane of the
trajectory of integration):

bi = ∮D2
ijdxj = ∮D2

ijsjds= ∮D2
ijvmnnejmnds

= nn

ZZ
D2

ij,mejmndF = nn

ZZ
ΞindF

where sj is the unit vector tangent to the two-dimensional shape ni is the vector of
the unit normal to the plane of the trajectory, and the vectors sj, vm, nn form a triple
of unit vectors associated with the current point of the shape.

The kinematic analysis of the model allows us to establish a complete set of
generalized kinematic variables necessary for the formulation of the functional and
the corresponding variational equation of the model. In the case under considera-
tion, for a medium with a field of conserved dislocations, the generalized kinematic
variables are continuous quantities Ri,D2

ij and their gradients Ri, j =D1
ij,D

2
ij, k =D2

ijk.
A new natural classification of dislocations is proposed. We propose a classifica-
tion, given by formula (7), which reflects the energy independence of the identified
varieties of dislocations. In what follows, it will be shown that the potential energies
of the types of dislocations are proportional γ2ijγ

2
ij, θ

2θ2,ω2
kω

2
k and do not have cross

terms. Therefore, the potential energies of the introduced types of dislocations are
additive, they can exist separately and independently of other types of dislocations.
Therefore, the potential energies of the introduced types of dislocations are additive,
they can exist separately and independently of other types of dislocations.
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2.2 Variational Formulation of Model

In [19–21], a “kinematic” variational principle for constructing media models was
formulated. In accordance with this, kinematic constraints are determined in the
media, the possible work of internal forces is postulated as a possible work of
reactive stresses on kinematic constraints inherent in the media. Possible work of
internal forces is represented in the form of a linear form of variations of its
arguments. This form can be integrated for conservative media. As a result, the
potential energy is determined. For linear media, the potential energy is a quadratic
form of its arguments.

For the “simplest” theory of media with conserved dislocations, such kinematic
constraints are the inhomogeneous Papkovich equations for free distortion and the
homogeneous Papkovich equations for constrained distortion. The homogeneous
Papkovich equations for constrained distortion can be integrated in a general form.
Their solution is asymmetric Cauchy relations. Thus, in accordance with the
“kinematic” variational principle, the possible work of internal forces should be
presented in the form:

δU =
ZZZ

½σijδðD1
ij −Ri, jÞ+mijδðΞij −D2

in,menmjÞ�dV ð9Þ

where δU—possible work of internal forces, in the general case—a linear form of
variation of its arguments; σij and mij—the tensors of the Lagrange multipliers,
which have the physical meaning of reactive force factors ensuring the performance
of the corresponding kinematic constraints.

Let us represent δU in (9) as a linear form of variations of its arguments. Using
integration by parts in terms containing derivatives, we can obtain:

δU =
ZZZ

½σijδD1
ij + σij, jδRi +mijδΞij +mij,menmjδD2

in�dV

+
ZZ
�½− σijnjδRi −mijnmenmjδD2

in�dF
ð10Þ

Then there is such a potential U (potential energy) that the possible work δU in
(10) is a variation of this potential:

δU = δU,U =
ZZZ

UVdV +
ZZ
�UFdF,UV =UVðRi,D1

ij,D
2
ij,ΞijÞ,UF =UFðRi,D2

ijÞ.

In the future, we exclude the displacement vector from the lists of arguments for
the densities of the potential energy. Then the considered generalized model of a
medium with scale effects will not contradict in the particular case of the classical
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theory and the known experimental data. This issue will be further discussed. As a
result, we obtain:

U =
ZZZ

UVdV +
ZZ
�UFdF, UV =UV ðD1

ij,D
2
ij,ΞijÞ

UF =UFðD2
ijÞ

ð11Þ

Taking into account the list of arguments in (11) and the integrability of the
possible variational of internal forces δU in the volume, we obviously obtain:

σ1ij = ∂UV ̸∂D1
ij, σ2ij = ∂UV ̸∂D2

ij, mij = ∂UV ̸∂Ξij ð12aÞ

Accordingly, on the surface the integrability of the possible variational of
internal forces δU gives the following analogs of the Green’s formulas for adhesive
stresses:

a2ij = ∂UF ̸∂D2
ij ð12bÞ

Formulas (12a, 12b) should be treated as generalized Green’s formulas for
volume and surface stresses. These relations enable us to write the Lagrangian and
find the corresponding Euler equations:

δL=
ZZZ

½ðσ1ij, j +PV
i ÞδRi − ðmin,menmj + σ2ijÞδD2

ij�dV

+
ZZ
�½ðPF

i − σ1ijnjÞδRi + ðminnmenmj − a2ijÞδD2
ij�dF =0

ð13Þ

2.3 Constitutive Equations

Let us again consider the density of potential energy in the volume and on the
surface. We confine ourselves to the consideration of physically linear media. Then
UV is defined as the quadratic form of its arguments:

2UV =2UVðD1
ij;D

2
ij;ΞijÞ

=C11
ijnmD

1
ijD

1
nm − 2C12

ijnmD
1
ijD

2
nm +C22

ijnmD
2
ijD

2
nm +C33

ijnmΞijΞnm
ð14Þ

When obtaining (14), the following well-founded simplifications were introduced:

1. The coefficient of the term RiRi is assumed to be zero in (14). Otherwise, the
operator of the equilibrium equations would have the form of Helmholtz
equations, which excludes the existence of homogeneous stress-strain states.
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2. The coefficients for all other bilinear components including the displacement
vector are also zero. Otherwise, in the absence of a term that is quadratic relative
to displacements, the bulk density of the potential energy would not be positive
definite. The structure of the tensors of the elastic moduli Cpq

ijnm, ðp, q=1, 2Þ in
(14) is determined by their expansion in terms of isotropic tensors of the fourth
rank, constructed as the product of a pair of Kronecker tensors with all possible
permutations of the indices:

Cpq
ijnm =Cpq

1 δijδnm +Cpq
2 δinδjm +Cpq

3 δimδjn

Cpq
1 = λpq Cpq

2 = μpq + χpq Cpq
3 = μpq − χpq

ð15Þ

where λ11, μ11 are the Lame constants, χ11 is a third, nonclassical, Lame coeffi-
cient, other coefficients λpq, μpq, χpq are their nonclassical counterparts.

Finally, taking into account (15) we can write the following expression for the
volumetric density of the potential energy UV :

2UV = μ11γ1nmγ
1
nm − 2μ12γ1nmγ

2
nm + μ22γ2nmγ

2
nm

+ ½ð2μ11 + 3λ11Þθ1θ1 − 2ð2μ12 + 3λ12Þθ1θ2 + ð2μ11 + 3λ11Þθ2θ2� ̸3
+ 4½χ11ω1

nmω
1
nm − 2χ12ω1

nmω
2
nm + χ22ω2

nmω
2
nm�

+C33
ijnmðD2

ia, beabjÞðD2
nc, decdmÞ

Note that part of the density of potential energy C33
ijnmΞijΞnm (see Eq. (14))

associated with the pseudo-tensor-source of dislocations Ξij determines the rapidly
changing, local part of the potential energy dislocations:

C33
ijnmΞijΞnm = ðC33

ijnmeabjecdmÞD2
ia, bD

2
nc, d =C33

iabncdD
2
ia, bD

2
nc, d

The remaining part of the density of potential energy is slowly changing and
is defined as the sum of the potential energies of three types of dislocations:
γ-dislocations, θ-dislocations and ω-dislocations. Consequently, the slowly varying
part of the deformation energy does not contain cross terms from these types of
dislocations and is an additive form with respect to the components of free
distortion.

We note that integral estimates can be used to estimate the damage to media.
Therefore, in these problems, for approximate estimates, it is probably possible to
neglect the local, rapidly varying part of the energy. In this case also, additivity
exists in the expansion of the potential energy density with respect to the compo-
nents of free distortion. This circumstance is used as a additional justification for the
new classification of the types of dislocations proposed by formulas (7).

Using Green Eq. (12a, 12b) the generalized equations of the Hooke law (12a,
12b) can be written in the form:
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σ1ij =C11
ijnmRn,m −C12

ijnmD
2
nm, σ2ij = −C21

ijnmRn,m +C22
ijnmD

2
nm,

mij =C33
ijnmΞnm

ð16Þ

It follows from (16) that in addition to the tensor of “classical” stresses σ1ij,
additional force factors—“dislocation” stresses σ2ij occur in such media.

Let’s assume that C12
ijnm =0. In this case, the general boundary value problem

decomposes into a boundary value problem with respect to displacements Ri and a
boundary value problem with respect to free distortion D2

ij. The first boundary value
problem with respect to displacements under the additional assumption χ11 = 0 (the
theory of elasticity with a symmetric stress tensor) coincides with the classical
theory of elasticity and the stresses σ1ij acquires the meaning of classical stresses.
Consequently, in the considered case, the boundary-value problem for the com-
ponents of the free distortion tensor is homogeneous which corresponds to the case
of the absence of dislocations. As a result, if C12

ijnm =0 then the model is reduced to
the case of the defectless continuous medium. The above arguments allow us to
formulate the following natural interpretation for the elastic moduli
μ11, 2μ11 + λ11, χ11 that are not damaged by the dislocations. We must take χ11 = 0
for the symmetric classical theory of elasticity.

For the case when C12
ijnm ≠ 0, the mutual disturbance of a classical displacement

field and purely dislocational states occur. The cross-linked terms in the generalized
Hooke’s law Eq. (16) for σ1ij and σ

2
ij reflect these disturbances. Similar consideration

provides the algorithm for solving the general boundary-value problem using the
method of successive approximations.

We note that for a smooth surface there always exists a naturally distinguished
direction—the normal to the surface. The Hooke law equations for internal stresses
on the surface must have a transversally isotropic character and, as a result, the
kinematic factors associated with the normal to the surface and with the tangent
plane will be unequal to these Hooke law equations. Let us investigate in more
detail the surface density of the potential energy. To do this, first consider the
expression for the surface part of the possible work. The first term in it completely
corresponds to the classical representation. It appears as a result of integrating by
parts the expression

RRR
σ1ijδRi, jdV in the equality (10). The second term in the

expression for the surface part of a possible work is nonclassical, due to its
appearance of a “kinematic” variational principle of model construction and is
related to the surface energy of adhesion UF .

Consider this term in more detail:ZZ
�mijnm϶nmjδD2

indF

=
ZZ
�mijnm϶nmjδD2

ikðδkn − nknnÞdF +
ZZ
�mijnm϶nmjδD2

iknknndF
ð17Þ
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We note that nnnmenmj =0 is as a convolution of a symmetric tensor npnq with an
antisymmetric pseudotensor epqj. Consequently, the work of the moment stresses
(17) on the surface of the body does not occur on all nine components of the free
distortion tensor D2

in, but only on six of them D2
ikðδkn − nknnÞ:

ZZ
�mijnm϶nmjδD2

indF =
ZZ
�mijnmenmjδD2

ikðδkn − nknnÞdF ð18Þ

On the basis of (18), the surface density of the potential energy has the form:

UF = aijnmD2
npðδpm − npnmÞD2

iqðδqj − nqnjÞ ̸2 ð19Þ

Generalized equations of Hooke’s law on a surface are given by the relations
(12a, 12b). We note that the surface density of the potential energy does not depend
on the displacement vector. Otherwise, this leads to systematic corrections to the
static boundary conditions of the classical solution and contradicts the available
experimental data.

It is important to note that the lemma (18) allows us to refine the list of argu-
ments for the surface density of the potential energy in (19). This refined list of
arguments is now determined by the six “flat” components of the free distortion
tensor D2

imðδpm − npnmÞ:UF =UFðD2
ikðδkj − nknjÞÞ. One can, however, retain the

original form of the Hooke’s law equations on the surface of the body and the
expression for the density of the surface potential energy:

2UF = aijnmD2
npðδpm − npnmÞD2

iqðδqj − nqnjÞ
= aijnmðδpm − npnmÞðδqj − nqnjÞD2

npD
2
iq = a*ijnmD

2
nmD

2
ij

In this case, it should be borne in mind that then the tensor of adhesion moduli
a*ijnm must satisfy the conditions:

a*ijnm = aijnmðδpm − npnmÞðδqj − nqnjÞ,
a*ijnmnm = aijnmðδpmnm − npnmnmÞðδqj − nqnjÞ≡ 0

a*ijnmnj = aijnmðδpm − npnmÞðδqjnj − nqnjnjÞ≡ 0

ð20Þ

The structure of the tensor of the adhesion moduli a*ijnm (hereinafter we shall not
put an asterisk) is determined by its expansion in terms of fourth-rank tensors,
constructed as all possible products of pairs of “flat” Kronecker tensors of the form
ðδij − ninjÞ and tensors formed by the product of vectors of the unit normal of the
form ninj, with all possible permutations of the indices. We also take into account
condition (20).

One can see that in this case the general structure of the tensor of the adhesion
moduli has the form of
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aijnm = ½λFðδij − ninjÞðδnm − nnnmÞ+ δFninnðδjm − njnmÞ
+ ðμF + χFÞðδin − ninnÞðδjm − njnmÞ
+ ðμF − χFÞðδim − ninmÞðδjn − njnnÞ�,

ð21Þ

where μF , λF , χF and δF—adhesion moduli.
Let us consider the surface density of the potential energy and give a physical

interpretation of the adhesive components, taking into account the relations (19) and
(21). The free distortion is written in the form of tensor decomposition into a “flat”
deviator:

2γij = ð1 ̸2ÞD2
nmðδin − ninnÞðδjm − njnmÞ

+ ð1 ̸2ÞD2
nmðδjn − njnnÞðδim − ninmÞ

− ð1 ̸2ÞD2
nmðδij − ninjÞðδnm − nnnmÞ,

“flat” spherical tensor: 2θ=D2
nmðδnm − nnnmÞ

“flat” antisymmetric tensor:

2ωij = ð1 ̸2ÞD2
nmðδin − ninnÞðδjm − njnmÞ

− ð1 ̸2ÞD2
nmðδjn − njnnÞðδim − ninmÞ

and the “flat” vector of the angles of rotation of the surface during its bending:

2αi =D2
nmnnðδmi − nmniÞ

The upper left index “2” emphasizes the fact that the corresponding components
of the free distortion tensor are calculated on the surface of the body. As a result, we
get:

D2
ikðδjk − njnkÞ= 2γij +

2θðδij − ninjÞ ̸2+ 2ωij + 2αjni ð22Þ

Taking into account (21), we can verify that the tensor of free distortion on the
surface, represented in the form of expansion (22), converts the potential energy of
adhesion to the “canonical” form:

2UF = ðμF + λFÞð2θ2θÞ+2μFð2γij2γijÞ
+2χFð2ωij

2ωijÞ+ δFð2αk2αkÞ
ð23Þ

The canonicity of the potential energy (23) gives grounds to assert the existence
of four energetically independent types of adhesion interactions (the absence of
cross terms). Each interaction is characterized by its adhesion modulus.
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Thus, a complete and correct model of media with conserved dislocations is
given. This model is defined by the Lagrangian that can be written using equations
for the potential energy in the volume (11), (14) and on the surface (23):

L=A− ð1 ̸2Þ
ZZZ

fC11
ijnmRn,mRi, j − 2C12

ijnmRn,mD2
ij +C22

ijnmD
2
nmD

2
ij

+C33
ijnmΞnmΞijgdV − ð1 ̸2Þ

ZZ
� aijnmD2

nmD
2
ijdF

ð24Þ

On the basis of the carried out kinematic analysis, a different classification of
dislocations is proposed, which makes it possible to distinguish three types of
dislocations: γ-dislocations, θ-dislocations, ω-dislocations. This classification gives
a new both physical and kinematic interpretation of dislocations, since it reflects the
relationship of dislocations with the formation of “twinning” γ, with a change in
volume θ (porosity) and with twisting ω (spins). The proposed classification, in
fact, makes it possible to predict particular cases of media with conserved dislo-
cations, when only one or two types of dislocations dominate in the medium. In
such particular models, it is possible to reduce the number of degrees of freedom,
which greatly facilitates the study of certain properties of media with conserved
dislocations. Let us recall that twelve degrees of freedom are assigned to each point
of a medium with conserved dislocations: three displacement components Ri, three
rotation components ω2

k and six deformation components D2
ij = ε2ij = γ2ij + θ2δij ̸3.

Special case 1. Dominant are dislocations generated only by free turns ω2
k . This

is a “classical” version of the model of Cosserat mediums with six degrees of
freedom Ri and ω2

k . In such medium γ2ij =0 and θ2 = 0. The free distortion tensor is
given by D2

ij = −ω2
keijk .

Special case 2. Dominant are dislocations, generated only by a free change in
volume θ2. This is a model of a porous medium with four degrees of freedom Ri, θ2.
In such medium ω2

k =0 and γ2ij =0. The free distortion tensor is given by

D2
ij = θ2δij ̸3.
Special case 3. The dominant are dislocations, generated only by a free change

in shape (“twinning”) γ2ij. This is a model of a medium with “twinning” with eight

degrees of freedom Ri, γ2ij. In such medium ω2
k =0 and θ2 = 0. It is obvious that in

this case D2
ij = γ2ij.

We turn to the study of these particular models. It is proposed to consistently
note the following points: to indicate the corresponding kinematic relations; to write
down the system of defining equations of models; to represent the Lagrangian and
give a complete variational formulation of the models; to obtain a system of
resolving equations, write them relative to the displacement vector and the com-
ponents of the free distortion tensor; to write the expansion of the total solution to
the “classical” state and the “cohesive” state, which is proposed to be considered as
corrections to the classical solution, determined by taking into account the scale
effects within the framework of these models.
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3 Cosserat Medium (Special Case of Medium
with Conserved Dislocations)

Let us consider a particular case of medium with conserved dislocations, when the
free distortion tensor D2

ij = γ2ij + θ2δij ̸3−ω2
keijk is determined only by free rotations,

and the free deformations are equal to zero γ2ij =0, θ2 = 0. In this case we have a
medium with six independent degrees of freedom-three components of the dis-
placement vector Ri and three components of the free rotation pseudovector ω2

k .
Each point of such a continuum behaves like an absolutely rigid body: it can move
and rotate, unlike points of the Cauchy medium that can only move. Let us con-
struct such a special case of the theory of media with conserved dislocations and
compare the corresponding boundary value problems. The free distortion tensor is
defined here by the relation:

D2
ij = ð−ω2

keijkÞ ð25Þ

The pseudotensor of dislocations Ξij is written as follows:

Ξij = −ω2
k,meinkenmj = −ω2

k,mðδkmδij − δkjδimÞ= ðω2
j, i −ω2

k, kδijÞ

The Lagrangian of the Cosserat theory is written as a special case of the
Lagrangian (24):

L=A− ð1 ̸2Þ
ZZZ

½C11
ijnmRn,mRi, j − 2ðC12

ijnmeijkÞRn,mω
2
k

+ ðC22
ijnmeijpenmqÞω2

pω
2
q

+ ðC33
ijnm −C33

qqnmδij −C33
ijppδnm +C33

ppqqδijδnmÞω2
i, jω

2
n,m�dV

− ð1 ̸2Þ
ZZZ

ðaijnmeijpenmqÞω2
pω

2
qdV

ð26Þ

We note that the following convolutions of the elastic moduli take place

Cpq
ijnm϶ijk =2χpqenmk

Cpq
ijnm϶ijk϶nml =4χpqδkl

C33
ijnm −C33

ppnmδij −C33
ijqqδnm +C33

ppqqδijδnm

= ð2μ33 + 4λ33Þδijδnm + ðμ33 + χ33Þδinδjm + ðμ33 − χ33Þδimδjn
aijnm϶ijk϶nml = δFðδkl − nknlÞ+4χFnknl

ð27Þ

Then, taking into account formulas (15), (25)–(27), the Lagrangian of the
Cosserat medium (26) acquires the following final form:
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L=A− ð1 ̸2Þ
ZZZ

f½ð1 ̸3Þð2μ11 + 3λ11Þθ1θ1 + μ11γ1nmγ
1
nm�

+4χ11ω1
kω

1
k +8χ12ω1

kω
2
k +4χ22ω2

kω
2
k

+ ½ð2μ33 + 4λ33Þδijδnm ̸3+ ðμ33 + χ33Þδinδjm
+ ðμ33 − χ33Þδimδjn�ω2

i, jω
2
n,mgdV

− ð1 ̸2Þ
ZZ
�½δFðδkl − nknlÞ+4χFnknl�ω2

kω
2
l dF

ð28Þ

The Lagrangian (28) allows us to write down the Hooke law equations for
Cosserat media:

σij =
∂UV

∂Ri, j
= ½ð2μ11 + 3λ11Þ ̸3�θ1δij +2μ11γ1ij

− 2ðχ11ω1
k + χ12ω2

kÞeijk
pk =

∂UV

∂ω2
k
=4ðχ21ω1

k + χ22ω2
kÞ

mij =
∂UV

∂ω2
i, j

= ½2ðμ33 + 2λ33Þδijδnm ̸3+ ðμ33 + χ33Þδinδjm

+ ðμ33 − χ33Þδimδjn�ω2
n,m

ak =
∂UF

∂ω2
k
= ½δFðδkl − nknlÞ+4χFnknl�ω2

l

ð29Þ

As a result, the variational equation of the theory of Cosserat’s media becomes:

δL=
ZZZ

½ðσij, j +PV
i ÞδRi + ðmij, j − piÞδω2

i �dV

+
ZZ
�½ðPF

i − σijnjÞδRi − ðmijnj + aiÞδω2
i �dF =0

ð30Þ

Using (29) the equilibrium equations in (30) are easily rewritten in kinematic
variables:

ðμ11 + χ11ÞðΔRi −Rj, jiÞ+ ð2μ11 + λ11ÞRj, ji +2χ12ω2
n,menmi +PV

i =0, ð31Þ

ðμ33 + χ33Þ½ðΔω2
i −ω2

j, jiÞ+4�ω2
j, ji − 4χ22ω2

i +2χ12Rn,menmi =0. ð32Þ
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3.1 Direct Integration of System of Equilibrium Equations

Let us take the rotor from the equations of equilibrium of forces:

2χ12ðΔω2
i −ω2

j, jiÞ= ðμ11 + χ11ÞΔRn,menmi +PV
n,menmi ð33Þ

Using last equation let’s exclude ðΔω2
i −ω2

j, jiÞ from the equations of equilibrium
of moments (32) with the help of (33) Then we obtain a general solution of the
equations of the theory of Cosserat mediums for spins:

ω2
i =4l2ωω

2
j, ji + ð1 ̸2Þ½χ12Rn,menmi + l2ωðμ11 + χ11ÞΔRn,menmi� ̸χ22

+ ðl2ω ̸2χ12ÞPV
n,menmi

ð34Þ

Here l2ω = ðμ33 + χ33Þ ̸4χ22.
Taking the divergence of the equations of equilibrium of the moments (32), we

immediately obtain an equation for the divergence of the spins:

ðμ33 + λ33ÞΔω2
k, k − χ22ω2

k, k =0 ð35Þ

Let us calculate the rotor spin from (33):

2χ12ω2
p, qepqi = − ðχ12χ12 ̸χ22ÞðΔRi −Rj, jiÞ

− ðμ11 + χ11Þl2ωΔðΔRi −Rj, jiÞ− l2ωðΔPV
i −PV

j, jiÞ
ð36Þ

We can exclude the rotor spin from the equilibrium Eq. (31) using last equation.
Then we obtain:

ð2μ11 + λ11ÞRj, ji + ðμ11 + χ11 − χ12χ12 ̸χ22ÞðΔRi −Rj, jiÞ+PV
i

− ðμ11 + χ11Þl2ωΔðΔRi −Rj, jiÞ− l2ωðΔPV
i −PV

j, jiÞ=0
ð37Þ

Equation (34) indeed gives a general solution for the spins, which is constructed
from the general solutions of the Eqs. (35) and (37) by means of the equality (36).

It follows that the system of equations of the theory of Cosserat mediums
reduces to the homogeneous Helmholtz Eq. (35) with respect to the spin divergence
and the system of fourth-order equations of a special form (36) with respect to the
displacement vector. The algebraic equation for the spins (34) can then be inter-
preted as the expansion of the spins by the sum of the operators from the
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fundamental solutions of Eqs. (35) and (37). A special form of the equations of
equilibrium of forces in displacements (37) is determined by the fact that the
potential part of the displacement vector in the Cosserat media remains classical:

ð2μ11 + λ11ÞΔRk, k +PV
k, k =0 ð38Þ

Let us pay attention to the fact that the Young’s modulus E0 = ð2μ11 + λ11Þ in
(38) is not damaged by dislocations and is a supermodulus. The Cosserat medium is
a special case of media with conserved dislocations in which only one type of
dislocation dominates—the ω-dislocations.

At the same time, the vortex part satisfies the equations not of the second but of
the fourth order

ðμ11 + χ11 − χ12χ12 ̸χ22ÞΔðRi, j −Rj, iÞ− ðμ11 + χ11Þl2ωΔΔðRi, j −Rj, iÞ
+ ðPV

i, j −PV
j, iÞ− l2ωΔðPV

i, j −PV
j, iÞ=0

Here the situation is different. Even assuming the moment modulus
l2ω = ðμ33 + χ33Þ ̸4χ22 is to be zero, we will get the effect of damage—instead of the
modulus χ11 we will get a damaged ω-dislocation modulus ðχ11 − χ12χ12 ̸χ22Þ.

3.2 Physical Interpretation of Fundamental Solutions

By fundamental solutions we mean a system of linearly independent functions that
satisfy a system of homogeneous resolving equations. This system of functions is
sufficient for solving the corresponding mixed boundary-value problem. Let us
introduce the “classical” equilibrium operator:

Lijð. . .Þ=E0∂
2ð. . .Þ, ij +Gω½Δð. . .Þδij − ∂

2ð. . .Þ, ij� ð39Þ

Here the quotes are set to emphasize the fact that there is a global effect in the
theory of media with persistent dislocations—the damage of modulus G0 and
replacement with a modulus Gω. By a direct verification we prove the commuta-
tivity Lemma:

½Δð. . .Þδij − ∂
2ð. . .Þ, ij�LkjRj =GωΔðΔRi −Rj, ijÞ=Lik½Δð. . .Þδij − ∂

2ð. . .Þ, ij�Rj

Then, following the Lemma the equilibrium Eq. (37) can be represented as the
product of operators:
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fð. . .Þδik − l2ωG0 ̸Gω½Δð. . .Þδij − ∂
2ð. . .Þ, ij�gðLkjRj +PV

k Þ
+ l2ωðG0 −GωÞ ̸GωðΔPV

i −PV
k, ijÞ=0

ð40Þ

Let’s define the vector of cohesive displacements uk:

uk = − ðl2ω ̸GωÞðLkjRj +PV
k Þ ð41Þ

Then the equations of equilibrium (40) lead to the equations that determine the
equilibrium of the corresponding cohesive forces:

G0ðΔui − uk, ikÞ− ðGω ̸l2ωÞui
+ l2ω½ðG0 −GωÞ ̸Gω�ðΔPV

i −PV
k, ikÞ=0

ð42Þ

It follows from (42) that in the Cosserat medium the cohesive displacement
vector is a purely vortex vector:

ui, i =0 ð43Þ

Using (43) in the investigation of (41), we do not arrive at a contradiction, when
we obtain (38).

Let us rewrite the definition of cohesive displacements (41) in the following
form:

LkjRj + ½PV
k + ðGω ̸l2ωÞuk�=0 ð44Þ

It follows from (44) that if one can formulate its own boundary-value problem
for cohesive displacements, the general solution of the theory of Cosserat mediums
for displacements reduces to solving the system of equations of the “classical”
theory of elasticity with an effective volume force having a vortex component.

Let us define a “classical” displacements:

Ui = ðRj +G0 ̸Gωuj −R*
j Þ ð45Þ

where vector R*
i is the particular solution of the equation:

E0R*
j, ij +GωðΔR*

i −R*
j, ijÞ

+ l2ω½ðG0 +GωÞ ̸Gω�ðΔPV
i −PV

k, ikÞ=0
ð46Þ

Then, taking into account Eqs. (41), (42), (45) we establish that the Eq. (46) can
be rewritten in the terms of the “classical” displacements. Other word the “classi-
cal” displacements satisfy the “classical” equations of equilibrium (see Eq. (39)):
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LikUk +PV
i =0 ð47Þ

Thus, we have got a general solution of the system of equilibrium equations in
the theory of Cosserat mediums (see Eqs. (45)–(47)):

Ri =Ui −G0 ̸Gωui +R*
i ð48Þ

The general solution (34) of the system of equilibrium equations for the
moments in the theory of Cosserat mediums can be rewritten in terms of classical Ui

and cohesive ui displacements (48):

ω2
i = ð4l2ωÞω2

k, ik + ðχ12 ̸2χ22ÞUn,menmi

− ðG0 ̸2χ12ÞðG0 ̸GωÞun,menmi
+ ðχ12 ̸2χ22ÞR*

n,menmi − ðl2ω ̸GωÞðχ12 ̸2χ22ÞPV
n,menmi

Thus, the construction of a general solution of the theory of Cosserat mediums is
reduced to the definition of six fundamental solutions: classical displacements Ui

having three independent components, cohesive displacements ui having two
independent components, and a pseudoscalar ω2

k, k. Correspondingly, the bound
boundary value problem (29), (30) gives six boundary conditions at each nonsin-
gular point of the surface of the body.

3.3 Aero-Kuvshinskii Model

The fundamental solution of the theory of Cosserat’s media, is defined as the
general solution of the homogeneous Helmholtz Eq. (34). If we formally search for
the slowly varying part of the solution of this equation, neglecting the Laplacian of
the function in comparison with the function itself, we will obtain:

ω2
k, k =4l2ωΔω

2
k, k≈0 ð49Þ

This means that when constructing a slowly varying part of the solution, we can
neglect the fundamental solution that determines the purely dislocation kinematic
state. The general solution for the spins will then (49) be completely determined by
the displacement field, as follows from (34):

ω2
i = ðχ12 ̸χ22Þω1

i

+ l2ω½ðμ11 + χ11Þ ̸χ12�Δω1
i − ðl2ω ̸2χ12ÞPV

n,menmi
ð50Þ

Here ω1
i = − ð1 ̸2ÞRn,menmi.
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The approximate solution (50) in the theory of Cosserat mediums can be
interpreted as a hypothesis about the existence of a kinematic connection between
spins and displacement vortices. This hypothesis allows us to formulate a correct
variational formulation of the corresponding boundary-value problem. The
Aero-Kuvshinskii model, in turn, is a more “rigid” special case of the Cosserat
model than the formula (50) proposed above.

A special case (50) is the hypothesis of proportionality of spins to constrained
rotations. It is this hypothesis that leads to the Aero-Kuvshinskii model:

ω2
k = − ðχ12 ̸χ22ÞRp, qepqk =2ðχ12 ̸χ22Þω1

k ð51Þ

With such a “hard” hypothesis, spins can be algebraically excluded from the
Cosserat Lagrangian. Thus, in the Aero-Kuvshinskii model, only displacements can
be chosen as the main unknowns, and Lagrangian can be formulated with respect to
them. At the same time, we should pay attention to this fact, that the dislocation
density in the Aero-Kuvshinskii model is different from zero. The nonzero spins ω2

k
are related by the hypothesis (51) with displacements. They determine the corre-
sponding nonzero pseudotensor-source of dislocations in the theory of
Aero-Kuvshinskii:

Ξij = ðω2
j, i −ω2

k, kδijÞ= ðχ12 ̸χ22ÞRp, iqepqj ≠ 0

As a result, we obtain the variational equation of the Aero-Kuvshinskii model
from the variational equation of the Cosserat model (28)–(30), taking into account
the additionally introduced kinematic constraint (51):

δL=
ZZZ

½ðσij, j +PV
i ÞδRi + ðmij, j − piÞδω2

i �dV

+
ZZ
�½ðPF

i − σijnjÞδRi − ðmijnj + aiÞδω2
i �dF

=
ZZZ

½ðσij, j +PV
i ÞδRi − μVk eijkδRi, j�dV

+
ZZ
�½ðPF

i − σijnjÞδRi + μFk eijkδRi, j�dF

=
ZZZ

ðσij, j + μVk, jeijk +PV
i ÞδRidV

+
ZZ
�f½PF

i − ðσij + μVk eijkÞnj − μFk, pðδpj − npnjÞeijk�δRi

+ μFk nj eijkδðRi, pnpÞgdF + ∑∮μFk vjeijkδRids=0
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For brevity we introduced the notation:

μVk = ð1 ̸2Þðχ12 ̸χ22Þðmkl, l − pkÞ
μFk = ð1 ̸2Þðχ12 ̸χ22Þðmklnl + akÞ

Thus, as a consequence of simplifying hypotheses, both the Cosserat medium
model and the Aero-Kuvshinskii medium model are obtained from the model of a
medium with conserved dislocations. We note that a characteristic feature of the
Aero-Kuvshinskii medium model is that at each nonsingular point of the surface the
variational equation gives not six (as in the Cosserat model) but five boundary
conditions:

ðμFk njeijkÞδðRi, qnqÞ= ðμFk njeijkÞδðRp, qδpinqÞ
= ðμFk njeijkÞδðRp, qðδpi − npni + npniÞnqÞ
= ðμFk njeijkÞδðRp, qðδpi − npniÞnqÞ+ ðμFk njeijkÞδðRp, qnpÞnq

It is easy to verify this by paying attention to the convolution identically equal to
zero ninjeijk ≡ 0. Finally, the variational equation of the Aero-Kuvshinskii media
acquires the following final form:

δL=
ZZZ

ðσij, j + μVk, jeijk +PV
i ÞδRidV

+
ZZ
�f½PF

i − ðσij + μVk eijkÞnj − μFk, pðδpj − npnjÞ eijk�δRi

+ μFk nj eijkδðRp, qnqÞðδpi − npniÞgdF
+ ∑∮μFk vj eijkδRids=0

ð52Þ

We have specially considered here the model of Aero-Kuvshinskii (52) as an
applied model in the framework of the theory of Cosserat mediums for the fol-
lowing reasons:

1. The Aero-Kuvshinskii model is formulated only in displacements, that are
conveniently and visually.

2. The basic properties of the medium are described by equations in displacements,
however, the boundary value problem is simpler.

The hypothesis of Aero-Kuvshinskii on the proportionality of spins and vortices
allows us to transfer this hypothesis to the general case of media with conserved
dislocations and to formulate the generalized Aero-Kuvshinskii hypothesis in the
following form:
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dΞij = aRk, kδij + bRi, j + cRi, j ð53Þ

The Aero-Kuvshinskii conjecture in the form (53) will make it possible to
formulate the applied theory of the medium with conserved dislocations in dis-
placements with six boundary conditions at each nonsingular point of the surface of
the body.

4 Theory of Porous Media

We consider the following special case of a general theory in which only θ-dis-
locations dominate. Let’s formulate simplifying hypotheses. Deviator of free dis-
tortion tensor is zero and spins are equal to zero:

γ2ij =0,ω2
k =0 ð54Þ

Free distortion tensor takes the form:

d2ij = ð1 ̸3Þθ2δij ð55Þ

Consequently, the pseudotensor-source of dislocations is written as follows:

Ξij = d2in,menmj = ð− 1 ̸3Þθ2, keijk ð56Þ

According to with (54)–(56) the Lagrangian takes the form:

L=A− ð1 ̸2Þ
ZZZ

fC11
ijnmRn,mRi, j − 2C12

ijnmRn,mð1 ̸3Þθ2δij
+C22

ijnmðð1 ̸3Þθ2δnmÞðð1 ̸3Þθ2δijÞ+C33
ijnmðð1 ̸3Þθ2, penmpÞðð1 ̸3Þθ2, qeijqÞgdV

− ð1 ̸2Þ
ZZ
�Aijnmðð1 ̸3Þθ2δnmÞðð1 ̸3Þθ2δijÞdF

Let us calculate the convolutions of the modulus tensors that appeared in
Lagrangian after simplifying hypotheses, assuming that χ11 = 0:

ðAijnmδijδnmÞ=4ðμF + λFÞ, ðC12
ijnmδijÞ= ð2μ12 + 3λ12Þδnm,

ðC22
ijnmδijδnmÞ=3ð2μ22 + 3λ22Þ, ðC33

ijnmeijpenmqÞ=4χ33δpq

Then, substituting the convolutions into Lagrangian we obtain the final formu-
lation of the functional for porous media:
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L=A− ð1 ̸2Þ
ZZZ

f2μ11γ1ijγ1ij + ð1 ̸3Þð2μ11 + 3λ11Þθ1θ1

− ð2 ̸3Þð2μ12 + 3λ12Þθ1θ2 + ð1 ̸3Þð2μ22 + 3λ22Þθ2θ2 + ð4 ̸9Þχ33θ2, kθ2, kgdV
− ð1 ̸2Þ

ZZ
�fð4 ̸9ÞðμF + λFÞθ2θ2gdF

ð57Þ

In accordance with (57), the Hooke’s law equations for the theory of porous
media take the form of:

σij =
∂UV

∂ðRi, jÞ =2μ11γ1ij + ð1 ̸3ÞK11θ1δij − ð1 ̸3ÞK12θ2δij

pkk =
∂UV

∂θΞ
= − ð1 ̸3ÞK12θ1 + ð1 ̸3ÞK22θ2, mk =

∂UV

∂ðθ2, kÞ
= ð4 ̸9Þχ33θ2, k

ð58Þ

where Kpq = ð2μpq +3λpqÞ.
We note that here (58), as in Cosserat’s theory, dislocation stresses and moments

are also determined. The moment vector in this case coincides in direction with the
gradient of porosity and is an important characteristic in studying the evolution of
cracks in a porous medium.

Let us write down the basic variational equality of the theory of porous media:

δL=
ZZZ

f½μ11ΔRi + ðμ11 + λ11ÞRj, ij − ð1 ̸3ÞK12θ2, i +PV
i �δRi

+ ð1 ̸3Þ½ð4 ̸3Þχ33Δθ2 −K22θ2 +K12θ1�δθ2gdV
+

ZZ
�fPF

i − ½μ11Ri, knk + μ11Rj, inj + λ11Rk, kni −K12θ2ni�gδRidF

− ð4 ̸9Þ
ZZ
�fχ33θ2, k nk + ðμF + λFÞθ2gδθ2dF =0

ð59Þ

The variational Eq. (59), and constitutive Eq. (58) give a complete description
of the boundary-value problem of the theory of porous media: there are four
resolving equations with respect to four unknown functions Ri, θΞ, and four
boundary conditions at each nonsingular point of the surface.

4.1 Identification of Moduli

In the absence of pores (i.e., ð2μ12 + 3λ12Þ=0
�
, the displacement vector is a

solution to the classical theory of elasticity, and the moduli μ11 and λ11 are the Lame
classical parameters of the ideal, unaffected θ-dislocations, of the medium,
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μ11 =G, 2μ11 + λ11 =E. For ð2μ12 + 3λ12Þ≠ 0, the boundary-value problem does
not decay, and θ-dislocations (pores) are not zero. We will seek an approximate
solution in the form:

Ri = ð1 ̸3Þθ1xi, θ1 =Const 1, θ2 =Const 2 ð60Þ

at PV
i =0 and PF

i =ΔPni, where ΔP—the increment of the constant value of the
external load normal to the surface of the body.

Using (60) and solving by Ritz method, we get:

f− ½ðð2μ22 + 3λ22Þ ̸3ÞV + ð4 ̸9ÞðμF + λFÞF�θ2
+ ð1 ̸3Þð2μ12 + 3λ12Þθ1Vgδθ2
+ fΔP− ð2μ11 + 3λ11Þθ1 + ð2μ12 + 3λ12Þθ2�gVδθ1 = 0

ð61Þ

Here it is taken into account that

V = ð1 ̸3Þ
ZZZ

ð∂xi ̸∂xjÞδijdV = ð1 ̸3Þ
ZZ
� xinjδijdF = ð1 ̸3Þ

ZZ
� xinidFZZ

� xinidF =3V

The solution of (61) is the following relations:

θ1 = ðΔP ̸3K11Þð1+ SFÞ ̸S, θ2 = ðΔP ̸K11ÞðK12 ̸K22Þ ̸S ð62Þ

where

S= ½1+ ð4 ̸3ÞðμF + λFÞ ̸ð2μ22 + 3λ22ÞðF ̸VÞ− ðK12 ̸K11ÞðK12 ̸K22Þ�
SF = ð4 ̸3ÞðμF + λFÞ ̸ð2μ22 + 3λ22ÞðF ̸VÞ

Let’s define the total volume change:

ΔV =
ZZZ

ðD1
ij +D2

ijÞδijdV =
ZZZ

Ri, jdV +
ZZZ

θΞdV ð63Þ

Here Ri, j it can be interpreted as a local change in volumeRRR
Ri, idV =

RR
�RinidFÞ

�
of undamaged material, but θ2 as a local change in volume

due to reversible “opening” of pores.
Taking into account the solution of (62), Eq. (63) takes the form:

ðΔP ̸K11Þ½1+ SF + ðK11 ̸K22Þ� ̸S=ΔV ̸V ð64Þ

Taking into account (64), the solution of (62) can be rewritten in the form of:
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θ1 = ð1+ SFÞ ̸½1+ SF +K12 ̸K22�ðΔV ̸VÞ= ð1− fθÞðΔV ̸VÞ
θ2 = ðK12 ̸K22Þ ̸½1+ SF +K12 ̸K22�ðΔV ̸VÞ= fθðΔV ̸VÞ ð65Þ

The solution in the form of (65) provides a basis for treating the medium,
damaged by persistent θ-dislocations, as a finely dispersed composite in which the
ideal medium with a relative volume fraction ð1− fθÞ plays the role of the matrix,
and the role of the inclusions is θ-dislocations with a relative volume fraction fθ.
Thus, it possible to treat a combination of nonclassical moduli fθ as the relative
volume fraction of θ-dislocations:

fθ = ðK12 ̸K22Þ ̸½1+ SF +K12 ̸K22� ð66Þ

Accordingly, (64) makes it possible to treat a combination of nonclassical
moduli Kθ as an effective bulk modulus of such a composite:

Kθ =K11S ̸½1+ SF +K12 ̸K22� ð67Þ

It is seen from (67) that the volume compression modulus Kθ, which is damaged
by the conserved θ-dislocations, is always smaller than the ideal bulk compression
modulus K11 = ð2μ11 + 3λ11Þ. Thus, relations (66) and (67) are established between
the formal parameters of the medium and the experimentally measurable parameters
G,E, fθ and Kθ. It should be noted that in accordance with the proposed interpre-
tations, the term ð1 ̸2Þ RRR ð1 ̸3Þð2μ11 + 3λ11Þθ1θ1dV in the Lagrangian of porous
media acquires the meaning of the potential energy of changing the volume of an
intact part of the medium material, the term ð1 ̸2Þ RRR ð1 ̸3Þð2μ22 + 3λ22Þθ2θ2dV—
of the potential energy of the formation of a new volume in the damaged medium
due to the reversible “opening” of the pores, and the term ð1 ̸2Þ RRR ð1 ̸3Þ
ð2μ12 + 3λ12Þθ1θ2dV—of the potential pore interaction energy with an intact part of
the medium material. Accordingly, the nonclassical modulus ð2μ22 + 3λ22Þ acquires
the meaning of the energy of formation of a unit volume due to the reversible
“opening” of the pores, and the nonclassical modulus ð2μ12 + 3λ12Þ acquires the
meaning of the energy of formation of a unit volume due to a single change in the
volume of the intact part of the medium material.

Similar arguments and interpretations can be made for the surface of the body.
Let’s give the definition of the total change in the surface of the body:

ΔF = ðD1
ij +D2

ijÞðδij − ninjÞdF =
ZZ
� i, jðδij − ninjÞdFR+

ZZ
�ð2 ̸3Þθ2dF ð68Þ

The first term (68) gives the definition of the local area change due to stretching
ΔFelastic ̸F:
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ΔFelastic ̸F =Ri, jðδij − ninjÞ ð69Þ

The second term (68) gives the definition of the area change due to the formation
of a new surface associated with the reversible opening of pores on the surface
ΔFpores ̸F:

ΔFpores ̸F = ð2 ̸3Þθ2 ð70Þ

From (62) to (68) it follows that:

ZZ
�Ri, jðδij − ninjÞdF = ð2 ̸3ÞðΔP ̸KθÞfθF,ZZ
�ð2 ̸3Þθ2dF = ð2 ̸3ÞðΔP ̸KθÞð1− fθÞF
ΔF ̸F = ð2 ̸3ÞðΔP ̸KθÞ= ð2 ̸3ÞðΔV ̸VÞ

ð71Þ

It follows from (65) to (71) that both the distribution of the volume change and
the distribution of the surface change with respect to the stretching and reversible
formation of the new geometry in porous media are realized in the same proportion.
The coefficient of proportionality k= fθ ̸ð1− fθÞ is determined by the relative vol-
ume fraction of θ-dislocations. Let us consider the “classical” static boundary
conditions:

PF
i ni = ð2μ11 + λ11ÞðRi, knkÞni + λ11Ri, jðδij − ninjÞ− ð1 ̸3Þð2μ12 + 3λ12Þθ2 ð72Þ

Let’s define the hydrostatic pressure:

p= ð2μ11 + 3λ11ÞRk, k − ð2μ12 + 3λ12Þθ2 ð73Þ

It turned out that:

ðRi, knkÞni = p ̸K11 −Ri, jðδij − ninjÞ+ ðK12 ̸K11Þθ2 ð74Þ

The boundary condition (72) with allowance for (73) and (74) gives:

PF
i ni = ½ð2μ11 + λ11Þ ̸K11�p− 2μ11Ri, jðδij − ninjÞ+ ð4 ̸3Þμ11ðK12 ̸K11Þθ2

Let us write down the last equation for the pressure and take into account the
definitions (69) and (70):

p= ½K11 ̸ð2μ11 + λ11Þ�ΔP+2μ11½K11 ̸ð2μ11 + λ11Þ�ðΔFelastic ̸FÞ
− 2μ11½K12 ̸ð2μ11 + λ11Þ�ðΔFpores ̸FÞ ð75Þ
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Thus, in addition to the classical surface tension, activated complex theory also
describes the process of reversible formation of a new surface due to the opening of
pores on the surface. The change in the total area due to the formation of a new
surface is determined through the expression (70). Hence, it can be concluded that
the density of the surface potential energy in the activated complex theory is
determined completely by the energy of the formation of a new surface:

UF = ð1 ̸2ÞðμF + λFÞðΔFpores ̸FÞðΔFpores ̸FÞ ð76Þ

In this case, the modulus KF = ðμF + λFÞ in the theory of porous media should be
treated unambiguously as the doubled energy of formation of a unit surface. Indeed,
when ΔFpores ̸F =1, it follows from (76) that:

ðμF + λFÞ=2UF jðΔFpores ̸FÞ=1 =KF ð77Þ

Thus, (66), (67) and (77) have been established between the formal parameters
of the medium and the experimentally measurable parameters G,E, fθ,Kθ and KF .
The physical meaning of the remaining sixth formal parameter χ33 can hardly be
clarified with the help of a polynomial solution, since any polynomial solution
determines a slowly varying part of the solution. The formal parameter χ33, on the
contrary, determines the rapidly changing part of the solution. To clarify its
physical meaning, it is necessary to formulate and solve the boundary value
problem for some rapidly changing local state.

4.2 General Solution in Theory of Porous Media

We represent the system of four equilibrium equations for the theory of porous
media in the form of a subsystem of three equilibrium equations in displacements
and one equation with respect to porosity θ2. To do this, let’s define the Laplacian
from the porosity θ2 of the “classical” equilibrium equations and exclude it from the
scalar equilibrium equation (in the same way as was done in the construction of the
general solution of the equations of the theory of Cosserat mediums):

θ2 = ðK12 ̸K22ÞRk, k + ð2μ11 + λ11Þ½ð4χ33 ̸K22Þ ̸K12Þ�ΔRk, k

+ ½ð4χ33 ̸K22Þ ̸K12Þ�PV
k, k

ð78Þ

μ11ðΔRi −Rj, jiÞ+ ½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�Rj, ji

− ð1 ̸3Þ½ð4χ33ð2μ11 + λ11Þ ̸K22Þ�ΔRj, ji +PV
i − ð1 ̸3Þ½ð4χ33 ̸K22Þ�PV

j, ji =0
ð79Þ
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Thus, the theory of porous media can be formulated in displacements. Equa-
tion (78) allow to find value of porosity, if displacement vector is known.

Let us investigate the structure of the general solution of the formulated system.
First we assign a “classical” equilibrium operator Lijð. . .Þ and represent the operator
of system (79) as the product of two operators. One of these operators is the
“classical” equilibrium operator. This operator defines the fundamental solution
corresponding to the “classical” displacement vector. The second operator must
determine the “cohesive” displacements (“cohesive” field). Accordingly, a linear
combination of fundamental solutions will give a general solution to the theory of
porous media. Let’s implement this procedure. A “classical” equilibrium operator
Lijð. . .Þ has view:

Lijð. . .Þ= μ11½Δð. . .Þδij − ð. . .Þ, ij�
+ ½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�ð. . .Þ, ij

ð80Þ

It follows immediately from (80), that

ΔðRj, jÞ= ð1 ̸½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�ÞðLijRjÞ, i
Eliminating ΔðRj, jÞ from (79), we will obtain:

ðLijRj +PV
i Þ−

½ð4χ33ð2μ11 + λ11Þ ̸K22Þ�
3½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ� ðLkjRj +PV

k Þ, ik

+
4χ33ðK12 ̸K22Þ2

9½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�P
V
k, ik =0

Let’s introduce the definition of the length of a cohesive field lθ for porous
media:

l2θ =
½ð4χ33ð2μ11 + λ11Þ ̸K22Þ�

3½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ� ð81Þ

Thus, all relations (66), (67), (77) and (81) are established between the formal
parameters of the porous medium μ11, λ11,K12,K22, ðμF + λFÞ, χ33 and the experi-
mentally measurable parameters G,E, fθ,Kθ,KF and lθ.

It is important to note that taking into account (81), we can rewrite Eq. (79), in
the form of a product of operators:

½ð. . .Þδik − l2θð. . .Þ, ik�ðLkjRj +PV
k Þ

+ l2θð1 ̸3ÞðK12 ̸K22Þ½K12 ̸ð2μ11 + λ11Þ�PV
k, ik =0
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The found operator of the “cohesive” field makes it possible to determine “co-
hesive” displacements:

uk = − ðl2θ ̸½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�ÞðLkjRj +PV
k Þ ð82Þ

and the equations of equilibrium of “cohesive” forces:

uk, ik − ð1 ̸l2θÞui +
ðK12 ̸K22Þ½K12 ̸ð2μ11 + λ11Þ�

3½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�P
V
k, ik =0 ð83Þ

Taking the rotor (83), we can verify that in porous media cohesive displacements
are potential:

ui, j − uj, i =0 ð84Þ

Therefore, introducing potential u, we reduce the vector Eq. (83) to the scalar
one:

ui = u, i

Δu− ð1 ̸l2θÞu+
ðK12 ̸K22Þ½K12 ̸ð2μ11 + λ11Þ�

3½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�P
V
k, k =0

ð85Þ

The equation of the cohesive field (85) allow to determine the scale parameter lθ
(multiscale effects) in (81), (83). Equation (79) can be represented in the form:

LijðRj + uj −R*
j Þ+PV

i =0 ð86Þ

where R*
j is a particular solution of system:

μ11ðΔR*
i −R*

j, ijÞ+ ½2μ11 + λ11 − ð1 ̸3ÞK12ðK12 ̸K22Þ�R*
j, ij

+ ð1 ̸3ÞðK12 ̸K22Þ½K12 ̸ð2μ11 + λ11Þ�PV
k, ij =0

Equation (86) has the form of a “classical” equilibrium operator over a certain
vector. It is natural to define this vector as a vector of classical displacements Ui:

Ui =Ri + ui −R*
i ð87Þ

Using (87), we obtain:

LijUj +PV
i =0 ð88Þ

Rewriting (87) with respect to the total displacement vector, we obtain the
general solution of the equations of the theory of porous media:
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Ri =Ui − u, i +R*
i ð89Þ

where Ui—the fundamental solution corresponding to the “classical” equilibrium
Eq. (89), u is the fundamental solution corresponding to the cohesive field (85).
Thus, instead of the four unknown functions Ri and θ2, the problem is formulated
with respect to classical displacements Ui and the potential of cohesive displace-
ments u.

5 Model of Media with “Twinning”

Let us consider the third special case of the general theory, when γ-dislocations
dominate. In this case θ2 = 0 and ω2

k =0, and the tensor of free distortion has view
D2

ij = γ2ij. Accordingly, the pseudotensor-source of dislocations is transformed:

Ξij = γ2in,m϶nmj ð90Þ

The Lagrangian for media with twinning is obtained as a special case of the
general theory with allowance for kinematic model D2

ij = γ2ij and (90):

L=A− ð1 ̸2Þ
ZZZ

fC11
ijnmRn,mRi, j − 4μ12Ri, jγ

2
ij +2μ22γ2ijγ

2
ij +C33

ijnmΞnmΞijgdV

− ð1 ̸2Þ
ZZ
� aijnmγ2nmγ

2
ijdF

ð91Þ

Equations of the Hooke law in media with twinning follow from (91) and have
the form:

σij =
∂UV

∂Ri, j
=C11

ijnmRn,m − 2μ12γ2ij, pij =
∂UV

∂γ2ij
=2ð− μ21γ1ij + μ22γ2ijÞ

mij =
∂UV

∂Ξij
=C33

ijnmΞnm = μ33ðγip, qepqj + γjp, qepqiÞ+ χ33ðγip, qepqj − γjp, qepqiÞ

aij =
∂UF

∂γ2ij
= a11ijnmγ

2
nm = ½μFðδin − ninnÞðδjm − njnmÞ

+ μFðδim − ninmÞðδjn − njnnÞ
+ λFninjnnnm + δFninnðδjm − njnmÞ�γ2nm

ð92Þ

Taking into account (91), (92), we will obtain the variational equation of the
theory of media with twinning:
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δL=
ZZZ

fðσij, j +PV
i ÞδRi − ðmin,m϶nmj + pijÞδγ2ijgdV

+
ZZ
�fðPF

i − σijnjÞδRi + ðminnm϶nmj − aijÞδγ2ijgdF =0
ð93Þ

As can be seen from the Euler Eqs. (93), (92) each point of the investigated
medium has eight degrees of freedom: three components of the displacement vector
Ri and five independent components of the deviator tensor γ2ij. The boundary
conditions on the surface of the body are also determined by eight degrees of
freedom. Equilibrium equations as a whole contain six formal parameters of the
medium.

5.1 Fundamental Solutions

To isolate the subsystem of equations by the displacement vector, we take the
divergence of the tensor equation of equilibrium of the moments and exclude γ2ij, j
from it, determined from the vector equilibrium equation:

2μ12γ2ij, j = μ11ðΔRi −Rj, jiÞ+ ð2μ11 + λ11ÞRj, ji +PV
i

GDðΔRi −Rj, jiÞ+EDRj, ji +PV
i

− ðχ33 ̸3μ22Þ½ð2μ11 + λ11ÞΔRj, ji +PV
j, ji�

− ½ðμ33 + χ33Þ ̸4μ22�½μ11ΔðΔRi −Rj, jiÞ+ ðΔPV
i −PV

j, jiÞ�=0

ð94Þ

Thus, equilibrium equations for displacements are formulated.
Let’s show that the displacement vector Ri can be represented in terms of two

fundamental vectors. The first vector Ui is a vector of “classical” displacements that
satisfies the “classical” equilibrium equations. The second vector ui is the cohesive
displacement vector. The definition of “classical” Ui and cohesive ui displacements
follows the same pattern as in the theory of Cosserat mediums and in the theory of
porous media described above:

Uj =Rj − ðχ33 ̸3μ22ÞðE ̸EDÞRk, kj − ½ðμ33 + χ33Þ ̸4μ22�ðG ̸GDÞðΔRj −Rk, kjÞ
uj = − LjkRk ̸C, Ljkð. . .Þ=EDð. . .Þ, jk +GD½Δð. . .Þδjk − ð. . .Þ, jk�

where: C—is some normalization dimension multiplier [Pa/m2], and

ED = ½4ðμ11μ22 − μ12μ12Þ ̸3μ22�+ ð2μ11 + 3λ11Þ ̸3

GD = ðμ11μ22 − μ12μ12Þ ̸μ22
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Note that we use the definition of “classical” in order to emphasize the difference
between this operator and the classical Lame operator. In this operator there are not
ideal moduli μ11 =G, 2μ11 + λ11 =E, but defective moduli
μ11 >GD, 2μ11 + λ11 >ED. After substitution of Ri in the Eq. (94), they acquire
the form of “classical” equilibrium equations with a modified load, depending on
the second derivatives of the volume forces:

LijUj +PV
i − ðχ33 ̸3μ22ÞPV

j, ji − ½ðμ33 + χ33Þ ̸4μ22�ðΔPV
i −PV

j, jiÞ=0 ð95Þ

The volume load in the “classical” Eq. (95) is modified due to the influence of
dislocations, which are reflected by the multipliers for the derivatives in (95).

After uj substitution in the resolving equations, they acquire the form of equi-
librium equations for the “cohesive” interactions of the “basic” model:

Cfðχ33 ̸3μ22ÞðE ̸EDÞuj, ji + ½ðμ33 + χ33Þ ̸4μ22�ðG ̸GDÞðΔui − uj, jiÞ− uig
+PV

i − ðχ33 ̸3μ22ÞPV
j, ji − ½ðμ33 + χ33Þ ̸4μ22�ðΔPV

i −PV
j, jiÞ=0

ð96Þ

Let’s assume that the cohesive moduli μ33 and χ33 are proportional, so that the
second-order operator in the above Eq. (96) coincides with the classical operator
Lame. Then we can establish that Ri =Ui − ui. Thus, we can find six fundamental
solutions Ui and ui. With known displacements, the system of tensor equations of
moments with the aid of first Eq. (94) can be transformed to inhomogeneous
equations with respect to twinning, with right-hand sides that depend on dis-
placements. Then, solution of these tensor equations can be constructed as the sum
of the general solution of a homogeneous equations and the particular solutions.

6 Conclusion

In this paper, based on the variational kinematic approach [16–21], a complete and
correct model of media with conserved dislocations is given. On the basis of the
kinematic analysis, a new classification of dislocations is proposed, which makes it
possible to distinguish three types of dislocations: γ-dislocations, θ-dislocations,
and ω-dislocations. This classification gives a new kinematic interpretation of
dislocations, since it reflects the relationship of dislocations with the shape change
—γ, with a change in volume θ (porosity) and with twisting ω (spins). Partial
theories are considered in which one of the three types of dislocations dominates.

As an example of applied theory, the theory of Aero-Kuvshinskii media is
considered, the characteristic feature of which is the formulation of the
boundary-value problem only with respect to the displacement vector. Dislocations
are determined after the solution by differentiation. Generalizations of
Aero-Kuvshinskii hypotheses about the proportionality of free and constrained
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distortion are formulated, which makes it possible to construct an applied version of
the theory with a reduced number of boundary conditions (six boundary conditions
in common case instead of nine).
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Numerical Simulation of Circumsolar Ring
Evolution

A. S. Murachev, D. V. Tsvetkov, E. M. Galimov and A. M. Krivtsov

Abstract The results of the computer simulation for the circumsolar gas-dust cloud

evolution are presented. The particle dynamics method is used. We show that gas-

dust clusters can be formed in ring-shaped structures of protoplanetary disks. It is

demonstrated that the clusters are formed as a result of the counteracting of the self-

gravitational force of the ring and the gravity of the Sun. This process has a proba-

bilistic nature. The range of the system parameters providing the clusters formation

is obtained. Different scenarios of the ring evolution are observed and analyzed.

The considered gas-dust clusters can be precursors for the further formation of the

planet-satellite systems.

1 Introduction

Gas and dust play an important role in a planet formation [5, 18]. According to exist-

ing astrophysical theories, the process of star formation leads to the appearance of an

accretion gas-dust disks around young stars [1]. Under certain conditions, planetary
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systems can be formed from such accretion disks [16]. Recently, the high resolu-

tion submillimeter ALMA telescope made it possible to obtain magnificent images

of protoplanetary systems from other stars [2, 4]. The observations show bright dust

rings in the disk, separated by dark gaps. The origin of these structures is not entirely

clear and is still a matter of debate, but it is likely that such structures can be associ-

ated with the planets formation. In particular, ring-shaped structures can concentrate

and also prevent solid particles accretion onto star [19, 21].

Thus, the probable scenario of the circumstellar disk evolution is formation of

gas-dust rings, which is confirmed by the mentioned above observations and the

computer simulations [6, 15, 20]. These rings can be treated as protoplanetary rings

since the planet formation process is likely to take place in these high density areas.

The asteroid ring in the Solar system also can be considered as a result of a proto-

planetary ring evolution were the planet formation process for some reasons was not

completed (probably due to the Jupiter influence).

In the present paper we present a computer model of the protoplanetary ring clus-

tering. The paper is based on the hypothesis of academician E.M. Galimov of planets

formation [9–11]. We assume that the solid phase early occurrence and growth is not

the only way of the protoplanetary nebula evolution. The appearance of gravitational

instabilities in protoplanetary disks along with particle growth leads to the formation

of separate gas-dust clouds. These clouds collide with each other, grow in size, and

after they reach an appropriate size and some additional conditions are fulfilled then

planet-satellite systems can be formed as a result of their rotational collapse [11].

We use the particle dynamics method [13] to explore the protoplanetary disk evo-

lution. The particles are represented as a point masses that interact with each other

and with the central star. The method allows to find the numerical solution of the

N-body problem as a function of time. One of the important peculiarities of this

work in comparison with other works studying the cluster formation using the par-

ticles dynamics method [7, 8, 12, 15, 17] is the nature of the interparticle force.

The considered force contains three main terms: the gravitational attraction, the soft

gas-aided repulsion, and the dissipative term. We optimize the calculations with the

modified Barnes-Hut algorithm [14] which in contrast to the classical algorithm [3]

efficiently works for both short-range and long-range forces.

Each cluster can be considered as a separated gas-dust cloud in the protoplanetary

disk. The previous computer simulations [11, 14] showed that under certain condi-

tions, a planet with its satellite (e.g. the Earth-Moon system) can be formed as a result

of a rotational collapse of such gas-dust cloud. In particulary, our results can be used

as initial condition for the study of the Earth-Moon formation hypothesis [10, 11].

2 The Model

The protoplanetary ring is modeled as a set of particles interacting via prescribed

forces. Initial particle co-ordinates have a uniform random distribution in an oblate

spheroid with semi-axesRmax andRs, whereRs∕Rmax ≪ 1without central cylindrical
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Fig. 1 The initial configuration of a protoplanetary disk

part with radius Rmin (see Fig. 1). Further for simplicity directions in the ring plane

will be called horizontal directions, the direction orthogonal to the ring plane—the

vertical direction. The initial velocity of each particle is a sum of regular and random

terms:

v
def

= 𝐫̇ = v𝐫𝐞𝐠 + v𝐫𝐚𝐧𝐝. (1)

The regular component is defined as vreg = 𝝎0 × r, where r is the particle radius-

vector and 𝝎0 is a vertical vector of the initial angular velocity of the particle. The

absolute value of this vector is

𝜔0 = |𝝎0| =
√

𝛾Msun

r3
, r = |r|, (2)

where m is the particle mass, Msun is the mass of the central star (further, for simplic-

ity, the Sun), and 𝛾 is the gravitational constant. The random velocity components

vrand are randomly distributed in a spheroid with semi-axis 0.7vreg and 0.055vreg
(horizontal and vertical, respectively), where vreg = |vreg|.

The motion of the particles is described by the equations of Newtonian dynamics:

mr̈k =
N∑

n=1

1
rkn

f (rkn, ṙkn)rkn + Fk,

rkn = rk − rn , rkn = |rkn|; k = 1, 2,… ,N, (3)

where N is the number of particles, rk is the radius-vector of the kth
particle, f (r, ṙ)

is the interparticle interaction force and
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Fk = 𝛾

Msunm
r3k

rk (4)

is the gravitational force between the Sun and kth
particle, and Msun is the Sun mass.

The main part of the interparticle force f is the gravitational attraction that is a long-

range force. In addition, we assumed that each particle in the heated state emits

gaseous substances. The evaporating gas forms gas shells around the particles. This

leads to the mutual repulsion of the particles. Energy loss in the interaction of the

gas shells is taken into account by introducing an additional dissipative force. Thus,

the interaction force consists of three components: the gravitational attraction, the

gas repulsions, and the dissipation [11]:

f (r, ṙ) =
A1

r2
+

A2
rp

+
A3
rq

ṙ. (5)

The first term in Eq. (5) corresponds to the gravitational force, where A1 = 𝛾m2
.

The second term is the short-range repulsive force, where A2 = −A1ap−2, a is the

particle diameter (the equilibrium distance between two particles), and p = 7. The

third term in Eq. (5) describes non-conservative interaction between particles, where

A3 = 𝛽A2, 𝛽 =
√
11a3∕(25𝛾m), and q = p + 1. The value of 𝛽 is chosen to have

a moderate dissipation in the system, the value of q is chosen to keep proportional

the second and the third terms in Eq. (5) when the interparticle distance is changed.

Then Eq. (5) can be rewritten in the form [11]

f (r, ṙ) = 𝛾
m2

a2

[(a
r

)p (
1 − 𝛽

ṙ
r

)

−
(a
r

)2
]

. (6)

The evolution of the protoplanetary ring depends on many parameters. The main

goal of the study is to define the values of parameters that govern clustering in the

protoplanetary system. The following main dimensionless parameters can be out-

lined: the dimensionless disk internal radiusRmin∕a, the shape ratioWr = Rmax∕Rmin,

the mass ratio Ms = Msun∕M, and the dimensionless particle concentration n∕n0,

where n is the average number of particle per unit volume, n0 = 𝜋

3
√
2

is the parti-

cle close packing concentration. The oblateness Rs∕Rmax = 0.04 for all the systems

under study. Three values of the mass ratio Ms = 5, 10, 20 will be considered. The

number of particles is set indirectly as a function of the dimensionless particle con-

centration and the dimensionless disk volume (volume divided by a3). The average

number of particles in our calculations is about 700 000.

We carried out about one and a half thousand calculations of the protoplanetary

rings evolution. Each calculation takes time from 3 to 10 revolutions of a particle

having an initial angular velocity 𝜔0.
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3 The Numerical Method

The particle dynamics method allows to calculate trajectories of all the particles in

the system. Therefore, it is able to describe the whole system evolution. However,

taking into account interactions between all particles leads to the complexity O(N2)
at each step of integration. For the modeling of the planetary system formation hun-

dreds of thousands or even millions of particles are needed. Computer resources that

are needed to model such systems in the case of the complexity O(N2) are unaccept-

able. The traditionally way out of this situation is the use of approximate calculations

of interaction forces. The Barnes-Hut algorithm [3] is one of such methods. This is

a hierarchical method that is based on combining close particles into groups and

calculating the total potential approximation of the group. However, the classical

Barnes-Hut method is suitable only for certain stages of the system evolution. In

such stages, the particles should be distributed fairly evenly in space. When clusters

are formed, where the concentrations of particles in order exceed the concentration

in the surrounding space, the rate of calculation drops drastically.

In this paper we use the modified Barnes-Hut method [14] to solve this problem.

The modified Barnes-Hut method accelerates the calculations for the case of a essen-

tially inhomogeneous spatial particles distribution. The modified algorithm allows

to increase substantially the calculation speed without loss of accuracy. The modi-

fied method was applied to calculate the evolution of the gas-dust cloud for studying

Moon and Earth system formation [11].

4 The Simulation Results

4.1 The Protoplanetary Rings Evolution

Let us consider the evolution of one of the systems where the clustering occurs.

Figure 2 shows radial distribution of the average particles concentration in sequential

moments of time. The average particle concentration at a given radial distance is

n =
Nr

Sra
, (7)

whereNr is the number of particles at the distance r+𝛥r from the system center, 𝛥r is

numerical step of the radius and Sr = 𝜋(r+𝛥r)2−𝜋r2 is the area of the median plane

of the protoplanetary ring. Figure 2 shows 15 graphs corresponding to 15 consecutive

moments of time. It is clearly seen that the peaks of concentration appear in the late

stages of the protoplanetary ring evolution, where each peak corresponds to a cluster.

The computations show that if the clusters were not formed during several first

orbital periods then they are never formed. This conclusion is confirmed by the nature
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Fig. 2 Time evolution of the radial density in the ring. Rmin∕a = 200,Wr = 1.4,Ms = 10,
n∕n0 = 0.1

Fig. 3 The typical evolution of a protoplanetary ring. Rmin∕a = 200,Wr = 1.4,Ms = 10, n∕n0 =
0.1

of the cluster formation in the ring. There are three stages in the evolution of the

protoplanetary ring, which we can distinguish (see Fig. 3):

Stage 1. The stage of initial particles uniform distribution in the protoplanetary ring.

Stage 2. The stage of counteracting. Two processes occur simultaneously. The whole

subsequent evolution of the system is determined by a process which is
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more dominant. The first process is attraction of the particles to the proto-

planetary ring mean radius rm = r+𝛥r∕2. The regions with increased con-

centration formed by gravitational instabilities accumulate particles from

the surrounding space. The second process is the particle attraction to the

Sun (the center of the system). Particles that fall on the Sun pull other par-

ticles behind them. There is an effect that looks like an avalanche.

Stage 3. The equilibrium stage. The clusters formation stops or the system comes

to a homogeneous state at this stage. Generally, many gravitational insta-

bilities are appear, but most of the gravitational instabilities are destroyed

during the orbital motion. If the regions with increased concentration are

massive, they collapses into a cluster. Clusters interact with each other.

Most clusters collide. After such collisions some clusters are disrupted and

some clusters are combined. Such collisions continue until the orbits of the

clusters become stable.

The result of the third stage depends on the mass of the ring, the radius and the

width of the protoplanetary ring. These values determine how many particles will

fall on the sun and how many particles will remain in the orbit. If the gravitational

instabilities have sufficient mass then they form the clusters, but if they do not have

sufficient mass, they break down and their particles scatter in space. Thus in the most

cases the clustering can be determined in a relatively short time and long simulations

observing many revolutions around the Sun are not needed.

4.2 The Clustering Conditions

More than thousand simulations of the evolution of the protoplanetary rings with

different parameters were preformed. The results of all calculations were divided

in two classes according to the type of clustering: systems in which clustering is

predominantly observed (for analysis of a set of similar systems) and systems in

which clustering is predominantly not observed. The simulation results shows that

a continuous and smooth boundary between two classes of clustering is observed

in the parametric space of (n∕n0,Rmax∕Rmin)—see Figs. 4 and 5. The figures show

that the greater is the concentration of particles in the protoplanetary ring and the

greater is the relative width of the ring, the easier clusters formation is initiated. The

systems that are close to the boundary can not be assigned to any of the classes with

certainty. Such systems have similar probability of both clustering and no clustering.

The system position relative to the classes boundary allows to predict the clustering

in the system without calculations.

The dependence of the boundary position on the relative mass Ms = Msun∕M was

also investigated. The boundary lines were found for Ms = 5, 10, 20. The smaller

the value of Ms is, the higher is the boundary line (see Fig. 6). These results can

be interpreted as follows: the smaller is the influence of the central star, the more

likely is the clustering. Gradually, clusters accumulate more and more particles in
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Fig. 5 The clustering diagram. Rmin∕a = 200,Ms = 20

themselves, some clusters merge and some are destroyed. In our experiments, clus-

ters accumulate up to 60% of all system particles (see Fig. 7). Over time, the clusters

reach permanent orbits, but the system in which clustering occurred becomes stable

usually only when one or two clusters are left in it.

5 Conclusions

The paper studies evolution of the circumsolar (or a circumstellar) rings. The evolu-

tion of the rings is simulated by the particle dynamics method. The long-range grav-

itational forces, the short-range dissipative forces, and the repulsive forces between
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Fig. 6 The classes boundaries for several values of Ms. Rmin∕a = 200

Fig. 7 Change in time the mass ratio of all clusters to the system mass. Rmin∕a = 200,Ms = 10.

Mc is the total clusters mass and M is the disk mass. The thresholds on some lines correspond to

the clusters destruction by mutual collisions or by falling to the Sun
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particles are taken into account. Also, the gravitational force from the central star is

applied.

It is demonstrated that there are two main forces affecting the cluster formation in

the ring: the self-gravitation of the protoplanetary ring and the gravity of the central

star. The first force promotes clustering, the second force hinders it. The balance

of these forces determines the formation of clusters. Also, the process of cluster

formation is affected by the unique initial distribution of the particles co-ordinates

and velocities. Therefore, generally speaking, the possibility of clustering can be

estimated only in a statistical sense.

We have found that there is a continuously smooth boundary, which separates

systems with and without clustering. The influence of the ring shape, density, and

its relative (according to the central star) mass on the boundary position was inves-

tigated. The computer modeling shows that in the circumsolar ring the clusters are

formed in the regions with an increased concentration of particles. If the concen-

tration of particles is above a certain threshold, then the clusters appear. Then the

clusters grow by accumulating particles from the surrounding space. Clusters also

interact with each other. Usually after several revolutions only one or two clusters

survived, and these clusters have stable orbits.

The further evolution of the clusters has not been studied in the present paper.

However previous works [10, 11, 14] have shown that the rotational collapse of a

localized gas-dust cloud can lead to the formation of the planet-satellite systems.

Such a scenario is possible if the force of the particles interaction can no longer

equilibrate the cluster. In particular, the results of the present paper can serve as initial

conditions for study of the Earth-Moon formation from a gas-dust cloud, localized

on its orbit around the Sun [11].

This research was supported by the Fundamental Research Program of the Pre-

sidium of the Russian Academy of Sciences No. 22 “The Evolution of the Organic

World and the Planetary Processes”.
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Two-Dimensional Modeling of Diatomic
Lattice

A. V. Porubov

Abstract The two-dimensional nonlinear continuum expressions for the kinetic and

potential energies are obtained for nonlinear diatomic lattice. The linear part of the

energy is reconstructed using a continuum limit of the two-dimensional discrete

model of the lattice. The discrete model considers neighboring spring-like interac-

tions between masses in the lattice for derivation of equations of motion. A connec-

tion between the parameters of the lattice and the constants of the continuum model

is established. The nonlinear part is added into the continuum model directly in a

phenomenological manner. The expressions obtained are useful for finding a solu-

tion of a boundary value nonlinear problem.

1 Introduction

One of the last scientific problems considered by Eron Aero, was highly nonlinear

continuum theory of diatomic lattices [1–4]. In particular, a one-dimensional (1D)

model has been developed to account for strongly nonlinear strain waves in diatomic

crystalline materials [1–3],

𝜌Utt − E Uxx = S(cos(V) − 1)x, (1)

𝜇Vtt − 𝜅Vxx = (SUx − p) sin(V), (2)

where

U =
m1U1 + m2U2

m1 + m2
, V =

U1 − U2
h
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Ui are the displacements of the masses mi in the diatomic lattice, E, S, p, 𝜌, 𝜇, 𝜅 are

the parameters of the model. The Eqs. (1), (2) were obtained in [1, 2] starting from

the continuum viewpoint without reference to the discrete equations for diatomic

lattice, and some assumptions were done when constructing the expression for the

energy of deformation. Also, a two-dimensional (2D) extension of the model (1), (2)

was suggested in [4].

A completely continuum modeling was used in all above mentioned works. It is

of interest to see how the models relate to a continuum limit of the discrete diatomic

model. The 1D case was examined in [5] for nonlinearity described by the sine func-

tion and in [6] for weakly nonlinear case when nonlinear terms are of the power

series nature.

The interest to diatomic lattices arose many years ago that is reflected in many

books and reviews, see, e.g., [7–12]. The theory of diatomic lattices generalizes well

developed nonlinear theory of monoatomic lattices that considers not only solid lat-

tices but also the granular media and photonic lattices, see, e.g., [7–12]. Usually, the

diatomic lattice is a primary object of the study while a continuum limit is employed

to better understand the behavior of the lattice [7, 8, 13–17]. Both linear [7, 13] and

weakly nonlinear [8, 12, 14, 15, 17–19] models are considered when weak nonlin-

earity is approximated by the power series in displacements.

The function V in Eqs. (1), (2) accounts for an influence of microstructure of

a material. Large variation of V allows us to describe cardinal rearrangements of

the lattice structure, dynamic behavior of a defect of the lattice, twinning etc. Sim-

ilar description of a microstructure may be found in the chain with an additional

rotational degree of freedom [20, 21]. Additional degrees of freedom are also incor-

porated into the discrete model via coupled stresses, see, e.g., [22]. The interest in

the dynamic behaviour of micro-structured materials has grown tremendously with

the recent manufacture and synthesis of new manifold strongly discrete and layered

systems, artificial lattices of nanodots and other micro-elements while the classical

theories of elasticity and magnetism cannot explain some of the experimental data

concerning the properties of such materials with complicated microstructure. This is

particularly true for materials of new types such as nano-crystalline alloys, ceramic

composites, some biological materials (tissues), multi-layered magnetic films and

elastic plates, artificial lattices, elastic and optical wave guides with a net of passive

and active elements or corrugated internal structure, granular materials, and com-

pounds exhibiting damage under experimental conditions of high speeds of defor-

mation (or high frequencies of vibrations) [20, 23, 24].

In this paper, a procedure of obtaining expressions for kinetic and potential energy

for diatomic lattice is developed in the 2D consideration. The procedure is based

on the use of the continuum limit of the original discrete model. For this purpose,

discrete equations of motion are obtained in Sect. 2 using the model where interac-

tions between elements of the lattice (masses) are modelled by elastic springs that

allows us to obtain the expressions for the elastic forces. Then the continuum limit

of the equations is obtained in Sect. 3.1. The continuum variables having physical

sense of macrostrain and relative micro-displacement are introduced and equations

are rewritten in new variables in Sect. 3.2. Then the energies are reconstructed to
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satisfy equations of motion. The energies are written in new variables in Sect. 3.3.

Finally a nonlinear part of energy is introduced in a phenomenological manner in

Sect. 3.4.

2 Discrete Equations

Let us consider a square lattice discrete structure with the particles having alternate

massesm1,m2, see Fig. 1. The interactions between masses in this diatomic lattice are

modeled by springs. The linearly elastic rigidities of horizontal and vertical springs

is assumed to be equal to C1 while the linearly elastic rigidity of the diagonal springs

is C2. The relative distance in the unstrained state is assumed to be equal to h. The

horizontal and vertical displacements of particle m, n are denoted by xm,n, ym,n for

the masses m1 and by Xm,n, Ym,n for the masses m2.

Consider first particle with mass m1 interacting with its neighbors as shown in

Fig. 1 (Left). The kinetic energy is

T1 = 1
2
m1

(
ẋ2m,n + ẏ2m,n

)
,

while the potential energy is

𝛱1 = 1
2
C1

4∑
i=1

△l2i +
1
2
C2

8∑
i=5

△l2i ,

where elongations of the springs, △li are

Fig. 1 Two-dimensional diatomic lattice. Left: interaction of the mass m1 (black circle) with its

neighbors. Right: interaction of the mass m2 (transparent circle) with its neighbors
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△l1 = Xm+1,n − xm,n, △ l2 = Ym,n+1 − ym,n,

△l3 = xm,n − Xm−1,n, △ l4 = ym,n − Ym,n−1

△l5 = 1√
2

(
xm+1,n+1 − xm,n + ym+1,n+1 − ym,n

)
,

△l6 = 1√
2

(
xm,n − xm−1,n+1 + ym−1,n+1 − ym,n

)
,

△l7 = 1√
2

(
xm,n − xm−1,n−1 + ym,n − ym−1,n−1

)
,

△l8 = 1√
2

(
xm+1,n−1 − xm,n + ym,n − ym+1,n−1

)
.

Then the Lagrangian, L1 = T1 −𝛱1, may be composed, and the Hamilton-

Ostrogradsky variational principle is applied to obtain the discrete governing equa-

tions of motion for masses m1,

m1ẍm − C1(Xm+1,n − 2xm,n + Xm−1,n) −
C2
2

(
xm+1,n+1 − 2xm,n + xm−1,n+1+

ym+1,n+1 − ym−1,n+1 + xm+1,n−1 − 2xm,n + xm−1,n−1 + ym−1,n−1 − ym+1,n−1
)

= 0,
(3)

m1ÿm − C1(Ym,n+1 − 2ym,n + Ym,n−1) −
C2
2

(
ym+1,n+1 − 2ym,n + ym−1,n+1+

xm+1,n+1 − xm−1,n+1 + ym+1,n−1 − 2ym,n + ym−1,n−1 + xm−1,n−1 − xm+1,n−1
)

= 0.
(4)

Similarly, equations of motion for masses m2 may be obtained, see Fig. 1 (Right).

Here

T2 = 1
2
m1

(
Ẋ2
m,n + Ẏ2

m,n

)
,

while the potential energy is

𝛱2 = 1
2
C1

4∑
i=1

△L2i +
1
2
C2

8∑
i=5

△L2i ,

where elongations of the springs, △Li are

△l1 = xm+1,n − Xm,n, △ l2 = ym,n+1 − Ym,n,
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△l3 = Xm,n − xm−1,n, △ l4 = Ym,n − ym,n−1

△l5 = 1√
2

(
Xm+1,n+1 − Xm,n + Ym+1,n+1 − Ym,n

)
,

△l6 = 1√
2

(
Xm,n − Xm−1,n+1 + Ym−1,n+1 − Ym,n

)
,

△l7 = 1√
2

(
Xm,n − Xm−1,n−1 + Ym,n − Ym−1,n−1

)
,

△l8 = 1√
2

(
Xm+1,n−1 − Xm,n + Ym,n − Ym+1,n−1

)
.

Then the equations of motion for masses m2 are

m2Ẍm − C1(xm+1,n − 2Xm,n + xm−1,n) −
C2
2

(
Xm+1,n+1 − 2Xm,n + Xm−1,n+1+

Ym+1,n+1 − Ym−1,n+1 + Xm+1,n−1 − 2Xm,n + Xm−1,n−1 + Ym−1,n−1 − Ym+1,n−1
)

= 0,
(5)

m2Ÿm − C1(ym,n+1 − 2Ym,n + ym,n−1) −
C2
2

(
Ym+1,n+1 − 2Ym,n + Ym−1,n+1+

Xm+1,n+1 − Xm−1,n+1 + Ym+1,n−1 − 2Ym,n + Ym−1,n−1 + Xm−1,n−1 − Xm+1,n−1

)
= 0.

(6)

3 Continuum Modeling

3.1 Continuum Limit of Discrete Equation

When h << 1, one assumes that the continuum displacements of the massesm1, xm,n,

ym,n, are u1(x, y, t), v1(x, y, t) while for displacements of the masses m2, Xm,n, Ym,n,

one has u2(x, y, t), v2(x, y, t). Then the Taylor series for displacements of neighboring

masses may be written, e.g.,

xm±1,n = u1 ± h u1,x +
h2
2
u1,xx, xm,n±1 = u1 ± h u1,y +

h2
2
u1,yy,

xm±1,n±1 = u1 ± h (u1,x + u1,y) +
h2
2
(
u1,xx + 2u1,xy + u1,yy

)
+ ...
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xm±1,n∓1 = u1 ± h (u1,x − u1,y) +
h2
2
(
u1,xx − 2u1,xy + u1,yy

)
+ ...

and similarly for y-components of displacements. Then the continuum limit of Eqs.

(3)–(6) up to terms of order h2 results in the coupled equations,

m1 u1,tt − 2C1(u2 − u1) − C1 h2 u2,xx − C2 h2 (u1,xx + 2v1,xy + u1,yy) = 0, (7)

m1 v1,tt − 2C1(v2 − v1) − C1 h2 v2,yy − C2 h2(v1,xx + 2u1,xy + v1,yy) = 0, (8)

m2 u2,tt − 2C1(u1 − u2) − C1 h2 u1,xx − C2 h2 (u2,xx + 2v2,xy + u2,yy) = 0, (9)

m2 v2,tt − 2C1(v1 − v2) − C1 h2 v1,yy − C2 h2 (v2,xx + 2u2,xy + v2,yy) = 0. (10)

3.2 Continuum Equations in New Variables

Let us introduce new variables,

U =
m1 u1 + m2 u2

m1 + m2
, V =

m1 v1 + m2 v2
m1 + m2

, (11)

u =
u1 − u2

h
, v =

v1 − v2
h

. (12)

The variables (11) account for the movement of center of masses, while the variables

(12) describe relative displacements of the neighboring masses, they are responsible

for a microstructure. Then the original variables may be expressed as

u1 = U +
m2 h

m1 + m2
u, u2 = U −

m1 h
m1 + m2

u,

v1 = V −
m1 h

m1 + m2
v, v2 = V +

m2 h
m1 + m2

v.

It allows us to transform Eqs. (7)–(10) to equations

(m1 + m2)Utt = (C1 + C2)h2
(
2Uxx +

m2 − m1
m1 + m2

h uxx

)
+

C2h2
(
2Uyy + 4Vxy +

m2 − m1
m1 + m2

h(uyy + 2vxy)
)
, (13)
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(m1 + m2)Vtt = (C1 + C2)
(
2Vyy +

m2 − m1
m1 + m2

h vyy

)

C2h2
(
Vyy + 4Uxy +

m2 − m1
m1 + m2

h(vxx + 2uxy)
)
, (14)

utt = −
2C1(m1 + m2)

m1m2
u +

(C1 + C2)(m2 − m1)
m1m2

hUxx+

h2
m1m2(m1 + m2)

(
C2(m2

1 + m2
2) − 2C1m1m2

)
uxx +

(m2 − m1)hC2
m1m2

(
Uyy + 2Vxy

)
+

h2(m2
1 + m2

2)C2

m1m2(m1 + m2)

(
uyy + 2vxy

)
, (15)

vtt = −
2C1(m1 + m2)

m1m2
v +

(C1 + C2)(m2 − m1)
m1m2

hVyy+

h2
m1m2(m1 + m2)

(
C2(m2

1 + m2
2) − 2C1m1m2

)
vyy +

(m2 − m1)hC2
m1m2

(
Vxx + 2Uxy

)
+

h2(m2
1 + m2

2)C2

m1m2(m1 + m2)

(
vxx + 2uxy

)
. (16)

3.3 Reconstruction of Continuum Potential Energy

Equations of motion (13)–(16) allow us to reconstruct the kinetic and potential ener-

gies in variables U, V , u and v. Indeed these equations may be obtained using the

Hamilton-Ostrogradsky variational principle of the form,

𝛿S = 𝛿 ∫
t1

t0
dt ∫

∞

−∞
dx∫

∞

−∞
L dy = 0,

where L is the Lagrangian density,

L = K −𝛱

where K is the kinetic energy density, 𝛱 is the density of the potential energy. For

kinetic energy one can assume

2K = 𝜌1U2
t + 𝜌2V2

t + 𝜌3u2t + 𝜌4v2t .
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The left-hand sides of Eqs. (13)–(16) should appear due to utilization of the vari-

ational principle to the kinetic energy. However, the coefficients 𝜌1 and 𝜌2 should

have the dimension of density. Then it is necessary to divide both sides of Eqs. (13),

(14) by h3. Then one obtains

𝜌1 = 𝜌2 =
m1 + m2

h3

The variables u, v are dimensionless, therefore, the dimension of 𝜌3, 𝜌4 should be

kg∕m. Both sides Eqs. (15), (16) are conveniently divided by (m1 + m2)h∕(m1m2).
Then one obtains for 𝜌3, 𝜌4

𝜌3 = 𝜌4 =
m1m2

(m1 + m2)h
.

Now the r.h.s. in Eqs. (13), (14) divided by h3 contain coefficients having dimen-

sions of elastic constants, N∕m2
since the dimension of rigidities Ci is N∕m. The

suitable functional form of the density of potential energy is

𝛱 =
C1
h

(
u2 + v2

)
+

C1 + C2
h

(
U2

x + V2
y

)
+

C2
h

(
U2

y + V2
x + 2UxVy + UyVx

)
+

h(C2(m2
1 + m2

2) − 2C1m1m2)
2(m2

1 + m2
2)

(
u2x + v2y

)
+

(m2 − m1)(C1 + C2)
m1 + m2

(
uxUx + vyVy

)
+

C2 h(m2
1 + m2

2)
2(m1 + m2)2

(
u2y + v2x + 2uyvx + 2uxvy

)
+

C2(m2 − m1)
m1 + m2

(
uyUy + vxVx + uyVx+

uxVy + vyUx + vxUy

)
(17)

3.4 Introduction of Nonlinearity

Weakly nonlinear modeling consists in an addition of power series terms in the dis-

crete equations of motion. In the 1D case, it was done in [6]. Similarly, highly non-

linear terms via the sine function may be used, see [5] for 1D case. Then the above

mentioned procedure of the continuum limit and transformation to the variables (11),

(12) may be applied.

Alternatively, a phenomenological approach may be used. In the 1D case, it was

discussed in [3]. In this case nonlinearity is added already in the continuum equations

of motion or in the continuum expression for the energy [1, 2]. In the 2D problem,

it was suggested in [4] to look for the nonlinear part of the energy in the form
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𝛱nl =
(
p − sxx Ux − sxy(Uy + Vx) − syy Vy

)(
1 − cos(u + v)

)
(18)

where F is a constant. The parameter p is associated in [4] with one half of the energy

of activation of rigid shift of the lattice. The coefficients sij account for a nonlinear

coupling between macro- and micro components of the model. Another choice for

the argument of the cosine function has been suggested in [2] where cos(
√
u2 + v2)

was suggested.

The complete potential energy is

𝛱c = 𝛱 +𝛱nl, (19)

where 𝛱 is defined by Eq. (17).

4 Conclusion

An approach alternative to that used in [4] is developed to model two-dimensional

dynamics of diatomic lattices. The key point of the approach is to obtain contin-

uum expression for the kinetic and potential energies used the equations of motion

obtained as continuum limit of the discrete equations of motion. Such procedure

looks stronger than that used in [4] where pure continuum modeling is used. Now we

don’t need in any assumptions to construct the expression of the energy and about

parameters of the model. The constants of our model of the energy are connected

with the constants of the original discrete lattice model.

The obtaining of the expressions for the energies is very important for the state-

ment of the boundary value problems. A modification of the variational principle

Sect. 3.3 by addition of the elementary work of external forces allows us to study

finite size bodies subjected to external loading. Moreover, the reasonable or natural

boundary conditions appear due to utilization of the variational principle.

An introduction of nonlinearity in the model requires stronger approach then the

above mentioned phenomenological one. In the one-dimensional case, it was done

in [5] where nonlinear terms were obtained for diatomic chain using the continuum

limit the discrete model. The extension of this procedure to the two-dimensional case

will be the subject of future work.
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Mechanics of Metamaterials: An Overview
of Recent Developments

H. Reda, N. Karathanasopoulos, K. Elnady, J. F. Ganghoffer
and H. Lakiss

Abstract The emergence of additive manufacturing in combination with the

advancement of engineering analysis tools has led to a new paradigm in the design

of materials, in which the organization of matter and topology plays a central role.

A new class of artificial materials has emerged that exhibit static and dynamic prop-

erties typically not encountered in natural materials and have been named as meta-

materials. In the current work, we present recent advances made in the field, relating

to both the static attributes and to the wave propagation characteristics of metama-

terials under small and large strains. In particular, we present a class of anti-auxetic

inner material architectures with positive and high Poissons ratio values which lead

to metamaterials of controlled anisotropy. Thereupon, we study the influence of the

degree of anisotropy on the wave propagation characteristics under small strains.

Moreover, we analyze the effect of geometrical nonlinearities on the propagation

of longitudinal and shear waves in two-dimensional hexagonal-shaped architectured

lattices viewed as effective 1D and 2D media, while we showcase the potential of

non-auxetic architectures to reach auxetic ones through a kinematic control in the

large strains regime. What is more, we analyze the role of the considered nonlinear-

ity in the nature of propagating waves, identifying strain thresholds beyond which

both supersonic and subsonic modes emerge.
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1 Introduction

In the conventional approach, the development of new materials is done at the scale

of ‘atoms’, which is considered as the primal material unit (bottom-up approach).

In the last decades, the focus has been set at a higher scale, substituting the notion

of atoms with that of material building blocks. Material building blocks are peri-

odic or non-periodic artificial microstructural topologies, specifically architectured

to provide an enhanced macroscopic response for certain properties of interest. The

artificial design of the resulting material, along with the extraordinary properties

typically not encountered in natural materials, required a specific wording for this

new class of artificial materials. The wording ‘metamaterials’ has been selected as

the most representative wording, noting that the prefix ‘meta’ means in Greek to

exceed, to go beyond natural materials [1]. Metamaterials derive their properties not

from the ones of their base material, but from the design of their microstructure. The

microstructures density, shape, size and structural arrangement are responsible for

the enhanced or exotic behavior observed at the macroscale. By appropriately tun-

ing the microstructures design, electromagnetic waves can be enhanced, absorbed,

blocked or bent and structural properties can be considerably upgraded [2]. This

observation has fostered extensive studies in different research directions. By that

means, new frontiers have been opened in a series of different fields, such as in optics

(superlens), signal transmission and energy harvesting [3]. More recently, the meta-

material concept has been carried over to mechanical/acoustic properties as well.

In the field of mechanics, the design, modeling and testing of rationally designed

metamaterial microstructures in two and three dimensions are much less advanced

than their electromagnetic counterparts and is an emerging field. For the effective

mechanical and electromagnetic properties of metamaterials to be determined, a link

between the microstructural and mesostructural scale (equivalent continuum scale)

needs to be set.

The Poissons ratio has been for centuries regarded as a metric for the mechan-

ical performance of materials and structures [4]. It characterizes their volumetric

response and is defined as positive, when the material contracts in the plane lying

perpendicular to its loading direction. Most common engineering materials have pos-

itive Poissons ratios. In particular, ceramics, metals and glass structures have typical

Poissons ratio values between 0.25 and 0.4, while rubbers have values slightly below

0.5. For isotropic three dimensional materials, Poissons ratio values are bounded

between −1 and 0.5. In the isotropic case, Poissons ratio is uniquely coupled to the

materials shear and bulk modulus G and K respectively, upon rather simple rela-

tions. In particular, both K and G are reversely related to the Poissons ratio, with K
defined as K = E∕ (3(1 − 2 ∗ 𝜈)) and G as G = E∕ (2(1 + 𝜈)). The Poissons ratio

completely defines the shear to the bulk modulus ratio value, while its bounded

nature −1 ≤ 𝜈 < 0.5 constrains the ratio K∕G (a sole function of the Poissons ratio

within isotropy) to lie within a certain range, as schematically depicted in Fig. 1.

Up to now a considerable amount of works has been dedicated to the concep-

tion and analysis of auxetic metamaterials, namely materials with negative Poisson’s
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Fig. 1 Bulk to shear

modulus ratio versus

Poisson’s ratio for different

material classes

ratios [5]. In particular, the mechanical properties of chiral lattices, hexa- and tetra-

chiral cellular solids have been studied [6, 7]. Auxetics have found a wide range

of applications in different fields, as for example in the aerospace and automotive

industry, primarily due to their superior shear strength and reduced overall struc-

tural weight [8].

The Poisson’s ratio offers a fundamental metric to compare the material per-

formance [9]. While for isotropic materials the Poisson’s ratio value is limited in

between −1 and 0.5, anisotropic materials can well exceed these limits. The neces-

sity to induce a certain degree of anisotropy in order to achieve non-conventional

mechanical behaviours has been recognized in a series of engineering fields, amongst

others in morphing wing engineering applications [10]. Thereupon, successful mor-

phing in aerospace or wind energy engineering has been directly associated with

the development and usage of materials that exhibit a combination of low stiff-

ness and high Poisson’s ratio in the one material direction to ‘minimize actuation

energy’, combined with a high stiffness in its perpendicular material direction to ade-

quately support aerodynamic loads [11]. Certain honeycomb and hybrid accordion
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cellular solids have been shown to satisfy the previously described stiffness charac-

teristics [12, 13]. Lately, polygonal-shaped unit cell architectures have been shown

to yield metamaterials of controlled static mechanical properties upon low effec-

tive density values [14]. Lightweight material designs of controlled anisotropy that

combine stiff and soft material directions are favorable amongst others for space-

frame structures, metallic filters and ceramics [15]. What is more, the development

of architectured lightweight materials with a soft material direction has been directly

related to the advancement of soft-robotics and damping structures [16, 17]. More-

over, in the realm of bio-engineering, the restoration of ligaments and tendons with

biosubstitute materials that can inherently emulate the native tissue mechanics (large

Poissons ratio values), constitutes an ongoing engineering challenge in the search of

the optimal artificial material [18, 19].

The metamaterial’s static properties are directly related to their wave propaga-

tion characteristics. Acoustic metamaterials raise a continuously increasing interest

in both physicists and mechanician communities, sometimes with different but com-

plementary viewpoints, see [20]. One promising research direction is the design of

metamaterials having microstructures which present a strong contrast in the micro-

scopic properties of their constituents, thus generating generalized continuum mod-

els when homogenized [21–23]. The presence of a microstructure entails that some

effective properties of the substitution continuum replacing the initial microstruc-

ture (which may be discrete, like in network materials) may diverge or vanish when

considering the macro-properties obtained by homogenization. Cauchy continuum

theory may not be accurate enough to capture the specific unusual wave propagation

features brought by materials with a microstructures or for some natural materials

with highly heterogeneous hierarchical microstructures [24], when modeling them

at a continuum level. The introduction of more sophisticated models than Cauchy

continuum like continua with microstructure or generalized continua is mandatory

in order to account in a satisfactorily manner the unexpected effects brought by the

microstructure on wave propagation [26, 28]; recent works have been devoted to

network materials modeled as effective micropolar or second gradient continua, [25,

27, 28], giving rise to partial or full band gaps.

Control of the propagation of sound waves is mostly accomplished through nega-

tive values of constitutive parameters, like bulk modulus, mass density, Poisson ratio

and also via chirality. The density and bulk modulus are the analogs of electromag-

netic parameters, respectively permittivity and permeability in negative index mate-

rials. Composite media presenting a negative effective bulk modulus of a negative

effective mass density have been produced in [30–32], where auxetic materials were

studied. A vanishing shear modulus but finite bulk modulus has been obtained for the

pentamode structures by producing anisotropic variants of them in [33]. The physical

mechanisms behind such unusual effects are the trapping of energy of macroscopic

waves in microscopic degrees of freedom (abbreviated in the sequel as dof), which

may be described by adopting the framework of generalized continua. Different lit-

erature works highlight—see [34] and references therein that the coupling between

macroscopic and microscopic dof and non-linearities are two essential mechanisms

responsible for the generation of frequency band gaps in wave propagation problems.
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However, while the elastic wave propagation has been extensively analyzed in the

literature [35–38], only few works have so far been dedicated to wave propagation

in nonlinear periodic structures [39, 40]. The propagation of waves in pre-deformed

periodic structures is accompanied by a number of new phenomena that are differ-

ent and can not be observed for linear media, such as amplitude-dependent disper-

sion relations [41]. By varying the applied deformation, it is possible to synthesize

anisotropic materials in which the elastic rigidity matrix increases incrementally.

Few works have described the variation of the material upon finite deformations

[44, 45]. The range of deformation is limited by stability considerations, which have

been captured by dedicated constitutive models [42, 43].

In the current contribution we adress the following key issues:

1. The design of so-called anti-auxetic structures exhibiting high positive Poissons

coefficients and the influence of such anti-auxetic features on the metamaterials

wave propagation properties.

2. The influence of geometrical nonlinearities on the static and wave propagation

characteristics of architectured materials.

3. The role of the degree of non-linearity on the nature of the propagating waves.

The present work is organized as follows: the design of network anti-auxetic inner

material architectures of controlled anisotropy is discussed in Sect. 2, whereby the

effect of anisotropy on the wave propagation characteristics is analyzed. In Sect. 3,

large strain aspects are presented: in particular, the potential of auxetic materials to

reach non-auxetic behaviours through appropriate strain applications, along with the

effect of large strains on the wave propagation characteristics of architectured media

are analyzed. In Sect. 4, we discuss the role of the considered degree of nonlinearity

on the nature of the propagating waves in an 1D context, correlating this factor to the

appearance of supersonic and subsonic modes. We conclude in Sect. 5 by a summary

of the main results of this work.

2 Anti-auxetic 2D Architectured Materials
Under Small Strains

2.1 Orthotropic Lattice Architectures of Controlled
Static Properties

We analyze a class of two-dimensional, non-auxetic metamaterials of controlled

anisotropy which make use of polygonal-shaped unit-cell architectures (Fig. 1). In

particular, we employ diamond and octagon-shaped lattice architectures, which

allow us to create metamaterials with effective moduli ratio values E2
∗∕E1

∗
that can

be controlled through the appropriate choice of the unit-cell’s inner design parame-

ters, namely: member orientation 𝜃, number and geometry of strengthening elements

and slenderness ratio values 𝜂 (Fig. 2). In the unit cell shown as an insert in Fig. 1 is



278 H. Reda et al.

Fig. 2 Effective material moduli ratio values E∗
2∕E

∗
1 as a function of the effective unit-cell density

𝜌
∗

for diamond and octagon-shaped lattice structures with and without inner strengthenings

then repeated by translation in both directions of the plane so that a periodic network

is built; the structural network elements are modeled as beams and are connected at

junction nodes endowed with a certain in-plane flexural rigidity. As will be explained

later on, the existing local rotation at these connecting nodes shall be condensed at

the level of the constructed effective continuum [14], we have computed the effective

material properties of the previously reported lattice architectures in a paramet-

ric manner, using the discrete homogenization method provided in [46]. In the

Appendix, we furnish closed-form expressions of the normal effective material mod-

uli E1
∗

and E2
∗

and effective density values 𝜌
∗

as a function of the unit-cell geometry

parameters. In Fig. 2, we provide an Eshelby-type diagram of the moduli ratios as a

function of the density. To that scope, we present a subset of diamond and octagon-

shaped unit-cell architectures without strengthening (D,O) and with a single and

two inner vertical strengthening elements respectively (DS,OS) of equal outer sides

length and a slenderness ratio 𝜂 = L∕t = 10.

Figure 2 suggests that octagon-shaped unit-cell lattice architectures yield artificial

materials of highly tunable moduli ratio values E∗
2∕E

∗
1 (E∗

2∕E
∗
1 being the effective

material moduli in the horizontal and vertical material direction accordingly), thus of

tunable anisotropy. In particular, the material moduli ratio can range between unity

and approximately 100 for non-strengthened configurations (O) upon appropriate

modulations of the lattices outer elements design angle 𝜃. The insertion of inner

strengthening elements extends the feasible range of ratio values to a maximum of

approximately 250 for the strengthened octagon-shaped unit-cell lattice architectures

(OS). The corresponding maximum anisotropy values for diamond-shaped lattice

architectures (DS) are approximately four times the ones created by octagon-shaped
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lattices; however for considerably higher effective density values 𝜌
∗
. We note that the

slenderness ratio 𝜂 of each unit cell architecture can be used as an additional degree

of freedom in the attainment of a desirable combination of 𝜌
∗
, E∗

2∕E
∗
1 values, with

higher 𝜂 values to correspond to lower effective density values 𝜌
∗
.

2.2 Wave Propagation Attributes of 2D Anti-auxetic Material
Architectures of High Anisotropy

The artificial materials degree of anisotropy—characterized by the E2
∗∕E1

∗
value—

directly affects its wave propagation characteristics. The latter can be obtained for

an effective two-dimensional Cauchy medium through the solution of the dynamic

equilibrium equation:

𝜕𝜎xx

𝜕x
+

𝜕𝜎xy

𝜕y
= 𝜌

∗ü,
𝜕𝜎yx

𝜕x
+

𝜕𝜎yy

𝜕y
= 𝜌

∗v̈ (1)

where 𝜎xx, 𝜎yy and 𝜎xy, 𝜎yx stand for the normal and shear stresses accordingly,

characterized by two independent planar kinematic degrees of freedom u and v
to which they are related to, through the effective material density 𝜌

∗
the over-

head dot over the displacement in (Eq. 1) denotes the time derivative. Employing a

harmonic planar wave Ansatz u(x, y, t) = U exp(i𝜔t − i(𝜅1x + 𝜅2y)) and v(x, y, t) =
V exp(i𝜔t − i(𝜅1x + 𝜅2y)) for the horizontal and vertical displacement components,

𝜅1 = |k| cos 𝛽 and 𝜅2 = |k| sin 𝛽 being the components of the wave vector 𝜅 and𝜔 the

wave frequency, the phase velocity cp = 𝜔∕|k| can be computed as a function of the

wave propagation direction 𝛽. In [14], we have shown that the level of anisotropy—

expressed through theE∗
2∕E

∗
1 ratio—directly affects the phase velocity characteristics

for both longitudinal and shear waves. Figure 3 provides a schematic representation

of the correlation between the phase velocity cp and the propagation direction 𝛽 for

longitudinal (L) and shear waves (S) for two metamaterial designs: an isotropic one

with E∗
2∕E

∗
1 = 1 and a highly anisotropic one with E∗

2∕E
∗
1 = 784. The results are nor-

malized with respect to the corresponding beam phase velocity

√
Es∕𝜌s, Es being the

constituents materials modulus and 𝜌s its density (Es = 200GPa, 𝜌s = 7700 kg∕m3
,

𝜂 = 1∕15).

Figure 3 demonstrates a considerable difference between isotropic and highly

anisotropic artificial material designs. While for isotropic metamaterials non-zero

phase velocities are obtained for both modes of propagation (L, S) irrespective of the

direction of propagation 𝛽, for anisotropic designs the metamaterial acts as a com-

plete shear wave isolator in the 𝛽 → 0, 𝜋, −𝜋 material direction (Fig. 3, right). The

latter corresponds to the soft material direction, thus to the E∗
1 material directions of

Fig. 2. Contrariwise, in the high modulus, stiff material direction (E∗
2 in Fig. 2), an

effective transmitter behaviour is observed for the longitudinal waves. It needs to be

noted that the previously reported characteristics pertain not only to metamaterials
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Fig. 3 Phase velocity cp dependence on the wave propagation direction 𝛽 for longitudinal (L) and

shear waves (S) for an isotropic (E2
∗∕E1

∗ = 1, left) and a highly anisotropic material (E2
∗∕E1

∗ =
784, right) obtained for diamond-shaped lattice architectures of 45 and 80

◦
accordingly

architectured with diamond-shaped lattices, but also for any unit cell configuration of

high anisotropy ratio E∗
2∕E

∗
1 of the type, as indicated by the study of the D,O,DS,OS

unit-cell lattice architectures. The reader is referred to [14] for an elaborate analysis

of the static and acoustic wave propagation attributes of the previously reported lat-

tice designs. We have accordingly shown that the modification of the inner design

of architectured material has a significant impact on their acoustic properties. The

change of topology at the level of a representative unit cell can be achieved by the

application of large deformations, as exposed in the next sections.

3 Static and Wave Propagation Characteristics
of Architectured Materials Under Large Strains

We next develop homogenization schemes for the computation of the large strains

response of periodic networks in order to derive their effective elastic response

accounting for large changes of their geometry.
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3.1 Microscopic and Mesoscopic Nonlinear Homogenization
Problems

The adopted computational method of the effective nonlinear response of network

materials relies on a two steps methodology: the ground state effective moduli are

first evaluated in the initial small strains regime, followed by the evaluation of

the nonlinear subsequent response, based on the update of the lattice configuration

(geometry) when subjected to an increased kinematic loading imposed over the iden-

tified unit cell. We rely for the purpose of computing the effective nonlinear response

on the discrete homogenization method (abbreviated DH method in the sequel) to

replace the initially discrete structure by a nonlinear elastic effective continuum.

The homogenization of the periodic network towards a Cauchy continuum at the

mesoscopic level relies on the condensation of the existing nodal rotations (which

exist at the crossing nodes between the structural elements of the network), which

are expressed versus the deformation applied over the unit cell, using the equilibrium

equations. We refer the reader for more details related to the asymptotic homogenisa-

tion technique to the recent works on the topic [46, 47]. The homogenization meth-

ods accounts for the large changes of network configurations occurring due to the

large imposed kinematic loadings. We note that since the flexural rigidity of the

beam elements is commonly much lower than their tensile rigidity, it is likely that

geometrical nonlinearities will be the dominant mechanism at the microscale. The

lattice geometry is updated at each new increment of the external load applied to the

unit cell boundary, based on which new effective properties are evaluated. The main

steps of the DH method leading to the nonlinear response of the homogenized con-

tinuum are written in algorithmic format below. Note that although the main source

of nonlinearities at microscopic level is the modification of the network geometry,

the obtained constitutive law at the mesoscopic level is a nonlinear relation between

stress and strain. The computation of the large deformation response of network

materials goes through the following main steps:

For each kinematic increment 𝛥𝐄(k)
Gn and iteration k inside the increment loop:

1. Compute the effective mechanical properties in the linear regime based on the

linear discrete homogenization framework;

2. Define the incremental strain applied over the RUC.

3. Compute the incremental Second Piola-Kirchhoff stress tensor.

4. 𝛥𝐒(k)n = KS
T , n ∶ 𝛥𝐄(k)

Gn
5. Check convergence at iteration k. if it is attained, go to next step.

6. Compute the incremental deformation gradient and its Jacobean.

7. Update Cauchy stress and couple stress at increment (n + 1) by a push forward

of their Lagrangian counterpart from configuration 𝛺n to 𝛺n+1:

𝜎
(k)
n+1 = J−1n 𝐅n.

{
𝐒(k)n + 𝛥𝐒(k)n

}
.𝐅T

n =
(
J−1n 𝐅n.𝐒(k)n .𝐅T

n
)

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

𝜎
(k)
n

+
(
J−1n 𝐅n.

(
𝛥𝐒(k)n

)
.𝐅T

n
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝛥𝜎
(k)
n
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Fig. 4 Incremental Cauchy

stress versus the linearized

strain between steps n and

n + 1

8. Update the network configuration from 𝛺n to 𝛺n+1
9. Repeat steps 1–7 up to the maximum applied strain over the unit cell.

Since the DH method is predictive, it can be conceived as a virtual testing method

(instead of doing real measurements, which can be costly) to provide a database of

uniaxial, biaxial and simple shear responses to identify a strain energy density for

an assumed hyperelastic effective homogeneous material. In view of the analysis

of nonlinear wave propagation, we express the increment of Kirchhoff stress 𝛥𝜏n
(denoting the linearized tensor-valued function 𝜏n = Jn𝜎n) versus the corresponding

increment of the Euler-Almansi tensor 𝛥𝐞n =
1
2

(
grad 𝛥𝐮n + gradT 𝛥𝐮n

)
as follows:

𝛥𝜏n = Jn𝐜n ∶ grad𝛥𝐮n = Jn𝐜n ∶ 𝛥𝐞n (2)

We have introduced in Eq. 2 the fourth order tensor 𝐜n of the tangent moduli in the

actual configuration (the symbol 𝛥(.) denotes here and in the sequel the infinites-

imal variation of any quantity), obtained from the material tangent stiffness tensor

KS
T , n identified by the discrete homogenization method by a push-forward, expressed

in component form by the relation:

cabcd = J−1FaAFbBFcCFdDKS
T , nABCD

(3)

Introducing grad(.) the gradient operator with respect to the actual coordinates, with

the relation grad𝛥𝐮n = Grad𝛥𝐮n.𝐅
−1

, a straightforward computation leads based on

Eq. 3 to the expression of the increment of Cauchy stress versus the increment of the

Eulerian strain tensor:

𝛥𝜎n = 𝐜n ∶ 𝛥𝐞n − Tr(grad𝛥𝐮n)𝜎n = 𝐜n ∶ 𝛥𝐞n − Tr
(
𝛥𝐞n

)
𝜎n (4)

This last relation entails that one can write the increment of Cauchy stress as a first

order approximation based on the tangent Eulerian stiffness tensor 𝐜n, augmented by

a nonlinear corrective term function of the incremental linearized strain 𝛥𝐞n (the last

term in Eq. 4), as illustrated in Fig. 4.
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Fig. 5 Classical hexagonal lattice under a compressive loading

Fig. 6 Change of Poissons ratio (left) and angular variable 𝜃 (right) versus the applied compressive

strain for the hexagonal lattice

A dedicated code has been constructed from the proposed algorithm, in order to

solve for the nodal kinematical unknowns (the displacements of each beam) within

the repetitive unit cell. The code uses an input file the reference unit cell topology

and micromechanical properties, and delivers as an output the homogenized mechan-

ical properties (classical moduli and Poissons ratio) and the nonlinear stress-strain

response for a given deformation path imposed over the RUC.

3.2 Control of the Transition from Non-auxetic to Auxetic
Behaviors by Large Strains

As an application of the proposed methodology, the transformation from the non-

auxetic hexagonal to the auxetic configuration (re-entrant) of the same lattice is

computed, based on a control by the imposed compressive strain (along the y-

direction). This transition is evidenced by the evolution of Poissons ratio versus the

compressive strain applied along the y direction. The classical hexagonal lattice

becomes re-entrant under compression, thus it exhibits a transition from a non aux-

etic to an auxetic behaviour, as illustrated in Fig. 5.

This transition is evidenced by the evolution of Poissons ratio and the angular

variable versus the compressive strain along the y direction of compression, indi-

cated in Fig. 6.
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Fig. 7 Compressive Cauchy stress versus strain for the classical hexagonal lattice

The y-component of Cauchy stress (its absolute value is plotted) increases in a

monotonous way versus the compressive strain (its absolute value), evaluated as 𝜀 =
𝜆y − 1, as shown in Fig. 7.

The Poissons ratio becomes negative for strains as large as 50% (compressive

strains are counted positively on Fig. 7), indicating a transition towards an auxetic

structure, while the compressive stress reaches some plateau before increasing again

in the auxetic regime. Based on the effective large strains response, we next evaluate

the impact of large applied pre-deformations on the acoustic properties of network

materials.

3.3 Effective Incremental Frequency and Phase Velocity of a
1D Microstructured Beam

The dynamical analysis under large strains is first performed in a 1D context, a

situation that can be illustrated by a macroscopic beam including a repetitive

microstructure. In order to present the 1D method in such a 1D context, we rewrite

the incremental nonlinear constitutive law of Sect. 3.1 in the 1D context as follows:

𝛥𝜎n =
(
En + Et

n
)
𝛥en (5)

where𝛥𝜎n is the incremental Cauchy stress at increment n,En the homogenized beam

Youngs modulus (at increment n), en =
𝜕u
𝜕x |n

the 1D linearized strain with increment

𝛥en, and Et
n the corrected incremental Young modulus accounting for the nonlinear

correction to the linear term En𝛥en in Sect. 3.1, itself depending on the linearized

strain increment. Previous incremental constitutive law describes the beam response

to an imposed increment of deformation gradient, itself equal to the small strains

increment, term 𝛥Fn (x) = 𝛥

(
gradun (x)

)
≡ 𝛥en (x).

The incremental nonlinear elastic constitutive law written in Sect. 3.1 is next

applied to the analysis of wave propagation through a pre-strained nonlinear

microstructured beam, incorporating many unit cells repeated by periodicity along
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the longitudinal direction submitted to an incremental strain. All fields in Sect. 3.1

depend upon the variable x, which is the beam axial coordinate; periodicity of the

microstructure along x implies that the beam is considered as macro-homogeneous,

so that the fields experience a smooth variation with x. Omitting index n, the dynami-

cal incremental equilibrium equation for the continuous displacement of the homog-

enized continuum writes based on the effective constitutive model given in Eq. 5

as:

div𝛥𝜎n = 𝜌n+1
𝜕
2
𝛥un
𝜕t2

⇒
(
En + Et

n
) 𝜕𝛥en

𝜕x
= 𝜌n+1

𝜕
2
𝛥un
𝜕t2

(6)

in which 𝜌n+1 is the effective medium density of the deformed structure at increment

n + 1. A small parameter 𝜐 is introduced in Eq. 6 to enforce the weak nonlinearity

through the relation 𝜐Ēt
n = Et

n, which defines a perturbed modulus (the introduced

modulus Ēt
n has the same physical dimension as modulus Et

n); the parameter 𝜐 facili-

tates the asymptotic developments in the Linstedt-Poincar method [27]. The first step

in the analysis of the nonlinear dispersion relation in the continuum medium is the

introduction of the dimensionless time 𝜏 = 𝜔 t in the dynamical equilibrium equa-

tion, thus leading to the asymptotic expansion of the frequency, effective density and

axial displacement, successively. Substituting the asymptotic expansion expressions

into the weakly nonlinear wave Eq. 6 and ordering versus the successive powers of

the small parameter produces a set of equations as follows:

O
(
𝜐
0) ∶ En

𝜕
2
𝛥u0n
𝜕x2

− 𝜌
0
n+1

(
𝜔
0
n+1

)2 𝜕2𝛥u0n
𝜕𝜏

2 = 0

O
(
𝜐
1) ∶ En

𝜕
2
𝛥u1n
𝜕x2

− 𝜌
0
n+1

(
𝜔
0
n+1

)2 𝜕2𝛥u1n
𝜕𝜏

2 =

2𝜌0n+1 𝜔
0
n+1𝜔

1
n+1

𝜕
2
𝛥u0n
𝜕𝜏

2 + 𝜌
1
n+1

(
𝜔
0
n+1

)2 𝜕2𝛥u0n
𝜕𝜏

2 − Ēt
n
𝜕
2
𝛥u0n
𝜕x2

(7)

The solution of theO
(
𝜐
0)

term equation is well-known and is given by planar har-

monic waves of frequency 𝜔
0
n+1 (𝜔

0
n+1, 𝜌

0
n+1 are the frequency and density at incre-

ment n respectively and which will later on be denoted 𝜔n, 𝜌n). The linear kernel

of order O
(
𝜐
1)

is similar to the linear kernel of order O
(
𝜐
0)

. Cancelling the secu-

lar terms (the terms multiplied by cos (𝜏 − kx)) results in an equation containing the

incremental angular frequency 𝜔
1
n+1 and the effective incremental Youngs modulus

Ēn. Thus, the frequency for the new structure configuration is updated versus the

actual tangent modulus and density by the relation:

𝜔n+1 =
(

3 −
𝜌n+1

𝜌n

)
𝜔n

2
+

Et
nk

2

2𝜌n 𝜔n
(8)

The quantities 𝜌n, 𝜔n therein are the effective density and angular frequency of the

medium at increment n, according to the O
(
𝜐
0)

equation, 𝜌n+1 is the density for the

new configuration and k the wavenumber. The effective incremental phase velocity

is given by the following relation versus the updated density and tangent modulus:
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Fig. 8 Density (a), Young modulus (b) and phase velocity (c) variations versus the imposed tensile

and compressive strain for a beam incorporating a hexagonal repetitive microstructure

cn+1 =
(

3 −
𝜌n+1

𝜌n

)
cn
2

+
Et
n

2𝜌n cn
(9)

We subsequently analyze the wave propagation characteristics of the hexagonal

lattice introduced in Sect. 3.2. Figure 8 indicates that the imposed compression has a

significant effect on the incremental phase velocity, which is much more pronounced

in traction than in compression, due to the fact that Young modulus varies very

little under (Fig. 8b) compression while the density increases (Fig. 8a). The strong

variation of Young modulus under traction (Fig. 8b) counterbalances the increase of

density (Fig. 8a) so that the phase velocity in turn increases under a tensile loading

(Fig. 8c). These results entail overall that the dynamical behavior of the material will

be modified by decreasing the wave velocity, especially by imposing a compressive

strain before sending waves into the structure. This feature is especially interesting

in situations in which dissipation occurs, since compression tends (as dissipation) to

increase wave absorption phenomena.
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3.4 Incremental Dispersion Relation and Phase Velocity in
2D Homogenized Media

In a 2D context, the constitutive law governing the evolution of the homogenized net-

work material subjected to large deformation gradients writes relying on the devel-

opments at the end of Sect. 2 and as an extension of Sect. 3.3:

𝛥

[
𝜎xx, 𝜎yy, 𝜎xy

]

n
T =

(
cn + ctn

)
𝛥

[
exx, eyy, exy

]

n
T

(10)

where cn is the tangent stiffness matrix of the effective continuum at increment, ctn the

corrected tangent stiffness matrix, and
[
𝜎xx, 𝜎yy, 𝜎xy,

]

n
T
,
[
exx, eyy, exy

]

n
T

are succes-

sively the vectors condensing the three independent components of the Cauchy stress

tensor 𝜎 and small strain tensor 𝐞 ∶= 1
2

(
grad𝐮 + gradT𝐮

)
, itself built as the symmet-

rical part of the gradient of the displacement field, vector 𝐮. Using the same method-

ology as in the previous 1D context, and restricting to centro-symmetrical structures

for which the coupling coefficients vanish (the following components of the rigid-

ity matrix vanish, a13 = a23 = a31 = a32 = 0, a12 = a21), we express the nonlinear

frequency for the new configuration (resulting from the applied gradient of deforma-

tion) in an incremental scheme versus the effective density of the medium as:

𝜔
l
n+1 =

(

3 − 𝜌n+1
𝜌
0
n+1

)
𝜔
l
n

2
+ 1

𝜌
0
n+1 𝜔

l
n
( 1
4
a11k21 +

1
4
a22k22 +

1
4
a33k21 +

1
4
a33k22

+ 1
4

√

a211k
4
1 − 2a11a22k21k

2
2 − 2a11a33k41 + 2a11a33k21k

2
2 + 4a211k

2
1k

2
2 + f1

f1 = 8a12a33k21k
2
2a

2
22k

4
2 + 2a22a33k21k

2
2 − 2a22a33k42 + a233k

4
1 + 2a233k

2
1k

2
2 + a233k

4
2)

𝜔
t
n+1 =

(

3 − 𝜌n+1
𝜌
0
n+1

)
𝜔
l
n

2
+ 1

𝜌
0
n+1 𝜔

t
n
( 1
4
a11k21 +

1
4
a22k22 +

1
4
a33k21 +

1
4
a33k22

− 1
4

√

a211k
4
1 − 2a11a22k21k

2
2 − 2a11a33k41 + 2a11a33k21k

2
2 + 4a211k

2
1k

2
2 + f1

(11)

and shear modes respectively, 𝜔
l, t
n is the frequency of the increment and the coeffi-

cients aij are the components of the incremental stiffness matrix. In order to highlight

the non-isotropic dynamical behaviour of the re-entrant hexagonal configurations

and the impact of applied deformation on the dispersive characteristics, we plot the

phase velocity for the hexagonal lattice submitted to a gradient of deformation cor-

responding to compression (Fig. 9) and shear (Fig. 10) successively.

The regular hexagonal lattice has an initial isotropic behavior for both the longi-

tudinal and shear modes (in the low frequency range), as indicated in Figs. 9 and 10

by the corresponding circular phase velocity shape of snapshots (a) in the absence

of deformation. What is more, the low frequency behavior both for longitudinal and

shear modes is non-dispersive. An anisotropic behavior appears when we employ

rather than a regular a re-entrant configuration, which occurs for Eyy = 0.5. The

degree of anisotropy becomes higher as the level of compression increases, due to

the modification of the lattice geometry; the anisotropic behavior of the re-entrant
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Fig. 9 Phase velocity in the longitudinal (red) and shear (blue) modes for the hexagonal lattice for

different compression strain loadings (here measured positively) aEyy = 0, bEyy = 0.25 cEyy = 0.5

lattice is markedly visible from the irregular shape of the phase velocity plot for the

longitudinal and shear modes [37].

4 Modification of the Nature of Propagating Waves
According to the Degree of Nonlinearity in 1D Elastic
Microstructured Beams

In order to analyze the effect of the considered degree of nonlinearity on the nature

of the propagating waves, we consider the complete kinematics of its inner elements.

For extensible beams, it can be shown that the energy density of a nonlinear second

gradient medium takes the more general form [48]:
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Fig. 10 Phase velocity in the longitudinal (red) and shear (blue) modes for the hexagonal lattice

for different shear loads a Exy = 0, b Exy = 0.15 c Exy = 0.275

Ws = Ws1 +Ws2 +Ws3 (12)

where Ws1 and Ws2 are the first and second order contributions of the strain energy

density in small strain and Ws3 is the contribution of the strain energy density

accounting for the presence of large strains. We consider a nonlinear beam kine-

matics at the discrete level of the unit cell, which after homogenization lead to a

nonlinear second gradient effective continuum. Its kinematics are characterized by

the first and second gradient of the scalar displacement field. The strain energy den-

sity expression defined in Eq. 12 incorporates the contributions of both the first order

Piola-Kirchhoff stress tensor and of the second order hyperstress tensor. The latter

are given in component form as follows:

𝜎ij =
𝜕

(
Ws1 +Ws3

)

𝜕

(
𝜕ui∕𝜕xj

) , Sijk =
𝜕

(
Ws2

)

𝜕

(
𝜕
2uij∕𝜕xk2

) (13)
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The equations of motion for a second gradient medium along the directions then

write in index form as follows:

(
𝜕𝜎ij

𝜕xj

)

−
𝜕
2Sijk

𝜕xj𝜕xk
= 𝜌

∗üj, j = 1, 2 (14)

The effective density therein is given in general by 𝜌
∗ = M1∕Acell, with M1 the

mass of the set of lattice beams within the unit cell and Acell the area of the periodic

unit cell in 2D. From Eq. 14, we obtain two differential equations that describe the

propagation of longitudinal waves polarized in the direction of incident waves, and

of shear waves polarized in a direction perpendicular to the direction of the inci-

dent wave. The longitudinal and shear modes are coupled via the linear (Cauchy and

Second gradient) and nonlinear kinematic parameters.

We subsequently analyze the propagation of longitudinal waves in a 1D contin-

uum beam at the macro level, considering a microstructured beam which incorpo-

rates periodic hexagonal unit cells along the length direction, and only one unit cell in

its thickness direction and subject to uniaxial loading (𝜎xx ≠ 0 and 𝜖xx ≠ 0). Expand-

ing the total work of the architectured lattice [48], the extensible energy density of the

homogenized hexagonal lattice can be written in closed form versus the slenderness

ratio 𝛽 and the angle 𝜃 in the x-direction:

W = E𝛽
cos(𝜃)

(𝜀2xx
(
4 sin (𝜃) cos (𝜃) + 4 cos (𝜃) + 3 sin (𝜃) + 3 − 4cos3 (𝜃)

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Linear part
− −2𝜀3xx(2cos

3 (𝜃) + 2cos2 (𝜃) sin (𝜃) + 5cos2 (𝜃) − 4 cos (𝜃) sin (𝜃)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Non Linear part
− 4 cos (𝜃) − 6 sin (𝜃) − 6)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Non Linear part

+ 1
4
L2 (𝛽 + 1) 𝜀2xx,x(2 sin (𝜃) cos

4 (𝜃) + 6cos4 (𝜃) − 11 sin (𝜃) cos2 (𝜃)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Second gradient part
− 17cos2 (𝜃) + 12 sin (𝜃) + 12
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Second gradient part

(15)

Using Eq. 15, we easily obtain the specific expressions of the first order Piola-

Kirchhoff stress and hyperstress tensors based on the general definitions introduced

in Eqs. 12 and 13. Inserting these expressions into the equation of motion (Eq. 14),

we obtain the homogenized nonlinear wave equation:

E1
𝜕
2u
𝜕x2

+ E2
𝜕
2u
𝜕x2

𝜕u
𝜕x

+ E3
𝜕
4u
𝜕x4

= 𝜌
∗ 𝜕

2u
𝜕t2

(16)
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where u is the longitudinal displacement, E1 the linear effective modulus derived

from the linear part of the energy equation, E2 the nonlinear effective modulus char-

acteristic of the large deformation behavior (nonlinear part) and E3 the second order

effective modulus, characterizing the second order gradient behavior. The equation

of motion (Eq. 16) describes the quasi-static (dispersive) behavior of waves propa-

gating within the periodic lattice. Let us note that the second order modulus E3 on

Eq. 16 is always negative. This means that the presence of a microstructure results

in positive dispersion, so that increasing the wavenumber leads to increase the phase

velocity. The problem under consideration in Eq. 16 represents a Boussinesq-type

equation. A set of elliptic functions depending on the degree of nonlinearity are pre-

sented explicitly as a solution in [49]; they are described by a universal coefficient s

which does not depend on the mechanical properties of the material, but takes into

account the shape, the period and the velocity of propagating waves within the mate-

rial. It may be considered as a quantitative measure of how much the nonlinearity

mode differs from the linear one. The solution of Eq. 16 can then be expressed as

[49]:

u (z) =
∫

−A
2
+ A s2

2
(
1 − E(s)∕K(s)

) sn2
(
k0
2
z, s

)

dz (17)

where the reduced variable z = x − w
k
t has been introduced. We shall consider the

following non-dimensional system parameters: the product k ⋅ L is the dimensionless

wavenumber,
𝜔0L√

E
𝜌

is the dimensionless frequency,
vp√

E
𝜌

and
vg√

E
𝜌

are the dimension-

less phase and group velocities respectively, with parameters E, 𝜌 and L therein the

Young modulus, the density and length of the beam respectively. We represent in

Fig. 11 the dispersion relation for different values of the nonlinear parameter s for

the re-entrant hexagon lattice (case 𝜃 ≤ 0). In the analysis to follow, vp and vp0 are

the phase velocities for the nonlinear and linear medium respectively.

For a weak nonlinearity, a supersonic mode occurs and the dispersion curves

lie above the linear dispersion curve (𝜈 = 𝜈0). For higher nonlinearity, the waves

changes from a supersonic to an evanescent subsonic mode at approximately

s = 0.7 and the dispersion curves drops below the linear case and vanish for certain

values of k. In a nonlinear situation, the second order gradient anisotropic continuum

has two propagation modes (subsonic and supersonic), whereas Cauchy or microp-

olar continua only have supersonic modes, for which an increase of the frequency

with the wavenumber occurs. Figure 12 suggests that the group velocity tends to zero

when the wave frequency of all evanescent subsonic modes approaches their higher

value. The vanishing of mode occurs when vg → −∞, which means that the total

energy of the medium is completely dissipated. In the case of supersonic modes, as

the wavenumber k increases, the accumulated energy in the medium (increasing in

the group velocity) provides an increase in the dispersion relation (Fig. 13).

A relation between the phase and group velocities is obtained after a lengthy cal-

culation starting from the dynamical equilibrium equation and the definition of the

group velocity. It can be seen that for a weak nonlinearity, the phase velocity exceeds
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Fig. 11 Dispersion relation for different values of s for the hexagonal re-entrant lattice, 𝜃 = − 𝜋

6

Fig. 12 Dispersion relation for different values of s for the hexagonal re-entrant lattice, 𝜃 = − 𝜋

6

the phase velocity and describes a supersonic mode, while for a higher nonlinearity,

the wave changes from a supersonic to subsonic mode (approximately for s = 0.7).



Mechanics of Metamaterials: An Overview of Recent Developments 293

Fig. 13 Group velocities (a) and phase velocities (b) for different values of s for the regular

hexagon with 𝜃 = 𝜋

6

5 Conclusions

In the current work, we have presented recent advances in the design and anal-

ysis of metamaterials, with respect to their static and wave propagation charac-

teristics. More specifically, we presented a class of two-dimensional anti-auxetic

inner material architectures that allowed for the creation of metamaterials of con-

trolled anisotropy. We subsequently correlated the level of anisotropy with the wave

propagation attributes of the architectured material, noting the creation of isolating

propagating material directions in a systematic manner. What is more, we studied

the large strain behavior of architectured media. To that scope, we showcased the

potential of creating auxetic metamaterials from non-auxetic ones in the large strain

regime, while we quantified the effect of large compressive and shear loads in the

wave propagation characteristics of hexagonal lattices. We noted significant effects

of the applied large deformation on the frequency and phase velocity of the propa-

gating waves, as well as on the dispersion relation. What is more, we analyzed the

role of the considered nonlinearity on the nature of the propagating waves, deriving

a relation between the phase and group velocities and the level of nonlinearity.

We hope that the provided insights and elaborated methodologies function as a

basis and inspiration for further developments in the design and analysis of novel

metamaterials for static and acoustic applications.

Appendix

The effective densities of the diamond and octagon-shaped lattice architectures

(D, DS, O, OS) are given in parametric form with respect to their slenderness

𝜂 = t∕L, c = cos 𝜃, s = sin 𝜃 (Fig. 2) and the constituents material density 𝜌s, as fol-

lows:
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𝜌
∗
D = 𝜌s 𝜂

cs
, 𝜌

∗
DS =

𝜌s(1+s) 𝜂
cs

𝜌
∗
O = 6𝜌s 𝜂

(2c+1) (2s+1)
, 𝜌

∗
OS =

𝜌s 𝜂 (6+2 (1+2s))
(2c+1) (2s+1)

(18)

The effective mechanical moduli E∗
1 and E∗

2 for the diamond-shaped lattice meta-

materials without (D) and with (DS) inner strengthenings are given in Eq. 19. The

moduli are normalized with respect to the modulus Es of the constitutive material

and are provided in closed-form as functions of the aspect ratio 𝜂 and angle 𝜃 of the

lattice’s unit cell. We note that in [14], the corresponding expressions of the effective

moduli have been additively normalized with respect to the unit-cell density values.

E∗
1
D = − 𝜂

3c
s(c2−𝜂2c2−1) , E∗

2
D = 𝜂

3s
c(c2−𝜂2c2+𝜂2)

E∗
1
DS = 𝜂(s−s𝜂2−1)c

c2s(1−𝜂2)+(s−1)(c2+𝜂2)−2s+1
E∗
2
DS = 𝜂(c2+(c2−1)(𝜂4−2𝜂2)c)

c4(1−2𝜂2)+𝜂4(c4+c2s−2c2−s+1)+c2𝜂2(2−s)

(19)

The effective moduli for the octagon-shaped lattice metamaterials without (O)

and with (OS) inner strengthenings are given accordingly in Eq. 20, as follows:

E∗
1
O = −1

2
𝜂
3(2c+1)

((1−𝜂2)c2−1−𝜂2)(s+0.5) , E∗
2
O = 𝜂

3(2s+1)
(c2−𝜂2c2+2𝜂2)(2c+1)

E∗
1
OS = 1

4
𝜂(2c2−2𝜂2c2+2𝜂2s+s𝜂2)(2c+1)

(1−𝜂2)(c4−sc2)+
(

− 9
4 +

1
4 𝜂

2
)

c2+3(1+𝜂2)
(

s+ 3
4

)

E∗
2
OS = 𝜂(2c2−2𝜂2c2+2𝜂2s+s𝜂2)

(c2−𝜂2c2+2𝜂2)(2c+1)

(20)
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Thermomechanical and Electrostatic
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Abstract A simplified mathematical model of thermomechanical behavior of a

liquid crystal in nematic phase under weak mechanical and thermal perturbations as

a micropolar viscoelastic medium with rotating particles is constructed. This model

is based on the assumption that potential energy of elastic deformation depends

on four parameters—the change in volume, angle of relative rotation of particles,

first invariant of curvature measure and entropy. The heat conduction process is

described taking into account the anisotropy of a material due to the difference in

coefficients of thermal conductivity along the axis of orientation of particles and in

the transverse direction. Influence of electric field on the layer of a liquid crystal is

modeled by means of the equations of electrostatics for an inhomogeneous anisotropic

medium. In the plane formulation, the parallel computational algorithm is worked

out on the basis of splitting method with respect to spatial variables, Godunov’s gap

decay method, Ivanov’s method of constructing finite-difference schemes with con-

trolled dissipation properties and method of straight lines for finding electric field.

The algorithm is implemented using the CUDA technology for computer systems

with graphics accelerators. Results of computations of wave motions demonstrating

the efficiency of proposed method and algorithm are represented. It is shown that the

effect of orientational thermoelasticity of a liquid crystal in the form of re-orientation

of particles in an inhomogeneous temperature field can only be evident in the pres-

ence of tangential stresses at the boundary. The modes of resonance excitation in

a liquid crystal at the eigenfrequency of rotational motion of particles are analyzed

numerically.
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1 Introduction

Liquid crystals (mesomorphic materials) have wide applications due to unusual

combination of properties of fluidity and elastic anisotropy, which appear in a cer-

tain range of temperature under weak external effects of different physical nature—

mechanical, thermal, electromagnetic, magnetic, or optical. Such materials are used

in optical instrumentation: data logging, display, processing and storage devices; in

medical and technical diagnostics, in particular, in thermography.

Physical properties of liquid crystals and their response to different external

actions are described in the monographs [7, 16, 53]. The simplest mathematical

model of the static state of a liquid crystal as an elastic continuous medium is

developed by Oseen and Frank [14, 33] (see [48]). In this model, the elastic energy

is represented as a quadratic form relative to derivatives of the vector–director with

respect to the spatial coordinates. In isotropic case the quadratic form is determined

by three independent phenomenological parameters—the Frank coefficients, charac-

terizing the elastic resistance of a liquid crystal to a change in curvature. Equilibrium

equations follow from the variational principle of minimum of free elastic energy

for fixed boundary conditions, and have the form of second-order partial differen-

tial equations relative to the vector–director. An obvious drawback of this approach

is that it does not take into account the effect of translational motion of the liquid

crystal molecules due to the mechanical action at the boundary of normal pressure

and tangential stresses, as well as the thermal action that leads to inhomogeneous

volumetric expansion of a medium. The Oseen model can not be generalized for the

analysis of dynamic, in particular, wave effects, in which the D’Alembert inertial

forces of translational and rotational motion play an important role.

A more meaningful approach to mathematical modeling of deformation of a

liquid crystal is based on the notion that a liquid crystal is a fine-dispersed conti-

nuum, at each point of which the elongated particles—molecules of the liquid crys-

tal or domains of co-oriented molecules—can move in accordance with laws of the

dynamics of viscous or inviscid fluid and can rotate relative to the fluid, with elastic

or viscoelastic resistance to rotation. The basis for this approach is the fundamental

work by the Cosserat brothers [8], where the equations of an elastic couple-stress

continuum were deduced. For the first time, the model of a liquid crystal was pro-

posed by Ericksen [10]. Using thermodynamic principles this model was developed

by Aero and his followers [1–3], Eringen and Lee [11, 12, 26], Leslie [27], as well

as, later, by Kondaurov [23], Kalugin [21] and other researchers [5, 28, 29]. The

theory of structurally inhomogeneous continuum with rotational degrees of freedom

was applied to the simulation of elastic crystals under dynamic loading in [19, 30].

In [38, 39, 41] the system of nonlinear equations of the Cosserat theory of elas-

ticity and the system of reduced momentless model, taking into account rotational

degrees of freedom of particles, are represented in a thermodynamically consis-

tent form of the conservation laws. This ensures hyperbolicity and mathematical

correctness of the formulation of boundary-value problems for the mentioned sys-

tems. Accounting viscosity in accordance with the Maxwell theory, as is done in the
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models of liquid crystals, brings additional summands, free from derivatives with

respect to spatial variables, in equations of the Cosserat elastic medium but does not

change the type of the system. Thus, actually, there exists a consistent mathematical

model which adequately describes experimentally discovered qualitative behavioral

characteristics of a material in a mesomorphic aggregate state. However, this model

is so complicated that the analytical apparatus available for its study is almost fully

limited to direct computational methods. A considerable obstruction is put by the

demand of presetting the model parameters and functions of state, which need spe-

cial physical experiments to be determined. For a detailed study of processes running

in liquid crystals, it is more appropriate to derive simpler model variants describing

specific cases of motion.

This chapter deals with developing and analyzing an acoustic approximation of

the model of a nematic liquid crystal as a micropolar medium using high-performance

computations. The model of elastic acoustic approximation without taking into

account couple stresses was obtained in [40, 43]. The modernization of the model,

as described below in this chapter, consists in accounting the moment interactions,

caused by a change in the internal curvature, and the dissipative viscoelastic pro-

cesses at arbitrary rotations of the particles.

2 Governing Equations

2.1 Integral Conservation Laws

Transition from the microscopic description of a liquid crystal medium as a discrete

mechanical system, composed of a large number of particles—elongated molecules

of the liquid crystal, to the continuous macroscopic description is based on the aver-

aging procedure. Common in the continuum mechanics, Lagrangian characteristics

of motion—the initial density 𝜌 and the velocity vector vvv—are estimated in terms of

the masses mk and the velocity vectors vvvk of particles in a specified volume V in the

initial state, using the known formulas:

𝜌 = lim
V→0

1
|V|

N∑

k=1
mk, 𝜌vvv = lim

V→0

1
|V|

N∑

k=1
mk vvvk. (1)

Here the vanishing V is understood as the volume contraction to a fixed point.

Similarly, the Lagrangian characteristics of rotational motion are introduced—the

bulk density of moment of inertia JJJ, which is a second-order symmetric and positive

definite tensor, and the angular velocity vector 𝜔𝜔𝜔:

JJJ = lim
V→0

1
|V|

N∑

k=1
jjjk, JJJ ⋅𝜔𝜔𝜔 = lim

V→0

1
|V|

N∑

k=1
jjjk ⋅𝜔𝜔𝜔k, (2)
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where jjjk and𝜔𝜔𝜔k are, respectively, the tensors of inertia and the angular velocity vec-

tors of particles in the volume V .

The analysis of dimensions shows that the resultant averaging model takes into

account the material microstructure, the characteristic linear dimension of which has

the following upper and lower limits:

d+ = max
|𝜈𝜈𝜈|=1

√
𝜈𝜈𝜈 ⋅ JJJ ⋅ 𝜈𝜈𝜈

𝜌
, d− = min

|𝜈𝜈𝜈|=1

√
𝜈𝜈𝜈 ⋅ JJJ ⋅ 𝜈𝜈𝜈

𝜌
.

Subject to a situation, the parameters d+ and d− can be associated with the longitudi-

nal and transverse dimensions of a liquid crystal molecule, or, more strictly, with the

size of a domain of co-oriented molecules that carry out “on an average” joint trans-

lational and rotational motion. Physical observations show that the domain structure

of a liquid crystal is formed by combining 104–105 molecules with the same or simi-

lar orientation [45]. For simplicity, we will assume hereinafter that the domains have

a form of elongated rods of the given length a.

The formulas (1), (2) are the methodological basis to formulate the integral laws

of conservation of momentum, angular momentum and energy, resulting from aver-

aging in a system of discrete conservation laws, and the Clausius–Duhem integral

inequality for irreversible processes:

𝜕

𝜕t ∫
V

𝜌vvv dV = ∫
𝛤

𝜎𝜎𝜎 ⋅ 𝜈𝜈𝜈 d𝛤 + ∫
V

fff dV ,

𝜕

𝜕t ∫
V

(
JJJ ⋅𝜔𝜔𝜔 + 𝜌xxx × vvv

)
dV = ∫

𝛤

(xxx × 𝜎𝜎𝜎 + 𝜇𝜇𝜇) ⋅ 𝜈𝜈𝜈 d𝛤 + ∫
V

(
xxx × fff + ggg

)
dV ,

𝜕

𝜕t ∫
V

(

𝜌
vvv2
2

+ 1
2
𝜔𝜔𝜔 ⋅ JJJ ⋅𝜔𝜔𝜔 +W

)

dV = ∫
𝛤

(vvv ⋅ 𝜎𝜎𝜎 +𝜔𝜔𝜔 ⋅ 𝜇𝜇𝜇 − hhh) ⋅ 𝜈𝜈𝜈 d𝛤 +

+∫
V

(vvv ⋅ fff +𝜔𝜔𝜔 ⋅ ggg + H) dV ,

𝜕

𝜕t ∫
V

s dV ⩾ −∫
𝛤

hhh ⋅ 𝜈𝜈𝜈
T

d𝛤 + ∫
V

H
T
dV .

(3)

Here V is an arbitrary domain with a piecewise-smooth boundary 𝛤 , selected in

initial (undeformed) state of a medium; 𝜈𝜈𝜈 is the vector of outward normal to the

boundary; 𝜎𝜎𝜎 is the Piola–Kirchhoff asymmetric stress tensor; 𝜇𝜇𝜇 is the asymmetric

tensor of couple stresses; W is the internal energy in a unit volume; hhh is the heat flux

vector; fff and ggg are the bulk densities of the body forces and couple stresses, which

are nonzero, for example, when taking into account the influence of external electric

fields on a crystal;H is the intensity of internal heat sources; s and T are, respectively,

the bulk density of entropy and absolute temperature. The couple stresses caused by

curvature of the internal structure of a medium due to the spatially inhomogeneous

rotation of the medium particles are assumed negligible.
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2.2 Kinematics of a Micropolar Medium

Translational motion in a liquid crystal is described by the equation xxx = 𝜉𝜉𝜉 + uuu(𝜉𝜉𝜉, t),
connecting the Lagrangian and Eulerian vectors of a particle’s center of masses by

the displacement vector uuu. In the general theory of a micropolar medium, the strain

tensor𝛬𝛬𝛬 = RRR∗ ⋅ xxx
𝜉𝜉𝜉

is used as a measure of deformation, whereRRR is the orthogonal ten-

sor of rotational motion of a particle, xxx
𝜉𝜉𝜉

is the distortion tensor, the asterisk denotes

the conjugation operation. The antisymmetric tensor of angular velocity of a particle

is calculated by the formula: 𝛺𝛺𝛺 = ṘRR ⋅RRR∗
. Here and further dot over a symbol means

partial derivative with respect to time.

The distortion tensor can be expanded into a product of orthogonal and sym-

metric tensors: xxx
𝜉𝜉𝜉
= RRRe ⋅CCC. Here RRRe is the tensor of transfer rotation of a particle,

CCC is the Cauchy–Green strain measure. Relative rotation of a particle is described

by the orthogonal tensor RRRr, that satisfies the equations: RRR = RRRe ⋅RRRr, 𝛬𝛬𝛬 = RRR∗
r ⋅CCC. In

accordance with the former equation, rotational motion is a superposition of relative

rotation and transfer rotation.

Note, that by a given tensor𝛬𝛬𝛬 one can define both the Cauchy–Green strain mea-

sure CCC2 = 𝛬𝛬𝛬
∗ ⋅𝛬𝛬𝛬 and the relative rotation tensor RRRr = CCC ⋅𝛬𝛬𝛬−1

. Hence, as for the

latter equation, the chosen strain measure 𝛬𝛬𝛬 describes simultaneously two factors,

that lead to the change of internal energy—the deformation of a medium and the

relative rotation of particles [38].

The complete description of the strain state in a liquid crystal, aside from the ten-

sor 𝛬𝛬𝛬, uses a special curvature tensor MMM, calculated in terms of the rotation tensor

RRR and its derivatives in the Lagrangian coordinates RRR
, k = 𝜕RRR∕𝜕𝜉k (k = 1, 2, 3). The

construction of this tensor is suggested in [42]. Let MMM(k) = RRR
, k ⋅RRR∗

be the antisym-

metric curvature tensors along the coordinate lines. The Darboux vectors fitting with

these tensors are assigned by the columns of MMM:

MMM =
⎛
⎜
⎜
⎝

M11 M12 M13
M21 M22 M23
M31 M32 M33

⎞
⎟
⎟
⎠

, MMM(k) =
⎛
⎜
⎜
⎝

0 −M3k M2k
M3k 0 −M1k
−M2k M1k 0

⎞
⎟
⎟
⎠

.

DifferentiatingMMM(k)
with respect to time and𝛺𝛺𝛺 with respect to the variables 𝜉k yields

kinematic equations ṀMM(k) =𝛺𝛺𝛺
, k +𝛺𝛺𝛺 ⋅MMM(k) −MMM(k) ⋅𝛺𝛺𝛺 that admit, collectionwise, the

tensor representation:

ṀMM = 𝜔𝜔𝜔
𝜉𝜉𝜉
+𝛺𝛺𝛺 ⋅MMM. (4)

The validity of this representation is readily tested with the componentwise writing

of the tensors in the Cartesian coordinate system. It follows from (4) thatMMM is neither

an invariant nor an indifferent tensor, i.e. it changes both under rotation of the current

configuration and under rotation of the original configuration.

It can be shown that under rotation of the current configuration dxxx′ = OOO ⋅ dxxx this

tensor transforms in accordance with the law MMM′ = OOO ⋅MMM. In fact, since the rotation

tensor OOO is independent on time, then
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RRR′ = OOO ⋅RRR, 𝛺𝛺𝛺
′ = ṘRR′

⋅RRR′∗ = OOO ⋅ ṘRR ⋅RRR∗ ⋅OOO∗ = OOO ⋅𝛺𝛺𝛺 ⋅OOO∗
, 𝜔𝜔𝜔

′ = OOO ⋅𝜔𝜔𝜔.

Consequently, Eq. (4) reduces to equation ṀMM′ = OOO ⋅𝜔𝜔𝜔
𝜉𝜉𝜉
+OOO ⋅𝛺𝛺𝛺 ⋅OOO∗ ⋅MMM′

, having the

solution: MMM′ = OOO ⋅MMM.

By the same law goes the distortion tensor xxx
𝜉𝜉𝜉
, for instance, which is used to deter-

mine the invariant strain measure xxx∗
𝜉𝜉𝜉
⋅ xxx

𝜉𝜉𝜉
, involved in the Lagrangian representation

of motion in a classic elastic medium, and an indifferent measure xxx
𝜉𝜉𝜉
⋅ xxx∗

𝜉𝜉𝜉
, included in

the Eulerian representation [24]. The both measures are independent on rotation of

a medium element as a rigid whole, which does not influence the potential energy

of deformation. Similarly, the invariance is the property of the product MMM∗ ⋅MMM, that

will be used as an independent parameter of state to construct constitutive equations

accounting for the couple properties of a medium, and that leads to a thermodyna-

mically consistent system of conservation laws, as it will be illustrated below.

It is noteworthy, that the selected curvature measure differs from the conventio-

nally used measures [34], defined by nonsymmetric invariant tensors. As judged by

the analogy with the strain measure, the symmetrized measure MMM∗ ⋅MMM eliminates

“excessive” degrees of freedom, having no influence on potential energy of strain

state.

In the case of weak perturbations, when gradients of displacements are small, the

approximation holds true:

RRRe ≈ III + 1
2
(uuuxxx − uuu∗xxx ), CCC ≈ III + 1

2
(uuuxxx + uuu∗xxx ), RRR ⋅ 𝛬̇𝛬𝛬 = vvvxxx −𝛺𝛺𝛺, (5)

where III is a unit tensor, vvv = u̇uu is a particle velocity vector. In a Cartesian coordinate

system, the tensors 𝛺𝛺𝛺 and uuuxxx are defined by the matrices:

𝛺𝛺𝛺 =
⎡
⎢
⎢
⎣

0 −𝜔3 𝜔2
𝜔3 0 −𝜔1
−𝜔2 𝜔1 0

⎤
⎥
⎥
⎦

, uuuxxx =
⎡
⎢
⎢
⎣

u1,1 u1,2 u1,3
u2,1 u2,2 u2,3
u3,1 u3,2 u3,3

⎤
⎥
⎥
⎦

.

The angular velocity tensor is identified with the angular velocity vector 𝜔𝜔𝜔, whose

coordinates are (𝜔1, 𝜔2, 𝜔3). The tensor RRRr can be calculated using the general for-

mula for orthogonal tensors [17]:

RRRr = III + sin𝜙r QQQ + (1 − cos𝜙r)QQQ2
.

Here QQQ is the antisymmetric tensor:

QQQ =
⎡
⎢
⎢
⎣

0 −q3 q2
q3 0 −q1
−q2 q1 0

⎤
⎥
⎥
⎦

, q21 + q22 + q23 = 1,
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𝜙r is the angle of relative rotation of particles, defined in terms of trace of the tensor

RRRr: cos𝜙r = (trRRRr − 1)∕2. The vector qqq with the coordinates (q1, q2, q3) satisfies the

equality: RRRr ⋅ qqq = qqq, which means that it determines the direction for instantaneous

axis of relative rotation.

In the framework of the approximation (5),𝛺𝛺𝛺 = ṘRRe + ṘRRr ⋅RRR∗
r . Omitting the calcu-

lations of the product ṘRRr ⋅RRR∗
r , where the easy-to-test equalitiesQQQ3 = −QQQ,QQQ4 = −QQQ2

and QQQ ⋅ Q̇QQ ⋅QQQ = 0 are essentially used, one can find the tensor of angular velocity:

𝛺𝛺𝛺 = 1
2
(vvvxxx − vvv∗xxx ) + 𝜙̇r QQQ + sin𝜙r Q̇QQ + (1 − cos𝜙r) (QQQ ⋅ Q̇QQ − Q̇QQ ⋅QQQ).

In the coordinate form this tensor equation leads to three scalar equations:

q1 𝜙̇r = 𝜔r 1 − q̇1 sin𝜙r − (1 − cos𝜙r)(q2 q̇3 − q̇2 q3),
q2 𝜙̇r = 𝜔r 2 − q̇2 sin𝜙r − (1 − cos𝜙r)(q3 q̇1 − q̇3 q1),
q3 𝜙̇r = 𝜔r 3 − q̇3 sin𝜙r − (1 − cos𝜙r)(q1 q̇2 − q̇1 q2),

(6)

where

𝜔r 1 = 𝜔1 −
v3,2 − v2,3

2
, 𝜔r 2 = 𝜔2 −

v1,3 − v3,1
2

, 𝜔r 3 = 𝜔3 −
v2,1 − v1,2

2

are projections of the vector of relative angular velocity 𝜔𝜔𝜔r. After simple transfor-

mations of the above equations, taking into account that q1 q̇1 + q2 q̇2 + q3 q̇3 = 0,

we obtain an equation for the angle of relative rotation of a particle:

𝜙̇r = 𝜔r 1q1 + 𝜔r 2q2 + 𝜔r 3q3.

On the other hand, from (6) also follows a system of equations for determining the

unit vector qqq:

⎛
⎜
⎜
⎝

q̇1
q̇2
q̇3

⎞
⎟
⎟
⎠

= 1
𝛥

⎛
⎜
⎜
⎝

a2 + b2q21 a b q3 + b2q1 q2 − a b q2 + b2q1 q3
− a b q3 + b2q1 q2 a2 + b2q22 a b q1 + b2q2 q3
a b q2 + b2q1 q3 − a b q1 + b2q2 q3 a2 + b2q23

⎞
⎟
⎟
⎠

×

×
⎛
⎜
⎜
⎝

𝜔r 1 − q1 𝜙̇r
𝜔r 2 − q2 𝜙̇r
𝜔r 3 − q3 𝜙̇r

⎞
⎟
⎟
⎠

, a = sin𝜙r, b = 1 − cos𝜙r, 𝛥 = 2 a b.

(7)

Note that if the relative rotation angle 𝜙r is a multiple of 𝜋, then it follows from the

system (7) that the vector qqq is parallel to the relative angular velocity vector𝜔𝜔𝜔r. And

if 𝜔𝜔𝜔r = 0, then this vector can be chosen arbitrarily.

Since in the case of small strains the Lagrangian and Euler variables are identi-

fied, equations for the curvature tensor are taken in the form (4) accurate to a replace-

ment the index 𝜉𝜉𝜉 by the index xxx. The inertia tensor JJJ changes with time according to

the equation JJJ = RRR ⋅ JJJ0 ⋅RRR∗
, that is substantiated by the transition to the co-moving
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coordinate system connected with the rotating particle. Here JJJ0 is the inertia tensor

in the initial state of a medium. If in the technological process of obtaining a liquid

crystal the domains of molecules are differently oriented, then the initial distribution

of JJJ0 in volume is nonuniform, it must be specified by a suitable equation describing

the process. The time differentiation results in the following equality, used in some

studies, for instance, in [23] as the equation for determining the inertia tensor:

J̇JJ = ṘRR ⋅ JJJ0 ⋅RRR∗ +RRR ⋅ JJJ0 ⋅ ṘRR
∗ =𝛺𝛺𝛺 ⋅ JJJ − JJJ ⋅𝛺𝛺𝛺. (8)

Initial distribution of the inertia tensor serves as the Cauchy condition for this

equation.

2.3 Constitutive Equations

For continuous motions with small displacement gradients, the Eulerian and

Lagrangian variables are identified. In this case, the integral conservation laws (3),

using the Green formula and the equality𝜔𝜔𝜔 ⋅ J̇JJ ⋅𝜔𝜔𝜔 = 0 valid in view of (8), are trans-

formed into the differential equations and inequality:

𝜌 v̇vv = div𝜎𝜎𝜎 + fff , 𝜕

𝜕t
(
JJJ ⋅𝜔𝜔𝜔

)
= div𝜇𝜇𝜇 + 2𝜎𝜎𝜎a + ggg,

W = 𝜎𝜎𝜎
∗ ∶ (vvvxxx −𝛺𝛺𝛺) + 𝜇𝜇𝜇

∗ ∶ 𝜔𝜔𝜔xxx − divhhh + H, Tṡ ⩾ − divhhh +
hhh ⋅ Txxx
T

+ H,

(9)

where 𝜎𝜎𝜎
a

is a vector associated with the antisymmetric part (𝜎𝜎𝜎 − 𝜎𝜎𝜎
∗)∕2 of the stress

tensor; a colon denotes double convolution of the tensors.

According to the method of internal thermodynamic parameters [31], let’s assume

that the state of a liquid crystal is determined by four independent parameters—the

bulk strain 𝜃 = divuuu = truuuxxx, the elastic (reversible) component 𝜙
′
r of the relative

rotation angle, the linear invariant 𝜓 =MMM∗ ∶MMM of the curvature measure MMM∗ ⋅MMM,

and the entropy s. The viscous component 𝜙
′′
r = 𝜙r − 𝜙

′
r of the rotation angle is

defined by the Maxwell model of viscoelasticity. With such assumptions, the equa-

tion of the system (9), characterizing the change in internal energy, acquires the form:

𝜕W
𝜕𝜃

trvvvxxx +
𝜕W
𝜕𝜙′

r
𝜙̇
′
r +

𝜕W
𝜕𝜓

𝜓̇ + 𝜕W
𝜕s

ṡ = 𝜎𝜎𝜎
∗ ∶

(vvvxxx + vvv∗xxx
2

− 𝜙̇r QQQ
)

−

− sin𝜙r 𝜎𝜎𝜎
∗ ∶ Q̇QQ − (1 − cos𝜙r)𝜎𝜎𝜎∗ ∶ (QQQ ⋅ Q̇QQ − Q̇QQ ⋅QQQ) + 𝜇𝜇𝜇

∗ ∶ 𝜔𝜔𝜔xxx − divhhh + H.

(10)

Considering functional independence of thermodynamic parameters of the state, the

above equation yields the constitutive relationships of reversible deformation:
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diag𝜎𝜎𝜎 = 𝜕W
𝜕𝜃

III, 𝜎𝜎𝜎 − diag𝜎𝜎𝜎 = −(𝜎𝜎𝜎 − diag𝜎𝜎𝜎)∗, 𝜎𝜎𝜎
∗ ∶ QQQ = − 𝜕W

𝜕𝜙′
r
,

𝜇𝜇𝜇 = 2 𝜕W
𝜕𝜓

MMM, sin𝜙r 𝜎𝜎𝜎
∗ ∶ Q̇QQ − (1 − cos𝜙r) 𝜎𝜎𝜎∗ ∶ (QQQ ⋅ Q̇QQ − Q̇QQ ⋅QQQ) = 0.

(11)

The equation for couple stresses is obtained with the help of the chain of equalities

MMM∗ ∶ ṀMM =MMM∗ ∶ 𝜔𝜔𝜔xxx +MMM∗ ∶𝛺𝛺𝛺 ∶MMM =MMM∗ ∶ 𝜔𝜔𝜔xxx,

which is true because of the symmetry of tensor MMM∗ ⋅MMM. The latter relation in (11)

ensues from independence of internal energy on the direction of axis of relative rota-

tion of a particle. In the Cartesian coordinates, this relation is reduced to a linear

equation

A1 q̇1 + A2 q̇2 + A3 q̇3 = 0 (12)

with coefficients

A1 = sin𝜙r (𝜎32 − 𝜎23) − (1 − cos𝜙r)
(
(𝜎21 − 𝜎12) q2 − (𝜎13 − 𝜎31) q3

)
,

A2 = sin𝜙r (𝜎13 − 𝜎31) + (1 − cos𝜙r)
(
(𝜎21 − 𝜎12) q1 − (𝜎32 − 𝜎23) q3

)
,

A3 = sin𝜙r (𝜎21 − 𝜎12) − (1 − cos𝜙r)
(
(𝜎13 − 𝜎31) q1 − (𝜎32 − 𝜎23) q2

)
.

(13)

The variable quantities q̇1, q̇2, q̇3, included in (12), are correlated by the condition

q1 q̇1 + q2 q̇2 + q3 q̇3 = 0 of the normalization of vectorqqq. According to the Lagrange

rule, from this it follows that Ak = 𝜆 qk (k = 1, 2, 3), where 𝜆 is an undetermined

multiplier. The system of equations (13) limits a general form of the stress tensor.

The direct calculation of the system determinant

|
|
|
|
|
|

sin𝜙r (1 − cos𝜙r) q3 −(1 − cos𝜙r) q2
−(1 − cos𝜙r) q3 sin𝜙r (1 − cos𝜙r) q1
(1 − cos𝜙r) q2 −(1 − cos𝜙r) q1 sin𝜙r

|
|
|
|
|
|

= sin𝜙r (1 − cos𝜙r)2

shows that it is different from zero, if 𝜙r ≠ 0. In this case, the tangential stresses are

uniquely defined for a given 𝜆. Taking into account the remaining relationships, we

have:

𝜎𝜎𝜎 = −pIII + 𝜏QQQ =
⎡
⎢
⎢
⎣

−p −𝜏 q3 𝜏 q2
𝜏 q3 −p −𝜏 q1
−𝜏 q2 𝜏 q1 −p

⎤
⎥
⎥
⎦

, p = −𝜕W
𝜕𝜃

, 𝜏 = −1
2
𝜕W
𝜕𝜙′

r
. (14)

It is worthy of noting that, when 𝜙r = 0, the vector qqq, assigning the direction of

relative rotation axis, is arbitrary and, thus, the formulas (14) are valid as well.

So, the constitutive equations (11), along with the moment interaction of the

domains of a liquid crystal caused by a change in the internal curvature, or, simply

speaking, the inhomogeneity of the rotation field (see Fig. 1), also take into account
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Fig. 1 Scheme of moment

interaction of domains (a)

and a distribution of normal

stresses caused by a change

in the internal curvature (b)

(a) (b)

Fig. 2 Scheme of shear

deformation of a liquid

crystal (a) and diagram of

distribution of tangential

stress and pressure (b)

(a) (b)

the appearance of pressure and tangential stresses due to elastic or viscoelastic resis-

tance to rotational and translational degrees of freedom (Fig. 2).

Besides the derived equations, (10) yields an equation of heat inflow:

Tṡ = −𝜙̇′′
r 𝜎𝜎𝜎

∗ ∶ QQQ − divhhh + H, (15)

where the first term on the right-hand side, which is equal to −2 𝜏 𝜙̇′′
r , represents

a dissipative power of viscous processes. According to the Maxwell model of vis-

coelasticity, such processes in a liquid crystal are described by the Stokes law: 𝜏 =
−𝜂 𝜙̇′′

r , where 𝜂 is an empirical coefficient of viscosity. The Clausius–Duhem diffe-

rential inequality, included in (9), produces an equation for temperature, T = 𝜕W∕𝜕s,
and an inequality for thermal conductivity, hhh ⋅ Txxx ⩽ 0.

2.4 Equations of a Spatial Model

Specifying the equations of state (14), we accept the following expressions for inter-

nal energy and entropy:

W = 𝜅

2
𝜃
2 + 𝛽 T0 𝜃 + 2 𝛼(𝜙′

r)
2 + 𝛾

2
𝜓

2 + c T , s = 𝛽 𝜃 + c ln T
T0

.
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Here 𝜅 is the isothermal bulk compression modulus, 𝛼 is the modulus of elastic

resistance of a medium to the rotation of particles, 𝛽 is the coefficient of thermal

expansion, 𝛾 is the modulus of elastic resistance to the action of couple stresses

with the change in curvature, T0 is the initial temperature, c is the specific heat

capacity per unit volume. With such specification, the left-hand side of the heat

inflow equation (15) is equal to: c Ṫ + 𝛽 T 𝜃̇, the hydrostatic pressure satisfies the

Duhamel–Neumann law: p = −𝜅 𝜃 + 𝛽(T − T0), the tangential stress and couple

stresses obey the Cosserat law: 𝜏 = −2 𝛼 𝜙′
r,𝜇𝜇𝜇 = 2 𝛾 MMM. By virtue of the Stokes law,

the equation for tangential stress takes the form: 𝜏̇ = −2 𝛼 (𝜙̇r + 𝜏∕𝜂).
If we neglect the dependence of the elastic potential energy on the volume defor-

mation and on the temperature factors, leaving only the square of the linear invariant

𝜓 of the curvature measure, then we obtain a variant of the model, whose consti-

tutive equations are the equations of Oseen type with the coincident Frank orienta-

tional elasticity coefficients. This coincidence is a consequence of the assumption

that the elastic potential is independent on quadratic and cubic invariants of the ten-

sor MMM∗ ∶MMM. If we take this dependence into account, then within the framework of

this approach we obtain nonlinear constitutive equations that are different from the

Oseen–Frank ones.

For the correct description of finite rotations of the liquid crystal particles, the

quadratic term in the potential, connected with the rotational degrees of freedom,

can be replaced by a more general nonlinear expression. However, such replacement

will hardly result in significant refinement of the model since, in fact, the elastic com-

ponent of the rotation angle remains always small and the finite rotations accumulate

in the course of time owing to the viscous component.

In a spatial case, there is a simple method for accounting the anisotropy of a liquid

crystal via the vector–director nnn oriented along molecules of a crystal. Rotation of

the vector–director is described by the tensor RRR, consequently, nnn = RRR ⋅ nnn0, ṅnn = ṘRR ⋅ nnn0
and ṅnn =𝛺𝛺𝛺 ⋅ nnn, where nnn0 is the initial position of nnn.

Calculating the Cartesian components of the inertia tensor for a liquid crystal

particle of the linear shape assumed, from the known formulas of the mechanics of

rigid bodies:

Jkl = ∫
m

(𝛿kl |xxx|2 − xkxl) dm, dm = m
a
dz, xk = z nk, −a

2
⩽ z ⩽ a

2
,

where 𝛿kl is the Kronecker delta, a and m are the length and mass of a molecule

(domain), we derive the following expression for the inertia tensor:

JJJ = 𝜌 a2

12

⎡
⎢
⎢
⎣

1 − n21 − n1 n2 − n1 n3
− n1 n2 1 − n22 − n2 n3
− n1 n3 − n2 n3 1 − n23

⎤
⎥
⎥
⎦

. (16)

This tensor automatically satisfies the Eq. (8). In the initial state the distribution

of inertia tensor occurs to be dependent on the initial distribution of the vector–
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director nnn0. Setting the orientation of vector–director in a volume, one can simulate,

for example, the chiral phase of a liquid crystal. To model the smectic phase, it is

necessary to specify a more complex layered structure with certain gap conditions

at interfaces between the layers.

Let æ
∥

and æ
⟂

be the coefficients of thermal conductivity of a liquid crystal in the

direction of orientation of its molecules and in the transverse direction, respectively.

In this case, the thermal conductivity tensor can be represented in a dyadic form as

æ = æ
∥ nnn nnn + æ

⟂ nnn′nnn′ + æ
⟂ nnn′′nnn′′,

where nnn′ and nnn′′ are the unit vectors forming a Cartesian system together with nnn.

With the arbitrarily taken vectors nnn′ and nnn′′, we have:

æ = æ
⟂
⎡
⎢
⎢
⎣

1 0 0
0 1 0
0 0 1

⎤
⎥
⎥
⎦

+ (æ ∥ − æ
⟂)

⎡
⎢
⎢
⎣

n21 n1 n2 n1 n3
n1 n2 n22 n2 n3
n1 n3 n2 n3 n23

⎤
⎥
⎥
⎦

. (17)

At the initial time instant the distribution of the thermal conductivity tensor over the

volume is consistent with a given distribution of the vector–director nnn0.

By the Fourier law, the heat flux vector is linearly dependent on the temperature

gradient: hhh = −æ ⋅ Txxx.
The complete system of equations in an expanded form comprises the equations

of translational and rotational motion:

𝜌 v̇1 = − p
,1 − (𝜏 q3),2 + (𝜏 q2),3 + f1,

𝜌 v̇2 = − p
,2 + (𝜏 q3),1 − (𝜏 q1),3 + f2,

𝜌 v̇3 = − p
,3 − (𝜏 q2),1 + (𝜏 q1),2 + f3,

𝜕

𝜕t
(
Jjk 𝜔k

)
= 𝜇jk,k + 2 𝜏 qj + gj,

(18)

the constitutive equations:

ṗ = − 𝜅 (v1,1 + v2,2 + v3,3) + 𝛽 Ṫ ,
𝜏̇ = 𝛼 (v3,2 − v2,3 − 2𝜔1) q1 + 𝛼 (v1,3 − v3,1 − 2𝜔2) q2 +
+ 𝛼 (v2,1 − v1,2 − 2𝜔3) q3 − 2 𝛼 𝜏∕𝜂,

𝜇jk = 2 𝛾Mjk,

(19)

the kinematic equations for curvatures:

Ṁii = 𝜔i,i − 𝜔j Mki + 𝜔k Mji, Ṁij = 𝜔i,j − 𝜔j Mkj + 𝜔k Mjj,

Ṁik = 𝜔i,k − 𝜔j Mkk + 𝜔k Mjk (j = i + 1 and k = j + 1 mod 3), (20)

the heat conduction equation:

c Ṫ = − h1,1 − h2,2 − h3,3 − 𝛽 T(v1,1 + v2,2 + v3,3) + 2 𝜏2∕𝜂 + H (21)
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(hk = −æk1 T,1 − æk2 T,2 − æk3 T,3), the Eq. (7) for projections of the vector qqq, and

the equations for projections of the vector–director:

ṅ1 = −𝜔3 n2 + 𝜔2 n3, ṅ2 = 𝜔3 n1 − 𝜔1 n3, ṅ3 = −𝜔2 n1 + 𝜔1 n2. (22)

The components of the tensors of inertia and thermal conductivity are given by

the formulas (16) and (17). Here and further the Einstein rule of summation over

repeated indices is applied; index k after a comma denotes partial derivative with

respect to xk; i, j, k = 1, 2, 3.

2.5 Equations of Plane Motion

For plane motion, the Eqs. (16)–(22) are essentially simplified, since the vector–

director can be calculated in terms of the angle 𝜙, which is equal to the sum of the

initial angle 𝜙0 of orientation with respect to the abscissa axis x1 and the angles of

transference 𝜙e and relative 𝜙r rotation of the liquid crystal molecules; the vector

qqq, used to assign the axis of relative rotation, coincides with the unit vector of the

coordinate axis that is perpendicular to the plane of motion. The complete system

takes the form:

𝜌 v̇1 = − p
,1 − 𝜏

,2 + f1, 𝜌 v̇2 = 𝜏
,1 − p

,2 + f2,
ṗ = − 𝜅 (v1,1 + v2,2) + 𝛽 Ṫ , 𝜏̇ = 𝛼 (v2,1 − v1,2) − 2 𝛼 (𝜔 + 𝜏∕𝜂),

J 𝜔̇ = 𝜇1,1 + 𝜇2,2 + 2 𝜏 + g, 𝜇̇1 = 2 𝛾 𝜔
,1, 𝜇̇2 = 2 𝛾 𝜔

,2,

c Ṫ =
(
æ11 T,1 + æ12 T,2

)

,1 +
(
æ12 T,1 + æ22 T,2

)

,2 −

− 𝛽 T (v1,1 + v2,2) + 2 𝜏2∕𝜂 + H,

æ11 = æ
∥ cos2 𝜙 + æ

⟂ sin2 𝜙, æ12 = (æ ∥ − æ
⟂) sin𝜙 cos𝜙,

æ22 = æ
∥ sin2 𝜙 + æ

⟂ cos2 𝜙, 𝜙̇ = 𝜔.

(23)

Inhomogeneous distribution of orientation of molecules in volume is given by

nonuniform initial data 𝜙 = 𝜙0(x1, x2) at t = 0.

For convenience, it is possible to represent the system (23) as the subsystem of

equations of acoustics for a liquid crystal and the coupled equation of heat conduc-

tion. The acoustics subsystem is written in a matrix form:

𝖠 𝐔̇ = 𝖡1 𝐔
,1 + 𝖡2 𝐔

,2 + 𝖲𝐔 + 𝐅, (24)

where
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𝐔 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

v1
v2
p
𝜏

𝜔

𝜇1
𝜇2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝖠 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜌 0 0 0 0 0 0
0 𝜌 0 0 0 0 0
0 0 1∕𝜅 0 0 0 0
0 0 0 1∕𝛼 0 0 0
0 0 0 0 J 0 0
0 0 0 0 0 1∕(2𝛾) 0
0 0 0 0 0 0 1∕(2𝛾)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

𝖡k =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 k − 2 1 − k 0 0 0
0 0 1 − k 2 − k 0 0 0

k − 2 1 − k 0 0 0 0 0
1 − k 2 − k 0 0 0 0 0
0 0 0 0 0 2 − k k − 1
0 0 0 0 2 − k 0 0
0 0 0 0 k − 1 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

𝖲 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 − 2∕𝜂 −2 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝐅 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

f1
f2

𝛽 Ṫ∕𝜅
0
g
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The matrices 𝖠 and 𝖡k
(k = 1, 2) are symmetric, besides the matrix 𝖠 is positive

definite, consequently, the differential operator of (24) is hyperbolic by Friedrichs [15].

With the thermal expansion neglected, i.e. if 𝛽 = 0, the subsystem (24) is separated

as independent one. For this subsystem, the Cauchy problem with the initial data

𝐔||t=0 = 𝐔0(x1, x2) and the boundary-value problems with dissipative boundary con-

ditions of general form are well-posed. Boundary conditions are formulated in terms

of v1, v2, p, 𝜏, 𝜔, 𝜇1, 𝜇2 and ensure fulfillment of the following inequality at points

of the boundary:

𝛥𝐔(𝜈1 𝖡1 + 𝜈2 𝖡
2)𝛥𝐔 ⩽ 0 ∶

−𝛥v1(𝜈1 𝛥p + 𝜈2 𝛥𝜏) + 𝛥v2(𝜈1 𝛥𝜏 − 𝜈2 𝛥p) + 𝛥𝜔 (𝜈1 𝛥𝜇1 + 𝜈2 𝛥𝜇2) ⩽ 0. (25)

Here 𝜈1 and 𝜈2 are the projections of unit vector of external normal to the boundary,

𝛥𝐔 = 𝐔′ − 𝐔, 𝐔′
and 𝐔 are the arbitrary vector–functions satisfying the boundary

conditions.

Judging by expanded form of the inequality (25), among the dissipative conditions

are, for instance, boundary conditions set in terms of the translational and angular

velocities as well as in terms of the stress and couple stress vectors on the boundary,

which are customary for the elasticity theory. The dissipative conditions are also

the mixed-type boundary conditions specifying the translational velocity, normal to
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the boundary, and the tangential stress or, vice versa, the tangential velocity and the

normal stress, as in the contact problems of elasticity.

The characteristic equation of the subsystem (24):

det (𝜆𝖠 − 𝜈1 𝖡
1 − 𝜈2 𝖡

2) = 0

has one zero root: 𝜆 = 0, corresponding to the contact discontinuities, and six non-

zero roots: 𝜆 = ± c1, ± c2, ± c3, defining the velocities of weak shock waves in a

liquid crystal: c1 =
√
𝜅∕𝜌 (for longitudinal waves), c2 =

√
𝛼∕𝜌 (for transverse waves)

and c3 =
√
2 𝛾∕J (for rotational waves).

It may be noted, that in the acoustic approximation, as distinct from the classical

acoustics, the elastic resistance of a liquid crystalline medium to rotational motion

of the particles initiates the transverse waves.

3 Computational Algorithm

3.1 Two-Cyclic Splitting Method

Numerical solution of boundary-value problems for the system (23) is carried out

by means of the procedure of splitting with respect to spatial variables [32]. The

two-cyclic splitting is used, where at each time step (t, t + 𝛥t) the next series of one-

dimensional problems is solved:

𝖠 𝐔̇(1) = 𝖡1 𝐔(1)
,1 + F(1)

, c Ṫ (1) =
(
æ11 T

(1)
,1 + æ12 T

(0)
,2
)

,1 − 𝛽 T (0) v(1)1,1,

𝖠 𝐔̇(2) = 𝖡2 𝐔(2)
,2 + F(2)

, c Ṫ (2) =
(
æ12 T

(1)
,1 + æ22 T

(2)
,2
)

,2 − 𝛽 T (1) v(2)2,2,

𝖠 𝐔̇(3) = 𝖲𝐔(3)
, c Ṫ (3) = 2(𝜏(3))2∕𝜂 + H,

𝖠 𝐔̇(4) = 𝖡2 𝐔(4)
,2 + F(4)

, c Ṫ (4) =
(
æ12 T

(3)
,1 + æ22 T

(4)
,2
)

,2 − 𝛽 T (3) v(4)2,2,

𝖠 𝐔̇(5) = 𝖡1 𝐔(5)
,1 + 𝐅(5)

, c Ṫ (5) =
(
æ11 T

(5)
,1 + æ12 T

(4)
,2
)

,1 − 𝛽 T (4) v(5)1,1.

(26)

The vector–function𝐔(0)
and the temperature distribution T (0)

are taken from the pre-

vious time step computations, or from initial data of the problem if t = 0. The vectors

𝐅(1) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

f1
0

𝛽 Ṫ (1)∕𝜅
0

g∕2
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝐅(2) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
f2

𝛽 Ṫ (2)∕𝜅
0

g∕2
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,
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𝐅(4) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
f2

𝛽 Ṫ (4)∕𝜅
0

g∕2
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, 𝐅(5) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

f1
0

𝛽 Ṫ (5)∕𝜅
0

g∕2
0
0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

are chosen in that form on account of total approximation of equations of two-

dimensional model. The initial data for one-dimensional systems of equations at

the splitting stages and the solution attached to a new time level are given by the

formulas:

𝐔(1)(t) = 𝐔(t), T (1)(t) = T(t),
𝐔(2)(t) = 𝐔(1)(t + 𝛥t∕2), T (2)(t) = T (1)(t + 𝛥t∕2),
𝐔(3)(t) = 𝐔(2)(t + 𝛥t∕2), T (3)(t) = T (2)(t + 𝛥t∕2),
𝐔(4)(t + 𝛥t∕2) = 𝐔(3)(t + 𝛥t), T (4)(t + 𝛥t∕2) = T (3)(t + 𝛥t),
𝐔(5)(t + 𝛥t∕2) = 𝐔(4)(t + 𝛥t), T (5)(t + 𝛥t∕2) = T (4)(t + 𝛥t),
𝐔(t + 𝛥t) = 𝐔(5)(t + 𝛥t), T(t + 𝛥t) = T (5)(t + 𝛥t).

(27)

The advantage of two-cyclic splitting method, as compared with the conventional

method, having only one cycle, is that it preserves the second-order approximation

if the second-order schemes are used for the solution of one-dimensional systems.

The boundary-value problems for the systems (26) with the initial data (27) and

the given boundary conditions are solved by means of the predictor–corrector finite-

difference scheme, based on Godunov’s gap decay method [18] (for the subsystem of

acoustic equations) and Ivanov’s scheme with controlled dissipation of energy [20]

(for the heat conduction equation).

For the subsystem of acoustics, at the predictor step in the x1 direction the homo-

geneous equations on characteristics are used:

dx1 = ± c′1 dt ∶ dI±1 = 0, I±1 = 𝜌 c′1 v1 ± p,

dx1 = ± c2 dt ∶ dI±2 = 0, I±2 = 𝜌 c2 v2 ∓ 𝜏,

dx1 = ± c3 dt ∶ dI±3 = 0, I±3 = J c3 𝜔 ∓ 𝜇1,

(28)
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where c′1 =
√
𝜅′∕𝜌 is the velocity of longitudinal waves, calculated by the adiabatic

bulk compression modulus 𝜅
′ = 𝜅 + 𝛽

2 T0∕c. Owing to replacement of the charac-

teristic velocity c1 of the acoustics subsystem by the velocity c′1, the resultant equa-

tions take into account the influence of additional terms in (26), connected with ther-

mal expansion of a medium.

The Eq. (28) allow to define the values with fractional indices j − 1∕2 referred to

the lateral faces of meshes of a grid in the plane x1, t:

v1 j−1∕2 =
I+1 j−1 + I−1 j
2 𝜌 c′1

, pj−1∕2 =
I+1 j−1 − I−1 j

2
,

v2 j−1∕2 =
I+2 j + I−2 j−1
2 𝜌 c2

, 𝜏j−1∕2 =
I+2 j − I−2 j−1

2
,

𝜔j−1∕2 =
I+3 j + I−3 j−1
2 J c3

, 𝜇1 j−1∕2 =
I+3 j − I−3 j−1

2

(29)

(the internal nodes of meshes are indicated by integer indices j; j = 2,… ,N1). At the

boundary nodes, these values are found from the boundary conditions and equations

on incoming characteristics. To improve the accuracy of the solution of acoustic

equations, at the predictor step the procedure of ENO-reconstruction for the Riemann

invariants I±1 , I±2 and I±3 is used, well-reputed in solving a wide range of problems [25,

38, 46]. At the corrector step, the solution at the centers of the upper faces of the

meshes is obtained from the system of differential equations:

𝖠
𝐔j − 𝐔j

𝛥t∕2
= 𝖡1

𝐔j+1∕2 − 𝐔j−1∕2

𝛥x1
+ 𝐅j. (30)

Similar computations are performed in the x2 direction. The resultant split-

ting scheme is stable relative to round-off errors, if the one-dimensional Courant–

Friedrichs–Lewy stability condition c′1𝛥t∕2 ⩽ 𝛥xk is fulfilled (we supposed here, that

longitudinal waves have maximal velocity).

The systems of ordinary differential equations of the form 𝖠 𝐔̇ = 𝖲𝐔 is solved by

means of the Crank–Nicolson implicit difference scheme:

𝖠
𝐔j − 𝐔j

𝛥t
= 𝖲

𝐔j + 𝐔j

2
, (31)

which possesses the second-order accuracy, is unconditionally stable and preserves

mechanical energy of the system. These properties are of key importance, as the

equations of the system contain a small parameter—the moment of inertia J, propor-

tional to a squared characteristic size of a liquid crystal domain, that leads to certain

computational difficulties.
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3.2 Scheme for Heat Conduction Equation

At the stages of splitting method, the one-dimensional problems are solved in the

following sequence: implementation of the predictor step for the subsystem of

acoustic equations, first; solution of the coupled heat conduction equation,

second; and, finally, accomplishment of the corrector step for the matrix system,

the right-hand side of which depends on temperature. For the numerical solu-

tion of one-dimensional heat conduction equations, we construct a special finite-

difference scheme of the predictor–corrector type, consistent with the scheme for

one-dimensional acoustics systems by the stability criterion. The method of con-

struction of schemes with controlled dissipation of energy, worked out by Ivanov [20]

for solving problems of the dynamics of elastic bodies, plates and shells, is applied.

According to the said method, the heat conduction equation in the form of the

system:

c Ṫ = − h
, k, h = −æ T

, k + f

in the xk direction is replaced by the extended system:

c Ṫ = − h′
, k, h = −æ T ′

, k + f ,

where the unknown functions T ′
and h′ differ, generally speaking, from T and h. For

the extended system, the next equation holds:

c
2
𝜕T2

𝜕t
+ æ (T ′

, k)
2 = − (T ′h′)

, k + f T ′
, k + (T ′ − T) h′

, k + (h′ − h)T ′
, k. (32)

The closing equations to the extended system are taken in the form:

[
T ′ − T
h′ − h

]

= −𝖣

[
h′
, k

T ′
, k

]

, 𝖣 =
[
D11 D12
D21 D22

]

, (33)

where 𝖣 is given positively semidefinite matrix. In this case, the expression

(T ′ − T) h′
, k + (h′ − h)T ′

, k

on the right-hand side of (32) is a nonpositive quadratic form relative to derivatives

of T ′
and h′ with respect to xk, and its coefficients are elements of the matrix 𝖣.

The Eq. (32) is transformed into the inequality:

c
2
𝜕T2

𝜕t
+ æ(T ′

, k)
2 ⩽ − (T ′h′)

, k + f T ′
, k.

Using this inequality one can obtain a priory estimates, which allow to prove the

uniqueness and continuous dependence on initial data of the solutions of boundary-

value problems with dissipative boundary conditions for the extended system.
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In fact, in constructing a finite-difference scheme, these reasoning are repeated at

the discrete level. The discrete analog of the extended system takes the form:

c
Tj − Tj
𝛥t∕2

= −
hj+1∕2 − hj−1∕2

𝛥xk
, hj = −æj

Tj+1∕2 − Tj−1∕2
𝛥xk

+ fj. (34)

Here, as earlier, the values with integer superscripts and subscripts approximating

basic functions are referred to the upper and lower faces of the space-time mesh

of the grid, and the values with the half-integer subscripts approximating auxiliary

functions are referred to the lateral faces of the mesh. The solution is constructed

with the time step 𝛥t∕2, as required for the splitting stages.

The discrete analog of the Eq. (32) results from multiplication of the first and sec-

ond equations in (34) by the half-sums (Tj + Tj)∕2 and (Tj+1∕2 + Tj−1∕2)∕2, respec-

tively. Finally, we have

c
(Tj)2 − T2

j

𝛥t
+ æj

(Tj+1∕2 − Tj−1∕2)2

𝛥x2k
= −

(Th)j+1∕2 − (Th)j−1∕2
𝛥xk

+

+ fj
Tj+1∕2 + Tj−1∕2

𝛥xk
+
(Tj+1∕2 + Tj−1∕2

2
−

Tj + Tj
2

)hj+1∕2 − hj−1∕2
𝛥xk

+

+
(hj+1∕2 + hj−1∕2

2
− hj

)Tj+1∕2 − Tj−1∕2
𝛥xk

.

The closing equations to approximate (33) are taken as:

[
Tj+1∕2 + Tj−1∕2 − Tj − Tj
hj+1∕2 + hj−1∕2 − 2 hj

]

= − 2
𝛥xk

𝖣

[
hj+1∕2 − hj−1∕2
Tj+1∕2 − Tj−1∕2

]

. (35)

Using the method of a priori estimates allows proving the step-by-step stability

of the resultant finite-difference scheme in the root-mean-square norm, if the dissi-

pative boundary conditions are assigned at the boundary of the solution domain.

The dissipativeness supposes fulfillment of the next inequalities: (𝛥T𝛥h)1∕2 ⩽ 0,

(𝛥T𝛥h)Nk+1∕2 ⩾ 0 for differences of functions satisfying these conditions.

The scheme (34), (35) approximates the heat conduction equation only if ele-

ments of the matrix 𝖣 are small, i.e. if 𝖣 = O(𝛥xk). For simplicity, in the capa-

city of 𝖣, we choose a special-form matrix with a single non-zero element, 2D11 =
𝛥xk d − 𝛥t∕(2 c) ⩾ 0 with free parameter d. According to the Courant–Friedrichs–

Lewy condition, 𝛥t = 2K𝛥xk∕c′1, where K ⩽ 1. Consequently, given that choice, it

is required to assign d ⩾ K∕(c′1c) for the stability of calculations.

The system of equations (35) transforms into:

2Tj − Tj+1∕2 − Tj−1∕2 = (hj+1∕2 − hj−1∕2) d, 2 hj = hj+1∕2 + hj−1∕2. (36)

Expressing the heat fluxes from (36) using the second equation from (34):
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hj±1∕2 = ∓
Tj+1∕2 − 2Tj + Tj−1∕2

2 d
− æj

Tj+1∕2 − Tj−1∕2
𝛥xk

+ fj, (37)

after shift with respect to j, we obtain a system of equations to find nodal values of

temperature with half-integer subscripts:

Aj+1∕2 Tj+3∕2 + Cj+1∕2 Tj+1∕2 + Bj+1∕2 Tj−1∕2 = Gj+1∕2,

Aj+1∕2 =
1
2
− d

𝛥xk
æj+1, Bj+1∕2 =

1
2
− d

𝛥xk
æj,

Cj+1∕2 = 1 + d
𝛥xk

(æj+1 + æj), Gj+1∕2 = Tj+1 + Tj − (fj+1 − fj) d.

(38)

The system (38) with given boundary conditions in terms of temperature or in terms

of heat fluxes at the boundary, connected with the temperature by formulas (37),

is realized by means of the tridiagonal matrix algorithm. It can be shown that the

matrix of this system satisfies the condition of diagonal dominance in each case:

|Cj+1∕2| > |Aj+1∕2| + |Bj+1∕2|, which ensures the stability of the tridiagonal matrix

algorithm. This is how the predictor of the scheme for solution of the heat conduction

equation is implemented. The corrector of the scheme is performed according to

Eq. (34).

3.3 Comparison with Exact Solution

To test the algorithm for solution of the heat conduction equation, the computa-

tions of unsteady temperature field in an anisotropic liquid crystal were performed.

Internal heat sources were neglected. The initial temperature field on computational

domain in the form of unit square and the boundary values of temperature were given

in accordance with the exact solution in terms of dimensionless variables:

T = T0 e
−𝜆t sin(𝜋 k 𝜉1) cos(𝜋m 𝜉2),

[
𝜉1
𝜉2

]

=
[

cos𝜙 sin𝜙
− sin𝜙 cos𝜙

] [
x1
x2

]

,

c 𝜆 = 𝜋
2k2 æ

∥ + 𝜋
2m2

æ
⟂
.

The coefficients of thermal conductivity in the direction of orientation of particles

and in the transverse direction differed two times: æ
∥ = 2æ

⟂
. Figure 3a corresponds

to the dimensionless coefficients k = 0.5, m = 3, and Fig. 3b corresponds to k = 2,

m = 3. In computations, the particles of a liquid crystal were oriented at the angles

𝜙 = 30◦, 45◦, 60◦ and 90◦ (from left to right in Fig. 3). The computations were

carried out for 𝛥t = 1.75 c𝛥xk d. If 𝛥t = 2 c𝛥xk d, then the artificial dissipation of

energy is absent in the scheme of solution of one-dimensional problems. It follows
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Fig. 3 Numerical solution of the anisotropic heat conduction equation: The temperature fields

at different values of k and 𝜙

from the Lax convergence theorem that the scheme in this case possesses the second-

order accuracy relative to 𝛥t and 𝛥xk. Decreasing of the time step, which is accom-

panied by dissipation, is necessary to ensure the stability of the splitting scheme.

3.4 Parallel Implementation of Algorithm

Computational algorithm for simulation of thermomechanical behavior of a liquid

crystal in two-dimensional case is implemented as a parallel program for computers

with graphic accelerators. The program is coded using the C programming language

and the CUDA (Compute Unified Device Architecture) technology. Parallelization

is carried out at the stages of splitting.

GPU (Graphics Processing Unit) is focused on the implementation of programs

with a large amount of computation. Due to the large number of parallel working

cores, it turns an ordinary computer into a supercomputer with the computing speed

of hundreds of times higher than the PC, using only the computing power of the

CPU (Central Processing Unit). All computations are performed on the GPU, which

is a coprocessor to the CPU. The computational domain is divided into square blocks

containing the same number of threads. Each block is an independent set of interac-

ting threads, threads of different blocks can not communicate with each other. Due

to the identifiers available in the CUDA, each thread is associated with the mesh

of finite-difference grid. In parallel mode, the threads of a graphic device perform
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operations of the same type in the meshes of grid on the calculation of solution at

each time step.

At the beginning of program, on CPU the dimensions of finite-difference grid

and all necessary constants are preset, as well as the one-dimensional arrays are

described and the initial data are specified for nine main values represented by two

components v1 and v2 of the velocity vector, angular velocity 𝜔, rotation angle 𝜙,

pressure p, tangential stress 𝜏, couple stresses 𝜇1 and 𝜇2, and temperature T . Simul-

taneously, on GPU the memory is allocated for arrays of these values and other auxi-

liary values required. Then, the constants and arrays are copied from CPU to GPU.

The right-hand sides f1, f2 and g of Eq. (23) are calculated by the equations of elec-

trostatic perturbation, presented in Sect. 5. At each time step, five stages of the split-

ting method (26), (27) are fulfilled sequentially. At four splitting stages, GPU per-

forms the following kernels (procedures): predictor for the system of acoustic equa-

tions (29) and corresponding boundary conditions; calculation of the coefficients of

the tridiagonal matrix algorithm and implementation of this algorithm to find the

temperature (38); boundary conditions and predictor for the heat flux (37); corrector

of the scheme (30), (34), general for all values. At the first and fifth stages of splitting,

all these kernels are executed in the x1 direction, at the second and fourth stages these

kernels are executed in the x2 direction. At the third splitting stage, GPU performs

a single kernel of recomputation of the values by the Crank–Nicolson scheme (31).

For the purpose of analyzing the computational results at the control points in time,

the solution is copied from GPU to CPU and, based on the obtained data files, level

curves of the unknown values are drawn by means of graphical tools of the personal

computer.

The necessity of high-performance computing is connected with the fact that steps

of computational grid with respect to spatial variables must be consistent with small

parameters—the characteristic linear sizes of the material microstructure—d±. The

satisfactory accuracy of computations is reached with very fine grids. This leads to

high-dimensional problems, requiring considerable computer resources. Main fea-

tures of the technology of parallel computing using GPUs in the problems of mecha-

nics and physics are described, for example, in [13, 22].

Similar algorithm and parallel program for its implementation were proposed ear-

lier in [36] for the model, neglecting the moment interactions and the influence

of electric field on a liquid crystal. A series of numerical calculations has been

performed on the high-performance computational server Flagman with 8 graphic

solvers Tesla C2050 (448 CUDA cores on each GPU) of the Institute of Computa-

tional Modeling SB RAS (Krasnoyarsk), demonstrating the efficiency of proposed

algorithm and program.

Figure 4 shows a graph of the dependence of acceleration of the parallel program

on the dimension N × N of a finite-difference grid (N takes the values: 10, 100, 200,

400, 600, . . . , 3000, 3200). As compared with the corresponding sequential program,

the parallel program speedup is about 25 times on the grids of 1000 × 1000 meshes

and above.
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Fig. 4 Acceleration of the program on GPU as compared with CPU

4 Resonant Excitation

4.1 Klein–Gordon Equation
As a result of simple transformations, the separate equation for tangential stress can

be obtained from the system (23), if curvature and influence of couple stresses are

small. This is the Klein–Gordon equation:

𝜏

𝛼
+ 2 𝜏̇

𝜂
= 1

𝜌

(
𝜏
,11 + 𝜏

,22
)
−4 𝜏

J
+ r, r = 1

𝜌
(f2,1 − f1,2) −

2 g
J
, (39)

which can be used for the verification of suggested algorithm. First of all, it shows

that if at initial time the liquid crystal is in a natural state with v1 = v2 = 𝜔 = 𝜏 = 0
and if the body forces and moments are negligibly small, while the tangential stress

is equal to zero along the whole boundary, then the tangential stress remains zero

everywhere in the crystal domain at each subsequent instant of time. This property

holds true independently on the character of distribution of pressure and temperature.

It appears from this property that, for instance, it is impossible to change orientation

of the liquid crystal particles under thermal effect if the boundary is stress-free. Thus,

judging by the Eq. (39), the effect of orientational thermoelasticity of a liquid crystal,

being the subject of discussion in [9, 35, 52, 54], is associated with the appearance

of tangential stresses at the boundary.

The homogeneous equation (39) for tangential stress has exponential solutions of

the type 𝜏 = 𝜏0 exp 𝜆 t, which are independent on the spatial coordinates. In these

solutions, the constant 𝜆 is determined from a quadratic equation with the roots:

𝜆1;2 = − 𝛼

𝜂
± 2𝜋 i 𝜈∗, 𝜈∗ =

𝛼

2𝜋 𝜂

√
4 𝜂2
𝛼 J

− 1 (i 2 = − 1), (40)

that may be both real and complex depending on parameters of a medium. The real

roots at low viscosity 𝜂 ⩽ 𝛼 J∕4 describe the smoothly damped rotations of parti-
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cles. At high viscosity 𝜂 > 𝛼 J∕4 the damped oscillation modes appear with cyclic

frequency 𝜈∗ and relaxation time t∗ = 𝜂∕𝛼.

The frequency 𝜈∗ is, in fact, a phenomenological parameter of the material, inde-

pendent on size of a liquid crystal and its boundary conditions. In [37, 38, 44],

based on the exact solutions and computational procedures, it was shown that this

frequency is a resonance frequency for an elastic Cosserat medium: a periodic exter-

nal loading with such frequency can excite the resonance of rotational motion of the

particles.

In computations for the Klein–Gordon equation the following finite-difference

scheme “cross” is used:

𝜏
n+1
j1j2

− 2 𝜏 n
j1j2

+ 𝜏
n−1
j1j2

𝛼 𝛥t2
+

𝜏
n+1
j1j2

− 𝜏
n−1
j1j2

𝜂 𝛥t
=

𝜏
n
j1+1j2

− 2 𝜏 n
j1j2

+ 𝜏
n
j1−1j2

𝜌 𝛥x 2
1

+

+
𝜏
n
j1j2+1

− 2 𝜏 n
j1j2

+ 𝜏
n
j1j2−1

𝜌 𝛥x 2
2

−
4 𝜏 n

j1j2

J
+ r nj1j2 .

(41)

The stability condition for the scheme (41) can be obtained by the Fourier spectral

analysis in the form:

𝛼

𝜌
𝛥t2 ⩽

(
1
𝛥x21

+ 1
𝛥x22

+ 𝜌

J

)−1

.

However, taking into account that the moment of inertia J is a small quantity, in

practice it should be used the value of the time step, which is considerably less than

the limit by the formula (41), choosing it for reasons of approximation.

To perform the numerical computations within the framework of proposed model,

the parameters of the liquid crystal 5CB were found by summarizing the litera-

ture data [4, 7, 47]. The initial temperature is T0 = 297◦ K, the density is 𝜌 =
1022 kg∕m

3
, the time of relaxation is t∗ = 10−7 s, the bulk compression modulus and

the rotational modulus are 𝜅 = 11.1 and 𝛼 = 0.161GPa, the coefficient of thermal

expansion is 𝛽 = 3.33MPa∕K, the heat capacity coefficient is c = 1.02MJ∕(m3
K),

and the thermal conductivity coefficients are æ
∥ = 0.226, æ

⟂ = 0.135W∕(m K).
The inertia moment J = 1.33 × 10−10 kg∕m was calculated from the formula (16)

via the size of the domain a = 1.25µm. The parameter 𝛼 was defined in accordance

with (40) by the given resonance frequency 𝜈∗ = 350MHz. The presence of the reso-

nance in liquid crystal 5CB at that frequency was established experimentally in [6].

The cause of the resonance is beyond this discussion. In calculation of 𝛼, we sup-

posed the resonance was caused by the rotational motion of particles.

With the given elasticity moduli, the velocities of elastic waves in the liquid crys-

tal are c1 = 3300 and c2 = 397m∕s. The main variable parameter in the model is

the characteristic size of the domain a, the minimum value of which is equal to the

size of 5CB molecules, a0 = 1.87 nm. Apparently, for a more exact definition of the

parameter, it is necessary to apply the methods of the molecular dynamics. The com-

putations, based on the Eq. (39) and the system (23), shown that the reduction in size
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Fig. 5 Numerical solution of the Klein–Gordon equation: The fields of tangential stress 𝜏 at dif-

ferent time moments. a Resonance frequency, b Nonresonance frequency

of the domain by an order as compared with the accepted value leads to nearly three

times decrease in the velocity of transverse waves. The computation time essentially

grows in this case, while the qualitative pattern, considering the change in the time

scale, is scarcely altered.

Figure 5 illustrates the computations for a liquid crystal under periodic loading.

At t = 0 the crystal is in a natural stress-free state with the initial temperature T0.

At t > 0 at a part of the upper boundary l1 − l0 ⩽ 2 x1 < l1 + l0 of the computational

domain 0 ⩽ x1 ⩽ l1, 0 ⩽ x2 ⩽ l2, a uniformly distributed tangential stress is assigned

that varies sinusoidally with a frequency 𝜈: 𝜏 = 𝜏0 sin(2𝜋 𝜈 t). At the rest part of the

upper boundary, the conditions of free heat-insulated surface are set: p = 0, 𝜏 = 0
and h2 = 0. The tangential stress zone is also heat-insulated. At the vertical boun-

daries of the computational domain, the symmetry conditions hold true: v1 = 0, 𝜏 =
0 and h1 = 0; at the lower boundary, the conditions of slipping are fulfilled: v2 = 0,

𝜏 = 0 and T = T0.

Geometrical parameters of the problem: l1 = 100, l2 = 40 and l0 = 50µm are

chosen in accordance with the scheme of the experiment, described in [54]. The com-

putations were performed for the resonance frequency 𝜈 = 𝜈∗ (Fig. 5a) and nonreso-

nance frequency 𝜈 = 𝜈∗∕1.5 (Fig. 5b). As follows from the comparison of the results
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in Fig. 5 showing the distribution of tangential stress at successive time moments

(t = 0.266, 0.798 and 1.33µs), at the frequency 𝜈∗ the amplitudes increase with

time, which is indicative of a resonance. As the computations revealed, this reso-

nance appears regardless of the layer thickness l2. The computations were performed

by the program for solving the Eq. (39). Numerical solution of the system (23) using

the reconstruction procedure yields close results. Without the reconstruction the used

finite-difference scheme features large artificial viscosity, smoothes off the solution

and suppresses the resonance.

4.2 Computations Based on Full Model

Figure 6 presents the results of computations of the liquid crystal loading by the uni-

formly distributed hydrostatic pressure p = p0 sin(2𝜋 𝜈 t) at the part of upper boun-

dary for the same frequencies (t = 0.024, 1.584 and 3.96µs from top to down). At

𝜈 = 𝜈∗ the pressure amplitude grows inside the computational domain with time,

but the resonance in this case is not associated with the rotational motion of parti-

cles, since tangential stress is zero everywhere according to the homogeneous equa-

tion (39) without the right hand part. This is the resonance of longitudinal motion,

which disappears with the change of the layer thickness l2. Computations by the

known formula for the resonance frequencies in an elastic layer with one fixed

boundary:

𝜈
k = 2 k + 1

4
c′1
l2

(k = 0, 1, 2,…)

show that Fig. 6a corresponds to the seventh resonance mode (k = 7). The frequency

𝜈 = 𝜈∗∕1.5 lies between 𝜈
4

and 𝜈
5
, therefore, there in no resonance in Fig. 6b.

The results of numerical simulation of the thermal effects in a liquid crystal are

represented in Fig. 7 (t = 0.0079, 0.0158 and 0.079µs from top to down). Gene-

rally, the previous loading scheme is repeated but at a part of the upper boundary

l1 − l0 ⩽ 2 x1 < l1 + l0 zero velocities and the constant temperature T = T0 + 𝛥T
(with the increment 𝛥T = 2.5 ◦

K) are specified. This scheme corresponds to the

action on a crystal of a heated indenter with the condition of adhesion fulfilled at

the surface. Due to thermal expansion of a liquid crystal, the pressure waves appear

near the boundary (Fig. 7a) with an amplitude approximately of 50 kPa. These waves

propagate inward the crystal with the velocity of longitudinal waves and are reflected

from the lower boundary as from a rigid wall. Because of the low thermal con-

ductivity, the temperature propagates inside the crystal very slowly, so the effect of

thermal anisotropy at the considered times almost does not show itself. At the points

x1 = (l1 ± l0)∕2 of changeover of the type of the boundary conditions, the peaks of

tangential stress arise (Fig. 7b) with the amplitude of about 0.5 kPa, which initiate

the transverse waves, and this eventually leads to a change in the initial orientation

of particles.
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Fig. 6 Resonance excitation of a liquid crystal by hydrostatic pressure: The fields of pressure p
at different time moments. a Resonance frequency, b Nonresonance frequency

4.3 Two Equation of the Second Order

The system of equations (23) of the plane strain state can be reduced to pair of equa-

tions of the second order. Let’s consider how to obtain the subsystem for tangential

stress and angular velocity. Differentiating the first equation of (23) by x1, the second

equation by x2 and subtracting the second from the first, we find:

𝜌

(
v̇1,2 − v̇2,1

)
= − △ 𝜏 + f1,2 − f2,1,

where △ is the Laplace operator. In view of this expression and also expressions

for 𝜇̇1 and 𝜇̇2, after differentiation of corresponding equations of the system by t, we

obtain a separate subsystem for 𝜏 and 𝜔:
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Fig. 7 Thermal perturbation of a liquid crystal: The fields of pressure p (a) and tangential

stress 𝜏 (b) at different time moments

𝜏 + 2 𝛼
𝜂

𝜏̇ + 2 𝛼 𝜔̇ = 𝛼

𝜌
(△𝜏 − f1,2 + f2,1),

J𝜔̈ − 2 𝜏̇ = 2 𝛾 △ 𝜔 + ġ.
(42)

Initial data for the system (42) have the following form:

𝜏||t=0 = 𝜏
0
, 𝜏̇||t=0 = 𝛼

(
v02,1 − v01,2

)
− 2 𝛼

(

𝜔
0 + 𝜏

0

𝜂

)

,

𝜔||t=0 = 𝜔
0
, 𝜔̇||t=0 =

1
J

(

2 𝜏0 + 𝜇
0
1,1 + 𝜇

0
2,2 + g||t=0

)

,

(43)

where v01, v02, 𝜔
0
, 𝜏

0
, 𝜇

0
1 , 𝜇

0
2 are given constants at the initial time moment. Boundary

conditions may be defined in terms of 𝜏, 𝜔 and also in terms of some combinations

of 𝜏
,1, 𝜏,2 and 𝜔

,1, 𝜔,2.

Computational algorithm is developed for numerical solution of the system of

equations (42) with the initial data (43). The unknown variables are the tangential
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stress 𝜏 and the angular velocity 𝜔 within computational domain. The explicit finite-

difference scheme “cross” of the second order approximation by x1, x2 and t is used.

If volume forces and couple forces are equal to zero, then equations of the sys-

tem (42) at each time step are approximated by replacing the derivatives with respect

to time and spatial variables by the finite differences:

𝜏
n+1
j1 j2

− 2 𝜏 n
j1 j2

+ 𝜏
n−1
j1 j2

𝛥t2
+ 𝛼

𝜂

𝜏
n+1
j1 j2

− 𝜏
n−1
j1 j2

𝛥t
+ 𝛼

𝜔
n+1
j1 j2

− 𝜔
n−1
j1 j2

𝛥t
=

= 𝛼

𝜌

(
𝜏
n
j1+1 j2

− 2 𝜏 n
j1 j2

+ 𝜏
n
j1−1 j2

𝛥x 2
1

+
𝜏
n
j1 j2+1

− 2 𝜏 n
j1 j2

+ 𝜏
n
j1 j2−1

𝛥x 2
2

)

,

𝜔
n+1
j1 j2

− 2𝜔 n
j1 j2

+ 𝜔
n−1
j1 j2

𝛥t2
− 1

J

𝜏
n+1
j1 j2

− 𝜏
n−1
j1 j2

𝛥t
=

= 2 𝛾
J

(
𝜔

n
j1+1 j2

− 2𝜔 n
j1 j2

+ 𝜔
n
j1−1 j2

𝛥x 2
1

+
𝜔

n
j1 j2+1

− 2𝜔 n
j1 j2

+ 𝜔
n
j1 j2−1

𝛥x 2
2

)

,

where j1 = 2,… ,N1 − 1 and j2 = 2,… ,N2 − 1. Next, 𝜔
n+1
j1 j2

can be expressed from

the second equation:

𝜔
n+1
j1 j2

= 2𝜔 n
j1 j2

− 𝜔
n−1
j1 j2

+ 𝛥t
J

(

𝜏
n+1
j1 j2

− 𝜏
n−1
j1 j2

)

+ 2 𝛾 𝛥t2

J
×

×
(
𝜔

n
j1+1 j2

− 2𝜔 n
j1 j2

+ 𝜔
n
j1−1 j2

𝛥x 2
1

+
𝜔

n
j1 j2+1

− 2𝜔 n
j1 j2

+ 𝜔
n
j1 j2−1

𝛥x 2
2

)

.

(44)

Substituting (44) into the first equation, we obtain the formula for 𝜏
n+1
j1 j2

:

(
𝛼

J
+ 𝛼

𝜂 𝛥t
+ 1

𝛥t 2
)

𝜏
n+1
j1 j2

= 2
𝛥t2

𝜏
n
j1 j2

+

+
(
𝛼

J
+ 𝛼

𝜂 𝛥t
− 1

𝛥t2
)

𝜏
n−1
j1 j2

+ 2 𝛼
𝛥t

(

𝜔
n−1
j1 j2

− 𝜔
n
j1 j2

)

+

+ 𝛼

𝜌

(
𝜏
n
j1+1 j2

− 2 𝜏 n
j1 j2

+ 𝜏
n
j1−1 j2

𝛥x 2
1

+
𝜏
n
j1 j2+1

− 2 𝜏 n
j1 j2

+ 𝜏
n
j1 j2−1

𝛥x 2
2

)

−

− 2 𝛼 𝛾 𝛥t
J

(
𝜔

n
j1+1 j2

− 2𝜔 n
j1 j2

+ 𝜔
n
j1−1 j2

𝛥x 2
1

+

+
𝜔

n
j1 j2+1

− 2𝜔 n
j1 j2

+ 𝜔
n
j1 j2−1

𝛥x 2
2

)

.

(45)

Calculating tangential stress by the formula (45) and then angular velocity by the

formula (44) at each time step, one can find numerical solution of the problem.
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The considered finite-difference scheme has the second-order approximation by

time and spatial variables. According to the Lax theorem, the sequence of approxi-

mate solutions converges to the exact solution with the second order, too. It is easy

to write similar scheme in the case, when the volume forces or couple forces are not

equal to zero.

4.4 Stability of the Scheme

Under analysis of the stability of the finite-difference scheme for simplicity let’s

neglect the viscous term tending 𝜂 → ∞. This simplification is based on the assump-

tion that viscosity increases the reserve of stability of the scheme. According to the

Fourier method, let

𝜏
n
j1 j2

= 𝜆
n
𝜏 ei (j1𝛼1+j2𝛼2), 𝜔

n
j1 j2

= 𝜆
n
𝜔̂ ei (j1𝛼1+j2𝛼2). (46)

Substituting these values into the first equation of the system (42) and dividing both

sides of the equation by 𝜆
nei (j1𝛼1+j2𝛼2), we get:

𝜆 − 2 + 1∕𝜆
𝛥t2

𝜏 + 𝛼
𝜆 − 1∕𝜆

𝛥t
𝜔̂ = 𝛼

𝜌

(
ei 𝛼1 − 2 + e−i 𝛼1

𝛥x 2
1

+ ei 𝛼2 − 2 + e−i 𝛼2
𝛥x 2

2

)

𝜏.

Consequently,

(
𝜆
2 − 2 𝜆 + 1

𝛥t2
+ 4 𝛼

𝜌
𝜆

( sin2(𝛼1∕2)
𝛥x 2

1

+
sin2(𝛼2∕2)

𝛥x 2
2

))

𝜏 + 𝛼
𝜆
2 − 1
𝛥t

𝜔̂ = 0.

After similar calculations for the second equation of (42) we find:

(
𝜆
2 − 2 𝜆 + 1

𝛥t2
+ 8 𝛾

J
𝜆

( sin2(𝛼1∕2)
𝛥x 2

1

+
sin2(𝛼2∕2)

𝛥x 2
2

))

𝜔̂ − 1
J
𝜆
2 − 1
𝛥t

𝜏 = 0.

To obtain the characteristic equation, we form the matrix of coefficients under 𝜏

and 𝜔̂:
|
|
|
|
|
|
|
|

(𝜆 − 1)2

𝛥t2
+ 4 𝛼

𝜌
𝜆A 𝛼

𝜆
2 − 1
𝛥t

−1
J
𝜆
2 − 1
𝛥t

(𝜆2 − 1)2

𝛥t2
+ 8 𝛾

J
𝜆A

|
|
|
|
|
|
|
|

= 0,

where A =
sin2(𝛼1∕2)

𝛥x 2
1

+
sin2(𝛼2∕2)

𝛥x 2
2

. Introducing the notations

a1 =
𝛼

𝜌
A𝛥t2, a2 =

2 𝛾
J

A𝛥t2, a3 =
𝛼

J
𝛥t2,
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one can calculate the determinant:

(1 + a3)(𝜆2 − 1)2 + 4 𝜆 (𝜆 − 1)2 (a1 + a2 − 1) + 16 𝜆2a1 a2 = 0.

So, let us consider three cases with different values of a1, a2 and a3:

(1) If a2 = 0 (i.e. if 𝛾 = 0), then the characteristic equation can be solved in

explicit form. Its two roots coincide and are equal to 1, two more roots are solu-

tions of the quadratic equation (1 + a3)(𝜆 + 1)2 + 4 𝜆 (a1 − 1) = 0. By Viet’s theo-

rem, the product of these roots is equal to 1. Therefore, in the case of real roots,

when the discriminant is positive, one of them is strictly greater than one. This is

the case of instability of the scheme. The scheme is stable, if the discriminant is less

than or equal to zero. In this case, the roots are complex conjugate, consequently,

|𝜆1| = |𝜆2| = 1. Thus, from the nonpositivity of discriminant

(

1 − 2
1 − a1
1 + a3

)2
− 1 ⩽ 0 ⇔ a1 ⩽ 1

the spectral condition of stability of the scheme is follows:

𝛼

𝜌
𝛥t2 ⩽

(
1

𝛥x 2
1

+ 1
𝛥x 2

2

)−1

.

(2) If a1 = 0 (i.e. if 𝛼 = 0), then the corresponding quadratic equation can be

written as: (1 + a3)(𝜆 + 1)2 + 4 𝜆 (a2 − 1) = 0. Repeating the previous arguments,

we obtain the condition of nonpositivity of the discriminant: a2 ⩽ 1, from which

follows the stability condition of the scheme:

𝛾

j
𝛥t2 ⩽

(
1

𝛥x 2
1

+ 1
𝛥x 2

2

)−1

.

(3) If a1 + a2 = 1, then the characteristic equation is reduced to the biquadratic

equation (1 + a3)(𝜆2 − 1)2 + 16 𝜆2 a1 a2 = 0. Making the change z = 𝜆
2
, we obtain

a quadratic equation, whose roots are complex conjugate and lie on the unit circle

under the condition that discriminant is nonpositive:

(

1 − 8
a1 a2
1 + a3

)2
− 1 ⩽ 0 ⇔ 4 a1 a2 ⩽ 1 + a3.

Since a1 + a2 = 1, the last inequality is reduced to the form: 4 a1 a2 ⩽ (a1 + a2)2 +
a3, i.e. 0 ⩽ (a1 a2)2 + a3, and is automatically satisfied. The condition a1 + a2 = 1
means that

(
𝛼

𝜌
+ 𝛾

j

)

𝛥t2 =
(
sin2(𝛼1∕2)

𝛥x 2
1

+
sin2(𝛼2∕2)

𝛥x 2
2

)−1

.
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For fixed values of 𝛼1 and 𝛼2, this choice of time step gives |𝜆| = 1. The correspon-

ding solution (46) is bounded. Without calculating the roots of characteristic equa-

tion, one can prove that it remains bounded also for smaller time steps.

Let us prove a more general statement. Let ||un|| be an arbitrary norm on the

space of solutions of a two-layer homogeneous difference scheme with constant step

operator L, the special case of which is the scheme (44), (45). Then if the norm

of the solution does not increase under transition to a new time level in compu-

tations with the step 𝛥t, it does not increase in computations with a smaller step

𝛥t < 𝛥t.
The proof essentially relies on the property of convexity of the norm—a conse-

quence of its positive homogeneity and the triangle inequality:

||𝜒 ū + (1 − 𝜒) u|| ⩽ 𝜒 ||ū|| + (1 − 𝜒)||u|| (0 ⩽ 𝜒 ⩽ 1).

The transition to a new time level in the scheme is carried out by the formulas

un+1 = un + 𝛥t L un
, ū n+1 = un + 𝛥t L un

,

with the help of which it can be shown that

un+1 = un + 𝜒 𝛥t L un = 𝜒 ū n+1 + (1 − 𝜒) un
, 𝜒 = 𝛥t∕𝛥t ∈ (0, 1).

By assumption, ||ū n+1|| ⩽ ||un||. Consequently,

||un+1|| ⩽ 𝜒 ||ū n+1|| + (1 − 𝜒)||un|| ⩽ ||un||,

which was to be proved.

Because of boundedness of the solutions un = (𝜏 n
, 𝜔

n) in the form (46) for all

possible values of the parameters 𝛼1 and 𝛼2, we obtain the following condition:

(
𝛼

𝜌
+ 𝛾

j

)

𝛥t2 ⩽
(

1
𝛥x 2

1

+ 1
𝛥x 2

2

)−1

. (47)

Strictly speaking, this condition is a necessary spectral condition for the stability of

the scheme only in two particular cases (1) and (2). In the general case, it guaran-

tees the boundedness of solutions in the form (46), which is very important from

a practical point of view, but it is not known whether such solutions are growing if

this condition is violated. In addition, neither the condition (47) nor the necessary

spectral Fourier stability condition, generally speaking, are not sufficient conditions

and thus do not guarantee stability, which may depend, for example, on the method

of approximation of boundary conditions. However, in practice, computations based

on the described scheme with choosing a time step in accordance with the condi-

tion (47) showed stable computational results.
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4.5 Numerical Results

For one-dimensional problem on the action of tangential stress 𝜏 = 𝜏 ei (f t−k x2) at

one of the boundaries of computational domain, the comparison of the numerical

solution by described parallel program and the exact solution was carried out.

Substituting 𝜏 = 𝜏 ei (f t−k x2), 𝜔 = 𝜔̂ ei (f t−k x2) in the equations of system (42) after

simplification we obtain:

(

−f 2 +
2 i 𝛼 f
𝜂

+ 𝛼 k2
𝜌

)

𝜏 + 2 i 𝛼 f 𝜔̂ = 0, −
2 i f
J

𝜏 +
(2 𝛾 k2

J
− f 2

)

𝜔̂ = 0.

Calculating the determinant of this system, one can find the expression for k±:

k± =

√
√
√
√ 𝜌 J f

4 𝛼 𝛾

(

d ±

√

d2 − 8 𝛼 𝛾

𝜌 J

(

f 2 −
2 i 𝛼 f
𝜂

− 4 𝛼
J

))

,

k± = k±1 + i k±2 are the wave numbers, d =
(
𝛼

𝜌
+ 2 𝛾

J

)

f − 4 i 𝛼 𝛾
𝜂 J

.

The characteristic dispersion curves are represented in Figs. 8 and 9: dependence

of the phase velocity c± = f∕Re k± on the frequency 𝜈 = f∕(2𝜋) and dependence of

the damping decrement 𝜆
± = −1∕Im k± on the frequency 𝜈 for k±. The dashed line

corresponds to the eigenfrequency of rotational motion of the particles of a crystal:

𝜈∗ =
1
𝜋

√
𝛼

J
. (48)

(a) (b)

Fig. 8 Dependence of phase velocity on frequency: a for k+, b for k−
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(a) (b)

Fig. 9 Dependence of damping decrement on frequency: a for k+, b for k−

Computations were performed for the liquid crystal 5CB with the next

parameters [6]: 𝜌 = 1022 kg∕m
3
, j = 1.33 × 10−10 kg∕m, 𝛼 = 0.161GPa, 𝛾 = 10µN,

𝜂 = 10Pa s. For this crystal 𝜈∗ = 350MHz. The size of a domain is 4µm.

Initial data and boundary conditions for one-dimensional problem are determined

from the next equations:

Re q̂ = e k2 x2
(
q̂1 cos(f t − k1 x2) − q̂2 sin(f t − k1 x2)

)
,

Re 𝜔̂ = e k2 x2
(
𝜔̂1 cos(f t − k1 x2) − 𝜔̂2 sin(f t − k1 x2)

)
.

Figure 10 shows the results of numerical solution for described above parameters:

dependence of Re𝜔 on x2 for k+ and k− at one of the time moments. The dimension of

a finite-difference grid is 1000 meshes. The relative error is 3 × 10−3 in calculations

for k+ and 5 × 10−4 in calculations for k−.

To verify the proposed parallel program for two-dimensional problems, a series

of numerical calculations was carried out on the computational server Flagman of

(a) (b)

Fig. 10 Dependence of angular velocity on coordinate: a for k+, b for k−
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Fig. 11 Periodic action of tangential stress at the upper boundary: The fields of angular velocity

𝜔 at different time moments

ICM SB RAS. In Fig. 11 one can see the results of computations for the prob-

lem on periodic action of a tangential stress on the part of upper boundary of

computational domain. Initial data are zero. The boundary conditions at the upper

boundary: 𝜏 = 𝜏 sin(2𝜋 𝜈 t), if |x1 − x c
1 | ⩽ l, and 𝜏 = 0, if |x1 − x c

1 | > l; 𝜔
,2 = 0.

Here x c
1 is the center of zone, where the load acts, l is the radius of this zone. In

computations x c
1 = 5µm, l = 2.5µm. The lower boundary is fixed, at the left and

right boundaries the periodicity conditions are given. The frequency 𝜈 is equal to the

resonance frequency 𝜈∗ = 350MHz. The size of rectangular computational domain

is 100µm × 40µm, the dimension of a finite-difference grid is 2560 × 1024 meshes.

Computations were performed for the liquid crystal 5CB with the parameters: 𝜌 =
1022 kg∕m

3
, j = 1.33 × 10−7 kg∕m, 𝛼 = 0.161GPa, 𝛾 = 1mN, 𝜂 = 100Pa s. The

fields of angular velocity are shown in Fig. 11.

Computational algorithm for solution of the subsystem (42) for tangential stress

and angular velocity, parallel program of its realization and some numerical results

are represented in [50, 51].

5 Perturbation by Electric Field

5.1 Statement of the Problem

Let’s consider a layer of a liquid-crystal medium, extended in the horizontal direc-

tion, under the action of a periodic electric field, created by the appearance of charges

on the plates of a capacitor. The periodicity of electric field is because of the peri-

odicity of arrangement of the plates at the same distance l from each other both on

the upper side and on the lower side of a liquid crystal (Fig. 12). It is assumed that

the horizontal sizes l± of the capasitor plates are less than l. Changing the charges
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Fig. 12 Scheme of perturbation of a liquid-crystal layer by electric field

in time leads to a rapid change of electric field, which is described by the quasistatic

dependence of the electric field EEE on time as on a parameter.

In the exterior part of a layer, the potential𝜑 of the electric fieldEEE = −∇𝜑 satisfies

the Laplace equation: △𝜑 = 0 for x2 < 0 and x2 > b (b is the thickness of a layer,

∇ is the Hamiltonian operator). Inside the layer the equation, taking into account

the anisotropy of a medium, is fulfilled: ∇ ⋅ (𝜀𝜀𝜀 ⋅ ∇𝜑) = 0, where 𝜀𝜀𝜀 is the tensor of

dielectric permittivity of a liquid crystal, depending on the orientation of domains:

𝜀𝜀𝜀 =
(
𝜀11 𝜀12
𝜀12 𝜀22

)

, 𝜀11 = 𝜀
∥ cos2 𝜃 + 𝜀

⟂ sin2 𝜃,

𝜀12 = (𝜀 ∥ − 𝜀
⟂) cos 𝜃 sin 𝜃, 𝜀22 = 𝜀

∥ sin2 𝜃 + 𝜀
⟂ cos2 𝜃,

(49)

𝜀
∥

and 𝜀
⟂

are the dielectric permeabilities in the direction of molecules and in

the transverse direction, 𝜃 is the inclination angle of a liquid crystal domain to the

abscissa axis.

Taking into account the periodicity of the problem, we can consider only a part

of the layer of length l. The electric potential on the plates is distributed uniformly:

𝜑
+ = 𝜑 = 𝜑

0
for x2 = b, x+1 ⩽ x1 < x+1 + l+,

𝜑 = 𝜑
−
, 𝜑

,1 = 0 for x2 = 0, x−1 ⩽ x1 < x−1 + l−.

Hereinafter 𝜑
±

are the limit values of the potential at the boundaries of a liquid

crystal from the outside (above and below relative to the layer); 𝜑 without indices

denotes the values on the same boundaries from the inside of the layer; 𝜑
0

is a given

constant, which is selected depending on the intensity of electric field; x±1 are the

coordinates of the left ends of the upper and lower plates of a capacitor, located,

generally speaking, non-symmetrically within the selected part of the layer.

At the rest parts of the boundary, where a liquid crystal is bordered by air

(vacuum), the following conditions are satisfied:
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𝜑
+ = 𝜑, 𝜑

+
,2 = 𝜀12 𝜑,1 + 𝜀22 𝜑,2 for x2 = b,

𝜑 = 𝜑
−
, 𝜀12 𝜑,1 + 𝜀22 𝜑,2 = 𝜑

−
,2 for x2 = 0.

These conditions result from the continuity of electric potential at the interfaces

between media, and the continuity of the normal component of the electric induction

vector DDD = 𝜀0 𝜀𝜀𝜀 ⋅EEE (𝜀0 = 8.8541878172206 × 10−12 F/m).

In the presence of electric field, the domains of a liquid crystal undergo the action

of bulk forces fff = (PPP ⋅ ∇)EEE and couple forces ggg = PPP ×EEE, where PPP = 𝜀0𝜒𝜒𝜒 EEE is the

vector of electric polarization, 𝜒𝜒𝜒 = 𝜀𝜀𝜀 − III is the dielectric susceptibility tensor.

Taking into account plane symmetry of the problem, these formulas can be rep-

resented in the form:

(f1, f2) = 𝜀0
(
𝜒11 𝜑,1 + 𝜒12 𝜑,2

)(
𝜑
,11, 𝜑,12

)
+ 𝜀0

(
𝜒12 𝜑,1 + 𝜒22 𝜑,2

)(
𝜑
,12, 𝜑,22

)
,

g = 𝜀0
(
𝜒11 − 𝜒22

)
𝜑
,1 𝜑,2 − 𝜀0 𝜒12

(
(𝜑

,1)2 − (𝜑
,2)2

)
.

It is necessary to take into account the forces and couple forces as the right-hand sides

of equations of the acoustic approximation of a liquid crystal. In turn, a change in the

spatial orientation of the domains due to the action of forces and couple forces leads

to a change in the dielectric permittivity tensor, and, thus, the electric field changes.

In addition, it is necessary to take into account the heating of a liquid crystal due to

the dissipation of energy of the electric field.

5.2 Numerical Method

Solution of the Laplace equation in the exterior of a layer is constructed by means

of the method of straight lines. To do this, we introduce a uniform partition of the

segment [0, l] of the x1 axis with step 𝛥x1 = l∕N1. The derivatives with respect to x1
are replaced by finite differences of the second order of approximation:

𝜑j1+1 − 2𝜑j1 + 𝜑j1−1

𝛥x 2
1

+
d2𝜑j1

dx 2
2

= 0 (j1 = 1, 2,… ,N1 − 1). (50)

Here 𝜑j1 are unknown functions depending on x2 and satisfying the periodicity con-

dition: 𝜑N1
= 𝜑

0
.

Let w = exp(2𝜋 i∕N1). As is known, the system of vectors

𝐖k =
(

1,w− k
,w−2k

,… ,w− (N1−1)k
)

(k = 0, 1,… ,N1 − 1)

forms an orthogonal basis in the N1-dimensional complex space. Vector–function

(𝜑0, 𝜑1,… , 𝜑N1−1) can be represented as an expansion in this basis:
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𝜑j1 (x2) =
1
N1

N1−1∑

k=0
yk w−j1k with coefficients yk(x2) =

N1−1∑

j1=0
𝜑j1 w

j1k.

In fact, these are the formulas for the discrete fast Fourier transform and the inverse

fast Fourier transform. Substitution in the system of equations (50) leads to indepen-

dent equations for the expansion coefficients

d2yk
dx 2

2

= 𝜆k yk, 𝜆k =
4

𝛥x 2
1

sin2 𝜋 k
N1

.

Hence, yk = C+
k exp

(
−
√
𝜆k (x2 − b)

)
+ C−

k exp
(√

𝜆k x2
)
, where C±

k are arbitrary

constants of integration. Since the electric potential is limited in the exterior of

a liquid-crystal layer, we should assume C−
k = 0 for the upper half-plane (x2 > b)

and C+
k = 0 for the lower half-plane (x2 < 0). Considering that the electric potential,

which is determined up to an additive constant, tends to zero at infinity, it is also

necessary to assume C±
0 = 0.

Equation for the potential in a rectangular region occupied by a liquid crystal

is solved by an iterative method with the help of recurrent recalculation using the

formula:

𝜀̄ △ 𝜑̂ = 𝜀̄ △ 𝜑 − ∇ ⋅ (𝜀𝜀𝜀 ⋅ ∇𝜑). (51)

According to this formula, at each step an anisotropic medium is replaced by a homo-

geneous and isotropic medium with dielectric permittivity 𝜀̄, with charges distributed

inside it. The right-hand side of Eq. (51) is calculated on the previous approximation

of electric potential, the value 𝜀̄ is chosen from reasons of the fastest convergence

of iterations. Condition of termination of the iterative process is applied in the usual

form: ||𝜑̂ − 𝜑|| ⩽ 𝛿 ||𝜑||, with a predetermined admissible error 𝛿 and an uniform

norm.

To solve the obtained Poisson equation with respect to a new approximation of

the potential 𝜑̂ on a uniform grid, consistent with grid of the method of straight lines,

a difference scheme of the second order of approximation is considered:

𝜑̂j1+1 j2 − 2 𝜑̂j1 j2 + 𝜑̂j1−1 j2

𝛥x 2
1

+
𝜑̂j1 j2+1 − 2 𝜑̂j1 j2 + 𝜑̂j1 j2−1

𝛥x 2
2

= qj1 j2 ,

qj1 j2 =
𝜑j1+1 j2 − 2𝜑j1 j2 + 𝜑j1−1 j2

𝛥x 2
1

+
𝜑j1 j2+1 − 2𝜑j1 j2 + 𝜑j1 j2−1

𝛥x 2
2

−

−
d1 j1+1∕2 j2 − d1 j1−1∕2 j2

𝜀̄ 𝛥x1
−

d2 j1 j2+1∕2 − d2 j1 j2−1∕2
𝜀̄ 𝛥x2

,

(52)

where j2 = 1, 2,… ,N2 − 1. For brevity, the following notations are used:
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d1 j1+1∕2 j2 = 𝜀11 j1+1∕2 j2

𝜑j1+1 j2 − 𝜑j1 j2

𝛥x1
+

+ 𝜀12 j1+1∕2 j2

𝜑j1+1 j2+1 − 𝜑j1+1 j2−1 + 𝜑j1 j2+1 − 𝜑j1 j2−1

4𝛥x2
,

d2 j1 j2+1∕2 = 𝜀12 j1 j2+1∕2
𝜑j1+1 j2+1 − 𝜑j1−1 j2+1 + 𝜑j1+1 j2 − 𝜑j1−1 j2

4𝛥x1
+

+ 𝜀22 j1 j2+1∕2
𝜑j1 j2+1 − 𝜑j1 j2

𝛥x2
.

Solution of the discrete equation (52) is constructed by expansion in the basis vectors

𝐖k
, according to which

𝜑̂j1 j2 =
1
N1

N1−1∑

k=0
ŷk j2 w

−j1k.

For the expansion coefficients the system of equations is fulfilled:

− 𝜆k ŷk j2 +
ŷk j2+1 − 2 ŷk j2 + ŷk j2−1

𝛥x 2
2

= rk j2 , rk j2 =
N1−1∑

j1=0
qj1 j2 w

j1k.

The tridiagonal matrix algorithm is applied to the solution of obtained system.

First the particular solution ŷ 0k j2 of an inhomogeneous system with homogeneous

boundary conditions ŷ 0k 0 = ŷ 0k N2
= 0 is calculated. Then two solutions ŷ+k j2 and ŷ−k j2

of a homogeneous system with boundary conditions ŷ+k 0 = 0, ŷ+k N2
= 1 and ŷ−k 0 =

1, ŷ−k N2
= 0 are calculated similarly. Because of linearity, the general solution of

original system has the form:

ŷk j2 = ŷ 0k j2 + A+
k ŷ

+
k j2

+ A−
k ŷ

−
k j2
.

Constants A±
k together with constants C±

k , through which the electric potential is

determined in the exterior of a layer, are found from boundary conditions on the

capacitor plates and conditions for gluing (sewing) together solutions at the free

boundary of a liquid crystal. Conditions of continuity of the potential under

passing through the boundaries of a layer allow to exclude C±
k : C+

k = A+
k , C−

k = A−
k .

Conditions on the plates of a capacitor are reduced to the equations:

N1−1∑

k=0
C+
k w

−j1k = N1 𝜑
0
, if x+1 < j1 𝛥x1 < x+1 + l+,

N1−1∑

k=0
C−
k (1 − wk)w−j1k = 0, if x−1 < j1 𝛥x1 < x−1 + l−.

Taking into account the formulas
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d𝜑±
j2

dx2
= ∓ 1

N1

N1−1∑

k=0

√
𝜆k C

±
k w−j1k,

d𝜑±
j2

dx1
≈ 1

N1

N1−1∑

k=0
C±
k (1 − wk)w−j1k,

the remaining bonding conditions are transformed into the following equations:

N1−1∑

k=0

(

C+
k

(√
𝜆k + 𝜀12 j1N2

1 − wk

𝛥x1
+ 𝜀22 j1N2

1 − ŷ+k N2−1

𝛥x2

)

−

− 𝜀22 j1N2

ŷ 0k N2−1
+ C−

k ŷ
+
k N2−1

𝛥x2

)

w−j1k = 0

for subscript j1 lying outside the indicated limits on the upper boundary of the layer,

and the equations:

N1−1∑

k=0

(

C−
k

(

−
√
𝜆k + 𝜀12 j10

1 − wk

𝛥x1
− 𝜀22 j10

1 − ŷ−k 1
𝛥x2

)

+

+ 𝜀22 j10
ŷ 0k 1 + C+

k ŷ
+
k 1

𝛥x2

)

w−j1k = 0

for subscript j1 lying outside the indicated limits on the lower boundary. As a result,

we obtain a closed system of equations for determining the constants C±
k , which is

solved by means of the LU-decomposition method.

Under numerical realization of the algorithm the value of 𝜑
0
, which depends on

the intensity of the action, is taken as 𝜑
0 = 1. Then, taking into account the linearity

of the problem with respect to the electric potential, the obtained solution is multi-

plied by a size coefficient corresponding to a given difference of potentials on the

capacitor plates.

5.3 Computational Results

The parallel program implementing this computational algorithm is in the process

of debugging and verification. The CUDA technology for computer systems with

GPUs is used. Stages of the algorithm are executed sequentially, the paralleliza-

tion of computations is performed inside each of the stages. The program contains

modules that implement the method of straight lines with the use of the tridiagonal

matrix algorithm, the Fourier transform and the SLAE solution method by means

of the LU-decomposition, and also modules realizing an iterative method for solv-

ing the equation for potential with the help of a recurrence relation. In the future, it

is planned to embed this program into the previously developed software package for

mathematical model describing the thermomechanical properties of liquid

crystals [36, 49].
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Fig. 13 Perturbation of a liquid-crystal layer by electric field (case of symmetric plates of a capac-

itor): Level curves of Re(𝜑) at different values of 𝜀
∥
, 𝜀

⟂
and 𝜃

Figures 13 and 14 demonstrate the results of computations performed for a

liquid crystal 5CB of size 200µm × 40µm. In the first case, the capacitor plates are

located symmetrically, they have the same length l± = 100µm and coordinates of

the left ends x±1 = 50µm (Fig. 13). In the second case, the plates are non-symmetric,

l+ = 50µm and x+1 = 50µm for the upper plate, l− = 20µm and x−1 = 150µm for

the lower plate (Fig. 14). The angle of inclination of molecules of a liquid crys-

tal to the abscissa axis is 𝜙 = 60◦, and the dielectric permeabilities in the direc-

tion of molecules and in the transverse direction are varied: 𝜀
∥ = 𝜀

⟂
in Figs. 13a

and 14a; 𝜀
⟂ = 𝜀

∥∕2 in Figs. 13c and 14c; 𝜀
⟂ = 𝜀

∥∕5 in Figs. 13e and 14e. Similarly,

the dielectric permeabilities are the same: 𝜀
⟂ = 𝜀

∥∕5, and the inclination angle are

varied: 𝜃 = 0◦ in Figs. 13b and 14b; 𝜃 = 30◦ in Figs. 13d and 14d; 𝜃 = 120◦ in

Figs. 13f and 14f. Level curves of Re(𝜑) are represented. Horizontal lines show the

boundaries of a liquid-crystal layer. Outside the layer, above and below, computa-

tional domains of the size 200µm × 20µm are considered.

Proposed parallel computational algorithm will be used for simulation the

behavior of liquid crystals under the influence of an electric field.
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Fig. 14 Perturbation of a liquid-crystal layer by electric field (case of non-symmetric plates of

a capacitor): Level curves of Re(𝜑) at different values of 𝜀
∥
, 𝜀

⟂
and 𝜃

6 Conclusions

For the description of thermomechanical processes running in liquid crystals exposed

to weak external effects, the simplified mathematical model is developed accoun-

ting for mutual influence of three different physical factors—transfer of acoustic

energy due to translational motion of particles, viscoelastic rotation of particles

under appearing tangential stresses and anisotropic thermal diffusion. The efficient

shock-capturing algorithms are worked out for numerical solution of boundary-value

problems on the basis of the model equations. The algorithms are implemented by

the CUDA technology for computer systems with GPUs. It was demonstrated that,

in the framework of the simplified model, re-orientation of particles under loca-

lized thermal impact can only happen if tangential stresses appear at the bound-

ary of a liquid crystal due to external conditions of loading and fixing. The per-

formed series of computations of resonant excitation of a medium at the frequency of

characteristic oscillations of rotational motion of particles has yielded that the reso-

nance is observed irrespectively of the size of a liquid crystal as distinguished from

elastic resonances of longitudinal and transverse motion. Numerical algorithm for

modeling the excitation of liquid crystals by electric field is suggested, which can be

used for simulation of known physical observations, such as Frederix effect, etc.
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Effect of Surface Stresses on Stability
of Elastic Circular Cylinder

Denis N. Sheydakov

Abstract The present research is dedicated to the buckling analysis of nonlinear-

ly elastic cylinders with surface stresses. In the framework of Gurtin–Murdoch

model, we have studied the stability of a solid circular cylinder subjected to the

axial compression-extension and the external pressure. For an arbitrary isotropic

material, the system of linearized equilibrium equations is derived, which describes

the behavior of a cylinder in a perturbed state. By means of a special substitution,

the study of stability is reduced to solving a linear homogeneous boundary-value

problem for a system of three ordinary differential equations. For two specific mod-

els of bulk material (Harmonic model and Blatz–Ko model), the buckling analysis

has been carried out for a circular cylinder made of aluminum in the case of a sim-

ple axial compression. It was found, in particular, that the stability of the cylinder

increases with a decrease of its overall size. This effect is due to the influence of sur-

face stresses. It is negligible at macroscale, but becomes quite significant at micro-

and nanoscale.

1 Introduction

The problem of equilibrium stability for deformable bodies is of major importance

both from theoretical and practical points of view, because the exhaustion of bear-

ing capacity and the collapse of engineering structures quite often occurs due to the

buckling under external loads. Due to the development of modern technologies and

the appearance of new materials, the problem of stability analysis while taking into

account the various surface phenomena becomes relevant [11]. Recently, for model-

ing such phenomena, especially in nanomechanics [1, 4, 16], the theory of elasticity

with surface stresses has received development. In this theory, in addition to the or-

dinary stresses distributed in the volume, the independent surface stresses are also
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taken into account at the boundary of the body or its part. These stresses generalize

the well-known in hydromechanics scalar surface tension to the case of solids. The

introduction of surface stresses allows, in particular, describing the size effect typical

for nanomaterials [3, 9, 15].

The present research is dedicated to the buckling analysis of nonlinearly elastic

cylinders with surface stresses. To take into account the influence of the latter, the

Gurtin–Murdoch model [6] is used, which from the mechanical point of view is

equivalent to a deformable body with glued elastic membrane. In this case, the stress

resultant tensor acting in the membrane can be interpreted as surface stresses.

2 Equilibrium of Body with Surface Stresses

In the framework of Gurtin–Murdoch model [6], the set of static equations for a

nonlinearly elastic body with surface stresses in the absence of body forces consists

of the equilibrium equations
◦
∇ ⋅𝐃 = 𝟎 (1)

the equilibrium conditions on the part of the body surface 𝛺s, where the surface

stresses are acting (
𝐧 ⋅ 𝐃 −

◦
∇s ⋅ 𝐃s

)|||||𝛺s

= 𝐭 (2)

the constitutive equations

𝐃 = 𝐏 ⋅ 𝐂, 𝐏 = 2𝜕W(𝐆)
𝜕𝐆

, 𝐃s = 𝐏s ⋅ 𝐂s, 𝐏s = 2
𝜕Ws(𝐆s)
𝜕𝐆s

(3)

and the geometric relations

𝐆 = 𝐂 ⋅ 𝐂T
, 𝐂 =

◦
∇𝐑, 𝐆s = 𝐂s ⋅ 𝐂T

s , 𝐂s =
◦
∇s𝐑

||||𝛺s

(4)

Here 𝐃 and 𝐏 are the Piola and Kirchhoff stress tensors, respectively;

◦
∇ is the

three-dimensional nabla-operator in Lagrangian coordinates;

◦
∇s is the surface nabla-

operator; 𝐃s and 𝐏s are the surface stress tensors of the Piola and Kirchhoff type; 𝐧 is

the unit vector normal to the surface of the undeformed body; 𝐭 is the surface loads

vector; W and Ws are the bulk and surface strain energy densities, respectively; 𝐆
and 𝐆s are the Cauchy–Green strain tensors in the volume and on the surface of the

body; 𝐂 and 𝐂s are the deformation gradients; and 𝐑 is the position vector in the

actual configuration.
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Taking (3) into account, the following relations are valid for the Kirchhoff stress

tensor 𝐏 in the case of an isotropic body [8, 10]:

𝐏 =
3∑

k=1
𝜒k𝐝k ⊗ 𝐝k, 𝜒k = 2

𝜕W(G1,G2,G3)
𝜕Gk

, 𝐆 =
3∑

k=1
Gk𝐝k ⊗ 𝐝k (5)

where Gk,𝐝k(k = 1, 2, 3) are the eigenvalues and eigenvectors of the Cauchy–Green

strain tensor 𝐆. At the same time, the expression for the surface stress tensor of

Kirchhoff type 𝐏s takes the form [1]:

𝐏s = 𝜅1𝐈s + 2𝜅2𝐆s, 𝜅
𝛼
= 2

𝜕Ws( j1, j2)
𝜕j

𝛼

, j
𝛼
= tr𝐆𝛼

s , 𝛼 = 1, 2 (6)

Here j1, j2 are the invariants of the surface Cauchy–Green strain tensor 𝐆s; 𝐈 and

𝐈s = 𝐈 − 𝐧⊗ 𝐧 are the three-dimensional and surface unit tensors, respectively.

3 Circular Cylinder with Surface Stresses

Consider a homogeneous circular cylinder of radius r0 and length l. We assume that

the surface stresses are acting on its lateral surface 𝛺0 (r = r0), i.e. 𝛺s = 𝛺0. In

the case of axial compression-extension of the cylinder under external hydrostatic

pressure, the position vector 𝐑 is given by the following relations [13, 17]:

𝐑 = 𝛾r𝐞R + 𝛼z𝐞Z
R = 𝛾r, 𝛷 = 𝜑, Z = 𝛼z
0 ≤ r ≤ r0, 0 ≤ 𝜑 ≤ 2𝜋, 0 ≤ z ≤ l

(7)

where r, 𝜑, z are the cylindrical coordinates in the reference state (Lagrangian coordi-

nates); R, 𝛷,Z are the Eulerian cylindrical coordinates;
{
𝐞r, 𝐞𝜑, 𝐞z

}
and{

𝐞R, 𝐞𝛷, 𝐞Z
}

are the orthonormal vector bases of Lagrangian and Eulerian coordi-

nates, respectively; 𝛼 is the given ratio of compression-extension along the axis of

the cylinder; and 𝛾 is the unknown constant that characterizes the radial deformation

of the cylinder.

According to the expressions (4), (7), the deformation gradients in the volume

and on the surface are:

𝐂 = 𝛾𝐞r ⊗ 𝐞R + 𝛾𝐞
𝜑
⊗ 𝐞

𝛷
+ 𝛼𝐞z ⊗ 𝐞Z , 𝐂s = 𝛾𝐞

𝜑
⊗ 𝐞

𝛷
+ 𝛼𝐞z ⊗ 𝐞Z (8)

From the relations (4), (8) we obtain the expressions for the corresponding

Cauchy–Green strain tensors

𝐆 = 𝛾
2𝐞r ⊗ 𝐞r + 𝛾

2𝐞
𝜑
⊗ 𝐞

𝜑
+ 𝛼

2𝐞z ⊗ 𝐞z, 𝐆s = 𝛾
2𝐞

𝜑
⊗ 𝐞

𝜑
+ 𝛼

2𝐞z ⊗ 𝐞z (9)
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It is obvious that for the considered initial strain state the eigenvectors 𝐝k (k = 1, 2, 3)
of the Cauchy–Green strain tensor coincide with the vector basis of Lagrangian

cylindrical coordinates, i.e. 𝐝1 = 𝐞r, 𝐝2 = 𝐞
𝜑

, 𝐝3 = 𝐞z, and the eigenvalues Gk are:

G1 = G2 = 𝛾
2
, G3 = 𝛼

2
.

Thus, taking (5), (6) into account, the following relations are valid for the Kirch-

hoff stress tensors:

𝐏 = 𝜒1𝐞r ⊗ 𝐞r + 𝜒2𝐞𝜑 ⊗ 𝐞
𝜑
+ 𝜒3𝐞z ⊗ 𝐞z

𝐏s =
(
𝜅1 + 2𝛾2𝜅2

)
𝐞
𝜑
⊗ 𝐞

𝜑
+
(
𝜅1 + 2𝛼2

𝜅2
)
𝐞z ⊗ 𝐞z

(10)

Substituting the above expressions in (3), we find a representation of the Piola stress

tensor 𝐃 and the surface stress tensor of the Piola type 𝐃s in the case of axial

compression-extension of the cylinder under external pressure

𝐃 = 𝛾𝜒1𝐞r ⊗ 𝐞R + 𝛾𝜒2𝐞𝜑 ⊗ 𝐞
𝛷
+ 𝛼𝜒3𝐞z ⊗ 𝐞Z

𝐃s = 𝛾
(
𝜅1 + 2𝛾2𝜅2

)
𝐞
𝜑
⊗ 𝐞

𝛷
+ 𝛼

(
𝜅1 + 2𝛼2

𝜅2
)
𝐞z ⊗ 𝐞Z

(11)

It follows from (11) that the equilibrium equations (1) are automatically satisfied if

𝜒1 = 𝜒2. The equilibrium conditions (2) on the lateral surface of the cylinder (r = r0)
under hydrostatic pressure p (referred to the unit area of the deformed configuration)

are written as follows:

𝜒1 +
𝜅1 + 2𝛾2𝜅2

r0
= −𝛼p (12)

By solving the Eq. (12) at given densities W,Ws of the bulk and surface strain

energy, we find the unknown constant 𝛾 .

4 Linearized Equilibrium Equations

Consider a small perturbation of the initial strain state described above. We assume

that the perturbed equilibrium state of a circular cylinder exists under the same ex-

ternal loads and is determined by the position vector 𝐑̃ = 𝐑 + 𝜂𝐯. Here 𝜂 is the small

parameter and 𝐯 is the vector of additional displacements.

The linearized equilibrium equations for a nonlinearly elastic medium have the

form [5, 10]:

◦
∇ ⋅𝐃∙ = 𝟎, 𝐃∙ =

[
d
d𝜂

𝐃 (𝐑 + 𝜂𝐯)
]
𝜂=0

(13)

𝐃∙ = 𝐏∙ ⋅ 𝐂 + 𝐏 ⋅
◦
∇ 𝐯 (14)

Here 𝐃∙
and 𝐏∙

are the linearized Piola and Kirchhoff stress tensors, respectively. In

order to find the expression for the latter, a linearization of the constitutive relations



Effect of Surface Stresses on Stability of Elastic Circular Cylinder 347

(5) is carried out [12]

𝐏∙ =
3∑

k=1

(
𝜒
∙
k𝐝k ⊗ 𝐝k + 𝜒k𝐝∙k ⊗ 𝐝k + 𝜒k𝐝k ⊗ 𝐝∙k

)

𝐆∙ =
3∑

k=1

(
G∙

k𝐝k ⊗ 𝐝k + Gk𝐝∙k ⊗ 𝐝k + Gk𝐝k ⊗ 𝐝∙k
) (15)

By taking into account the fact that vectors 𝐝k and 𝐝∙k (k = 1, 2, 3) are mutually or-

thogonal, i.e. 𝐝k ⋅ 𝐝∙k = 0, following (15) we obtain (m, n = 1, 2, 3; k ≠ m ≠ n)

𝐝k ⋅ 𝐏∙ ⋅ 𝐝k = 𝜒
∙
k, 𝐝k ⋅ 𝐏∙ ⋅ 𝐝m = Bn𝐝k ⋅𝐆∙ ⋅ 𝐝m, Bn =

𝜒k − 𝜒m

Gk − Gm
(16)

where the relations for 𝜒
∙
k have the form:

𝜒
∙
k =

3∑
n=1

𝜒knG∙
n, 𝜒kn =

𝜕𝜒k(G1,G2,G3)
𝜕Gn

, G∙
n = 𝐝n ⋅𝐆∙ ⋅ 𝐝n

Equations (16) represent all components of the linearized Kirchhoff stress tensor 𝐏∙

in the basis
{
𝐝1,𝐝2,𝐝3

}
through the components of the linearized Cauchy–Green

strain tensor 𝐆∙
, while the tensor 𝐆∙

itself is

𝐆∙ =
◦
∇ 𝐯 ⋅ 𝐂T + 𝐂 ⋅

◦
∇ 𝐯T (17)

According to (2), the linearized equilibrium conditions on the lateral surface of

the cylinder (r = r0) take the form [1, 8]:

(
𝐞r ⋅ 𝐃∙ −

◦
∇s ⋅ 𝐃∙

s

)|||||r=r0
= −pJ𝐞r ⋅ 𝐂−T ⋅

[
(∇ ⋅ 𝐯) 𝐈 − ∇𝐯T

]
, J = det 𝐂 (18)

Here ∇ is the three-dimensional nabla-operator in Eulerian coordinates; 𝐃∙
s is the

linearized surface stress tensor of the Piola type, for which, taking into account the

expressions (3), (6), the following relations are valid

𝐃∙
s = 𝐏∙

s ⋅ 𝐂s + 𝐏s ⋅
◦
∇s𝐯s, 𝐏∙

s = 𝜅
∙
1𝐈s + 2𝜅∙

2𝐆s + 2𝜅2𝐆∙
s (19)

where (𝛼 = 1, 2)

𝜅
∙
𝛼
=

2∑
𝛽=1

𝜅
𝛼𝛽
j∙
𝛽
, 𝜅

𝛼𝛽
=

𝜕𝜅
𝛼
(j1, j2)
𝜕j

𝛽

, j∙1 = tr𝐆∙
s, j∙2 = 2tr

(
𝐆s ⋅𝐆∙

s
)

𝐆∙
s =

◦
∇s𝐯s ⋅ 𝐂T

s + 𝐂s ⋅
◦
∇s𝐯Ts , 𝐯s = 𝐯||r=r0

(20)
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Here 𝐏∙
s is the linearized surface stress tensors of the Kirchhoff type; 𝐆∙

s is the lin-

earized surface strain tensor of the Cauchy–Green type; and 𝐯s is the vector of addi-

tional displacements of the lateral surface.

We assume that there is no friction at the ends of the cylinder (z = 0, l) and con-

stant normal displacement is given. This leads to the following linearized boundary

conditions [13, 14]:

𝐞z ⋅ 𝐃∙ ⋅ 𝐞R||z=0,l = 𝐞z ⋅ 𝐃∙ ⋅ 𝐞
𝛷
||z=0,l = 𝐞z ⋅ 𝐯|z=0,l = 0 (21)

The vector of additional displacements 𝐯 in the basis of Eulerian cylindrical co-

ordinates is written as:

𝐯 = vR𝐞R + v
𝛷
𝐞
𝛷
+ vZ𝐞Z (22)

Taking into account the expressions (8), (10), (14), (16), (17), (22) and the fact

that in the considered unperturbed state 𝐝1 = 𝐞r, 𝐝2 = 𝐞
𝜑

, 𝐝3 = 𝐞z, the components

of the linearized Piola stress tensor 𝐃∙
in the basis of cylindrical coordinates take the

form:

𝐞r ⋅ 𝐃∙ ⋅ 𝐞R =
2𝛾2𝜒12

r

(
𝜕v

𝛷

𝜕𝜑
+ vR

)
+
(
𝜒1 + 2𝛾2𝜒11

) 𝜕vR
𝜕r

+ 2𝛼𝛾𝜒13
𝜕vZ
𝜕z

𝐞r ⋅ 𝐃∙ ⋅ 𝐞
𝛷
=
(
𝜒1 + 𝛾

2B3
) 𝜕v

𝛷

𝜕r
+

𝛾
2B3

r

(
𝜕vR
𝜕𝜑

− v
𝛷

)

𝐞r ⋅ 𝐃∙ ⋅ 𝐞Z =
(
𝜒1 + 𝛼

2B2
) 𝜕vZ

𝜕r
+ 𝛼𝛾B2

𝜕vR
𝜕z

𝐞
𝜑
⋅ 𝐃∙ ⋅ 𝐞R = 𝛾

2B3
𝜕v

𝛷

𝜕r
+

𝜒2 + 𝛾
2B3

r

(
𝜕vR
𝜕𝜑

− v
𝛷

)

𝐞
𝜑
⋅ 𝐃∙ ⋅ 𝐞

𝛷
=

𝜒2 + 2𝛾2𝜒22

r

(
𝜕v

𝛷

𝜕𝜑
+ vR

)
+ 2𝛾2𝜒12

𝜕vR
𝜕r

+ 2𝛼𝛾𝜒23
𝜕vZ
𝜕z

(23)

𝐞
𝜑
⋅ 𝐃∙ ⋅ 𝐞Z =

𝜒2 + 𝛼
2B1

r
𝜕vZ
𝜕𝜑

+ 𝛼𝛾B1
𝜕v

𝛷

𝜕z

𝐞z ⋅ 𝐃∙ ⋅ 𝐞R =
(
𝜒3 + 𝛾

2B2
) 𝜕vR

𝜕z
+ 𝛼𝛾B2

𝜕vZ
𝜕r

𝐞z ⋅ 𝐃∙ ⋅ 𝐞
𝛷
=
(
𝜒3 + 𝛾

2B1
) 𝜕v

𝛷

𝜕z
+

𝛼𝛾B1

r
𝜕vZ
𝜕𝜑

𝐞z ⋅ 𝐃∙ ⋅ 𝐞Z =
2𝛼𝛾𝜒23

r

(
𝜕v

𝛷

𝜕𝜑
+ vR

)
+ 2𝛼𝛾𝜒13

𝜕vR
𝜕r

+
(
𝜒3 + 2𝛼2

𝜒33
) 𝜕vZ

𝜕z

Similarly, according to the relations (8)–(10), (19), (20), (22), the components of

the linearized surface stress tensor of the Piola type 𝐃∙
s are written as follows:
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𝐞
𝜑
⋅ 𝐃∙

s ⋅ 𝐞R =
𝜅1 + 2𝛾2𝜅2

r0

(
𝜕vsR
𝜕𝜑

− vs
𝛷

)

𝐞
𝜑
⋅ 𝐃∙

s ⋅ 𝐞𝛷 = 2𝛼𝛾𝜉12
𝜕vsZ
𝜕z

+
𝜅1 + 2𝛾2

(
3𝜅2 + 𝜉1

)
r0

(
𝜕vs

𝛷

𝜕𝜑
+ vsR

)

𝐞
𝜑
⋅ 𝐃∙

s ⋅ 𝐞Z = 2𝛼𝛾𝜅2
𝜕vs

𝛷

𝜕z
+

𝜅1 + 2
(
𝛼
2 + 𝛾

2)
𝜅2

r0

𝜕vsZ
𝜕𝜑

𝐞z ⋅ 𝐃∙
s ⋅ 𝐞R =

(
𝜅1 + 2𝛼2

𝜅2
) 𝜕vsR

𝜕z
(24)

𝐞z ⋅ 𝐃∙
s ⋅ 𝐞𝛷 =

2𝛼𝛾𝜅2
r0

𝜕vsZ
𝜕𝜑

+
(
𝜅1 + 2

(
𝛼
2 + 𝛾

2)
𝜅2
) 𝜕vs

𝛷

𝜕z

𝐞z ⋅ 𝐃∙
s ⋅ 𝐞Z =

2𝛼𝛾𝜉12
r0

(
𝜕vs

𝛷

𝜕𝜑
+ vsR

)
+
(
𝜅1 + 2𝛼2 (3𝜅2 + 𝜉2

)) 𝜕vsZ
𝜕z

𝐞r ⋅ 𝐃∙
s = 𝟎

𝜉1 = 𝜅11 + 4𝛾2𝜅12 + 4𝛾4𝜅22, 𝜉2 = 𝜅11 + 4𝛼2
𝜅12 + 4𝛼4

𝜅22

𝜉12 = 𝜅11 + 2
(
𝛼
2 + 𝛾

2)
𝜅12 + 4𝛼2

𝛾
2
𝜅22

vsR = vR||r=r0 , vs
𝛷
= v

𝛷
||r=r0 , vsZ = vZ||r=r0

Expressions (13), describing the perturbed state of equilibrium for a solid circular

cylinder, constitute a system of three partial differential equations with respect to

three unknown functions vR, v𝛷, vZ . Substitution [13, 14]

vR = VR (r) cos n𝜑 cos 𝛽z
v
𝛷
= V

𝛷
(r) sin n𝜑 cos 𝛽z

vZ = VZ (r) cos n𝜑 sin 𝛽z
(25)

𝛽 = 𝜋m∕l, m = 0, 1,… n = 0, 1,…

leads to the separation of variables 𝜑 and z in these equations and allows to satisfy

the linearized boundary conditions (21).

Taking into account the relations (23), (25), we write the equations of neutral

equilibrium (13) in scalar form:

(
𝜒1 + 2𝛾2𝜒11

)(
V ′′
R +

V ′
R

r

)
− n

r2
(
2𝜒2 + 2𝛾2𝜒22 + 𝛾

2B3
)
V
𝛷

− 1
r2

(
𝜒2 + 2𝛾2𝜒22 + r2𝛽2

[
𝜒3 + 𝛾

2B2
]
+ n2

[
𝜒2 + 𝛾

2B3
])

VR

+n𝛾2

r
(
B3 + 2𝜒12

)
V ′
𝛷
+ 𝛼𝛽𝛾

(
B2 + 2𝜒13

)
V ′
Z = 0
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(
𝜒1 + 𝛾

2B3
)(

V ′′
𝛷
+

V ′
𝛷

r

)
− n

r2
(
2𝜒2 + 2𝛾2𝜒22 + 𝛾

2B3
)
VR

− 1
r2

(
𝜒2 + 𝛾

2B3 + r2𝛽2
[
𝜒3 + 𝛾

2B1
]
+ n2

[
𝜒2 + 2𝛾2𝜒22

])
V
𝛷

(26)

−n𝛾2

r
(
B3 + 2𝜒12

)
V ′
R −

(
B1 + 2𝜒23

) 𝛼𝛽𝛾n
r

VZ = 0

(
𝜒1 + 𝛼

2B2
)(

V ′′
Z +

V ′
Z

r

)
− 𝛼𝛽𝛾

(
B2 + 2𝜒13

)(
V ′
R +

nV
𝛷
+ VR

r

)

− 1
r2

(
r2𝛽2

[
𝜒3 + 2𝛼2

𝜒33
]
+ n2

[
𝜒2 + 𝛼

2B1
])

VZ = 0

According to the expressions (23)–(25), the linearized equilibrium conditions

(18) on the lateral surface of the cylinder are written as follows:

1
r20

(
𝛼r0p + 𝜏𝜅1 + 2

(
𝛼
2
𝛽
2r20 + 𝛾

2 [n2 + 3
])

𝜅2 + 2𝛾2
[
r0𝜒12 + 𝜉1

])
VR

(
r0
)

+
(
𝜒1 + 2𝛾2𝜒11

)
V ′
R
(
r0
)
+ 𝛽𝛾

(
p + 2𝛼

[
𝜒13 +

𝜉12

r0

])
VZ

(
r0
)

+ n
r20

(
𝛼r0p + 2𝛾2r0𝜒12 + 2𝜅1 + 2𝛾2

[
4𝜅2 + 𝜉1

])
V
𝛷

(
r0
)
= 0

1
r0

(
𝛼r0p + 𝜏𝜅1 − 𝛾

2r0B3 + 2
(
𝛼
2
𝛽
2r20 + 𝛾

2 [2n2 + 𝜏
])

𝜅2 + 2n2𝛾2𝜉1
)
V
𝛷

(
r0
)

+
(
𝜒1 + 𝛾

2B3
)
V ′
𝛷

(
r0
)
+ 2𝛼𝛽𝛾n

r0

(
𝜅2 + 𝜉12

)
VZ

(
r0
)

(27)

+ n
r20

(
𝛼r0p + 2𝜅1 + 𝛾

2 [8𝜅2 + 2𝜉1 − r0B3
])

VR
(
r0
)
= 0

1
r20

(
(𝜏 − 1) 𝜅1 + 2

(
n2𝛾2 + 𝛼

2 [n2 + 3𝛽2r20
])

𝜅2 + 2𝛼2
𝛽
2r20𝜉2

)
VZ

(
r0
)

+
(
𝜒1 + 𝛼

2B2
)
V ′
Z
(
r0
)
+ 𝛽𝛾

(
p + 𝛼

[
2𝜉12
r0

− B2

])
VR

(
r0
)

+2𝛼𝛽𝛾n
r0

(
𝜅2 + 𝜉12

)
V
𝛷

(
r0
)
= 0

𝜏 = n2 + 𝛽
2r20 + 1

Thus, the stability analysis of a solid circular cylinder with surface stresses is

reduced to solving a linear homogeneous boundary-value problem (26), (27) for a

system of three ordinary differential equations. For its solvability, it is necessary to

formulate three additional conditions at r = 0, which can be obtained by requiring

the boundedness of unknown functions VR,V𝛷
,VZ and their derivatives [13, 14]:
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n = 0 ∶ VR(0) = V
𝛷
(0) = V ′

Z(0) = 0
n = 1 ∶ V ′

R(0) = V ′
𝛷
(0) = VZ(0) = 0

(28)

5 Numerical Results

As an example, in this paper we have studied the stability of a solid circular cylinder

made of aluminum in the case of a simple axial compression (p = 0, 𝛼 ≤ 1). Two

different models of bulk material were considered:

1) Harmonic model [7] (𝜆1, 𝜆2, 𝜆3 are the principal stretches)

W = 1
2
𝜆
(
𝜆1 + 𝜆2 + 𝜆3 − 3

)2 + 2𝜇
[(
𝜆1 − 1

)2 + (
𝜆2 − 1

)2 + (
𝜆3 − 1

)2]

𝜆k =
√
Gk, k = 1, 2, 3

2) Blatz–Ko model [2] (I1, I2, I3 are the principal invariants of the Cauchy–Green

strain tensor)

W = 1
2
𝜇b

(
I1 +

I−a3 − 1
a

− 3
)
+ 1

2
𝜇 (1 − b)

(
I2
I3

+
Ia3 − 1
a

− 3
)
, a = 𝜆

2𝜇

I1 = G1 + G2 + G3, I2 = G1G2 + G1G3 + G2G3, I3 = G1G2G3

The surface strain energy density was assumed to be a quadratic function of the

invariants j1, j2 [1]:

Ws =
1
8
𝜆s

(
j1 − 2

)2 + 1
4
𝜇s

(
j2 − 2j1 + 2

)

The following values of bulk 𝜆, 𝜇 and surface 𝜆s, 𝜇s elastic moduli were used for the

aluminum [4]:

𝜆 = 52.05 GPa, 𝜇 = 34.7 GPa, 𝜆s = −3.49 Pa ⋅m, 𝜇s = 6.22 Pa ⋅m

For convenience, the following dimensionless parameters were introduced: rela-

tive axial compression 𝛿 = 1 − 𝛼, length-to-radius ratio l∗ = l∕r0, and relative radius

r∗0 = r0𝜇∕𝜇s.

By numerical solution of the linearized boundary-value problem (26)–(28) we

found the spectra of critical values of the relative axial compression 𝛿, corresponding

to the different buckling modes of the solid circular cylinder with surface stresses. By

analyzing these spectra the critical axial compression 𝛿c was obtained for cylinders of

various sizes. In the present paper we studied the stability of relatively long cylinders

(l∗ ≥ 10). According to the results, in this case the bending buckling (n = 1) occurs
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at the lowest loads, and the critical axial compression 𝛿c corresponds to the first

bending mode (m = 1, n = 1).
Figures 1, 2 and 3 illustrate the influence of the overall size (scale) of the cylinder

on its stability. The graphs show the dependencies (solid lines) of the critical axial

compression 𝛿c on the relative radius r∗0 (size parameter) for cylinders with different

length-to-radius ratio l∗. According to the results obtained, for both models of bulk

material the stability of the cylinder increases with a decrease in size. This effect is

due to the influence of surface stresses. It is negligible at macroscale, but becomes

quite significant at micro- and nanoscale (r∗0 ≤ 50). For reference, the graphs also

show the results of the stability analysis for cylinders without surface stresses (dashed

lines). As expected, these results do not depend on the overall size (scale) of the

cylinder.

Fig. 1 Size effect on stability of aluminum cylinder with surface stresses. Harmonic model

Fig. 2 Size effect on stability of aluminum cylinder with surface stresses. Blatz–Ko model (b = 0)
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Fig. 3 Size effect on stability of aluminum cylinder with surface stresses. Blatz–Ko model (b = 1)

Fig. 4 Comparison of the results for the different models of bulk material (l∗ = 10)

A comparison of the results for the considered models of bulk material is shown in

Fig. 4. It can be seen from the graphs that in the case of Blatz–Ko model the cylinder

is generally more stable. This statement is valid for any relatively long (l∗ ≥ 10) solid

circular cylinders.

6 Conclusion

In the framework of bifurcation approach, we studied the stability of a nonlinearly

elastic solid circular cylinder with surface stresses. For an arbitrary isotropic ma-

terial, the system of linearized equilibrium equations was derived, which describes
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the behavior of a cylinder in a perturbed state. By means of a special substitution,

the study of stability was reduced to solving a linear homogeneous boundary-value

problem (26)–(28) for a system of three ordinary differential equations. For two spe-

cific models of bulk material (Harmonic model and Blatz–Ko model), the buckling

analysis has been carried out for a circular cylinder made of aluminum in the case

of a simple axial compression (p = 0, 𝛼 ≤ 1). As a result, it was found that the sta-

bility of the cylinder increases with a decrease of its overall size. This effect is due

to the influence of surface stresses. It is negligible at macroscale, but becomes quite

significant at micro- and nanoscale (r∗0 ≤ 50).
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Spherically Symmetric Deformations of
Micropolar Elastic Medium with Distributed
Dislocations and Disclinations

Anastasia A. Zelenina and Leonid M. Zubov

Abstract We discuss the problem of eigenstresses caused by distributed dislocations

and disclinations in a hollow solid sphere of linearly elastic isotropic micropolar

material. For any spherically symmetric distribution of dislocations and disclinations

the exact solution of the boundary value problem is obtained. The derived solution

is expressed in primary functions. The spherically symmetric eigenstresses problem

is also resolved in the framework of the classical theory of elasticity that is without

couple stresses.

Keywords The dislocations and disclinations densities ⋅ Couple stress

Spherically symmetric tensor fields ⋅ Eigenstresses ⋅ Exact solution

1 Introduction

A common feature of the structure of solids is a micro nonhomogeneity. To account

the materials micro nonhomogeneity in the framework of continuum mechanics the

model of the micropolar body can be applied, i.e. the model of a medium with couple

stresses and the rotational interaction of material particles. The model of the microp-

olar medium, also called the Cosserat continuum, is often used for the description

of grain polycrystalline bodies, polymers, composites, suspensions, liquid crystals,

geophysical structures, biological tissues, nanostructured materials, see e.g. [1–9]

and the extended bibliography therein.

Another important element of the microstructure of solids are defects of the

crystal lattice such as dislocations and disclinations. In many cases, the number
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of dislocations and disclinations in a bounded volume of the body is very large.

So instead of considering a discrete set of defects it more efficient to analyze the

continuous distribution of defects and use the theory of distributed dislocations and

disclinations. The continuum dislocations theory in non-polar elastic bodies, i.e. in

the simple materials was described, for example, in [10–19]. The theory of continu-

ously distributed dislocations and disclinations in micropolar media is described in

[16, 20, 21]. Up to our knowledge, nowadays in the literature there are practically no

solutions presented for static boundary value problems of the micropolar elastic bod-

ies with distributed dislocations and disclinations. This is because of the complexity

of the system of governing differential equations, which in general case consists of

six equilibrium equations for stresses and couple stresses and eighteen incompatibil-

ity equations regarding the metric and bending deformations. In the paper within the

framework of the linear isotropic micropolar elasticity theory we find the exact solu-

tion of the eigenstresses problem in hollow solid sphere with spherically symmetric

distribution of dislocations and disclinations. The solution is given in elementary

functions. The solution is also compared with solution of the same problem obtained

within the framework of the classic linear theory of elasticity of non-polar materials.

2 Input Relations

The system of static equations of a linear elastic isotropic micropolar body consists

of the equilibrium equations for the stresses [4–6]

div𝐓 + 𝐟 = 0, div𝐌 + 𝐓× + 𝐡 = 0 (1)

constitutive relations

𝐓 = 𝜆𝐄tr 𝜀𝜀𝜀 + (𝜇 + 𝜏)𝜀𝜀𝜀 + (𝜇 − 𝜏)𝜀𝜀𝜀T

𝐌 = 𝜈𝐄tr𝜅𝜅𝜅 + (𝛾 + 𝜂)𝜅𝜅𝜅 + (𝛾 − 𝜂)𝜅𝜅𝜅T (2)

and the geometric relations

𝜀𝜀𝜀 = grad𝐮 + 𝐄 × 𝜃𝜃𝜃, 𝜅𝜅𝜅 = grad𝜃𝜃𝜃 (3)

Here 𝐓 is the stress tensor, 𝐌 is the couple stress tensor, 𝜀𝜀𝜀 is the non-symmetric

metric strain tensor, 𝜅𝜅𝜅 is the bending strain tensor called also the wryness tensor, see

[22, 23], 𝜃𝜃𝜃 is the microrotation vector field, 𝐮 is the displacement field of the elastic

medium, 𝐄 is the unit tensor. 𝜆, 𝜇, 𝜏, 𝜈, 𝛾 , 𝜂 are the elastic modules, 𝐟 is the volume

density of mass forces, 𝐡 is the volume density of mass moments. The div and grad
operators are defined as in [24, 25]. The symbol 𝐓× denotes the vector invariant of

a second-order tensor:
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𝐓× = (Tsk𝐫s⊗𝐫k)× = Tsk𝐫s×𝐫k

where 𝐫s, s = 1, 2, 3, is a vector basis, see e.g. [25].

To introduce the dislocations density in the micropolar medium let us consider

the problem of determination of the displacement field 𝐮(𝐫) for a given strain tensor

field 𝜀𝜀𝜀(𝐫) and microrotation vector field 𝜃𝜃𝜃(𝐫) defined in multiply-connected domain

v. Here 𝐫 is the radius-vector of point in the 3D space. The fields 𝜀𝜀𝜀 and 𝜃𝜃𝜃 are assumed

to be differentiable and single-valued. According to (3)

grad𝐮 = 𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃, (4)

in the case of the multiply-connected domain vector field 𝐮(r) can not be uniquely

determined, in general. This results in the appearance of translational dislocations

[10–12] in the body, each of which is characterized by the Burgers vector

𝐛N = ∮
𝛾N

d𝐫 ⋅ (𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃), N = 1, 2,…N0 (5)

Here 𝛾N is an arbitrary simple closed contour enclosing the axis of the Nth disloca-

tion. The total Burgers vector of the discrete set of N0 dislocations is defined accord-

ing to (5) by the relation

𝐁 =
N0∑

N=1
𝐛N =

N0∑

N=1
∮
𝛾N

d𝐫 ⋅ (𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃) (6)

Using the known properties of contour integrals the sum of integrals in (6) can be

replaced by a single integral over the closed contour 𝛾0 surrounding the lines of all

N0 dislocations as follows

𝐁 = ∮
𝛾0

d𝐫 ⋅ (𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃) (7)

Following [13, 14] we passed from a discrete set of dislocations to their continuous

distribution, transforming the integral (7) by Stokes’ formula

𝐁 = ∫
𝜎0

𝐧 ⋅ rot(𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃)d𝜎 (8)

Here 𝜎0 is the surface drawn over 𝛾0, 𝐧 is the unit normal to 𝜎0. The relationship

(8) allows to introduce the density of continuously distributed dislocations 𝛼𝛼𝛼 as a

second-order tensor, whose flux across any surface yields the total Burgers vector of

the dislocations crossing this surface
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rot(𝜀𝜀𝜀 − 𝐄 × 𝜃𝜃𝜃) = 𝛼𝛼𝛼 (9)

Let us assume that elastic body with continuously distributed dislocations occu-

pies the multiply-connected domain and state the problem on rotation field 𝜃𝜃𝜃(𝐫)
determination in multiply-connected domain with single-valued and differentiable

fields 𝜀𝜀𝜀 and 𝜅𝜅𝜅. Now we do not use the requirement that the rotations are single-

valued. By analogy with (4) the system of equations with respect to vector 𝜃𝜃𝜃 takes

the form

grad𝜃𝜃𝜃 = 𝜅𝜅𝜅 (10)

In the case of multiply-connected domain it has not uniquely defined solution, in

general, that means existence in the body of rotational linear defects, i.e. disclinations

[16–19]. The certain disclination is characterized by Frank’s vector 𝐪N

𝐪N = ∮
𝛾N

d𝐫 ⋅ 𝜅𝜅𝜅, N = 1, 2,…N0 (11)

The total Frank’s vector of a discrete disclinations set can, in accordance with (11),

be represented as

𝐐 =
N0∑

N=1
𝐪N =

N0∑

N=1
∮
𝛾N

d𝐫 ⋅ 𝜅𝜅𝜅 (12)

In a similar way we passed from a discrete set of disclinations to their continuous

distribution and define the density of distributed disclinations 𝛽𝛽𝛽 as a second-order

tensor, whose flux across any surface yields the total Frank vector of all disclinations

crossing this surface. This definition leads to the relation rot𝜅𝜅𝜅 = 𝛽𝛽𝛽.

Thus, in the presence of distributed dislocations and disclinations, the geomet-

ric relations (3) are transformed to the incompatibility equations with regard to the

metric and bending deformations

rot𝜀𝜀𝜀 − 𝜅𝜅𝜅

T + 𝐄tr𝜅𝜅𝜅 = 𝛼𝛼𝛼 (13)

rot𝜅𝜅𝜅 = 𝛽𝛽𝛽 (14)

The Eq. (13) is derived from the relationship (9) and expression of the tensor𝜅𝜅𝜅 in (3).

The incompatibility equation (13) and (14) are deduced earlier in [16] with another

method. If𝛼𝛼𝛼 ≠ 0 and𝛽𝛽𝛽 ≠ 0, the fields of displacements 𝐮 and rotations𝜃𝜃𝜃 do not exist.

If 𝛼𝛼𝛼 ≠ 0 but 𝛽𝛽𝛽 = 0, the displacements field does not exist and there exists a rotation

field. In what follows we assume that the dislocations and disclinations densities are

given tensor functions of coordinates, as mass loads 𝐟 and 𝐡. These functions cannot

be taken arbitrarily, since they obey the equations of continuity [16].
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div𝛼𝛼𝛼 + 𝛽𝛽𝛽× = 0, div𝛽𝛽𝛽 = 0 (15)

The Eq. (15) are easy to obtain as a necessary condition of solvability of incompati-

bility equations (13) and (14) by exclusion of the unknown functions 𝜀𝜀𝜀 and 𝜅𝜅𝜅.

3 Spherically Symmetric State

Considering the problem for a hollow sphere we introduce spherical coordinates r,
𝜑, 𝜃 by formula

x1 = rcos𝜑cos𝜃, x2 = rsin𝜑cos𝜃, x3 = rsin𝜃,

here x1, x2, x3 is the Cartesian coordinates, r (r1 ≤ r ≤ r0) is the radial coordinate, 𝜑

(0 ≤ 𝜑 ≤ 2𝜋) is the longitude, 𝜃 (− 𝜋

2
≤ 𝜃 ≤ 𝜋

2
) is the latitude. Unit vectors tangent

to the lines of spherical coordinates are denoted by 𝐞r, 𝐞𝜑, 𝐞
𝜃

. The dislocations and

disclinations density tensors take the form

𝛼𝛼𝛼 = 𝛼1(r)𝐠 + 𝛼2(r)𝐝 + 𝛼3(r)𝐞r ⊗ 𝐞r (16)

𝛽𝛽𝛽 = 𝛽1(r)𝐠 + 𝛽2(r)𝐝 + 𝛽3(r)𝐞r ⊗ 𝐞r (17)

𝐠 = 𝐞
𝜑

⊗ 𝐞
𝜑

+ 𝐞
𝜃

⊗ 𝐞
𝜃

, 𝐝 = 𝐞
𝜑

⊗ 𝐞
𝜃

− 𝐞
𝜃

⊗ 𝐞
𝜑

(18)

The tensor fields (16) and (17) have a spherical symmetry in the sense that their

components in the basis 𝐞r, 𝐞𝜑, 𝐞
𝜃

on each spherical surface r = conts are the same at

all points of the spherical surface and the tensors 𝛼𝛼𝛼, 𝛽𝛽𝛽 invariant under rotations about

the radial axis, i.e. about 𝐞r vector. The last property means that for any function 𝜒(r)
there is the identity

𝛺𝛺𝛺 ⋅ 𝛼𝛼𝛼 ⋅𝛺𝛺𝛺T = 𝛼𝛼𝛼

𝛺𝛺𝛺 = 𝐠cos𝜒(r) + 𝐝sin𝜒(r) + 𝐞r ⊗ 𝐞r

The first summand in (16) describes the distribution of screw dislocations the

axes of which coincide with the parallels and meridians, the last summand describes

the distribution of screw dislocations with radial axis. The meaning of the (16) cor-

responds to a distribution of edge dislocations.

The first summand in (17) describes the distribution of wedge disclinations the

axes of which coincide with the parallels and meridians, whereas the last summand

describes the distribution of wedge disclinations with radial axis. The meaning of

the (17) corresponds to a distribution of twist disclinations.

In order to specify loadings, we assume spherically symmetric vector fields

𝐟 = f (r)𝐞r, 𝐡 = h(r)𝐞r (19)
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Using the constitutive relations (2) the equilibrium equations (1) can be easily

converted into a system of two vector equations for tensor functions 𝜀𝜀𝜀 and 𝜅. They

should connect the two tensor incompatibility equations (13) and (14). Thus, we

obtain the system of 24 scalar equations for 18 unknown scalar functions, i.e. for

components of the tensors 𝜀𝜀𝜀 and 𝜅. The spherically symmetric solution of this sys-

tem will be obtained similar to (16)

𝜀𝜀𝜀 = 𝜀1(r)𝐠 + 𝜀2(r)𝐝 + 𝜀3(r)𝐞r ⊗ 𝐞r
𝜅𝜅𝜅 = 𝜅1(r)𝐠 + 𝜅2(r)𝐝 + 𝜅3(r)𝐞r ⊗ 𝐞r

(20)

With (2) and (19) for isotropic material we get

𝐓 = t1(r)𝐠 + t2(r)𝐝 + t3(r)𝐞r ⊗ 𝐞r
𝐌 = m1(r)𝐠 + m2(r)𝐝 + m3(r)𝐞r ⊗ 𝐞r

(21)

On the basis of (16) and (17), the tensor incompatibility equations (13) is trans-

formed to the three scalar ordinary differential equations

1
r
(r𝜀2)∕ = 𝛼1 − 𝜅1 − 𝜅3,

𝜀3 − 𝜀1
r

− 𝜀

∕
1 = 𝛼2 − 𝜅2,

2𝜀2
r

= 𝛼3 − 2𝜅1 (22)

whereas the tensor incompatibility equations (14) is also results into the three equa-

tions

1
r
(r𝜅2)∕ = 𝛽1,

𝜅3 − 𝜅1
r

− 𝜅

∕
1 = 𝛽2,

2𝜅2
r

= 𝛽3 (23)

Two vector continuity equations (15) are reduced to two scalar differential equations

𝛼

∕
3 +

2
r
(𝛼3 − 𝛼1) + 2𝛽2 = 0, 𝛽

∕
3 +

2
r
(𝛽3 − 𝛽1) = 0 (24)

The continuity equations (24) does not include the density of edge dislocations func-

tion 𝛼2(r). So this function can be arbitrary, including the Dirac delta-function.

With (21) the equilibrium equations (1) are equivalent to the following

t∕3 +
2
r
(t3 − t1) + f (r) = 0, m∕

3 +
2
r
(m3 − m1) + 2t2 + h(r) = 0 (25)

It’s easy to check that the first equation of (22) is not independent since it follows

from the third Eq. (22), the second Eq. (23) and the first Eq. (24). Similarly, the first

equation of (23) is a consequence of the third relation (23) and the second relation

(24). Thus, there are four independent incompatibility equations.

If we express in the equilibrium equation (25) the components of the stress tensor

ts and the couple stress tensor mk with the help of constitutive relations (2) through

the values 𝜀k and 𝜅s, we get two differential equations for functions 𝜀k(r), 𝜅s(r).
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Adding to these another four incompatibility equations, we will have 6 ordinary dif-

ferential equations with 6 unknown functions: 𝜀1, 𝜀2, 𝜀3, 𝜅1, 𝜅2, 𝜅3.

Thus, even in the total system of resolving Eqs. (1), (2), (13) and (14) the number

of equations exceeds the number of unknown functions, in the case of a spherically

symmetric deformation, the number of ordinary differential equations coincides with

the number of unknown functions.

For the spherically symmetric state we rewrite the constitutive relations in the

following form

t1 = 2(𝜆 + 𝜇)𝜀1 + 𝜆𝜀3, t2 = 2𝜏𝜀2, t3 = 2𝜆𝜀1 + (𝜆 + 2𝜇)𝜀3 (26)

m1 = 2(𝜈 + 𝛾)𝜅1 + 𝜈𝜅3, m2 = 2𝜂𝜅2, m3 = 2𝜈𝜅1 + (𝜈 + 2𝛾)𝜅3 (27)

Proceeding from (22) and (26) we obtain

𝜀2 =
r𝛼3
2

− r𝜅1, t2 = 𝜏r𝛼3 − 2𝜏r𝜅1

Therefore, the second equilibrium equations (25) will be sought in the following form

m∕
3 +

2
r
(m3 − m1) − 4𝜏r𝜅1 + 2𝜏r𝛼3 + h(r) = 0 (28)

It follows from (23), (27) that

𝜅3 = r𝜅∕
1 + 𝜅1 + r𝛽2,

m1 = (3𝜈 + 2𝛾)𝜅1 + 𝜈r𝜅∕
1 + 𝜈r𝛽2 (29)

m3 = (3𝜈 + 2𝛾)𝜅1 + (𝜈 + 2𝛾)r𝜅∕
1 + (𝜈 + 2𝛾)r𝛽2 (30)

m3 − m1 = 2𝛾r𝜅∕
1 + 2𝛾r𝛽2

m∕
3 = (𝜈 + 2𝛾)r𝜅∕∕

1 + 4(𝜈 + 𝛾)𝜅∕
1 + (𝜈 + 2𝛾)(r𝛽2)∕ (31)

With (29)–(31) relation (28) becomes the equation for the function 𝜅1(r)

r2𝜅∕∕
1 + 4r𝜅∕

1 −
4𝜏

𝜈 + 2𝛾
r2𝜅1 =

= − r
𝜈 + 2𝛾

[
(𝜈 + 2𝛾)(r𝛽2)∕ + 4𝛾𝛽2 + 2𝜏r𝛼3 + h

] (32)
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The right side of the Eq. (32) contains given functions 𝛽2(r), 𝛼3(r), h(r). After

determining the unknown function 𝜅1(r), the function 𝜅3(r) can be determined from

the second relation (23), and the function 𝜅2(r) we can find directly.

Now let us deduce an equation for the function 𝜀1(r). Using (22) we get

𝜀3 = (r𝜀1)∕ + r𝛼2 −
1
2
r2𝛽3 (33)

and on the basis of (26) we have

t3 − t1 = 2𝜇(𝜀3 − 𝜀1) (34)

Substitute (33) into (34) we have

t3 − t1 = 2𝜇
[
(r𝜀1)∕ + r𝛼2 −

1
2
r2𝛽3 − 𝜀1

]
(35)

Further, differentiating the third relation in (26) and using (33), we obtain

t∕3 = 2𝜆𝜀∕1 + (𝜆 + 2𝜇)𝜀∕3 =

= 2𝜆𝜀∕1 + (𝜆 + 2𝜇)
[
(r𝜀1)∕∕ + (r𝛼2)∕ −

1
2
(r2𝛽3)∕

] (36)

We transform (35) into

t3 − t1
r

= 2𝜇
(
𝜀

∕
1 + 𝛼2 −

1
2
r𝛽3

)
(37)

Substituting (36) and (37) to the first equilibrium equation (25), we obtain the

equation for 𝜀1(r)

(𝜆 + 2𝜇)r𝜀∕∕ + 4(𝜆 + 2𝜇)𝜀∕1 =

= (𝜆 + 2𝜇)
[1
2
(r2𝛽3)∕ − (r𝛼2)∕

]
+ 4𝜇

(1
2
r𝛽3 − 𝛼2

)
− f

(38)

The homogeneous equation (38) is an equation of Euler’s type and can be solved

elementary. The inhomogeneous equations (38) can be solved by the above tech-

nique.

Once the functions 𝜀1 and 𝜅1 are found, the other unknowns can be determined

directly with (22) and (23). And then with the use of (26) and (27) it is possible to

find all stresses.
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4 Solution of the Eigenstresses Problem in a Hollow Solid
Sphere from Micropolar Material

Let us consider the differential equations (32) and (38)

r2𝜅∕∕
1 + 4r𝜅∕

1 − br2𝜅1 = G(r), b = 4𝜏
𝜈 + 2𝛾

(39)

G(r) = − r
𝜈 + 2𝛾

[
(𝜈 + 2𝛾)(r𝛽2)∕ + 4𝛾𝛽2 + 2𝜏r𝛼3 + h

]

(𝜆 + 2𝜇)r𝜀∕∕1 + 4(𝜆 + 2𝜇)𝜀∕1 = F(r) (40)

F(r) = (𝜆 + 2𝜇)
[1
2
(r2𝛽3)∕ − (r𝛼2)∕

]
+ 4𝜇

(1
2
r𝛽3 − 𝛼2

)
− f

where the right sides are expressed through the given functions describing the distri-

bution of dislocations, disclinations and mass loads. As for the eigenstresses prob-

lem there are no external mass and surface loads we assume that 𝐟 = 𝐡 = 0, and the

boundary conditions on the inner and outer spherical boundaries of the ball have the

form

m3(r)|r=r1 = 0, m3(r)|r=r0 = 0 (41)

t3(r)|r=r1 = 0, t3(r)|r=r0 = 0

In the case of b > 0 the general solution of the differential equations (39) has the

form

𝜅1 (r) =
1
r3

(
A1e−

√
br(br +

√
b) + A2e

√
br(br −

√
b)
)
+

+ 1
2 b2r3

[
e−

√
br(br +

√
b)∫

(1
r
−
√
b
)
G(r)e

√
brdr −

−e
√
br(br −

√
b)∫

(1
r
+
√
b
)
G(r)e−

√
brdr

]
(42)

For the differential equations (39) in the case of b < 0 we obtain the general

solution
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𝜅1(r) = 𝜅1(r) =
1
r3

(
A1er

√
−b(br + I

√
b) + A2e−r

√
−b(br − I

√
b)
)
+

+ 1
2r3b

⎡
⎢
⎢
⎢⎣
er

√
−b(I

√
b + rb)∫

G(r)r
(
I
√
b − rb

)
e−r

√
−b

r2
√
(−b)3 + I

√
b −

√
−b

dr−

−e−r
√
−b(I

√
b − rb)∫

G(r)r
(
I
√
b + rb

)
er

√
−b

r2
√
(−b)3 + I

√
b −

√
−b

dr
⎤
⎥
⎥
⎥⎦

(43)

For the inhomogeneous differential equations (40) we obtain the general solution

𝜀1(r) = B1 +
B2

r3
+ 1

𝜆 + 2𝜇 ∫
1
r4

(

∫ F(r)r3dr
)
dr (44)

Constants A1,A2,B1,B2 have to be determined from boundary conditions (41).

Thus, for (42), (43), and (44) with the boundary conditions (41) it is possible to find

exact solutions of the eigenstresses problem.

5 Spherically Symmetric State with a Non-polar Elastic
Medium with Distributed Dislocations and Disclinations

Let us also consider the problem of a hollow sphere equilibrium within the frame-

work of the classic linear theory of elasticity, i.e. for a simple (non-polar) material.

In this case, the Cauchy stress tensor 𝐓 is symmetric and the system of equations of

statics of an isotropic body in the absence of distributed defects has the form [24]

div𝐓 + 𝐟 = 0 (45)

𝐓 = 𝜆𝐄tr𝐞 + 2𝜇𝐞 (46)

𝐞 = 1
2
[
grad𝐮 + (grad𝐮)T

]
(47)

Derivation of incompatibility equations for a simple elastic material with dislo-

cations and disclinations is similar to that outlined in Sect. 1. With (47) it is given

by

grad𝐮 = 𝐞 − 𝐄 ×𝜑𝜑𝜑 (48)

here𝜑𝜑𝜑 is the linear rotation vector [24]. Considering the problem of determining the

displacement field 𝐮 for a given in multiply-connected domain unique fields of the

symmetric strain tensor 𝐞 and rotation vector 𝜑𝜑𝜑, and arguing as in Sect. 1, we come
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to the expression of a tensor density of dislocations

rot𝐞 − rot(𝐄 ×𝜑𝜑𝜑) = 𝛼𝛼𝛼 (49)

Equation (49) can be transformed as follows

grad𝜑𝜑𝜑 = (rot𝐞)T + 1
2
𝐄tr𝛼𝛼𝛼 − 𝛼𝛼𝛼

T
(50)

We consider (50) as a system of equations for determination of the rotation vec-

tor field in a multiply-connected domain with given fields 𝐞 and 𝛼𝛼𝛼. Repeating the

arguments of Sect. 1, we obtain an expression for the tensor of disclination density 𝛽𝛽𝛽

𝛽𝛽𝛽 = rot(rot𝐞)T − rot
(
𝛼𝛼𝛼

T − 1
2
𝐄tr𝛼𝛼𝛼

)
(51)

Considering the 𝛼𝛼𝛼 and 𝛽𝛽𝛽 tensor fields as given quantities whereas the symmet-

ric strain tensor 𝐞 as the unknown function, from (51) we get the incompatibility

equation of the classic theory of elasticity

rot(rot𝐞)T = rot
(
𝛼𝛼𝛼

T − 1
2
𝐄tr𝛼𝛼𝛼

)
+ 𝛽𝛽𝛽 (52)

As it is known [24], the tensor rot(rot𝐏)T is symmetric, if 𝐏 = 𝐏T
. Therefore, a nec-

essary condition for the solvability of equations (52) is the symmetry requirement of

the right side. This leads to the relation div𝛼𝛼𝛼 + 𝛽𝛽𝛽× = 0. The second solvability con-

dition can be obtained by applying divergence operator to Eq. (52) and has the form

div𝛽𝛽𝛽 = 0. Thus, the conditions of solvability of the incompatibility equations (52)

coincide with the continuity equations (15) of the micropolar theory of elasticity.

Because of the symmetry of tensors 𝐞 and 𝐓 the spherically symmetric solution of

equilibrium equations (45) and the incompatibility equations (52) for simple linearly

elastic isotropic material should be sought in the form

𝐞 = e1(r)𝐠 + e3(r)𝐞r ⊗ 𝐞r, 𝐓 = t1(r)𝐠 + t3(r)𝐞r ⊗ 𝐞r (53)

Considering (16), (17) and continuity equations (24) the right part of the incom-

patibility equations (52) takes the form

rot
(
𝛼𝛼𝛼

T − 1
2
𝐄tr𝛼𝛼𝛼

)
+ 𝛽𝛽𝛽 =

[
𝛽1 −

1
r
(r𝛼2)∕

]
𝐠 +

(
𝛽3 −

2𝛼2
r

)
𝐞r ⊗ 𝐞r (54)

Components of the dislocation densities 𝛼1, 𝛼3 and the component 𝛽2 of disclination

density are not included in the expression (54). This means that the components

of distributed defects do not affect the stress state of solid sphere made of linear

elastic nonpolar material, whereas in the micropolar material, these defects manifest

themselves, i.e. creating their own stresses. Note that the dislocation densities 𝛼1
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and 𝛼3 manifest themselves also in the framework of nonlinear elasticity theory of

simple materials [26]. In other words, these dislocations in non-polar material cause

nonlinear effects. Using (53) and taking into account the continuity equations (15)

the tensor incompatibility equations (54) is reduced to one scalar equation

de1
dr

+
e1 − e3

r
= r

2
𝛽3 − 𝛼2 (55)

Vector equilibrium equations (46) with 𝐟 = 0 on the basis of (53) results in one

scalar equation. By using constitutive relations (46) this equation is converted to a

differential equation for functions e1(r) and e3(r). The latter by means of (55) is the

equation of the second order with respect to function e1(r). This equation not differs

from Eq. (36) corresponding to the micropolar material.

6 Conclusion

Using the concept of spherical symmetric tensor field, we reduced a complex sys-

tem of differential equilibrium equations of the micropolar elastic medium with dis-

tributed dislocations and disclinations to two ordinary differential equations. We

demonstrate that it is possible to find exact solution of the problem of eigenstresses

in a hollow solid sphere made of micropolar material for any spherically symmetric

distribution of dislocations and disclinations. This problem is also solved within the

framework of the classical theory of elasticity which does not take into account the

couple stresses. We established that in this case some components of the dislocations

and disclinations density tensors do not affect the stress state of the solid sphere, i.e.

the effect of these defects may not be identified in the framework of the classical

theory of elasticity.
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