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Abstract. Knowledge bases play an increasing important role in many
applications. However, many knowledge bases mainly focus on English
knowledge, and have only a few knowledge for low-resource languages
(LLs). If we can map the entities in LLs to these in high-resource lan-
guages (HLs), many knowledge such as relation between entities can be
transferred from HLs to LLs.

In this paper, we propose an efficient and effective Cross-Lingual
Entity Matching approach (CL-EM) to enrich the existing cross-
lingual links by learning to rank framework with the learned language-
independent features, including cross-lingual topic features and doc-
ument embedding features. In the experiments, we verified our app-
roach on the existing cross-lingual links between Chinese Wikipedia and
English Wikipedia by comparing it with other state-of-art approaches.
In addition, we also discovered 141,754 new cross-lingual links between
Baidu Baike and English Wikipedia, which almost doubles the number
of the existing cross-lingual links.

1 Introduction

Knowledge bases play an increasingly important role in many applications such
as information retrieval, machine translation, and question answering. However,
many knowledge bases mainly focus on English knowledge, and have only a
few knowledge for low-resource languages (LLs). For example, DBPedia [8] con-
tains 4.68 million entities in English, but only contains 0.78 millions entities in
Chinese1. On the other hand, there are two large-scale Chinese encyclopedias
named Baidu Baike2 and Hudong Baike3, which both have more than 12 mil-
lions articles. But these is no mature Chinese knowledge base. Therefore, if we
can map the entities in LLs to the entities in high-resource languages (HLs),
many knowledge (i.e. relations between entities) can be transferred from HLs
to LLs.

1 http://wiki.dbpedia.org/dbpedia-2016-04-statistics.
2 http://baike.baidu.com.
3 http://www.baike.com.
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In this paper, we try to address the entity matching problem in the cross-
lingual environment, especially for the Chinese and English entities, but the
task is not trivial. The main challenges are as follows: (1) Different languages
are used to describe cross-lingual entities, so the similarity between them can not
be calculated directly since they are in different word space. Can we find some
language-independent features for cross-lingual entity matching? (2) Millions of
articles exist in both Wikipedia and Baidu Baike. How to develop an efficient
and effective approach to deal with such large-scale data sets?

In order to solve the above challenges, we take full advantage of the limited
but useful English-Chinese cross-lingual links within Wikipedia. We first use
them to generate candidates for reducing the computation, and then train a
cross-lingual topic model and a cross-lingual document representation model to
extract the language-independent features.

Our contributions are as follows: (1) We propose an efficient and effective
Cross-Lingual Entity Matching approach (CL-EM) to enrich the existing cross-
lingual links by learning to rank with some language-independent features. (2)
We evaluate our approach on the existing cross-lingual links in Wikipedia. In
practice, we can find the corresponding cross-lingual entity in Wikipedia or NIL
for entities in Baidu Baike.

2 Related Work

2.1 Entity Matching

Currently, most works focus on monolingual entity matching tasks such as
SIGMa [6], LINDA [2] and PARIS [14] by utilizing the structural information of
RDF triples (subject, predicate, object) in knowledge bases. For example, SIGMa
[6] presented a Simple Greedy Matching algorithm for aligning knowledge bases
with an iterative propagation procedure. LINDA [2] is also an iterative greedy
algorithm for entity matching by using prior similarity and contextual similar-
ity from its neighboring entities. PARIS [14] computed alignments not only for
entities, but also for classes and relations based on a probabilistic framework.

However, Chinese encyclopedias such as Baidu Baike only contain raw articles
as in Wikipedia. Therefore, the traditional approaches mentioned above are not
feasible for the cross-lingual entity matching between Baidu Baike and English
Wikipedia, since they use RDF triples or ontologies in matching. While our
approach does not rely on RDF triples, and only uses language independent
features of articles.

Crowdsourcing also has attracted significant attention in entity resolution
(e.g., [15–17]). However, crowdsourcing is not the focus of our paper.

2.2 Cross-Lingual Links Discovery

The most related work is to discover cross-lingual links within Wikipedia. Babel-
Net [11] and YAGO3 [10] both aim to build a multilingual knowledge base,
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but they mainly relied on machine translation to discover cross-lingual links. In
addition, [9] also used machine translation to interlink documents described in
English and Chinese languages.

Besides machine translation based approaches, [13] tackled the cross-lingual
links discovery between German and English Wikipedia using a classification-
based approach. They designed several features include chain link count feature,
text features and graph features. However, the text features based on text overlap
and similarity are strong features with good classification results according to
their experiments, so the approach may not be suitable for other language pairs,
such as English and Chinese.

The existing cross-lingual links of Wikipedia are also widely used. For exam-
ple, [18] proposed a factor graph based approach with link-based features to pre-
dict new cross-lingual links in Wikipedia. [12] proposed Cross-Language Explicit
Semantic Analysis (CL-ESA) by using the existing cross-language links to rep-
resent documents in different languages as vectors for cross-lingual information
retrieval.

3 Problem Formulation

In this section, we formally define the cross-lingual entity matching problem.
In encyclopedias such as Wikipedia and Baidu Baike, each article can be

represented as a seven-tuple x = {tl, abs, txt, clg, tags, ilnk, olnk}, where tl, abs,
clg and txt are title, abstract, catalog and content of the article x, tags, ilnk
and olnk are the sets of category tags, inlinks and outlinks of x. Therefore, the
cross-lingual entity matching problem can be defined as follows:

Problem (Cross-lingual Entity Matching). Given two encyclopedias X1 =
{x1

i | i = 1, 2, . . . ,M} and X2 = {x2
i | i = 1, 2, . . . , N} in different languages

(e.g. Xc = {xc
i} and Xe = {xe

i } are encyclopedias in Chinese and English respec-
tively), the goal of the cross-lingual entity matching is to find, for each article
x1

i ∈ X1, an equivalent article x2
i ∈ X2 or NIL if there is no equivalent entity

in X2.

4 Cross-lingual Entity Matching

In this section, we will describe the cross-lingual entity matching approach in
detail. We first give an overview of the approach, and then elaborate the candi-
date selection, feature extraction and candidate ranking respectively.

Figure 1 shows the overview of the approach. When given an query entity
x1

i ∈ X1, we first generate a set of candidate entities C(x1
i ) = {x2

j ∈ X2}|C|
j=1 from

X2 to reduce the complexity of entity matching, and then extract features such
as handcrafted feature, topic feature and document embedding for each entity
pair (x1

i , x
2
j ∈ C(x1

i )). Finally, the equivalent entity from C (or NIL) is selected
within the ranking layer.
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Fig. 1. The overview of the cross-lingual entity matching

4.1 Candidate Selection

It is time consuming to select the equivalent entity from millions of entities
when given a query entity, so we use a candidate selection strategy to reduce the
complexity.

According to the chain link hypothesis [13], given an article x1
i ∈ X1, if there

is a chain link between x1
i and x2

j ∈ X2, then x2
j could be one of the equivalent

entity candidates. Formally, the chain link between x1
i and x2

j is defined as:
x1

i → x1
p ≡ x2

q ← x2
j , where x1

i and x1
q are articles in X1, x2

j and x2
q are articles

in X2. x1
p ≡ x2

q means there is a cross-lingual link between x1
p and x2

q, and x1
i → x1

p

means there is a inner-link in x1
i pointing to x1

p. We denote the equivalent entity
candidate of x1

i as Call(x1
i ) = {x2

j | ∃x1
p ∈ X1,∃x2

q ∈ X2, x
1
i → x1

p ≡ x2
q ← x2

j}.
However, there are still many candidate entities in Call(x1

i ), so we should
reduce the Call(x1

i ) further. Obviously, if there are more chain links between
two entities, these two entities are more likely to be equivalent. In order to
verify this assumption, we randomly selected 3000 Chinese articles with the
existing cross-lingual links to the English articles from Wikipedia, denoted as
{(xc

i , x
e
i ) |xc

i ∈ Xc, x
e
i ∈ Xe, x

c
i ≡ xe

i , i = 1, 2, . . . , 3000}, and generated the
candidate entity set Cn(xc

i ) for each article xc
i , which has top n candidate entities

ranked by the number of chain links. Then, we checked whether xe
i is in the

Cn(xc
i ), and got Pr(xe

i ∈ C1000(xc
i )) = 79.67%, Pr(xe

i ∈ C5000(xc
i )) = 86.03%,

and Pr(xe
i ∈ Call(57447)(xc

i )) = 94.17%. We find that most of the equivalent
entities are in the candidate set Call, and n = 1000 is a good trade-off between
the precision and the complexity. Therefore, we selected the equivalent entity
for x1

i from the candidate set C1000(x1
i ) in the following sections.

4.2 Feature Extraction

In order to select the equivalent entity for x1
i from the candidate set C1000(x1

i ), we
should calculate the equivalence score for each pair (x1

i , x
2
j ∈ C1000(x1

i ), and then
rank them according to the scores. The features used in the ranking procedure
include three types: handcraft features, cross-lingual topic feature and document
embedding feature.



Cross-Lingual Entity Matching for Heterogeneous Online Wikis 891

Handcraft Features. Intuitively, if two articles x1
i and x2

j have similar titles
through translation, and they link to several equivalent entities and categories,
then they would likely to be equivalent. Thus, we define eight handcraft features
as follows.

Feature 1 (Title Similarity)
We translate the title of article xc

i from Chinese to English, and then
calculate the edit distance between two titles as the feature: f1 =
edit distance(TransC2E(xc

i .tl), x
e
j .tl).

If two articles have equivalent inlinks, outlinks and categories, they tend to
be equivalent, which has been adequately proven in [18], so we design the 2nd to
8th features based on the existing cross-lingual links as follows.
Feature 2 (Outlink Overlap): f2 = |{(a, b) | a ≡ b, a ∈ xc

i .olnk, b ∈
xe

j .olnk}|
Feature 3 (Jaccard Coefficient Of Outlink): f3 = f2/(|xc

i .olnk| +
|xe

j .olnk| − f2)
Feature 4 (Normalized Outlink Overlay): f4 = f2/(max(|{(a, b) | a ≡
b, a ∈ xc

i .olnk, b ∈ xe
j .olnk, xe

j ∈ C(xc
i )}|))

Feature 5 (Inlink Overlap): f5 = |{(a, b) | a ≡ b, a ∈ xc
i .ilnk, b ∈ xe

j .ilnk}|
Feature 6 (Jaccard Coefficient Of Inlink): f6 = f3/(|xc

i .ilnk| +
|xe

j .ilnk| − f5)
Feature 7 (Tags Overlap): f7 = |{(a, b) | a ≡ b, a ∈ xc

i .tags, b ∈ xe
j .tags}|

Feature 8 (Jaccard Coefficient Of Tags): f8 = f3/(|xc
i .tags| +

|xe
j .tags| − f7)

Finally, the handcraft features of two articles x1
i and x2

j can be represented
as vh(x1

i , x
2
j ) = [f1, f2, . . . , f8].

Cross-lingual Topic Model. If two articles x1
i and x2

j are equivalent even in
different languages, they must have similar topic distribution.

In order to represent the articles in both X1 and X2 using the same topic
set, we learn a topic model for X1 and X2 simultaneously. We first construct the
pseudo document by concatenating the abstracts and catalogs of two equivalent
articles as di = {x1

i .abs ∪ x1
i .clg ∪ x2

i .abs ∪ x2
i .clg |x1

i ≡ x2
i , x

1
i ∈ X1, x

2
i ∈ X2}.

Then, we apply LDA (Latent Dirichlet Allocation) [1] on the pseudo document
set D = {di} to learn the cross-lingual topic model. With this model, we can
map article xi in both X1 and X2 into a topic distribution vector vt(xi) with the
same topic set.

In our experiment, we generated the pseudo document set from 100,000 article
pairs in Wikipedia, and some examples of topics generated by our approach are
shown in Table 1, where top 5 terms in two languages ranked by the probability
in three topics are listed.

From the table, we find that LDA can conceptually cluster highly similar
terms into the same topics, even they are in different languages. Based on the
cross-lingual topic model, articles in both X1 and X2 can be represented with
the same topic sets.
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Table 1. Examples of topics generated by cross-lingual topic model

Cross-lingual Document Embedding. Recently, representation learning
methods such as Paragraph Vectors [7] have been proposed to learn continu-
ous distributed vector representations for pieces of texts, and outperform other
document modeling algorithms like LDA [3]. However, articles in X1 and X2

represented by Paragraph Vectors are in different language spaces, they can not
be compared with each other directly. Therefore, we learn the cross-lingual doc-
ument embedding vector for every article in both X1 and X2 with a deep rank
model based on the Paragraph Vectors.

Suppose article xi is represented as f(xi) in the embedding space, then the
similarity between two articles xi and xj is measured by: D(f(xi), f(xj)) =
||f(xi)−f(xj)||22. The smaller the distance D(xi, xj) is, the more similar between
the article xi and xj are. For a triplet tq = (x1

q, x
2
p, x

2
n), where x1

q ≡ x2
p and

x2
n ∈ C1000(x1

q)/x2
p , we can define the loss as: l(x1

q, x
2
p, x

2
n) = max{0, g +

D(f(x1
q), f(x2

p)) − D(f(x1
q), f(x2

n))}, where g is a margin parameter. Finally,
our objective function is:

min
∑

q∈Q

ξq + λ||W ||22

s.t. max{0, g + D(f(x1
q), f(x2

p)) − D(f(x1
q), f(x2

n))} < ξq

∀x1
q, x

2
p, x

2
n such that x1

q ≡ x2
p, x

2
n ∈ C1000(x1

q)/x2
p

where W is the parameters of f(·), λ is the parameter to improve the gener-
alization, and Q is the training data. The neural network of the deep ranking
model is shown in the Fig. 2, which includes three full-connected layers and a
local normalized layer, and then a ranking layer on the top evaluates the hinge
loss of a triplet.

Training a deep neural network usually needs a large amount of training data,
thus we randomly select 100,000 articles Q = {x1

q|∃x2
p ≡ x1

q, x
1
q ∈ X1, x

2
p ∈ X2},

and then form ten triplets {x1
q, x

2
p, x

2
n} for each x1

q ∈ Q as following: At first,
we select the equivalent article x2

p ∈ X2 for x1
q, and then select five articles from

C1000(x1
q)/x2

p and five articles from X2/C1000(x1
q) respectively as the x2

n. In our
experiment, we used TensorFlow4 to train our model, and parameters were set
with λ = 0.1, g = 0.8, batch size = 400 and learning rate = 0.001.

4 https://www.tensorflow.org/.

https://www.tensorflow.org/
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Fig. 2. Cross-lingual documents embedding

4.3 Candidate Ranking

Given an article x1
i ∈ X1, we want to select the equivalent article (or NIL) from

C1000(x1
i ). In this section, we model the problem as a learning to rank problem.

We apply RankSVM [5] as the ranking model, and take the features
extracted in the previous sections as the input. Formally, the training data
set is denoted as S = {(x1

i , C1000(x1
i )),yi}m

i=1, where a feature vector for an
article pair (x1

i , x
2
j ∈ C1000(x1

i )) is created by concatenating the extracted
features vij = va(x1

i , x
2
j ) = [vh(x1

i , x
2
j ), vt(x1

i ), vt(x2
j ), f(x1

i ), f(x2
j )], yi =

[yi,1, yi,2, . . . , yi,|C1000(x1
i )|], and yi,j = 1 when x1

i ≡ x2
j , otherwise yi,j = 0.

With the ranking model, we can rank the articles in C1000(x1
i ) for x1

i according
to their relevance score yi,j . However, there may be no equivalent article in
C1000(x1

i ) to x1
i in reality. That is, the article with the highest relevance score

may not be the equivalent article to x1
i , or these is even no equivalent article in

the ranking candidates. Therefore, we define two thresholds to disambiguate the
NIL and the equivalent article, inspired by [19]: t1 = h−margin1 · (h−avg) and
t2 = margin2 · (h−avg), where h, s and avg are the highest, second-highest and
average scores in yi, margin1 and margin2 are two margin parameters, which
are determined in the experiments. If s < t1, the article with the highest score
can be considered as the equivalent article, and if s > t2, there would be no
equivalent article.

5 Experiments

5.1 Datasets

We constructed two datasets from Wikipedia:

Dataset 1: As in [18], we randomly selected 2000 Chinese Wikipedia articles
with existing cross-lingual links to English articles, denoted as D, and then
picked out the corresponding 2000 English articles to form 2000 cross-lingual
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article pairs. Here, 2000 English articles are considered as the candidate articles
C2000(xc

i ) for each Chinese article xc
i ∈ Xc.

Dataset 2: Similar to the Dataset 1, we randomly selected 3000 Chinese
Wikipedia articles with existing cross-lingual links to English articles, denoted
as D, but we used the proposed candidate selection method to generate C1000(xc

i )
for each Chinese article xc

i ∈ Xc from all English Wikipedia articles. Then, we
checked whether the equivalent article xe

i ∈ Xe for xc
i exists in C1000(xc

i ). Only
2390 Chinese articles have its equivalent articles in the candidate set, so we used
this 2390 Chinese articles with its equivalent articles as the Dataset 2.

Obviously, it is more challenging when evaluating the approaches with the
Dataset 2, since the articles in the candidate set are very similar.

For each dataset, we used 75% of the data as the training data, and the
remaining data as the testing data.

5.2 Comparison Methods

We compared our approach with the following methods:

– Title Match (TM). We translate the title of Chinese article into English
through Baidu Translate API5, and then match the title with English articles
in the candidate set to check whether they are exactly same.

– Title Similarity (TS). Similar to TM, TS considers the article with the
minimal edit distance between the translated title and the title of each English
article in the candidate set as the equivalent article.

– Support Vector Machine (SVM). We used handcrafted feature vh as
the input, and trained SVM classifiers on the Dataset 1 and Dataset 2
respectively.

– Similarity Aggregation (SA). Here, we considered the average similarity
of some handcrafted features as the article similarity. Thus, for each Chinese
article, we select the most similar English article as the equivalent article. In
order to evaluate the influence of the Title Similarity, we calculated the article
similarity in two ways: SA1(xc

i , x
e
j) = (f1 + f3 + f6 + f8)/4 and SA2(xc

i , x
e
j) =

(f3 + f6 + f8)/3.
– Cross-Language Explicit Semantic Analysis (CL-ESA) [12]. CL-ESA is

the cross-lingual extension to the Explicit Semantic Analysis (ESA) approach
[4]. Here, we used the terms having existing cross-lingual links to represent
articles in both Xc and Xe.

In the experiments, we used precision, recall and F-score as the evaluation
metrics.

5.3 Results

In this section, we only evaluate the performance of the candidate ranking, and
don’t predict the exactly equivalent article and NIL by comparing the ranking
scores to the thresholds t1 and t2, which will be evaluated in the next section.
5 http://api.fanyi.baidu.com.

http://api.fanyi.baidu.com
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Table 2. Results on Dataset 1

Methods Prec. Rec. F1

TM 100.00% 24.55% 39.42%

TS 59.30% 59.30% 59.30%

SA1 85.35% 85.35% 85.35%

SA2 82.00% 82.00% 82.00%

SVM 75.20% 92.50% 82.80%

CL-EM (vh) 92.30% 92.30% 92.30%

CL-EM (va) 92.50% 92.50% 92.50%

Table 3. Results on Dataset 2

Methods Prec. Rec. F1

TM 97.65% 26.03% 41.10%

TS 56.03% 56.03% 56.03%

SA1 65.60% 65.60% 65.60%

SA2 34.73% 34.73% 34.73%

CL-ESA 7.3% 7.3% 7.3%

CL-EM (vh) 68.75% 68.75% 68.75%

CL-EM (vh + vt) 69.44% 69.44% 69.44%

CL-EM (va) 70.28% 70.28% 70.28%

Since TM and SVM try to predict whether xc
i and xe

j ∈ C(xc
i ) is equivalent,

so it is possible that none of the article in C(xc
i ) is the equivalent article. While

for TS, SA, CL-ESA and our approach, they rank the articles in the candidate
set, and consider the Top 1 as the equivalent article, so they have the same recall
and precision. The comparison results of Dataset 1 are shown in the Table 2.

From the table, we can see that (1) Since TM is based on the exact title
matching, so the precision reaches to 100%, but it has a very low recall because
of improper translation. (2) TS increases the recall by ranking the candidate arti-
cles according to the title similarity, but it decreases the precision. (3) SVM and
SA both considered all the handcraft features, so their F1 scores are larger than
80%. Especially, the F1 scores of SA and SVM are larger than that of TS, which
indicates that the in-links, out-links and tags are very useful in cross-lingual
entity matching. In addition, the results between SA1 and SA2 indicates the
usefulness of title similarity in cross-lingual entity matching. (4) Our approach
CL-EM outperforms other methods significantly. When only using the handcraft
features, CL-EM can reach the F1 score 92.3% straightforwardly, but only 0.2%
can be improved when adding cross-lingual topic features and document embed-
ding features. This may be because the articles in Dataset 1 are quit different,
the handcraft features can be adequate to distinguish them well.

For the more challenging dataset Dataset 2, we obtained a worse perfor-
mance than that in the Dataset 1. The details are shown in the Table 3.

From the table, we can see that CL-EM still outperforms all other methods
significantly. Since many articles have the same title, but refer to different entities
in the real world, so the precision of TM doesn’t reach to 100%. In addition,
cross-lingual topic feature and article embedding feature can indeed improve the
cross-lingual entity matching by comparing CL-EM(vh), CL-EM(vh + vt) and
CL-EM(va). Surprisedly, we only obtain 7.3% for CL-ESA, because the articles
in the candidate set are very similar.

In addition, we also evaluate the performance of CL-EM according to

the Top-K precision by: preck =
∑

xc
i

∈D |δ(xe
i ∈TopK(C1000(x

c
i )) | xe

i ≡xc
i )|

|D| , where
TopK(C1000(xc

i )) is the top k articles in the candidate set C1000(xc
i ) for article



896 W. Lu et al.

xc
i according to the ranking score. δ(true) = 1 and δ(false) = 0. Table 4 shows

the results. Obviously, the precision increases along with the larger k. Indeed,
most of the equivalent articles are ranked in the Top k list. Thus, in our practi-
cal system, we show the Top k list to users, and users can select and click the
equivalent cross-lingual article. With this user crowdsourcing activities, we can
improve the quality of cross-lingual entity matching.

Table 4. Evaluation for the Top K articles in the candidate set

k 1 2 5 10

preck 70.28% 75.28% 81.81% 86.25%

When training the cross-lingual document embedding model, different mar-
gin parameter g would influence the model. Thus, we evaluate the model with
different g and the different ways of concatenating two document embedding
vectors. The results are shown in Table 5, where v1v2, |v1 − v2| and ||v1 − v2||2
are three ways to combine two vector v1 = f(x1

i ) and v2 = f(x2
j ). v1v2 is to

concatenate two vectors, |v1 − v2| is a N -dimensional vector < |v11 − v21 |, |v12 −
v22 |, . . . , |v1N − v2N | > and ||v1 − v2||2 is the Euclidean distance of two vectors.
According to the result, we chose g = 0.8 and ||v1 − v2||2 in the experiments
since they reach the best performance.

Table 5. The F1 of CL-EM with different settings in cross-lingual document embedding

g v1v2 |v1 − v2| ||v1 − v2||2
0.1 68.75% 68.47% 68.47%

0.5 68.61% 68.61% 69.86%

0.8 68.33% 69.03% 70.28%

1.0 68.61% 69.58% 68.19%

5.4 Equivalence Judgement Evaluation

In this section, we evaluate the performance of equivalence judgement by turning
the parameters margin1 and margin2. In the equivalence judgement, we not
only need to judge exactly whether the article with the highest relevance score
in C(x1

i ) is equivalent to the article x1
i (Task 1), but also need to judge whether

there is no equivalent article in C(x1
i ) for the article x1

i (Task 2). Therefore, we
constructed two datasets Dataset Top1 and Dataset NIL from Baidu Baike
and English Wikipedia.

Dataset Top1: This dataset is used for Task 1. We randomly selected 300
positive samples P = {xc

i |Top(C(xc
i )) = xe

i &&xc
i ≡ xe

i , i = 1, 2, . . . , 300}, and
then selected 300 negative samples N = {xc

i |Top(C(xc
i )) 	= xe

i &&xc
i ≡ xe

i , i =
1, 2, . . . , 300}. Here, Top(C(xc

i )) is the article with the highest relevance score in
C(xc

i ) for xc
i .
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Dataset NIL: This dataset is used for Task 2. We randomly selected 600 pos-
itive samples P = {xc

i |xe
i /∈ C(xc

i )&&xc
i ≡ xe

i , i = 1, 2, . . . , 600}, and then
selected 600 negative samples N = {xc

i |Top(C(xc
i )) = xe

i &&xc
i ≡ xe

i , i =
1, 2, . . . , 300} ∪ {xc

i |xe
i ∈ C(xc

i )&&xc
i ≡ xe

i , i = 1, 2, . . . , 300}.
We assume Q is the equivalence judgement results. For task 1, Q = {xc

i | s <
t1} and Q = {xc

i | s > t2} for Task 2, where s, t1 and t2 are defined in Sect. 4.3.
Then, the precision and recall are calculated as: p = |Q ∩ P |/|Q| and r =
|Q ∩ P |/|P |. Since precision is more important than recall, so we also calculated
F0.5 as 1.25·(p+r)

0.25·p+r . The results are shown in Figs. 3 and 4.

Fig. 3. performance for Top 1 equiva-
lence judgement varies with parameter
margin1 in Dataset Top1

Fig. 4. performance for NIL detec-
tion varies with parameter margin2 in
Dataset NIL

From the figures, we can see that precision increases when margin1 and
margin2 get larger, but recall decreases. Therefore, we selected margin1 = 0.3
and margin2 = 1.3 to discover cross-lingual links between Baidu Baike and
English Wikipedia.

Finally, we used our approach to discover new cross-lingual links between
Baidu Baike and English Wikipedia. We crawled 10,143,321 articles from Baidu
Baike, and then extracted 407,092 cross-lingual links of articles and 82,452 cross-
lingual links of categories which already exist between Chinese Wikipedia and
English Wikipedia. Then we obtained 173,259 equivalent articles in Baidu Baike
among these existing cross-lingual links of articles. Therefore, we used these
173,259 links between Baidu Baike and English Wikipedia as the seed and
finally found 141,754 new cross-lingual links between Baidu Baike and English
Wikipedia. Table 6 shows some examples of the discovered cross-lingual links.

Table 6. The examples of the discovered cross-lingual links
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6 Conclusion

In this paper, we propose an efficient and effective Cross-Lingual Entity Match-
ing approach (CL-EM) to enrich the existing cross-lingual links by learning to
rank framework with some language-independent features. We verified our app-
roach on the existing cross-lingual links between Chinese Wikipedia and English
Wikipedia by comparing it with other state-of-art approaches. In addition, we
also discovered 141,754 new cross-lingual links between Baidu Baike and English
Wikipedia, which almost doubles the number of the existing cross-lingual links.
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