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Abstract. The JPEG (Joint Photographic Experts Group) file format is cur-
rently one of the most widely used image formats. The study on JPEG
steganography and steganalysis is a hotspot in the field of information hiding.
With the matrix coding and some new adaptive embedding strategies having
been put forward, the detection of stego images is becoming more and more
difficult. In recent years, a series of new feature extraction methods have been
proposed in the field of steganalysis. However, the detection accuracy rate can
only be increased by 1–2% points or even less. Based on those existing ste-
ganalytic algorithms, a new feature merging method is proposed in this paper.
Via merging features extracted from different domains, the detection accuracy
rate of those existing JPEG steganalytic algorithms can be improved by 3%
points or even higher. Considering about that the feature dimension is so high
after feature merging and thus it may bring difficulties in the feature extraction,
training and classification process, a new feature selection method is also pro-
posed in this paper. Experimental results demonstrate that it can not only
achieve reduction of the dimensionality, but also maintain a high detection
accuracy rate.
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1 Introduction

Steganography is a technique for invisible communication. Its purpose is to embed
secret messages into digital covers, such as digital images, for covert communication
through public communication channels [1]. Conversely, steganalysis is a technique for
detecting the presence of hidden messages in cover objects.

Due to the common use of JPEG images in recent years, JPEG image steganog-
raphy has been proposed one by one, e.g., YASS [2, 3], NPQ [4], DF-US [5], UED [6],
UERD [7], J-UNIWARD [8]. Therefore, how to effectively detect the JPEG stegano-
graphic algorithms is one of the most urgent practical problems. Currently, researches
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on steganalysis can be divided into two classes: special steganalysis and universal
steganalysis. Special steganalysis [9–11] is designed for a specific hiding technique,
while universal steganalysis [12–21] is generally designed for a series of stegano-
graphic methods simultaneously. Due to the diversity of the current steganographic
techniques, universal steganalysis is more adaptable in practical applications.
Accordingly, the universal steganalysis has attracted extensive attention.

The universal steganalysis is based on machine learning and therefore, the key issue
is to find distinguishing features that can classify cover images and stego images. This
process has two important aspects. The first one is the design of feature extraction. The
selected features should react sensitively to the embedding changes but insensitive to the
image content. The second one is to propose an effective classifier with low computa-
tional complexity. This paper focuses on the first one, namely the design of feature
extraction. In terms of feature extraction, it is believed in [13] that the best (most
sensitive) features for steganalysis are obtained when they are calculated directly in the
embedding domain. Thus, for JPEG images, the features were generally chosen from the
quantized discrete cosine transform (DCT) domain for classification in the early study.
For example, an effective Markov process (MP) based JPEG steganalysis scheme
proposed in [14] utilized both the intrablock and interblock correlations among DCT
coefficients; Fridrich et al. extended the 23 DCT features vector [15] to form a
274-dimensional feature vector [16] by merging Markov and DCT features and later,
this 274-dimensional feature vector was extended to twice its size by Cartesian cali-
bration [17]; Kodovský et al. extracted a 7850-dimensional feature vector [18] and used
a rich model of DCT coefficients to form a 22510-dimensional feature vector [19].
Recently, in addition to extracting features from the DCT domain directly, some new
steganalytic methods extracted features from the other domains were also studied. For
example, Fridrich extracted a 34671-dimensional feature vector [20] from the spatial
domain to attack the JPEG steganographic algorithms. Besides, features can be extracted
from the undecimated DCT domain. For example, in [21], Holub et al. introduced a
novel feature vector of which features were engineered as first-order statistics of
quantized noise residuals obtained from the decompressed JPEG image using 64 kernels
of the DCT coefficient matrix (the so-called undecimated DCT). Obviously, the features
of these universal steganalyzers above are selected from a single domain, such as the
DCT domain, the spatial domain, the undecimated DCT domain.

Based on those existing steganalytic algorithms, a new feature merging method is
proposed in this paper. In recent years, though a series of new feature extraction
methods have been introduced in the field of steganalysis, the detection accuracy rate
can only be increased by 1–2% points or even less compared with those previously
proposed methods. In this paper, we firstly propose that those features extracted in
different domains can be merged together to form a more powerful steganalyzer, and
the experimental results demonstrate the detection accuracy rate can be improved by
3% points or even higher. However, considering about that the feature dimension is so
high after feature merging and thus it may bring difficulties to the feature extraction,
training and classification, a new feature selection method is also proposed according to
some properties introduced in [22]. Our experimental results demonstrate that this new
feature selection strategy can not only reduce the dimensionality of the feature vector,
but also maintain a high detection accuracy rate.

146 G. Liu et al.



This paper is organized as follows. In Sect. 2, we present how to merge features
extracted from different domains, such as the DCT domain, the spatial domain and the
undecimated DCT domain. The new feature selection method is also proposed in
Sect. 2. Experiments and results are then given in Sect. 3. Finally, we summarize this
paper in Sect. 4.

2 Feature Merging and Feature Selection

2.1 Characteristics of Difference Images in Different Domains

Due to the intrusion characteristics of steganography, some distortion must be intro-
duced to the cover image. In this place, one image randomly selected from BOSSbase
ver. 1.01 [23] is exemplified to illustrate the influence of message embedding on the
statistical distribution of the JPEG image. First, the image coming from the BOSSbase
is compressed with JPEG quality factor (QF) 75, and then used as the cover as shown
in Fig. 1(a). The stego image is generated via using the most representative
J-UNIWARD JPEG steganographic algorithm [8]. The embedding rate is 0.4 bpnc (bits
per non-zero DCT coefficients)and the stego image is shown in Fig. 1(b).

Figure 2(a)–(c) illustrate the difference images between the stego image and the
cover image in spatial domain, DCT domain, and undecimated DCT domain, respec-
tively. The white points indicate that in these positions the elements (pixels/
coefficients) have been modified, whereas the black points represent in those positions
the elements keep untouched in the embedding process. It is observed from Fig. 2 that
even if the same steganographic algorithm is applied, the obtained difference images
have different statistical distribution characteristics. As we all know, the steganalytic

Fig. 1. The cover image and the stego image corresponding to the J-UNIWARD algorithm.
(a) The cover image. (b) The stego image with the embedding rate of 0.4 bpnc.
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features are extracted to discriminate the difference between the cover and stego
images. In general, the features extracted from different domains may complement and
reinforce each other. Thus, the detection accuracy rate can be improved via merging
features extracted in different domains, such as the DCT domain, the spatial domain,
and the undecimated DCT domain.

2.2 Characteristics of Feature Vector

As introduced in our previous work [22], the difference between cover and stego
images should consistently increase with the increase of embedding rate. Some
experimental results corresponding to the steganographic scheme J-UNIWARD are
illustrated in Fig. 3. The cover image is shown in Figs. 1(a) and 3(a)–(d) show the
modifications that have been made by using the J-UNIWARD algorithm with different
embedding rates.

As seen in Fig. 3, even if embedding rates are different, most of the modifications
are made in the same edge areas or complex texture regions. And the difference
between cover and stego images will become greater with the increase of embedding
rate. As is known, the most basic principle of steganalytic features is to capture the
difference between cover and stego images. Via extracting the appropriate features,
these two types of images can be classified. In our opinion, if the extracted feature
value changes in one direction (consistently decrease or increase) with the increase of
embedding rate, this extracted feature should be selected for classification. On the
contrary, if the extracted feature presents a randomly decreasing or increasing char-
acteristic, this kind of extracted feature may confuse the classifier and should be
excluded from the original feature vector in the steganalytic process. The specific
selection method of effective features will be detailed in Sect. 2.3.

Fig. 2. The difference images between the cover and stego image obtained in different domains
with the J-UNIWARD algorithm. (a) The spatial domain. (b) The DCT domain. (c) The
undecimated DCT domain.
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2.3 Feature Merging and Feature Selection

Based on the characteristic described in Sects. 2.1 and 2.2, it is obvious that the
modifications introduced by embedding messages present different characteristics in
different domains and thus steganalysis features in different domains may have different
detection ability. The detailed realization of our proposed feature merging method and
feature selection method are given in the following.

2.3.1 Merging Features Extracted in Different Domains
Suppose that there are At t ¼ 1; 2; . . .ð Þ feature extracted domains. According to our
previous analysis, today’s modern steganalytic algorithms generally extract features
from one of the domains. Assume that Ft;j t ¼ 1; 2; . . .ð Þ denotes the value of the jth

Fig. 3. Difference images between the cover and stego images regarding to different embedding
rates. (a) The difference image with the embedding rate of 0.1 bpnc. (b) The difference image
with the embedding rate of 0.2 bpnc. (c) The difference image with the embedding rate of 0.3
bpnc. (d) The difference image with the embedding rate of 0.4 bpnc.

A New Universal Steganalyzer for JPEG Images 149



dimensional feature which is extracted from an image in domain At. Ft which denotes
the feature vector extracted from the image in domain At is defined as

Ft ¼ Ft;jj1� j�Nt
� �

; ð1Þ

where the parameter Nt denotes the total number of features extracted from an image in
domain At.

And F which denotes the new feature vector obtained by merging features extracted
in different domains is represented as

F ¼ F1 F2. . .½ �: ð2Þ

2.3.2 New Feature Selection Method
Without loss of generality, the merged feature set C extracted from cover image set is
defined as

C ¼ Ci;j 1� i�M; 1� j�Nj� �
: ð3Þ

And the merged feature set Sa extracted from stego images is defined as

Sa ¼ Sai;j 1� i�M; 1� j�Nj
n o

: ð4Þ

In Eqs. (3) and (4),M denotes the number of images in the image set, N denotes the
total number of features after merging features extracted from an image in different
domains. The parameter a represents the embedding rate.

Then we can obtain Pj as follows, which denotes mean value of all the jth

dimensional features extracted from images in the image set.

Pj ¼
Xi¼M

i¼1
Ci;j

� �
=M; ð1� j�NÞ: ð5Þ

And a new variable is defined as

Ta
j ¼

XM

i¼1
f Sai;j � Pj

� �
; ð6Þ

where

f xð Þ ¼ 0; x� 0
1; x[ 0

�
: ð7Þ

According to our previous analysis in Sect. 2.2, if the value of Ta
j in Eq. (6)

consistently decreases or increases with the increase of embedding rate a, the jth

dimensional feature will be selected as effective feature.
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Some experimental results corresponding to the steganalysis scheme JRM are
shown in Table 1. We randomly select 5000 images from BOSSbase ver. 1.01, which
are compressed as the cover images with QF = 75. Then 5000 stego images are created
by using the most representative steganographic algorithm J-UNIWARD with different
embedding rates. The cover feature set and stego feature set are extracted from cover
and stego images using JRM steganalytic algorithm. We calculate Ta

j using Eqs. (5)
and (6), where the parameters M and N are equal to 5000 and 22500 respectively. The
three Ta

j j ¼ 6; 11; 19ð Þ values (i.e., the 6th dimensional feature, the 11th dimensional
feature and the 19th dimensional feature) extracted by JRM from 5000 stego images
with different embedding rates are shown in Table 1.

It is observed from Table 1 that Ta
6 corresponding to the 6th dimensional feature

(Ta
19 corresponding to the 19th dimensional feature) consistently decrease (increase)

with the increase of embedding rate a. Whereas for Ta
11 corresponding to the 11th

dimensional feature, it may decrease or increase randomly with the increase of
embedding rate a. According to our previous analysis, these kinds of features (e.g., the
6th dimensional feature and 19th dimensional feature) may be effective and should be
selected in the steganalytic process. However, those kinds of features (e.g., the 11th

dimensional feature) may confuse the classifier and can be excluded from the original
feature set in the steganalytic process.

As a result, if Ta
j value consistently decreases or increase with the increase of

embedding rate a, this extracted jth dimensional feature may be effective and should be
selected. Thus, in our proposed method, the extracted feature may be selected as an
effective feature in these two cases as follows. Here, a parameter d is introduced to
control the number of selected features.

Case 1: Ta
j values consistently decrease with the increase of embedding rate a. The

extracted features from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., a1; a2; . . .; an. For 0\a1\a2\ � � �\an n ¼ 1; 2; 3; . . .ð Þ, if
the jth dimensional feature is considered as the effective feature and can be
selected for classification, the Ta

j values should consistently decrease with the
increase of embedding rate a, namely the following inequality (8) must be sat-
isfied, i.e.,

Table 1. characteristic of the same feature of difference images with different embedding rates

Embedding rates Ta
j values

j = 6 j = 11 j = 19

a = 0.1bpnc 2290 2387 2302
a = 0.2bpnc 2278 2393 2315
a = 0.3bpnc 2275 2368 2325
a = 0.4bpnc 2271 2400 2346
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Ta1
j [ Ta2

j [ � � � [ Tan
j ð8Þ

(2) For any given embedding rate, if the jth dimensional 1� j�Nð Þ feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

0� Ta1
j �M � d

0� Ta2
j �M � d

..

.

0� Tan
j �M � d

The parameter d ð0\d\1Þ is used to control the number of selected valid clas-
sification features. In this paper, we can select d ¼ 0.45–0.50. Generally, the number of
effective features may increase with the increase of d.

Case 2: Ta
j values consistently increase with the increase of embedding rate a. The

extracted feature from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., a1; a2; . . .; an. For 0\a1\a2\ � � �\an n ¼ 1; 2; 3; . . .ð Þ, if
the jth dimensional feature is considered as the effective feature and can be
selected for classification, the Ta

j values should consistently increase with the
increase of embedding rate a, namely the following inequality (9) must be sat-
isfied, i.e.,

Ta1
j \Ta2

j \ � � �\Tan
j ð9Þ

(2) For any given embedding rate, if the jth dimensional 1� j�Nð Þ feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

M � 1� dð Þ� Ta1
j �M

M � 1� dð Þ� Ta2
j �M

..

.

M � 1� dð Þ� Tan
j �M

Similarly, we can select d ¼ 0.45–0.50.
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3 Experimental Results

3.1 Experiment Setup

In this paper, we utilize the BOSSbase ver. 1.01 [23] image data set for all of our
experiments. It consists of 10000 gray-scale images with the size 512 � 512, which are
compressed as the cover images with QF = 75. The stego images are generated by
using the most representative JPEG steganographic algorithm J-UNIWARD with dif-
ferent embedding rates. Four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc and 0.4 bpnc, are selected in our testing. The ensemble classifier [18] is used for
classification. We randomly select 5000 images for training and the remaining 5000
images are used for testing.

3.2 Experiment #1

In this experiment, algorithm SRM [20] is applied to extract features from JPEG stego
images in A1 domain (the spatial domain). The dimension of the SRM feature vector is
N1 N1 ¼ 34671ð Þ. Algorithm JRM [19] is applied to extract features from JPEG stego
images in A2 domain (the DCT domain). The dimension of the JRM feature vector is
N2 N2 ¼ 22510ð Þ. Algorithm DCTR [21] is applied to extract features from JPEG stego
images in A3 domain (the undecimated DCT domain). The dimension of the DCTR
feature vector is N3 N3 ¼ 8000ð Þ. A new feature vector is obtained by merging features
extracted in two or three different domains. The ensemble classifier [18] is used for
classifying JPEG cover images and JPEG stego images. The efficiency of our proposed
feature merging method is shown in the Table 3. In comparison, the efficiency of the
features extracted in a single domain is shown in the Table 2. In this case, three
different steganalysis schemes, i.e., SRM, JRM and DCTR and four different embed-
ding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3 bpnc, 0.4 bpnc are tested.

From the Tables 2 and 3, it is obvious that the detection accuracy rate can be
improved via merging features extracted from different domains. For example, when
the embedding rate is 0.4 bpnc, the testing error of the steganalysis scheme SRM is

Table 2. Features dimension and testing error for four different embedding rates in different
single domain

Embedding rates (bpnc) Testing error
SRM JRM DCTR

Dimension 34671 22510 8000
0.1 0.4514 0.4725 0.4383
0.2 0.3797 0.4177 0.3408
0.3 0.2857 0.3411 0.2368
0.4 0.1988 0.2585 0.1504
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0.1988 with the feature dimension of 34671, while the testing error of the steganalysis
scheme JRM is 0.2585 with the feature dimension of 22510, and the testing error of the
steganalysis scheme DCTR is 0.1504 with the feature dimension of 8000. However,
when combines SRM features and JRM features together, the testing error works out to
be 0.1667 with the feature dimension of 57181. This indicates that the new feature
merging method achieves to a higher classification rate by 3% points or even higher
compared to the JPEG steganalytic algorithms SRM and JRM. Furthermore, when
combines the SRM features, JRM features and DCTR features simultaneously, the
testing error can be decreased to 0.1352 with the feature dimension of 65181. That is to
say, its detection accuracy rate can be improved by 2–3% points or even more.

3.3 Experiment #2

Based on experiment 1 presented in Sect. 3.2, this experiment is to demonstrate the
efficiency of our new method for dimensionality reduction, and the results are shown in
Table 4. In this experiment, four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc, 0.4 bpnc are tested. In the training process, the effective features are selected
according to the control parameter d (d is selected as 0.45, 0.46, 0.47, 0.48 or 0.49 in
our testing) and a series of classifiers can be obtained. Then these obtained classifiers
are used for testing.

As shown in Table 4, the proposed feature selection method can not only reduce
the dimensionality of the merged feature vector, but also maintain a high detection
accuracy rate. For example, when d ¼ 0:49 and the embedding rate is 0.4 bpnc, for the
merged feature set “SRM + JRM”, the dimension can be reduced from 57181 to
13482. Though the testing error is increased from 0.1667 to 0.1717, the detection
accuracy rate is still better than using SRM (the testing error is 0.1988) and JRM (the
testing error is 0. 2585) separately. When d ¼ 0:49 and the embedding rate is 0.4 bpnc,
for the merged feature set“SRM + JRM + DCTR”, the dimension can be reduced from
65181 to 16518. Though the testing error is increased from 0.1320 to 0.1340, the
detection accuracy rate is still better than SRM (the testing error is 0.1988), JRM (the
testing error is 0. 2585) or DCTR (the testing error is 0. 1504) separately.

Table 3. Features dimension and testing error of merging features

Embedding
rates (bpnc)

Testing error
SRM + JRM SRM + DCTR JRM + DCTR SRM + JRM + DCTR

Dimension 57181 42671 30510 65181
0.1 0.4464 0.4445 0.4385 0.4385
0.2 0.3585 0.3395 0.3370 0.3378
0.3 0.2664 0.2344 0.2309 0.2214
0.4 0.1667 0.1397 0.1402 0.1320
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Table 4. Features dimension and testing error of effective features

Embedding rates (bpnc) Testing error

SRM + JRM SRM + DCTR JRM + DCTR SRM + JRM + DCTR

0.1 d ¼ 0:49 Dimension 13482 10406 9148 16518
Testing error 0.4510 0.4393 0.4357 0.4356

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.4510 0.4417 0.4358 0.4358

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.4513 0.4418 0.4428 0.4367

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.4515 0.4465 0.4446 0.4407
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.4527 0.4467 0.4509 0.4419
0.2 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.3562 0.3287 0.3358 0.3278

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.3588 0.3368 0.3369 0.3307

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.3611 0.3418 0.3500 0.3421

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.3646 0.3534 0.3570 0.3461
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.3670 0.3599 0.3711 0.3492
0.3 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.2566 0.2279 0.2285 0.2189

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.2592 0.2360 0.2317 0.2225

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.2604 0.2407 0.2455 0.2310

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.2683 0.2514 0.2527 0.2389
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.2754 0.2609 0.2745 0.2442
0.4 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.1717 0.1398 0.1432 0.1340

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.1722 0.1463 0.1459 0.1385

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.1746 0.1524 0.1579 0.1452

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.1820 0.1596 0.1686 0.1534
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.1912 0.1733 0.1862 0.1565
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4 Conclusions

In this paper, we propose a new universal JPEG steganalyzer. The contributions of this
paper are as follows.

(1) A new feature merging method is proposed in this paper. Via merging features
extracted from different domains, the detection accuracy rate of those existing
JPEG steganalytic algorithms can be improved by 3% points or even higher.

(2) Considering about that the feature dimension is so high, a new feature selection
method is also proposed in this paper. Experimental results demonstrate that it can
not only achieve reduction of the dimensionality, but also maintain a high
detection accuracy rate.
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