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Preface

We are delighted to introduce the proceedings of the second edition of the 2017
European Alliance for Innovation (EAI) International Conference on Machine Learning
and Intelligent Communications (MLICOM). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing machine learning and intelligent communications.

The technical program of MLICOM 2017 consisted of 141 full papers in oral
presentation sessions at the main conference tracks. The conference tracks were: Main
Track, Machine Learning; Track 1, Intelligent Positioning and Navigation; Track 2,
Intelligent Multimedia Processing and Security; Track 3, Intelligent Wireless Mobile
Network and Security; Track 4, Cognitive Radio and Intelligent Networking; Track 5,
Intelligent Internet of Things; Track 6, Intelligent Satellite Communications and Net-
working; Track 7, Intelligent Remote Sensing, Visual Computing and
Three-Dimensional Modeling; Track 8, Green Communication and Intelligent Net-
working; Track 9, Intelligent Ad-Hoc and Sensor Networks; Track 10, Intelligent
Resource Allocation in Wireless and Cloud Networks; Track 11, Intelligent Signal
Processing in Wireless and Optical Communications; Track 12, Intelligent Radar
Signal Processing; Track 13, Intelligent Cooperative Communications and Networking.
Aside from the high-quality technical paper presentations, the technical program also
featured three keynote speeches. The three keynote speeches were by Prof. Haijun
Zhang from the University of Science and Technology Beijing, China, Prof. Yong
Wang from Harbin Institute of Technology, China, and Mr. Lifan Liu from National
Instruments China.

Coordination with the steering chairs, Imrich Chlamtac, Xuemai Gu, and Gongliang
Liu, was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee who worked hard to organize and support the con-
ference, and in particular, the Technical Program Committee, led by our TPC co-chairs,
Prof. Xin Liu and Prof. Mingjian Sun, who completed the peer-review process of
technical papers and created a high-quality technical program. We are also grateful to
the conference manager, Katarina Antalova, for her support and to all the authors who
submitted their papers to MLICOM 2017.

We strongly believe that the MLICOM conference provides a good forum for
researchers, developers, and practitioners to discuss all the science and technology
aspects that are relevant to machine learning and intelligent communications. We also
hope that future MLICOM conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

December 2017 Xuemai Gu
Gongliang Liu
Bo Li
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Abstract. In mobile ad-hoc networks, the random mobility of nodes will result
in unreliable connection. In addition, the bandwidth resource limit will affect the
quality of service (QoS) critically. In this paper, an effective QoS-based reliable
route selecting scheme (QRRSS) is proposed to alleviate the above problems.
The route reliability can be estimated by received signal strength and the control
packet overhead can be decreased by selecting more reliable link that satisfies
the QoS requirements. Simulation results indicate that the reliable route
selecting scheme presented in this paper shows obvious superiority to the tra-
ditional ad-hoc QoS on-demand routing (AQOR) in the packet successful
delivery rate, the control packet overhead and the average end-to-end delay.

Keywords: Mobile ad-hoc networks - Quality of service (QoS) - QRRSS
Reliability - AQOR

1 Introduction

This instruction file for Word users (there is a separate instruction file for LaTeX users)
may be used as a template. Kindly send the final and checked Word and PDF files of
your paper to the Contact Volume Editor. This is usually one of the organizers of the
conference. You should make sure that the Word and the PDF files are identical and
correct and that only one version of your paper is sent. It is not possible to update files
at a later stage. Please note that we do not need the printed paper.

We would like to draw your attention to the fact that it is not possible to modify a
paper in any way, once it has been published. This applies to both the printed book and
the online version of the publication. Every detail, including the order of the names of
the authors, should be checked before the paper is sent to the Volume Editors.

With the development of mobile ad-hoc networks and continuous improvement of
user demands, the limited bandwidth resource becomes difficult to guarantee high QoS
for users [1]. Although such issues can get some improvement by a serial of QoS
routing algorithms [2, 3] recently, no effective discussion of link reliability is available.
Due to the link breakage caused by random mobility of nodes, source nodes need
continue to trigger the route discovery process, which will lead to sharp increase in the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 3-11, 2018.
https://doi.org/10.1007/978-3-319-73564-1_1
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control overhead, the probability of packet discard, and average end-to-end delay.
Therefore, it will have a serious impact on the QoS. We can see that under the
precondition of urgent QoS requirement, to establish a reliable end-to-end route for
nodes is very important and necessary [4].

Many pertinent researches of route in mobile ad-hoc networks have been proposed.
Nodes in Associative-Based Routing Protocol (ABR) measure the route reliability by
sending pilot signal periodically, and meanwhile, ABR supposes that it must exist a
stable period after an unstable period. During the stable time all nodes restart to move
after experiencing an immobile time [5]. Obviously, this supposition is opposite to the
real situation because of the random mobility of nodes in mobile ad-hoc networks. Link
Life Based Routing Protocol (LBR) attains link lifetime by estimating the distance and
maximum speed of the nodes. When link fails, proactive maintenance is started up to
recover the route. However, estimating route lifetime is invalidation owing to the link
failure. Consequently, the reliability of backup route may be hard to guarantee [6].
Entropy-Based Long-Life Distributed QoS Routing Protocol (EBLLD) algorithm
proposes an idea of using entropy metric to weigh the route reliability and select the
longer lifetime path, where the entropy for a route is a function about the relative
positions, velocities, and the transmission ranges of the nodes [7]. Although these
algorithms can be applied to the mobile ad-hoc networks better than the statistical
models, they need the premise of assumption that the relative positions all nodes are
known accurately, which is not realistic in most of the mobile ad-hoc networks.

With the gradual maturation of the signal strength measurement technology, the
application of signal strength has come to the top in domains of the control of wireless
networks [8], measuring distance and orientation [9]. Considering that the signal
strength can reflect the connection state of the link indirectly, this paper proposes a
method of estimating route reliability based on received signal strength and establishes
an effective QoS-based reliable route selecting scheme QRRSS. QRRSS selects more
reliable link that satisfies QoS requirement by adding relative information to (Route
Request, RREQ)/(Route Reply, RREP), So that it can decrease control packet overhead
by reducing frequent route discovery.

2 Effective Qos-Based Reliable Route Estimation Algorithm

A mobile ad-hoc network can be depicted as an undirected graph G = (V,E). Where,
V is the set of nodes and E is the set of bidirectional links between the nodes. Any link
I(i,]) € E can be given by residual Bandwidth B(/), Delay D(l) and Link Reliability
LR(l). The path from one node s to another node d can be described as
P(s,d) = (s,1(s,x),x,l(x,y),y,...,1(z,d),d), where x,y, ...,z are some points in the
path. The connection between any two nodes is made up of a serial of all possible
paths, which is P(s,d) = {Po, P1,P;, ..., Py }. Accordingly, we can define a certain
path P; between s and d, whose delay, bandwidth and reliability satisfy the require-
ments as (1),
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Delay(P,) = X" D(1)

Band(P;) = r]rfi[;;{B(lo), B(ly),B(l;),...,B(l,)} (1)
Reliability(P;) = [ LR()
lePi

Where, ly,11,1;, ..., 1, are the links that make up the path [10]. Thus, the question
can be described as searching the most reliable path P,, which satisfies QoS require-
ment for nodes. Furthermore, we can depict the question as (2),

Reliability(P,,) = max{Reliability(Py), Reliability(P;),
Reliability(P,,), . . ., Reliability(P,) } )
VBand(P,,)

>Ab
VDelay(P,,) < Ab

Now, for the sake of expression convenience, we introduce the parameters as
Table 1.

With the above parameter assumptions, the steps of QRRSS proposed in this paper
based on (Decision Rules, DR) can be provided as follows:

DRI: If §Sy;; > Thry, then it means that nodes 7 and j are close enough, and the
link is very reliable. In that case, we set LR;; = 1 and LU;; = 0;

DR2: If §Sy;; > Thr, and node j is a new neighbor node of 7, then we set LU;; = 1;

DR3: If §Sy;; > Thry and SS,;; > RxThr, it indicates that the situation of nodes
i and j is not sure. If DSS;; = §85;; — SS1;j, we set LU;; = 0; if DSS;; < m;, we set
LR,‘J =1;if DSSZ'J > m; and DSSI'J' < myp, we set LR,'J = (le — DSSiJ)/(mz — ml); if
DSSiJ' > myp, we set LR,'J' =0.

Table 1. The parameters and meanings in this paper

Parameters | Meanings

RxThr Reception threshold of received signal strength, we assume it is same for all nodes

SS81: Current received signal strength for the link between nodes i and j

885 The received signal strength stored in neighbor information table for the link
between nodes i and j, periodically updated by SSy; ;

Thry If a node receives signal with strength = Thr|, then the link can be assumed to be

very reliable

Thr, If a node receives signal with strength < Thr,, then the link can be assumed to be
unreliable to transfer the data

DSS The difference of signal strength between nodes i and j to indicate the changes of
the signal strength

my, Mo my is a threshold for DSS to indicate small environment variations in signal
strength, and that m, (>m,) is used to detect whether two nodes are leaving away
from each other fast

LR;; Link reliability between nodes 7 and j, and LR;; € [0, 1]

LU;; Link uncertainty between nodes i and j, means that the link’s reliability cannot be
determined due to lack of SSy;; in neighbor information table

ij
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As a consequence, nodes can obtain the relative parameters from received packets,
and estimate route reliability with DR. The packet, whose signal strength is less than or
equal to Thr,, is discarded. We define the route reliability and uncertainty as (3),

RR, = [[ LR,
ler

RU, = LU, (3)
ler

If RR, is increasingly big and RU, is increasingly small, then the route is
increasingly reliable.

3 Route Establishment of QRRSS

On the base of satisfying the QoS requirements, QRRSS proposed in this paper esti-
mates route reliability by received signal strength. Every node estimates the route
reliability depending on DR, and selects more reliable route to establish end-to-end
connection by setting the route reply latency mechanism at the destination node. For
the convenience of analysis, we suppose that all RREQ/RREP packets satisfy the QoS
requirements. The process of route establishment is shown as Fig. 1. In this figure we
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Fig. 1. The principle figure of route establishment
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can see that the numbers above the links represents the current reliability of the links.
The detailed route discovery process is shown as following:

(1) Firstly, the source node S broadcasts the RREQ packet (including the information
of bandwidth and delay requirements), which is shown in Fig. 1(a), and sets the
initiate value of parameters as: Accumulated Delay of route, ADELY = 0;
Accumulated Route Reliability, ARR = 1; Accumulated Route Uncertainty,
ARU = 0. After sending the RREQ packet, § starts a timer of 3 X Dmax to wait
the RREP packet.

(2) As shown in Fig. 1(b), mediate node C estimates the route reliability and updates
the RREQ packet after receiving the RREQ packet. Before forwarding this
received RREQ packet, node C sets the reverse route timer to 3 X Dmax and
stores relative information of RREQ into the Route Request Forward
Table (RRFT). RRFT of mediate node C has: ADELAY = 0.025, ARR = 0.32,
ARU = 0. For the sake of selecting more reliable route, the RREQ packets are
also disposed during a certain time, as shown in Fig. 1(c). Mediate node C re-
ceives another RREQ packet from node F and registers the information as below:
ADELAY = 0.028, ARR = 0.64, ARU = 0. Obviously, we can see that this route
reliability is higher.

In summary, if a mediate node receives an RREP packet, it firstly finds out the
RRFT of relevant RREQ packet and selects a most reliable route. Secondly, it estimates
the route reliability and updates ARR and ARU of RREP packet, since ARR and ARU
can represent the current route reliability. Finally, before forwarding the RREP packet,
it sets the RRFT timer to 3 x Dmax and stores relative information into the route table

(3) The destination node D may receive many RREQ packets from different paths,
like the mediate node C. And it also estimates the route reliability with the same
DR. On receiving the first RREQ packet, node D waits a period time, called Route
Reply Latency (RRL), to receive other RREQ packets and find a more reliable
route to satisfy the QoS requirements. Next, node D copies the value of QoS,
ARR, and ARU to the RREP packet. Simultaneously, node D sets the RRFT timer
to 3 X Dmax and stores relative information into the route table, which is shown
in Fig. 1(d). Eventually, node D will select the route including node F to send the
RREP packet via route selecting algorithm. As a consequence, the route from
source node S to destination node D that can guarantee the QoS requirements has
been established, as shown in Fig. 1(e).

4 Performance Evaluation

In this section, we compare our reliable route selecting scheme to a traditional
real-time-flow based QoS routing protocol, AQOR, which is constrained by bandwidth
and delay. Then, we give out the performance evaluation from packet successful
delivery rate, control packet overhead and average end-to-end delay. Packet successful
delivery rate is the ratio of the data packets successfully received at the destinations and
the total data packets that are actually sent to the network. Control packet overhead is
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the ratio of the control packets sent to the network and the total data packets suc-
cessfully delivered at the destinations. Average end-to-end delay is the average time of
delivered time that all data packets have successfully arrived destinations. NS2 based
simulation gives the performance evaluation to QRRSS. The simulation results are
shown in Figs. 2, 3, 4 and the detailed simulation parameters are shown in Table 2.

Table 2. The parameters and values in the simulation

Parameters Values
Network topology 1000 m X 1000 m
Number of nodes 40
Maximum mobility speed of nodes (m/s) | 0, 2, 5, 10, 15, 20
Pause time (s) 0
Simulation time (s) 300
Minimum bandwidth (kbps) 40
Thry, Thr, 1.4 X RxThr, 1.1 X RxThr
my, Mo 0.04 X RxThr, 0.3 X RxThr
RRL (msec) 0.3 X RxThr
RRL (msec) 70
' ;
O.AEREEE%H

‘§ 0.96] — %E o

e T J\ﬂ\ \s;\v
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Fig. 2. Packet successful delivery rate

The route failure is one of the most important factors affecting the packet successful
delivery rate. When the route fails, upriver nodes will store the data packets in buffers
and wait until the route is established again. During this time, the buffers of nodes are
filled in quickly, which will result in the subsequently discarding of the received data
packets. Figure 2 shows the packet successful delivery rate performance of AQOR and
our QRRSS at low/high load respectively. We can see that QRRSS can increase the
packet successful delivery rate about 10% when the nodes move quickly, and also
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significantly improve the delivery performance of the whole network. The reason is
that by establishing reliable end-to-end route connection, QRRSS can effectively avoid
the data packets discarded extensively due to the route failure, no matter in low or high
load environment.
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Fig. 3. Control packet overhead

From Fig. 3, it can be seen that the packet control overhead in QRRSS has reduces
and especially in high load and nodes moving fast it reduces nearly 12%. The reason
seems to be obvious, destination node in AQOR will send many RREP replies so that
source node can select a most optimization route, but at the same time it will lead to the
control overhead increasing. With contrast to the AQOR, QRRSS not only increases
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the route reliability and reduces the ratio of route failure, but also reduces the route
overhead indirectly from some kind of degree.

From Fig. 4, we can observe that the average end-to-end delay of AQOR and
QRRSS are both not up to 0.04 s, and obviously, QRRSS has better delay performance
than AQOR. That is because the algorithm sets the link uncertainty (LU;;) and other
parameters to different values under different conditions, which makes QRRSS can
guarantee the route reliability to some extent and decrease the probability of route
rediscovery.

5 Conclusion

QRRSS proposed in this paper selects more reliable route connection that can guar-
antee the QoS requirements by adding relative information to RREQ/RREP. The
scheme does not depend on the orientation equipments like GPS and the mobility
model of network nodes. Simulation results indicate that QRRSS shows obvious
performance improvements with contrast to traditional AQOR in packet successful
delivery rate, control overhead and average end-to-end delay.

Acknowledgments. This research was supported by National Natural Science Foundation of
China (Grant No. 61501306), Liaoning Provincial Education Department Foundation (Grant
No. L2015402).

References

1. Smith, T.F., Waterman, M.S.: Identification of common molecular subsequences. J. Mol.
Biol. 147, 195-197 (1981)

2. May, P., Ehrlich, H.-C., Steinke, T.: ZIB structure prediction pipeline: composing a complex
biological workflow through web services. In: Nagel, W.E., Walter, W.V., Lehner, W. (eds.)
Euro-Par 2006. LNCS, vol. 4128, pp. 1148-1158. Springer, Heidelberg (2006). https://doi.
org/10.1007/11823285_121

3. Foster, 1., Kesselman, C.: The Grid: Blueprint for a New Computing Infrastructure. Morgan
Kaufmann, San Francisco (1999)

4. Czajkowski, K., Fitzgerald, S., Foster, 1., Kesselman, C.: Grid information services for
distributed resource sharing. In: 10th IEEE International Symposium on High Performance
Distributed Computing, pp. 181-184. IEEE Press, New York (2001)

5. Foster, 1., Kesselman, C., Nick, J., Tuecke, S.: The physiology of the grid: an open grid
services architecture for distributed systems integration. Technical report, Global Grid
Forum (2002)

6. National Center for Biotechnology Information. http://www.ncbi.nlm.nih.gov

7. Zhai, C., Zhang, W., Mao, G.: Cooperative spectrum sharing between cellular and ad-hoc
networks. IEEE Trans. Wirel. Commun. 13(7), 4025-4037 (2014)

8. Song, Y., Xie, J.: BRACER: a distributed broadcast protocol in multi-hop cognitive radio
ad-hoc networks with collision avoidance. IEEE Trans. Mob. Comput. 14(3), 509-524
(2015)


http://dx.doi.org/10.1007/11823285_121
http://dx.doi.org/10.1007/11823285_121
http://www.ncbi.nlm.nih.gov

10.

11.

12.

13.

14.

15.

16.

17.

An Effective QoS-Based Reliable Route Selecting Scheme 11

. Laursen, A.L., Mousten, B., Jensen, V., Kampf, C.: Using an Ad-Hoc corpus to write about

emerging technologies for technical writing and translation: the case of search engine
optimization. IEEE Trans. Prof. Commun. 57(1), 56-74 (2014)

Rios, M.: Variable route expiration time based on a fixed probability of failure for ad-hoc
networks routing applications. IEEE Latin Am. Trans. 13(1), 383-389 (2015)

Conti, M., Giordano, S.: Mobile ad-hoc networking: milestones, challenges, and new
research directions. IEEE Commun. Mag. 52(1), 85-96 (2014)

Khalili-Shoja, M.R., Amariucai, G.T., Wei, S., Deng, J.: Secret common randomness from
routing metadata in ad-hoc networks. IEEE Trans. Inf. Forensics Secur. 11(8), 1674-1684
(2016)

Haque, I.T.: On the overheads of ad-hoc routing schemes. IEEE Syst. J. 9(2), 605-614
(2015)

Bello, L., Bakalis, P., Rapajic, P., Anang, K.A.: Optimised adaptive power on-demand
routing protocol for mobile ad-hoc wireless network. IET Netw. 3(4), 245-251 (2014)
Celimuge, W., Ji, Y., Liu, F., Ohzahata, S., Kato, T.: Toward practical and intelligent routing
in vehicular ad-hoc networks. IEEE Trans. Veh. Technol. 64(12), 5503-5519 (2015)
Wang, Z., Chen, Y., Li, C.: PSR: a lightweight proactive source routing protocol for mobile
ad-hoc networks. IEEE Trans. Veh. Technol. 63(2), 859-868 (2014)

Tang, F., Guo, M., Guo, S., Cheng-Zhong, X.: Mobility prediction based joint stable routing
and channel assignment for mobile ad-hoc cognitive networks. IEEE Trans. Parallel Distrib.
Syst. 27(3), 789-802 (2016)



Space Encoding Based Compressive Tracking
with Wireless Fiber-Optic Sensors

Qingquan Sun'®), Jiang Lu?, Yu Sun?®, Haiyan Qiao', and Yunfei Hou'

1 California State University, San Bernardino, CA 92407, USA
quangian12345@gmail.com, {hgiao,yunfei.hou}@csusb.edu
2 University of Houston at Clear Lake, Houston, TX 77058, USA
luj@uhcl.edu
3 California State Polytechnic University, Pomona, Pomona, CA 91768, USA
yusun@cpp . edu

Abstract. This paper presents a distributed, compressive multiple tar-
get localization and tracking system based on wireless fiber-optic sensors.
This research aims to develop a novel, efficient, low data-throughput mul-
tiple target tracking platform. The platform is developed based on three
main technologies: (1) multiplex sensing, (2) space encoding and (3) com-
pressive localization. Multiplex sensing is adopted to enhance sensing
efficiency. Space encoding can convert the location information of multi-
target into a set of codes. Compressive localization further reduces the
number of sensors and data-throughput. In this work, a graphical model
is employed to model the variables and parameters of this tracking sys-
tem, and tracking is implemented through an Expectation-Maximization
(EM) procedure. The results demonstrated that the proposed system is
efficient in multi-target tracking.

Keywords: Human tracking - Multiplex sensing
Compressive sensing + Space encoding

1 Introduction

Indoor environments monitoring has been demanded in many areas. The appli-
cations include human counting, tracking, identification, activity recognition,
and situation perception, etc. The purposes are to provide secure and intelligent
working and living spaces to users through the surveillance of the environments.
Among these applications, human tracking is a very challenging but interesting
application, and is receiving more and more attentions. Traditional human track-
ing systems in indoor environments are based on video cameras. Such systems
have been widely applied due to its visual characteristic [1]. Nowadays, some
wireless sensor based human tracking systems have been developed and demon-
strated with a satisfied performance especially under severe conditions such as
poor illumination, low computation, disguise, and so on.

The wireless sensor based human tracking systems are advantageous in (1)
large surveillance area; (2) low data throughput; (3) robustness; (4) multiple
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Fig. 1. (a) Simplex fiber-optic sensing; (b) duplex fiber-optic sensing; (c) multiplex
fiber-optic sensing.

sensing modalities. Radar, sonar, acoustic sensor based tracking systems are
proposed in [3,4]. Radar-based systems demand a large amount of power supply,
therefore, they are usually applied in military fields [2]; while acoustic sensor
based systems are prone to be interfered by noise, and their performance is
limited in silent environments. The pyroelectric infrared (PIR) sensor is able to
detect the infrared irradiation of human motions, it is appropriate to be used in
human tracking. A typical work is proposed in [5], which uses wireless distributed
pyroelectric sensors to achieve multi-human tracking and identification.

Whatever sensor is used to form a human tracking system, the goals are to
implement low-data-throughput and energy-efficient sensing. Recently compres-
sive sensing technology has been proposed and applied in image processing and
information retrieval [6,7]. It has been proved that compressive sensing can fur-
ther reduce the data samples but still guarantee the successful reconstructions.
Inspired by this technique, we propose a wireless sensor based human tracking
platform using compressive sensing. Furthermore, we extend compressive sensing
concept from data processing to sensing mode and sampling geometry, namely,
we start compress measurements in sensing and sampling phases.

Other than the typical wireless sensor based human tracking systems, mainly
the PIR sensor based systems, in this paper, we propose to use a new sensing
modality, fiber-optic sensors to implement human tracking. Compared with PIR
sensors, fiber-optic sensors are more suitable to human tracking. By adopting
multiplex sensing, space encoding and compressive localization, the sensing effi-
ciency and data compression are enhanced. The multi-target tracking is achieved
through a graphical model and expectation-maximization (EM) approach.

2 System Model

2.1 Multiplex Fiber-Optic Sensing

As we know, sensing is the process that converting physical information into
signals that can be read and observed by an instrument. The fiber-optic sensors
can be used to convert the presence and pressure information of targets into
light intensities to enable localization and tracking. Multiplex sensing technique
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is inspired by the antenna of insects which is able to increase the utilization ratio
of single sensor cells. Here, in our system, we employ multiplex sensing to enable
each fiber-optic sensor to detect multiple regions rather than just one region. In
this way, all the sensors can be fully utilized and the number of sensors needed
can be reduced dramatically. Such a method can improve the sensing efficiency
but at a price of increasing ambiguities in localization. The fiber-optic sensing
formats are shown in Fig. Compared with simplex sensing (Fig. 1(a)), multiplex
sensing (Fig. 1(b), (c¢)) consumes less sensors to cover the same size regions.

2.2 Space Encoding Schemes

Space encoding is to segment the monitored area into different blocks and use a
certain sensors to encode each block. Thus, when a target appears in a certain
block, the corresponding code indicates the target’s location. The purpose of
using space encoding technology is to enhance the feasibility and efficiency of
monitoring. Fiber-optic sensors are appropriate for space encoding due to its
flexibility and detection modality. There are multiple space encoding schemes
suitable for fiber-optic sensors. The ideal encoding scheme is named decimal
encoding, in which a single block is encoded by only one sensor. Apparently, this
encoding scheme is able to get a high accuracy with a minimum of ambiguity. The
number of sensors, however, could be very large for a wide area. In comparison,
binary encoding scheme can reduce the sensor consumption dramatically. For
example, encoding a 4 blocks area, decimal encoding scheme needs 4 sensors,
while binary encoding scheme only needs 2 sensors, as shown in Fig. 2.

Fig. 2. Space encoding for a 4-blocks region. (a) Decimal encoding scheme; (b) binary
encoding scheme.

2.3 Distributed Binary Space Encoding

Suppose n fiber-optic sensors are available in the system, and they are used to
monitor a space which is divided into m blocks v = {v1,72, - , ¥m }- Each block
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Fig. 3. Illustrations of space encoding for (a) one target case; (b) two targets case.

v; is encoded by n fiber-optic sensors, and the corresponding code will be a n-

bit binary string, represented by C; = {c;1,--- ,Cin}, as shown in Fig.3. ¢;; is
generated when a target presents in j;, block, so
cij =12 N p(75)) (1)

where I(+) is a logic function whose output is “0” or “17; {2 is the sampling geom-
etry of sensor i; ¢(r) is the target at location r; and N represents bit-wise AN D
operation. Therefore, with n fiber-optic sensors deployment, the observation area
is encoded into a set of n-bit codes.

When only one target presents within the observation area, the measurement
y, which is a n x 1 vector, is given by

y=Cxy (2)

where C = [¢;;]T, which is a n x m matrix, and 71 = I(r € «), which is am x 1
binary vector with only one ‘1’ element.

When K targets present within the observation area, the measurement n x 1
vector, y becomes

K
y = kLleka =COoux (3)

where U denotes the bit-wise OR operation, xj is the measurement vector for
the kqy, target, ® denotes the saturation multiplication, i.e., A®z = I(Az > 1)
if the upper bond is 1 and [ is a matrix with only ‘1’s. The example of the binary
measurement sequence for one and two targets cases are shown in Fig. 3.

2.4 Compressive Localization

The complexity of the compressive localization for multiple targets comes from
the bit-wise OR operation in Eq. 3. To localize K targets with small errors, it
requires a high degree of independence among the codes. However, an increase
of the independence will lead to an increase of sensors.
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Given the space codes matrix H, the binary compressive localization problem
is solved by [8]
Z = argmin||z||; st.y=HOx (4)
x

where y is the binary measurement. For simplicity purpose, the nonlinear con-
straint, y = H ® x, can be replaced by a linear constraint, y = HX by rounding
the real number valued solution to a binary vector. Alternatively, the constraint
can be further replaced by the binary compressive sensing constraint, y = H ®x.
The original problem is finalized as

% = argmin||z||y s.t.y = [H2I][z;Z] (5)

where [ is the identity matrix and z > 0 is an auxiliary vector.
The selection of two solutions is determined by the number of targets and
the code matrix.

3 Graphical Model Based Space Decoding and
Multi-target Tracking

3.1 Graphical Model

Multiple target tracking is a challenging issue due to the involvement of a bunch
of unknown variables and complex conditions. With different characteristics of
these variables in multi-target tracking systems, the system models under various
conditions can be summarized to:

;rTyt

Fig. 4. Multi-target tracking model with unknown number of false alarms.
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Case 1 - known data-to-target association

Case 2 - unknown data-to-target association
Case 3 - unknown tracker-to-tracker association
Case 4 - unknown detection failures

Case 5 - unknown false alarms

Case 6 - varying number of targets.

Let X; = (z},22,--- ,2F) denote the states of k trackers, X} ; is the previous
state of the ky, tracker. Z; = (2},22,-+-,2™) denotes m observations at time
t, which are related and dependent upon X;. The hidden variables are given as
follows:

V; data-to-tracker association matrix
W, tracker-to-tracker association matrix
k¢ number of targets

7+ number of detectable targets

(¢ number of false alarms.

The first case is the simplex tracking model, in which correct data-to-tracker
association can be achieved. Specifically, the ky, tracker X[ is associated with
measurement Z correctly, and the current states of trackers can be associated
with previous states of the same trackers correctly. As for such cases, the mul-
tiple targets can be tracked with a high accuracy. While for other cases, if the
data-to-tracker association, tracker-to-tracker association, or detection failure is
unknown, then the tracking model becomes more complicated and correspond-
ingly the tracking error will be larger. In this work, we establish a more compli-
cated tracking model to investigate the case that the false alarms are unknown.

The system model is shown in Fig. 4. For the cases of unknown false alarms,
the number of false alarms is denoted as (;, which is a Poisson random variable
with an average value of A. The location of false alarms yields a uniform dis-
tribution with a density value of %, where O is the volume of the observation
space. All the false alarms belong to a clutter tracker X°; hence, the dimension
of the association matrix V' becomes m; x (K +1). Assuming the measurements
are reordered such that

zj| € [me = C(V4) + 1, my] (6)

where z; is a false alarm, then the clutter tracker model is given by

my

1.y,
izt v = I (G ")
j=m—((Ve)+1
Given that p(¢|)) ACE;A, p(¢t) could be represented by
p(¢) = T (¢l (8)

m=1
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then )
t—Gt e
Vt‘TtaCt H H VJ (9)
j=1 k=1
and
me— C(Vt) K
p(Ze| X, Vi) = H HP k V’ p Zt|Xf7Vt) (10)
j=1 k=1

where K — 7, columns of the association matrix, V', are all-zero vectors.
The joint probability density function of X, Z, V., W, 7, ( is given by
p(XlztaZl:taVl:tawlzta’rl:taglzt) p{(tZVWTC
= P{(tZ;/WT < P(Ze| X, Vi)p(Xe| Xi—1, We)p(Wy)
p(Vill7e, G )p(me)p(Ce) (11)

3.2 Multiple Target Tracking

The challenge of multi-target tracking is that some hidden variables exist in
the sequential estimation and prediction process such as the number of detected
targets, the number of trackers, the number of false alarms, and data-to-target
association. Let ‘H represent all the hidden variables, then the general solution
can be obtained by using Expectation-Maximization (EM) optimization.

1. E-step: estimate the distribution of hidden variables from the predicted tar-
get state, Z;, and measurements, z, by conditioning the joint distribution,
p(H, z, z), which is represented by

p(H), %,z

Trp(2le, H)p(alz, H)p(H)

2. M-step: estimate the distribution of the target state, x, from measurements,
z, by marginalizing hidden variables, H, that is

plalz) = Lp(z|z, H)p(H|i, 2) (13)

p(HW z) =

(12)

4 Performance Analysis

To test the proposed system, the observation area is segmented into 64 blocks.
The detection probability is P; = 0.825. In order to achieve the best compression
rate, a binary encoding scheme is developed. However, this encoding scheme can
only guarantee each block code is unique. If a target triggers two blocks simul-
taneously, then the obtained code will be the combination of the two codes that
represented these two blocks. Thereby the result will be a repetition of a single
code. Obviously, the encoding scheme itself brings in false alarms. Technically,
it is easy to remove the false alarms introduced by the scheme itself. Although
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Fig. 6. Compressive localization for two-target and three-target cases.

the price is to increase the number of sensors, the number of sensors added is
very small. Compared with decimal encoding, the number of sensors is still much
smaller. Therefore, we can still guarantee a high compression rate. As shown in
Fig. 5, for a 64-block area, the compression ratio of improved binary encoding is
8, which is close to the compression ratio of binary encoding 10.67 (ideal rate).
The compression ratio of decimal encoding is 1, since there is no any compression
in this encoding scheme.

Figure 6 shows the localization errors using various space encoding schemes
for two targets case and three targets case, respectively. Although binary
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Fig. 7. Multi-target tracking performance.

encoding scheme can achieve the best compression rate, it has highest localiza-
tion errors due to the ambiguities generated by the repetition of code patterns.
In contrast, the improved binary encoding scheme has much lower errors. For
the 64-block area, its localization error is just 2, which is much lower than that
of binary encoding scheme at 9 for two targets case. When the number of tar-
gets increases to 3, the localization errors for all the encoding schemes become
larger. It is reasonable since the data-target association becomes more difficult
and complicated.

With multiplex sensing and space encoding, it is able to implement effective
compressive multi-target tracking. Figure 7 shows the tracking performance of
multiple targets via binary compressive tracking. It can be seen that (1) the
binary compressive tracking errors are too large for real application, but the
improved binary compressive tracking is acceptable with the average tracking
errors at 4 and 6 for tracking three targets and four targets; (2) the increase
of number of targets degrades the tracking performance of both schemes; (3)
the improved binary compressive tracking scheme is more stable and scalable,
with the growing of number of targets, its tracking error increases slightly and
remains acceptable.

5 Conclusion

This work presents a new modality for wireless sensor based multi-target track-
ing tasks. The main feature of such a system is compressive tracking, which
is easily achieved by using fiber-optic sensors. More specifically, compressive
measurement is achieved by using multiplex sensing and space encoding tech-
nologies. Compressive tracking is implemented based on compressive localization
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and graphical model enabled tracking. The presented system is able to deal with
complex tracking tasks in terms of false alarms, unknown data-target associa-
tions. The results demonstrate a good performance in tracking a small number
of humans. The future work will be focusing on sampling geometry optimization
and varying targets investigation.
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Abstract. In the field of image processing, Gaussian mixture model (GMM) is
always used to detect and recognize moving objects. Due to the defects of
GMM, there are some error detections in the final consequence. In order to
eliminate the defects of GMM in moving objects detections, this paper has
studied a moving object detection algorithm, combining GMM with scale-
invariant feature transform (SIFT) keypoint match. First, GMM is built to obtain
the distributions of background image pixels. Then, morphological processing
method is applied to improve the quality of binary segmentation image and
extract segmentation images of moving objects. Finally, SIFT keypoint match
algorithm is used to eliminate misjudgment segmentation images by judging
whether the segmentation image matches with the background template or not.
Compared with original GMM, the results show that the accuracy of moving
object detection has been improved.

Keywords: Moving object detection - GMM - SIFT keypoint match

1 Introduction

In the field of visual analysis, moving object detection is an important and popular
research topic, which consists of classification of moving objects, tracking of moving
objects and understanding of moving objects. There are some classical methods for
dealing with problems of moving object detection, such as the optical flow method, the
inter-frame difference method and the background subtraction method [1, 2].

GMM is one of the background subtraction method. Through training a part of the
video data frames, GMM can generate a background image. With input video data, the
background image can also be dynamically updated. Then, the foreground image can
be separated by comparing the trained background image with each original image [3,
4]. However, with the influence of illumination variation, shaking of cameras and so
on, the final moving objects are mixed with the static objects which should be classified
into the background image. Thus, in the process of generating a background image
using trained video data frames, the accuracy of moving object detection is low.

SIFT keypoint match algorithm can extract the feature of some key points in each
image. These features which are invariant to image scale and rotation, have strong
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adaptability to the change of illumination and the deformation of the image [5, 6].
Thus, these features can distinguish with each other and can be used as a basis to match
two images.

This article combines GMM method with SIFT keypoint match algorithm to rec-
ognize the moving objects. First, the GMM method is used to extract moving objects in
a traffic video roughly. Then, the morphological processing method which includes the
opening operation and the closing operation is studied in each dynamic pixel in order to
form the connected region of pixels of moving objects. Finally, the SIFT keypoint
match algorithm is used to process the connected region and match them with the
previous background template. The new combined method can reduce the error
probability of recognizing moving objects and improve the performance of the whole
system to extract moving objects in the traffic video. The improved GMM method
combing with SIFT keypoint match can complete the extraction of moving vehicles in
a complicated traffic video.

2 Conventional Method

In this part, the theories and functions of three conventional methods including GMM
method, morphological processing method and SIFT keypoint match algorithm are
briefly introduced as follows.

2.1 GMM Method

GMM is a combination of multiple Gaussian distributions [3, 4], which is used to
describe the distributions of background pixel value in this paper. The sample is
obtained by the Eq. (1):

{XI;XZ; o 'aXt} = {I(X(),y(),i);l S i S t}' (1)

In Eq. (1), X; is the pixel value of the 7 frame, (xo7 yo,) is the position of pixel. X;
obeys the mixed distribution whose probability density function is shown in Eq. (2).

K
P(Xt) = Zwi,l X ”I(Xiv Hi z:i.t)' (2)
i=1

In Eq. (2), K is the number of distribution in the GMM, which depends on the
complexity of the background. In this paper, we consider the change of background of
video frame as the result of superposition of multiple Gaussian distributions. The value
of K are set as 3 in our model, w;;, Ui s 2 are the weight, the mean and the covariance
matrix of the i distribution in 7 moment respectively. n(Xi, y;,, Xi,) is a corresponding
probability density function, which is shown in the Eq. (3).
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_ 1 /2062 (1)
n(Xi, u, ) = Wé’ : 3)

In Eq. (3), n is the dimension of X;, and X is the covariance matrix of each
dimension of X,. The probability density function of the mixed distribution is shown in
the Fig. 1.

L"'1 it lJ'L‘ lJ}.t t

Fig. 1. The probability density function of the mixed distribution.

According to [3, 4], each distribution parameter will be updated as shown in Eq. (4)
after the initialization of the GMM.

d)i-,f = (1 — O()a),;,; + Oﬁp(k|Xi7 i O-iJ)

iy = (1 = p)uiy + pXi “)
8 T

r = (1 — p)ai +p(Xi — i) (X — wiy)

it

In Eq. (4), in the + moment, @;, is the estimated value of w;;,, ,&m is the estimated
value of g, ,, and &i is the estimated value of 0',_2J. Those estimated values are regarded
as the value of w;,, Mo &i in the £+ 1 moment. o is the rate of learning, which
determines the updating speed. p = OC/CUi.t is the learning rate of parameter. The

judgment of matching X, with the k distribution is shown in Eq. (5).
X = | < Déys- (5)

If the matching can be satisfied well, P(k|X;, w;,, 0i;) = 1,orthe value would be 0.

The general value of D is 2.5. After Gaussian distribution is updated, the weight should
K

be normalized according to )~ w;, = 1, and then the weight should be sorted by size of
i=1
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/0. Finally, first B Gaussian distributions can be selected to describe the background
image in Eq. (6).

b
B = argrnbin< wi; > T> . (6)
=1

1

2.2  Morphological Processing Method

The morphological processing method contains the opening operation and the closing
operation. They both consist of corrosion and expansion. The only difference between
them is the order.

Corrosion is a process of eliminating boundary points and contracting the boundary
inward. It can be used to eliminate small and meaningless pixel objects. On the other
hand, expansion is the process of merging all the background points. It can be used to
fill holes in objects.

Opening operation is a process of expansion after corrosion. It can eliminate small
objects, separate the objects in the fine points and smooth the boundary of the large
object. Meanwhile, it doesn’t significantly change the area. Closing operation is a
process of corrosion after expansion. It can fill the body with tiny holes, connect nearby
objects and smooth its boundaries. It doesn’t significantly change the area either.

2.3 SIFT Keypoint Match Algorithm

The SIFT key point match algorithm was proposed by Lowe in 1999 and perfected in
2004 [5, 6]. The SIFT feature is based on the interest points of some local appearance
on the object and has nothing to do with the size and rotation of the image. The SIFT
feature also has a high tolerance of light, noise, and micro vision changes.

The algorithm consists of following six steps. (1) Generate Gaussian difference
pyramid and construct scale space. (2) Detect the spatial extreme points. (3) Locate the
key points precisely. (4) Allocate the direction information of stable key points.
(5) Describe the key points. (6) Match the key points. The flowchart of SIFT keypoint
match algorithm is shown in Fig. 2.

Original Key points Key points |  Set of Key
Image Detection Descriptor Points

v

Key Points Key Points
Matching Correction

Objective Key points Key points |  Set of Key
Image Detection Descriptor Points

v

Fig. 2. The flowchart of SIFT keypoint match algorithm.
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3 Method Combined GMM with SIFT Keypoint Match

The GMM is used to model the video image, which can generate the background
image. The foreground image can be generated by subtracting from the original image.
However, there are still misjudgments in obtaining the foreground influenced by
illumination variation, partial occlusions and shaking of camera. The pixels judged to
be the foreground is under the morphological processing, which means that the con-
nected region is obtained by opening operation and closing operation. As a result, these
pixels become a whole object rather than the scattered pixels. The background image of
the previous GMM is regarded as a static graphic template.

Then the connected domain is surrounded by the minimum area of the rectangle,
which represents the moving object. However, there are some background images in it,
and the SIFT keypoint match algorithm is used to find out the right foreground by
matching the background template. Through extracting rectangular image I;, we can
obtain its location, length and width. These information can be used to locate the
rectangle in background template which is called 1. The number of SIFT key points in
rectangular image /; is N| and the number of SIFT key points in rectangular image I, is
N,. The number of matching points in rectangular image I, and rectangular image I, is
M. If the relationship between N; and M satisfies that as shown in Eq. (7),

M
P=—" >R R=017. (7)
Ny

then, the rectangular image I; and the rectangular image I, will be considered as
matching successfully, which means that the rectangular image I; is a static image
rather than a moving object. Thus, the rectangular image /; should be removed from the
foreground. The flowchart of the method is shown in Fig. 3.

Background Morphological
Template Processing

Moving Objects

Fig. 3. The flowchart of the method.
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4 Results and Analysis

The improved algorithm is compiled by using the image processing toolkit from
MATLAB software. We select two videos as the testing videos [§8]. Comparing with
the original GMM algorithm, the experimental results show that the moving object
detection accuracy rate has a great improvement when applying the improved GMM
algorithm combined SIFT keypoint matching algorithm. For the video of crossroads,
the compared results are as follows (Figs. 4, 5, 6 and 7).

Fig. 6. The result of the improved algorithm in video 1.

In the case of time complexity, the proposed algorithm takes more time to deal with
the video per frame than the original GMM algorithm. However, it can satisfy the need
of video analysis better. Figure 8 shows the detection results of moving objects using
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IPCAN 960P

Fig. 8. The result of the improved algorithm in video 2.

the improved GMM algorithm combined with SIFT keypoint match algorithm. In the
video of roads, the number of video frame is 5258 and the total number of moving
objects is 85. Using the traditional algorithm, the number of wrong detection moving
objects is 21 and the correct rate of detection moving objects is 72%. While using the
improved algorithm, the correct number of detection moving objects is 74 and the
correct detection rate of moving objects is 87%. Thus, one can find the improved
algorithm has a better performance than the traditional algorithm.

5 Conclusion

In this paper, a moving object detection algorithm combined GMM algorithm with
SIFT keypoint match algorithm is studied. First, the basic GMM was used to obtain the
moving pixels in each video frame. The morphological processing was applied to
group the rectangular image from moving pixels. Second, the SIFT keypoint match
algorithm was used to obtain moving objects by distinguishing the foreground and
background. Finally, the algorithm was evaluated on two different videos. It is shown
that the performance of the moving objects detection algorithm is better than the
traditional algorithm. Our future work will focus on how to reduce the computational
complexity.
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Abstract. This paper proposes low-complexity detection algorithms for Mas-
sive MIMO system: Multiple Dominant Eigenvector Detection Algorithm
(MDEDA) and Antenna Selection Scheme (ASS). Both the schemes calculate
the log likelihood ratios (LLRs). Based on the Single Dominant Eigenvector
Detection (SDEDA), MDEDA searches transmitted signal candidates in multi-
ple dominant eigenvector directions. For one thing, combined multiple eigen-
vectors, MDEDA attains better BER performance, for another, it greatly reduces
the number of transmitted signal candidates. The ASS contains Single Antenna
Selection Scheme (SASS) and Multiple Antenna Selection Scheme (MASS),
focus on channel error modeling, the ASS assumes the signal of some antennas
corresponding to the constellation points in order to minimize the channel error.
SASS searches all transmit antennas, nevertheless, MASS chooses multiple
antennas based on the eigenvalue. Finally, SASS gains better BER performance
but more complexity. Finally, SASS provides an excellent trade-off between
performance and complexity.

Keywords: Massive MIMO - Signal detection - Dominant eigenvector search
Antenna selection + LLR

1 Introduction

Massive MIMO is one of the promising technologies for next-generation wireless
communication system with a large number of antennas at the base-station (BS) serving
a large number of users concurrently and within the same frequency band [1-3]. The
price to pay are the increased complexity of signal processing with the increase of the
number of antennas. The optimal signal detection for the system is the maximum
likelihood detection (MLD) [4] which can achieve the minimum bit error rate (BER).
However, MLD requires a prohibitively large amount of computational complexity that
exponentially increases with both the number of data streams and that of constellations.

Linear detection can decrease the complexity greatly, especially when the number
of BS antennas is much larger than the number of the uplink users (i.e., the low system
loading factors), linear detectors like the minimum mean square error (MMSE) detector
are appropriate in terms of both complexity and performance [5]. Unfortunately, for the
massive MIMO system whose number of BS antennas and number of the uplink user
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are approximate, a single linear detection may result in more loss of performance. The
system is exactly our object of study. Hence, the balance of complexity and perfor-
mance of detection schemes in massive MIMO system have attracted lots of attention.

To reduce such complexity, an iterative receiver based on the turbo principle has
been proposed [6]. The iterative receiver can improve reliability of signal detection by
exchanging log likelihood ratio (LLR) of coded bits between soft demodulator and soft
channel decoder parts. The method in [7] first employs a low complexity in order to
find the transmitted signal candidate that maximizes the log likelihood function, that is
the maximum likelihood sequence (MLS). Then, the method applies another low
complexity algorithm in order to find the transmitted signal candidate that maximize
the log likelihood function under a constraint that a coded bit be inverse to that of the
estimated MLS, which is referred to as inverse-bit MLS (IB-MLS). Thus, this con-
ventional method needs to apply the low-complexity algorithm for all the coded bits so
as to find IB-MLS, which requires high complexity. A one-dimensional algorithm,
named plural projection method (PM) was proposed in [8], which can simultaneously
find MLS and IB-MLS in the direction of significance eigenvector with MMSE
detection as stating point. However, one-dimension search algorithm suffers a severe
degradation in BER performance over spatially correlated MIMO channels, because
multiple dominant directions of eigenvector are likely to appear [9].

This paper proposes a low-complexity algorithm that can find MLS and IB-MLS in
multi-dimensional direction of eigenvector. Based on channel error modeling, this
paper also proposes a stream search scheme. Computer simulations demonstrate that
the proposed scheme can maintain excellent receiver performance while reducing the
complexity drastically.

2 System Model

Consider an uplink massive MIMO system with N7 transmit antennas and Ny receive
antennas. Then the associate massive MIMO transmission can be model as

y=Hs+n (1)

where H is a Ng X Nr complex channel matrix and is assumed to be flat Rayleigh
fading channel and known perfectly at the receiver. At the transmitter side, the
information bit s is generated in the source and is first encoded by a convolutional
encoder and then mapped to symbols of different constellation points. The mapped
complex symbols are divided into Ny separate independent parallel streams with a
transmitted signal vector s = [s1, sz, - ~-sNT}T€ YN, where ¥ stands for the complex
constellation and 9] = 29 = M with M stands for the modulation order, (e.g., for
QPSK, M = 4), as a result, each transmit vector s is associated with Ny x Q binary
values x;, € {0,1},i=1,---Nr,b=1,---Q, corresponding to the bth bit of symbols
of 5;, yis a Ng x 1 received signal vector y = [y, ---y,]", and n is a Ng x 1 vector of
independent zero-mean complex Gaussian distributed noise vector with variance
a* = N, per complex entry (Fig. 1).
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Fig. 1. Massive MIMO system

3 Search in Direction of Dominant Eigenvector
Based on MMSE

3.1 Analysis of MMSE Detection

The MMSE detection multiplies y by the weigh matrix and the resultant X is given by
&= PH"y, (2)
P= (H"H+dly,) ", (3)

where P is the inverse matrix to be considered and Iy, is the N-by-N7 identity matrix.
The derivation assumed that (ss) = Iy,, and the detected signal is equal to a hard
decision of x.

According to (2) and (3), we have

<(s—5c)(s—5c)H> =¢’P, (4)
then, the difference between s and X can be expressed as
s —x=P"q, (5)

where 7 is a N7-by-1 zero-mean complex Gaussian distributed noise vector of with
variance a2 = Nj.

Next, since H”H is an Hermite matrix and is assumed to be positive definite, the
eigenvalue deposition of P! yields
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P= (H'"H+dly,)”'= VDV, (6)
where V is an Ny-by-N7 unitary matrix and is given by
V:[V17V27"'VNT]7 (7)

vk, k € [1,Ny] is the k-th Nz-by-1 normalized eigenvector. D is an Np-by-Np
diagonal matrix and is given by

D = diag[A1, Ao, - - Any)s ®

where A ( > 0) is the eigenvalue of the k-th eigenvector v;. Without loss of generality,
I <2y < -+ <y, is assumed.
According to (7) and (8),

pP'/? = yp'/2yH, 9)

Nr

P25 = Z NI (10)
T

k=

Finally, (5) and (10) imply that the decision errors by the MMSE detection are
likely to occur in the direction of v, when /g, is very large. The direction coincide with
eigenvector of P having dominant eigenvalues.

3.2 Conventional Single Dominant Eigenvector Detection Algorithm
(SDEDA)

With X as a starting point, the one-dimensional search, performs one-dimensional
search in the direction of v, to find MLS and IB-MLS. Suppose that a hard decision of
Xemp(1 <k<Np,1<m<M,1<p<Np), where Np is the number of dominant
eigenvalue and 1 <Np < Np.

Ximp = X+ p(k, m)vp, (11)

u(k,m) is a complex number which determines the distance between xi,, and x.
u(k,m) is obtained so that the k-th element of the hard decision of xy ,,, , can be equal to
one of constellations a(m)(1 <m < M), and is given by

nk,m

()’

Niem = a(m) — (x); (13)

:u(kv m) =p
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In the case of rectangular QAM, p is set as

1.0 for a(m) = Dec|(%),]
V for a(m) # Dec|(%);]
p= 1+ W ‘Re(nk,m)| > |Im(’7k,m)| (14)

for a(m) # Dec[(%),]
édmin
1+ 2|Im(’7m;)| ‘Re(nk,m)’ S ‘Im(”k,m)’

where Dec[ ] denotes the hard decision operation and ¢ is a real number to satisfy

|€| < 1. diin is the minimum distance between the constellations; diyin = V2 for QPSK
modulation.

MLS and IB-MLS are selected from Dec[x,,,] plus Dec[x] on the basis of the
matric. Since the number of x; ,,, is less than or equal to NyMNp, the number of the
hard decisions called transmitted signal candidates is at most NyMNp + 1.

3.3 Proposed Multiple Dominant Eigenvector Detection Algorithm
(MDEDA)

Transmitted signal may get performance degradation in several directions. So com-
pared with the one-dimensional search scheme above, the multi-dimension search
scheme searches transmitted signal in multiply dominant directions of eigenvector. The
detail is as following.

Compared with (11), transmitted signal candidates are given by

Np
Xim = X+ Z:up(kvm)vpv (15)
p=1

where ,up(k, m) is step size at the p-th dominant direction of eigenvector.
Let us assume that the k-th element of the candidate is equal to a(m), where
m(1 <m<M) is an integer and a(m) is one of the constellation point. So we have

Np
3wk m)(vy), = a(m) — (®),, (16)
p=1

where (-), denotes the k-th element of a vector. The equation can be rewritten in a
vector format as

a(m) — (3),= ¢ 1, (17)

‘717 = [(Vl)kv (VZ)Iw T (VNP)k]7 (18)
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,uH = [,ul(k7m)7,u2(k’m)a"'NNp(k>m)]7 (19)

where ¥ and u are Np-by-1 vectors.
Log likelihood function can be transformed into

L(s) = ||y — HX) = H(s — %)|”

20
= L@+ (=8I ) + (5 = %P (s = %), 20

When SNR is high, the second term can be neglected. Substituting (6) and (8) into
(20) result in

N, )
. -1 .
L(xim) = LE + > (2)7 il (s = % (21)
p=1
The equation can be rewritten in a vector format as
. _ 2

L(xgm) ~ L(Z) +|[D724]|", (22)
D' = diag[/1, /2, - - - A, - (23)

The proposed algorithm performs the maximum likelihood estimation of u for
obtaining candidate of s. The minimization of L(xk’m) under the constraint of (16) can
be solved by the method of Lagrange multiplier. Thus, the estimation becomes
equivalent to finding u that minimizes the following cost function f(u):

f(w) = p'D7 u+ wla(m) — i — W p] + o* [a*(m) — x5 — 1"5],  (24)

where o is the complex Lagrange multiplier. By calculation, the desired step size u is
obtained as

= [alm) = (®),)D(F D¥) "' (25)

MLS and IB-MLS are selected from the set C, whose element is Declxy ] plus
Dec|#] on the basis of the matric. Since the number of xy,, is less than or equal to NrM,
the number of the hard decisions called transmitted signal candidates is at most
NrM + 1. Finally, calculate the LLR [9] of these candidates.

4 Antenna Selection Scheme (ASA) Based on Decision
Errors Modeling

According to (4), we may as well assume d = s — X and e follows complex Gaussian
distribution, thus we have
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(dd") = o°P, (26)
1 d"p-'d
Pld] = (naz)NTdetPexp< o’ ), @

Next, we propose the single antenna selection scheme (SASS), which chooses the
k-th (1 <k <Nr) antenna, assume that s; is equal to a modulation constellation point
b(m) (1 <m < M), the decision error of the k-th antenna is

di = b(m) — & = d(m, k). (28)

Under the constraint of (28), apply the Lagrange multipliers in terms of decision
error e:

Lid) = d"P'd +o(RI'd — d(m,k)) + o (a"R, — d*(m,k)), (29)

where o is a complex Lagrange multiplier, and R, is an N7-by-1 unit vector of which
the k-th element is 1 and the others are 0.
Finally,

o = —(REPR,) d(m, k), (30)

- _ P
d = (R'PR)) ld(m,k)PRk:P—kd(m, k), (31)
kk

where P, and Py are the k-th column vector and the (k, k)-th. Let $(m, k) denotes
detected signal s. So $(m, k) can be given by

. . P )
$(m, k) = X+ P_; [b(m) — &), (32)

When $(m, k) are obtained with all combinations of m and k, the number of can-
didate is 1 + NyM, then the final detected signal § is selected as the one according to
log likelihood ratio.

In the scheme above, we choose just one antenna, to obtain more performance gain,
we extend the number of antenna to plural /, which has C,ZVT antenna selection in total.
There is no doubt that the number of candidate vectors is increased greatly, which
results in high computation complexity. So select just one set of antenna based on some
principle is essential, which is named as Multiple Antenna Selection Scheme (MASS).

The antennas of which transmission performance is degraded owing to the MMSE
should be selected. Combined with Multi-Dimensional Search scheme above, we can
choose [ antennas of which eigenvalue is relatively small. Then the number of can-
didate transmitted vector is 1+ M’, which increases exponentially with the number of
antennas we choose. So if we choose too many antennas, there’s no doubt that the
complexity is unacceptable.
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5 Simulation Results and Analysis

Computer simulations were conducted to verify performance of the proposed algo-
rithms. The simulation conditions are listed in Table 1, in the following, we simulated
six kinds of detection schemes, including SASS, MDEDA, SDEDA, MASS,
MMSE-OSIC, MMSE-PIC.

Table 1. Simulation conditions

Number of transmit antennas Ny 32

Number of transmit antennas Ng 32

Number of dominant eigenvector Np =1 |2

Modulation QPSK

Channel coding Convolution code

Decoding LLR

Range of SNR 0-20 dB

Channel model Rayleigh fading (,/5,2 — %)

Observing from Figs. 2 and 3, BER of SASS and MDEDA is superior to that of
other schemes. Furthermore, SASS outperforms MASS, and MDEDA is better than
SDEDA, corresponding to the theory above. MMSE-OSIC and MMSE-PIC have poor
detection performance, and the former’s complexity increases with transmitted
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Fig. 2. Average BER with Ny = Ng = 32
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antennas rapidly, however, MMSE-PIC has the least complexity to adapt to system of
which detection performance requirements are not high. Fortunately, SASS and
MDEDA get a superior trade-off between performance and complexity. In the condi-
tion of Fig. 2, MLD has complexity of 2.0 x 102, SASS reduce the complexity to
about 10718 of that of MLD. Compared with the other schemes, SASS achieves
low-complexity detection algorithm and ensures the BER performance.

6 Conclusion

This paper has proposed low-complexity signal detection algorithms for Mas-
sive MIMO system, including MDEDA, SASS and MASS. MDEDA combined the
effect of several eigenvector, thus attaining better BER performance and less com-
plexity. Focusing on error modeling, SASS and MASS are proposed. SASS searched
all transmit antennas, and MASS just choose several antennas. SASS got less com-
plexity and superior BER performance, compared with MDEDA. In the system of
Massive MIMO, SASS obtained a superior trade-off between performance and
complexity.
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Abstract. In recent years, several correlation tracking algorithms have been
proposed exploiting hierarchical features from deep convolutional neural net-
works. However, most of these methods focus on utilizing the CNN features for
target location and neglect the changes of target scale, which may import error to
the model and lead to drifting. In this paper, we propose a novel scale-variable
tracking algorithm based on hierarchical CNN features, which learns correlation
filters to locate the target and constructs a target pyramid for scale estimation. To
evaluate the tracking algorithm, extensive experiments are conducted on a
benchmark with 100 video sequences, which demonstrate features exploited
from different CNN layers are well fit to estimate the object scale. The evalu-
ation results show that our tracker outperforms the state-of-the-art methods by a
huge margin (+14.6% mean OS rate and +14.3% mean DP rate).

Keywords: Correlation tracking + Scale estimation + CNN features

1 Introduction

Object tracking is a fundamental problem in computer vision with several applications
such as video surveillance, medical diagnosis and human-computer interactions.
However, the interference factors like illumination, occlusion, scale variations and
abrupt motion make visual tracking still a challenging problem.

Many exiting tracking algorithms utilize hand-crafted features as target descriptors
[1, 2], but recent years deep Convolutional Neural Networks (CNNs) features have
demonstrated great success on object presentation. Thus recent algorithms utilize CNNs
features to train correlation filters to predict target position [3, 4]. However, these
algorithms do not take object scale variation into account and the error would stimulate
when the target undergoes scale changes, which would eventually lead to drifting or
tracking failure. This issue is the well-known stability-plasticity dilemma. In this paper,
we effectively alleviate this dilemma by integrating target location and scale estimation.
We generate a translation template using correlation filters for target location and scale
models to construct a target pyramid for scale estimation. The scale model utilizes the
predicted target position to search for the optimal scale, and the estimated target size in
return helps to generate a more stable translation model for target location.

Except for scale variation, there are other video attributes would affect tracking
performance. However, most of the existing methods using HOG features to construct
the target pyramid, while CNN features are prevailing in high-level visual recognition
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problems because of the robustness against attributes like motion blur or illumination
variation. We also find that hierarchical CNN features retain semantic information and
spatial details, which are both needed in modeling the target. With these observations,
we propose to utilize hierarchical CNN features to build the target pyramid. Moreover,
we conceive a new approach to extract scale features in the target pyramid by using a
CNN to scan the image computing a large feature map, which effectively reduce
computational load and demonstrate great success.

We make the following three contributions. First, we alleviate the stability-
plasticity dilemma by integrating target location with object scale estimation. A target
pyramid is constructed centered around predicted target location to determine the object
scale, and the translation template is updated considering estimated object size to locate
the target position. The integrating tracking strategy effectively reduces tracking drifts
and remarkably improves the performance in videos with scale variation. Second, we
innovatively propose to utilize hierarchical CNN features to generate the target pyra-
mid. We extract every scale features in target pyramid with a scan from the CNN.
Features from different layers of a CNN retain spatial details and sematic information,
which are both helpful to encode scale models robust against motion blur and illu-
mination variation. Third, we conduct extensive experiments on a large-scale bench-
mark dataset with 100 video sequences [5]. The tracking results demonstrate the
effectiveness of our proposed accurate scale-variable tracking algorithm (AST).

2 Related Work

Heriques et al. first exploit circulant structure of training samples and propose to
transfer correlation filters into the Fourier domain with CSK method, which reaches a
speed of about 250 frames per second [6]. Furthermore, the KCF tracking algorithm
uses HOG features other than illumination intensity features and improves the per-
formance of CSK [7]. In [8], Bolme et al. learn a minimum output sum of squared error
filter on gray-scale images, using intensity features to represent the object.

Recent years deep CNNs have improved state-of-the-art performance in many
computer vision tasks, and some researchers attempt to explore the usage of CNNs in
visual tracking. Ma et al. develop a correlation tracker based on hierarchical features
from a deep CNN. Due to its coarse-to-fine translation estimation strategy, the HCF
tracker can locate the target precisely. Qi et al. combine weak CNN5s based trackers into
a single stronger tracker [4]. However, these trackers do not take target scale changes
into account and cannot perform well when target undergoes scale variation.

For scale estimation, Danelljan et al. propose to construct target pyramid around the
object, and their fast scale tracking algorithm with HOG features performs well in
overlap success rate with a considerable speed [9]. Ma et al. learns a multi-level cor-
relation filters to estimate target scale, but they do not use estimated scale to improve
positioning accuracy [10]. In this paper, we exploit hierarchical features for different
CNN layers to build a target pyramid and train two models separately for predicting
position and scale estimation. We conduct extensive experiments on large-scale
benchmark datasets, and the results demonstrate the effectiveness of our algorithm,
especially when tracking sequences with scale variation, motion blur and deformation.
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3 Proposed Algorithm

3.1 Correlation Tracking

Let x € R™*V denotes feature vector of size (M x N). Each shifted sample x,,,,
(m,n) € {0,1,--- ;M —1} x {0,1,---,N — 1} has a Gaussian Function label of
y(m,n) = exp(— ((m —M/2)* +(n— N/2)2> /202), where o is the kernel width.
A correlation filter w is generated by solving following minimization problem:

w = arg minZ“w : qo(xm,n) - y(m’n)zu +)LHW||§ (1)

w m,n

where (p(xm,,l) denotes the mapping to a kernel and / is a regularization parameter.

Henriques et al. [6] exploit the circulant structure of training samples x,,, and
transform the minimization problem in (2) to compute the coefficient o in
w= Zm’n a(m,n) - (p(xm,n). And o can be computed in frequency domain:

A=F(a) = z - (2)

F(-) indicates the Fourier transform. The position of target in new frame is determined
by searching for the location of the maximal value of correlation response map.

3.2 Scale Estimation

According to [9], let N be the number of scales with a scale factor of a. For every
ne{-(N-1)/2,---,(N—1)/2} we extract image patch I, of size S, = o" - [h, W]
centered around the target, where [, w] is the target size in previous frame. For each
image patch I, we extract CNNs features then compute response map p, and find the
maximal value of each p,. The optimal target scale for currant frame is determined by:

S =8, = argmax(p,) (3)

Note that we train two correlation filter R, and R, separately for target location and
scale estimation. And R, incorporates both target and surrounding context information
because this information can effectively discriminate the target from background [11].
In contrast, R, only depend on the target size for robust scale estimation.

3.3 Deep CNN Features

Several CNN models, such as AlexNet, R-CNN, CaffeNet and VGG-Net have been
designed and demonstrate great success in large-scale image classification and object
recognition tasks. According to Ma et al. [3], the features learned from latter CNNs
layers encode more semantic information and earlier layers retain higher spatial reso-
lution, which are both needed in tasks of target location and scale estimation.
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Therefore, we propose to utilize hierarchical features from VGG-NET-19 [12] for
translation template and scale models.

According to traditional method, we must first crop out windows of every scale in
target pyramid and then obtain hierarchical features using a CNN. It means that we
need to repeat extracting CNN features every frame. Since the process of forward
propagation of a CNN requires large amount computing time, and these scale features
retain many repeating information. Based on these observations, we propose to use
CNN to scan the whole image and then gain all scale features at once. We first use
target pyramid to compute the size of searching window adjusted by previous target
size, then we crop out a window from the image and gain its CNN feature maps, finally
we extract features of every scale in target pyramid from the large feature maps at once.

3.4 Model Update

In our proposed algorithm, we train two models R, and R; separately for target location
and scale estimation. Since the target appearance would change throughout a sequence,
we update the models every frame by a learning rate #:

=314+ (4)
A=A 4 A (5)

where ¢ is the frame index. Notice that we update R, and R; every frame using (4) and
(5) with the same learning rate. We predefine a threshold &, and stably update models
only when the difference between the response map’s maximal value of previous frame
and current frame is less than &;.

Algorithm 1 Proposed tracking algorithm: iterate at frame ¢
Input : Previous target position p;_, and scale s;_1,
Output: Estimated target position p, and scale s;
Repeat:
Crop out the searching window in frame ¢ according to
(p¢—1, S¢—1) and extract features;
Compute the correlation map yt using R, to estimate the
new position py;
Build the target pyramid according to (p;_q,S;—1) and
compute the correlation map ys using R;
if [max(ys,) — max(ys;-1)| < &
Estimate the optimal scale s; using (3);
else

St = St-15
end
Updated Ry and R use (4) and (5);
Until End of the video sequences
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4 Experiments

4.1 Implemental Details

The main steps of the proposed algorithm are presented in Algorithm 1. We set the
regulation parameter of (1) to A = 10~*. The number of scale space in target pyramid is
set to S =21 with scale factor of 1.03. The learning rate in (4) is set to 0.01. The
threshold of updating target scale is set to & = 0.1. We run our implementations in
Matlab on HP OMEN 15-AX000 with an Intel 15-6700HQ 2.6 MHz CPU, 4 GB RAM
and a GeForce GTX960 GPU card. The GPU card is only used to extract CNN
features.

4.2 Comparisons with State-of-the-Art Trackers

We compare our tracker with top 5 state-of-the-art tracking algorithms that are pro-
vided in OTB-100 [5]. These algorithms can be divided into three typical categories,
(i) correlation tracker (CSK [6], KCF [7]), (ii) tracking by single classifier (MIL [13],
Struck [14]), (iii) tracking by multiple online classifier (TLD [15]).

Quantitative evaluation. Figure 1 and Table 1 presents the tracking results on
OTB-100. We highlight the best value in Table 1 by bold. Among all 5 trackers, the
KCEF tracker achieves the highest DP rate of 69.0%, OS rate of 54.6% and CLE of 44.6.
And our algorithm outperforms KCF with raises of 14.3% DP rate, 14.6% OS rate and
reduction of 21.2 CLE. Note that our tracker runs in a speed of 3.8 frames per second
on OTB-100 [5], because the forward propagation process of CNNs has a high com-
putation load.

Precision plots of OPE Success plots of OPE

—AST [0.833]
——KCF [0.690]
—Struck [0.640]
—TLD [0.597]
—CSK [0.521]
MIL [0.447]

— AST [0.692]
KCF [0.546]
— Struck [0.521]
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Fig. 1. Distance precision and overlap success plot over OTB-100 using one-pass evaluation
(OPE)

Table 1. Comparisons with the state-of-the-art trackers on 100 benchmark sequences

Ours |CSK [6] | Struck [14] | MIL [13] | TLD [15] | KCF [7]

DP rate (%) |83.3 |52.1 64.0 44.7 59.7 69.0
OS rate (%) |69.2 |41.7 52.1 33.5 50.2 54.6
CLE (pixel) |23.4 |305 47.1 72.1 60.0 44.6

SPEED (FPS) | 3.77|248 9.84 28.0 23.3 207
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Attribute-based evaluation. To further analyze robustness of the proposed algorithm
when tracking in various scenes, we evaluate the performance of our algorithm under
different video attributes and show the results in Fig. 2. As revealed in Fig. 2, our
approach outperforms other methods in all the six tracking challenges. Especially, AST
shows its great superiority when tracking the sequences with scale variation, motion
blur and illumination variation. The hierarchical features from CNN retain spatial
details and semantics, which are both useful for discriminating target from background
in fast motion and motion blur sequences. Meanwhile, target pyramid constructed
centered around the object effectively predict target scale and stable update strategy
helps to generate robust models in videos with scale variation.
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Fig. 2. Overlap success plots over six tracking challenges

Qualitative evaluation. We report tracking results of 5 sequences from 6 trackers in
Fig. 3. The CSK tracker learns a kernelized correlation filter for tracking, but the
intensity features make the tracker drift when target undergoes rotation, fast motion and
partial deformation (Toy, Tigerl, DragonBaby and Skiing). The KCF tracker improve
the performance of CSK by using HOG features, but HOG features cannot well dis-
criminate targets in cluttered background and fast motion (DragonBaby and Skiing).
The Struck method use structure output to alleviate sample ambiguity, but the HOG
features cannot handle large appearance changes and it does not perform well in
rotation, deformation and background clutter (Tigerl, DragonBaby and Skiing).
The MIL method use multiple instance learning to find positive samples to train the
detector. But the insufficient positive samples result in tracking drift caused by fast
motion, illumination variation and partial deformation (Toy, Car4, Tigerl, DragonBaby
and Skiing). Meanwhile, the TLD method cannot sufficiently exploit semantic infor-
mation and spatial details, and it prone to drift or even fail to re-detect when comes to
fast motion, deformation and partial occlusion (Toy, Tigerl, DragonBaby and Skiing).
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There are mainly 3 reasons why the proposed AST tracker performs favorably
against the other 5 algorithms. First, we exploit features from different CNN layers to
build a target pyramid. The hierarchical features retain both spatial details and semantic
information, which are both necessary for target description. Second, we combine
correlation tracking with scale changes to alleviate the stability-plasticity dilemma and
effectively improve tracking performance. Third, we stably update target scale to gain a
robust model and effectively alleviate tracking drifts. As a result, our proposed algo-
rithm effectively handle all the 5 videos.

le pa— |

AST === KCF CSK ====Struck messM[[[, ====TLD

Fig. 3. Qualitative results of AST, KCF [7], MIL [13], CSK [6], Struck [14] and TLD [15]
methods on five challenging sequences (Toy, Car4, Tigerl, DragonBaby and Skiing)

4.3 Component Analysis

We further implement three algorithms on benchmark dataset [16] with 50 videos to
demonstrate the effectiveness of the proposed algorithm. Except the AST, we generate
the ATCNN tracker training correlation filters for target location like AST but remove
the target pyramid. Also, we implement the ATHOG tracker training correlation filters
and target pyramid both using HOG features. The results are reported in Fig. 4.

As shown in Fig. 4, ATHOG preforms the worst among 3 trackers. Because the
target pyramid is constructed centered around the predicted target position, the effec-
tiveness of scale estimation does closely depend on the accuracy of target location.
And HOG cannot well describe target appearance in different scenarios. Compared
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with AST, the ATCNN tracker neglects target scale changes and trains correlation
filters with a fixed- size window. AST uses hierarchical CNN features generating target
models with the consideration of scale variation, raising the DP rate to 89.4% and OS
rate to 76.9%.

1 Precision plots of OPE 1 Success plots of OPE
—AST[0.894] [] \—AST [0.769]
0.8 ATCNN [0.877] 0.8 \ ATCNN [0.727]
—ATHOG [0.792] o \=—ATHOG [0.676]
§o06 S06
8 8
fo4 S04
»
0.2 0.2
0 0
0 10 20 30 40 50 0 0.2 0.4 0.6 0.8 1
Location error threshold Overlap threshold

Fig. 4. Comparisons of component effectiveness features

5 Conclusion

In this paper, we propose an effective algorithm for accurate scale-variable tracking.
The integrating of target location and scale estimation successfully alleviates the
stability-plasticity dilemma caused by scale variation. Meanwhile, scale models trained
by hierarchical CNN features remarkably improves the performance in tracking videos
with motion blur and illumination variation. Extensive experiment results on a
large-scale benchmark demonstrate the great success of the AST tracker.
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Abstract. As a high-resolution deep tissue imaging technology, photoacoustic
microscopy (PAM) is attracting extensive attention in biomedical studies. PAM
has trouble in achieving real-time imaging with the long data acquisition time
caused by point-to-point sample mode. In this paper, we propose a sparse
photoacoustic microscopy reconstruction method based on matrix nuclear norm
minimization. We use random sparse sampling instead of traditional full sam-
pling and regard the sparse PAM reconstruction problem as a nuclear norm
minimization problem, which is efficiently solved under alternating direction
method of multiplier (ADMM) framework. Results from PAM experiments
indicate the proposed method could work well in fast imaging. The proposed
method is also be expected to promote the achievement of PAM real-time
imaging.

Keywords: Sparse photoacoustic microscopy reconstruction
Real-time imaging + Matrix completion - Nuclear norm minimization

1 Introduction

Photoacoustic microscopy (PAM) has been considered as an effective tool for
high-resolution deep tissue imaging in biomedical studies, such as imaging of tumor
microenvironments, brain functions and gene activities [1-5]. In PAM, the lateral
resolution is defined by the overlap of both optical excitation and ultrasound detec-
tion’s foci, which are focused on the same spot, while the axis resolution is defined by
the acoustic time of fight. According to the sizes of optical excitation and ultrasound
detection’s foci, PAM is divided into optical-resolution PAM (OR-PAM) and
acoustic-resolution PAM (AR-PAM) [6]. In conventional PAM, the measured data X is
detected by point-to-point mechanical scanning of ultrasound and optical components
on the target surface to obtain high resolution of deep tissue. This sampling of PAM is
one kind of oversampling (Fig. 1(a)). More sampling points are necessary for higher

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 49-56, 2018.
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resolution. However, it leads to consuming more sampling time, larger data size and
more requirements for system hardware. The most common way to enhance the res-
olution is to improve the performances of objective and ultrasound transducer, which
will increase the system cost. For example, to increase optical numerical aperture
(NA) of objective can improve resolution for OR-PAM, but it also means that the
penetration depth will be decreased at the same time and the optical scanning devices
should have higher performance indexes [4, 5]. Thus, it’s significant for PAM to
improve the scanning speed with no influence to resolution under limited experiment
condition.

‘e i%e) 0"
O
O

)¢

Fig. 1. (a) Scanning path of the traditional full-sampling mode; (b) scanning path of the sparse
sampling mode

In many studies, it’s shown that most medical images are sparse by themselves or
proper transformation including photoacoustic images [7, 8]. The sparsity of photoa-
coustic imaging has been proven and fully utilized to obtain highest-resolution pho-
toacoustic image by the least amount of sampling data [9, 10]. In particular, the
application of compressive sensing (CS) technology in photoacoustic tomography
(PAT) has achieved remarkable success and received excellent experiment results [11],
but CS application in PAM is rare. What’s more, the conventional sampling of PAM is
one kind of oversampling. We can achieve fast data acquisition by decreasing mea-
surement numbers with sparse sampling method, whose scanning path is shown in
Fig. 1(b). In sparse sampling mode, the random sampling mask A can be generated if
sampling rate (SR) k and sampling point numbers m, n in direction of x, y respectively
are known. Here assume A € R™*" as a 0, 1 matrix, where 1 means the point’s data
needs to be collected while 0 means not. According to the sampling mask A, computer
can plan shortest scanning path to achieve sparse scanning and minimize sampling
time. Therefore, the sparse PAM measured data b € R? is defined as

by = X;;if Aj; =1, 1<i<m, 1<j<n, 1<I<p,p<m X n, (1)

where X € R™*" is final PAM image what we want to recover i.e. the measured data of
conventional PAM and A € R™" is sparse sampling mask.
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In this paper, we propose a method to solve a sparse photoacoustic microscopy
reconstruction problem, which is to acquire the real images from fast-scanning data, i.e.
recover PAM image X € R™*" from compressive measured data b € R”.

2 Method

According to sparse PAM reconstruction problem, we attempt to recover complete
matrix X € R"™*" from measured matrix b € R? which can be approximately regarded
as a part of X. It can be described as a matrix recovery problem, also known as a matrix
completion problem. Recht et al. proved that most matrices X € R"™*" which has
low-rank property can be recovered from b € R? if the entries of A are suitably random
e.g., ii.d. Gaussian [12, 15]. Fortunately, as a result that the low-rank property of
photoacoustic imaging has been verified in recent studies [13], sparse PAM recon-
struction problem can be transformed to the completion problem of low-rank matrix,
which takes low-rank property for a constraint. Thus, sparse photoacoustic microscopy
reconstruction problem is defined as:

min rank(X)

st AX) = b )

where X € R™" is the decision variable, A4: R"™" — R’ is the sampling map, and
vector b is measured.

Due to the problem (1) is a NP-hard problem in general, we can replace rank
(X) with the nuclear norm of X, which is the tightest convex relaxation of rank(X) [14,
15]. Approximating nuclear norm to the rank function, the problem (1) can be trans-
formed into the form as below [16]:

min || X,
SLAWJ) = b, X = I (3)

where [|X]],:= " 6;(X) is the nuclear norm of X which has r positive singular values

i=1
of 61>0,>...20,>0.
To solve the problem conveniently, the problem (3) is transformed to the form of

corresponding augmented Lagrangian function

Ly(X, J, %, ) =111 = e X = ) = EHIX = J[E - G, AW) = b)

4)
+ 2 140) - o3,

where x € R™*", j € R is the Lagrangian multiplier, and p; > 0 and p, > 0 are the
penalty parameters for the linear constraint.
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The solution can be obtained by solving the problem (3) under ADMM [17],
described as follows:

2
Xeor = argminl X, + X - Gt x| (5)
Jisr = argmin — (s, X = J) + S X = JE = G AV) - 0) o
+ 2140 - bl
X1 = X — )1 (Xer1r — Jet1),s (7)
Jest = jk = 72(AWUk+1) — b), (8)

where 7, and y, are the penalty parameters for the linear constraint.
Assume X € R™" and the SVD of X is X = UDiag(o)V’, U e R™, 6 € R’ ,
V € R, For any v > 0, the matrix shrinkage operator S,(-) is defined as [15]

. N i~ o=V, 0g—=v>0
S,(X) := UDiag(6)V", withg := {O, o, , 9)
Obviously, the closed solution of X-subproblem (4) can be described as
1
Jri1 = SL(J]( + ka).]k and x, (10)

. My

On the other hand, nothing the right value of J-subproblem (5) as f{J), a unique
solution of it can obtained by taking partial derivatives with respect to J, i.e.,
of(J)/oJ = 0, described as

(I + (A A = wXerr — xe — A (b + ji), (11)

where I is an identity matrix, and A" is the adjoint of .A. The linear operator equation
can be solved easily by the conjugate gradient method.

Based on the discussion above, we summarize the algorithm for sparse photoa-
coustic microscopy reconstruction problem based on matrix nuclear norm minimization
via ADMM in Table 1, where maxiter is maximum number of iterations, fol is ter-
mination criterion for iteration.

3 Experimental Results

In this section, experiment results on several PAM images for solving sparse PAM
reconstruction problem are reported, which show the efficiency of the proposed method
(Algorithm 1). In order to evaluate the performances of proposed method qualitatively
and quantitatively, four performance indexes are utilized. They are: peak signal-to-noise
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Table 1. Reconstruction algorithm based on matrix nuclear norm minimization via ADMM.

Reconstruction algorithm based on matrix nuclear norm minimization via ADMM
Input: b, u,, u,, %, ¥,,maxiter, tol, k=0, X, =0,J, =0,x, =0,/ =0

for k=0,1,...,maxiter
1. Compute X,,, via(9) withfixed J, and x, ;
2. Compute J,,, via(10) with fixed X,,,,
3. Update x, andj, withfixed J,,, and X,,,;
4.1f HXk+1 -X, H <tol, stop and return X

5. End if;
6. End for;
Output: X=X,

x, and

k+1 ;

ratio (PSNR), structural similarity (SSIM) index, relative error (Rerr) and mean square
error (MSE), respectively.

PSNR = 10+ logio : (12)
2
>0 (Xy — Yy)
i=1j=1
SSIM(X, v) = — Chakty + Clowr + C)
(ufz + w3 + C1)(og + o3 + C2) (13)
XK - x
Rerr = I ||2, (14)
1X1],
m n 2
ZI;(Xi' ;)
MSE = — 7 (1)
mn

where X is the approximate optimal solution of problem (3), i.e. restored image, and Y
is the reference image. uy, py are respectively mean of X and Y, ox and oy are
respectively variance of X and Y and oy is covariance of image X and Y. C; and C, are
constants to prevent denominator from being zero [18].

In our experiments, we obtain two groups of PAM images by full-sampling and
random-sampling PAM system. The first group is PAM images of mouse brain
(resolution: 211 x 211), whose sample rates (SR) are respectively 1.0, 0.6, 0.5, 0.4,
0.3, 0.2, 0.1; another group is of mouse ear (resolution: 954 x 954), whose sample
rates are same to the first group. Figures 2(a)-(d) and Figs. 3(a)—(d) show two groups
of typical experimental results from the method described above. The values of Rerr,
MSE, PSNR and SSIM obtained in different sampling rate by the proposed method are
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summarized in Table 2. As can be seen, when the sampling rate is 0.4, the recovered
images of both two groups have already having relatively good resolution. The PSNRs
between the recovered images and the reference images are over 40 dB and the SSIMs
are 1, which indicate the proposed method has a great effectiveness. It is also worth
noting that less sampling rate means less sampling time.

(@) (b) (©) (d)

Fig. 2. Results from mouse brain images. (a) Full sampling image. (b)—(d) Recovered images by
our method which sampling rates are 0.6, 0.4, 0.2, respectively.

Fig. 3. Results from mouse ear images. (a) Full sampling image. (b)—(d) Recovered images by
our method which sampling rates are 0.6, 0.4, 0.2, respectively.

Table 2. The results in different sampling rate by the proposed method

SR 0.6 0.5 0.4 0.3 0.2 0.1

Group 1 | Rerr 0.0379 | 0.0608 | 0.0927| 0.1340| 0.1930 0.3060
MSE | 0.0047| 0.0075| 0.0114| 0.0165| 0.0237 | 0.0376
PSNR | 47.3873 | 45.3329 | 43.5004 | 41.3871 | 40.3105 | 38.3176
SSIM | 1.0000| 1.0000| 1.0000| 1.0000 | 1.0000 0.9999
Group 2 | Rerr 0.0379 | 0.0608 | 0.0927| 0.1340| 0.1930 0.3060
MSE | 0.0112| 0.0150| 0.0263| 0.0493| 0.0944 | 0.1761
PSNR | 43.5818 | 42.3096 | 40.0256 | 37.1342 | 34.3135 | 31.6086
SSIM | 1.0000| 1.0000| 1.0000| 0.9998  0.9993  0.9970
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4 Conclusion

In conclusion, we present a sparse photoacoustic microscopy reconstruction method to
recover complete PAM images from parts of images. It aims to reduce data acquisition
time and reconstruct the real images from fast-scanning data from fast-scanning data.
An efficient matrix completion algorithm has been proposed to solve the associated
optimization problem. The results from PAM experiments demonstrate the proposed
method could work well in fast imaging, so we expect that the study can be applied in
actual operation and provide a way for the achievement of PAM real-time imaging. For
further study, the case that the image is not sparse at all will be considered.
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Abstract. Image segmentation plays an important role in the field of digital
production management. Image resolution is an important factor affecting the
size of its segmentation and segmentation efficiency, and the physical charac-
teristics of the image capturing device is another important factor. With
high-resolution segmentation algorithm in image segmentation, we often find
that the edge contour image segmentation is difficult to accurately determine,
more complex image arithmetic operation efficiency is not high and images
taken with a different device in response to segmentation algorithms are very
different. In this paper, the plant leaf image collected from different cameras was
used as the object of study, and the feature quantity was extracted. The
appropriate segmentation boundary was determined by cluster analysis. The leaf
image was pretreated with the resolution adjustment, and the leaf image was in
the appropriate segmentation feature range. After the clustering domain pro-
cessing of the feature range in this paper, it solves the problem that the real edge
of the leaf area information is too difficult to distinguish, and effectively solves
the problem of complex image algorithm and ordinary pc machine in the process
of complex image processing Efficiency issues. The appropriate segmentation
feature range of the devices is established for different devices, which effectively
solves the different response of different devices to the segmentation algorithm.

Keywords: Image segmentation - Resolution adjustment
Gray-level co-occurrence matrix - Clustering analysis

1 Introduction

Image segmentation is related to the resolution properties of the device and the image.
Under the condition of natural light, the result is different from the plant leaves under
different resolutions. In the field of image segmentation, the universality of a single
algorithm is higher, such as Otsu [1], Canny algorithm [2], watershed algorithm [3],
regional growth algorithm [4], mean drift clustering [5], Threshold [6], but when
dealing with the same or different devices under different environmental conditions, the
single segmentation operator is affected by factors such as physical condition, optical
radiation environment, image noise, image complexity, threshold selection and so on.
The image difference is mainly reflected in the complexity of the image, the resolution
and the size of the image memory, and thus make its image segmentation efficiency and
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effect are different. The complex composite algorithm effectively solves the influence
of factors such as image noise, complexity and threshold selection when image seg-
mentation is carried out. However, there is still no general segmentation algorithm for
image acquisition devices under different environmental conditions to solve all the
segmentation problems. And the existing segmentation algorithm is for different
specific environmental conditions, specific equipment and the subject of the segmen-
tation problem, so the division of the universal effect is low. With the improvement of
various segmentation algorithms, the universal effect and efficiency of the composite
segmentation algorithm for image segmentation of different specific subjects have been
improved, such as Wang et al. [7] proposed an adaptive segmentation algorithm OTSU
algorithm and Canny edge detection of plant leaf segmentation algorithm, you can get a
better segmentation contour effect, the success rate to achieve a higher. The success rate
is higher than the accuracy requirements, because in natural light conditions, the plant
blade environment is complex, resulting in high image complexity. Not only requires a
class of objects to accurately extract the edge, but also requires the algorithm. The
segmented object has a certain degree of adaptability, that is, the same segmentation
accuracy for objects with different environmental conditions. Dhalia Sweetlin et al. [8]
proposed a method for segmenting CT images of lung disease based on patient-specific
automated models, and also obtained a very high segmentation accuracy. However, this
article only studies the accuracy of segmentation without involving success rates.

At present, all kinds of algorithm programs can solve the problem of incomplete
and incomplete information when dealing with the complex images with high natural
light and high resolution. At the same time, complex images with large amounts of
information also slow down the image processing speed. So some scholars have made
improvements. Such as Kim et al. [9], Frucci et al. [10], Liao et al. [11], Wang et al.
[12], Zhu et al. [13]. In the high-resolution image segmentation, because of the large
amount of image information, the high complexity of the factors is not conducive to the
image of fast and accurate segmentation, but by adjusting the image resolution, Low
resolution conditions, making the texture structure changes, to avoid excessive divi-
sion, you can get the contours of the image, with better details to retain the charac-
teristics and better anti-noise performance, thereby improving efficiency.

Some scholars have studied the problem of poor efficiency of segmentation image
function algorithm in dealing with natural light image. Such as Moallem et al. [14],
Delibasis et al. [15], Huang et al. [16], Saksa et al. [17], Zhang et al. [18]. The use of
appropriate segmentation algorithm for a single device to obtain the image segmen-
tation, can get a better segmentation effect. But for many devices to obtain the image,
but rarely on the image segmentation effect is expressed. The study of multi-device
image segmentation involves accuracy, but the efficiency of image segmentation is
rarely mentioned. It can be seen that in the natural light state, the segmentation effi-
ciency of the same segmentation algorithm for multi-device is still urgent to be solved,
namely, the universality and efficiency of the algorithm. Natural light images of plant
leaf images, not only by its complex background, shadow, light radiation and other
factors, and different devices produce natural light conditions images, the same algo-
rithm for them also have very different segmentation effect. The same type of camera
and lens, because the impact of processing factors are not exactly the same, the imaging
can not be exactly the same, but more than the different models to be closer. Therefore,
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the same algorithm in the different equipment image segmentation must effectively
eliminate the impact of these factors, in order to make the image segmentation algo-
rithm universality and efficiency is improved. In this paper, the plant leaf images
obtained from three different cameras under natural light conditions are clustered
according to the classification boundary formed by the sample base, and then the
clustering is processed and then segmented to prove the versatility and goodness of the
proposed method. The efficiency of image segmentation.

Some scholars have studied the attribute adjustment of clustering data and the effect
of different clustering methods on clustering results. Such as Meged and Gelbard [19],
Dee Miller et al. [20], Ji et al. [21], Hong et al. [22]. For the clustering of attribute data,
the general research is to adapt the attributes by adjusting the algorithm, but there is
little research on the algorithm to adapt the attributes by adjusting the attributes. Our
approach is to adjust the raw data attributes so that the adjusted data can meet the
attribute requirements processed by the segmentation algorithm and generate new raw
data clusters. We have two requirements: 1. Attribute adjustment is appropriate;
2. Method adjustment appropriate.

For attribute data clustering, its attribute value, clustering algorithm will affect the
effect of clustering. Through the adjustment of the attribute value can make the effect of
clustering better, to achieve higher classification accuracy. Different clustering algo-
rithms often get different clustering results for the same data, and the clustering results
of the data can be obtained by comparing the different clustering algorithms. However,
there is little research on the relationship between image attributes and segmentation
effects and efficiency. In this paper, we find that the method can easily and effectively
judge the segmentation effect and efficiency, and adjust the image attributes to achieve
the purpose of improving the segmentation effect and efficiency. The research of this
paper focuses on the segmentation effect and efficiency of the different images obtained
by different devices in the process of plant leaf segmentation. When the complex image
is segmented by complex algorithm, the complex features of the image are complex
background, the leaf overlap, the difference between the veins and the leaf brightness,
and the leaf edge gradient change is not obvious, which causes the image foreground
and background separation difficult.

In this paper, a leaf adaptive image segmentation algorithm [7] is used to segment
the plant leaves collected by different devices under natural light, and the attribute
feature data are obtained. Through analysis, we select the three-dimensional feature
Quantity, memory ratio, unit pixel entropy ratio, energy than the characteristics of the
parameters of the amount of three-dimensional structure, on the basis of clustering. By
comparing the clustering boundary obtained by different clustering methods, the
optimal three-dimensional feasible domain boundary is selected. The boundary pro-
vides the basis for rapid classification of newly acquired image data and, on this basis,
performs resolution adjustment. So that different image sources and different resolution
images can be separated from the complete foliage edge contours, for the subsequent
plant leaf domain biological characteristics of identification, three-dimensional recon-
struction and other biomass calculation work pave the way. We apply the clustering
method to the image attribute data of different segmentation results, which proves the
simplicity and efficiency of the method.
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2 Method

2.1 Materials

As the different models and manufacturers of camera features may be different, so this
paper in the completion of the experiment used in the shooting equipment selected
three different manufacturers and different models of the camera, they are: 10 million
pixel CCD Nikon color camera, 2 megapixel CCD Canon color camera and 8 million
pixel CCD Sony color camera; use of these three cameras were in the same shooting
environment conditions collected plant leaf image.

In this paper, the quality of the image picture has a strict request, the camera
equipment to capture the image content to keep the natural, real and clear texture, the
actual life applications, the impact of camera image imaging factors are many, such as
outdoor light direct, Jitter, focal length adjustment, noise interference, overlapping
blade morphology and large reflection surface interference, so when shooting plant
leaves, to avoid the interference described above, select the appropriate natural light
shooting environment, try to ensure that the image clarity.

2.2 General Natural Light Image Segmentation Results

In the natural light condition, the plant leaf image collected in farmland has large
information volume, high resolution, complicated background, overlapping leaves,
poor leaf blade and leaf brightness, and no obvious change of edge gradient. The
background is difficult to separate. All kinds of segmentation algorithm to process the
segmentation of the contour is difficult to accurately determine the split efficiency is
poor. For the same object different devices to shoot the image of a large difference, and
the precise division, the different equipment, the efficiency of the division is also
different. So a single algorithm can not accurately segment the blade contour. Artificial
light adopts the adaptive binarization of the subject to obtain the binary map with small
amount of information, but it is not conducive to the analysis of biomass and other
plant image texture features. A large number of studies are now effective in solving this
problem. In this paper, a blade adaptive image segmentation algorithm is used, as
shown in Fig. 1. However, regardless of which kind of segmentation algorithm, will
face the natural light, plant blade image high resolution, segmentation efficiency is not
high, the difference between different devices caused by the impact of such issues.
Therefore, we analyze the feature quantity of the reaction image information to find a
solution to these problems.

Spatial Domain Processing Canny and Otsu segmentation
Pretreatment [—» Operators Based on > results of the alienation and [— Accurate leaf edge results
Functional Optimization morphological processing

Fig. 1. The introduction of adaptive image segmentation algorithm
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2.3 Analysis of Factors Affecting Image Segmentation

Itis found that the image equipment and image information content have a great influence
on the segmentation result, and it is necessary to carry out quantitative analysis.

2.3.1 Image Device on the Image Segmentation

The influence of image device and image information on image segmentation is as
follows. First of all, different models and manufacturers of different physical charac-
teristics of the camera, which CCD size, pixel size and processing accuracy, optical
lens construction and processing accuracy and so on factors will cause imaging dif-
ferences. Second, the same manufacturers of the same model of the physical charac-
teristics of the camera can not be exactly the same, can also cause imaging differences.
Again, the existing segmentation and other image algorithms and ordinary PC com-
puting power is limited. In addition, the large amount of information on the leaf image
is likely to cause the image processing function of the output is complicated, can not
determine the real edge of the blade.

These problems are bound to result in the existing segmentation program can not be
fully ideal for efficient and efficient segmentation. In this paper, the adaptive seg-
mentation algorithm is based on the natural light conditions of the blade segmentation
algorithm, the single blade of the success rate of about 70%. But the actual work of
different camera equipment found different resolution of the blade image segmentation
success rate is very different, but there are some centralized laws, as shown in Fig. 4.

In order to enable the segmentation algorithm to efficiently segment different
images and images of different devices under natural light conditions, it is necessary to
process the images taken by different devices so that they can be in an ideal divisible
Resolution domain and information domain, and establish the clustering and clustering
threshold of the domain. On this basis, it is necessary to determine the
three-dimensional boundary which is suitable for segmentation of different devices in
order to solve the above four problems.

2.3.2 Image Resolution on the Segmentation of the Impact

The resolution of the image affects the segmentation effect of the image. High-
resolution images are smooth edges, rich in detail and texture, giving a soft feel.
However, when the high-resolution plant leaves are divided, there is a problem that the
success rate of the equipment is high, the division time is too long, and the contour of
the appropriate division is obtained. The edge of the low-resolution image will have
obvious grain and jaggedness, the image’s sharpness is poor, affecting the quality of the
image. In the segmentation, + segmented contour is more smooth, loss of detail
information, can not be a good response to plant leaf area and so on.

Resolution Adjust the experiment to be used in the steps: First, the resolution
adjustment, access to different resolution images; Second, the image will be adjusted
after the split experiment; Thirdly, the clustering threshold of the feature quantity of the
image segmentation result of each experimental camera is analyzed.
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Fig. 2. The segmentation effect of the leaves taken by Nikon camera.

Table 1. The resolution range of single blade image which adapts segmentation algorithm.

Camera Image label Suitable for segmentation of Suitable for segmentation
equipment the resolution area of the pixel area

Nikon Nikon (221) |80 * 77-210 * 201 6160-42210

Canon Canon (15) 37 * 45-433 * 525 1685-227325

Sonny Sonny (37) 35 * 26-525 * 404 945-212575

Through the experiment shown in Fig. 2, the resolution of the vane image affects
the effect of dividing the edge contour.

Table 1 summarizes the range of suitable resolution and the number of suitable
pixels for the monolithic images nikon (221), canon (15) and sonny (37) from the three
camera devices.

Since each of the blade images has a different resolution domain that is suitable for
segmentation, the resolution of the resolution range of the 90 monolithic leaf image
samples of each group of camera devices is defined as the resolution spatial domain
library of the device.

Through the observation and analysis, we found that the characteristics of the
plant leaves obtained by different devices under natural light conditions also have
important influence on the segmentation of the images. The success rate of the different
resolution images obtained by different camera devices is very different. There are
some centralized laws, through the analysis of the amount of features, you can effec-
tively obtain the different camera equipment to capture the appropriate image of the
plant blade area.
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3 Image Feature Analysis

The energy of the image is the square sum of the elements of the gray covariance matrix.
It can measure the stability of the gray scale of the texture. The larger the value is, the
more stable the gray scale is, and the gray distribution of the image is more uniform. The
entropy of the image belongs to the inherent attribute of the image. Entropy can not only
reflect the density of the gray distribution in the image, but also reflect the spatial
characteristics of the gray spatial distribution. The resolution of the image, that is, the
resolution of the image, reflects the amount of information and detail stored in the digital
image, usually expressed in terms of the number of pixels per unit inch.

3.1 Feature Selection

The resolution of the plant leaves with different complexity obtained under different
natural conditions was analyzed. The resolution, pixel entropy, memory and gray
covariance were selected as parameters to study the suitable segmentation of plant
leaves.

3.1.1 Unit Pixel Entropy, Resolution and Memory

The higher the entropy of the image, the greater the detail in brightness and the
conversion, the need for higher compression; otherwise, you need less compression.
The unit pixel entropy reflects the size of the image on the unit pixel. Pixel is the
abbreviation of the image element. In the computer operation analysis, if the image is
magnified several times, the human eye can find that these continuous regions and
texture are concatenated by a lot of squares with similar color or similar color, Square
small area element is the smallest unit of pixels that make up the computer digital
image, the pixel is also called the pixel or pixel element, the pixel is the resolution of
the size unit. The larger the pixel, the higher the resolution, the clearer the picture, and
the larger the output photo size. The size of the memory of the image file is propor-
tional to the square of its image resolution, and the pixel of the image is proportional to
the resolution of the image.

In this experiment, the unit pixel entropy, pixel ratio and memory ratio of 90 single
leaf images of Nikon camera are used to obtain the ratio of the corresponding feature of
the corresponding image by adjusting the resolution to select the characteristic
parameter quantity suitable for clustering.

AN

Energy ratio
Memory ratio
Unit pixel entropy ratio

8 8

o 20 o 6 80 100 o 2 o & 50 100 o e “© © 0 100
Experimental order Experimental order Experimental order

Fig. 3. Ratio of parameters before and after compression taken by Nikon camera.
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As shown in Fig. 3, the abscissa order is sorted in ascending order according to the
pixel ratio of the image before and after the resolution is adjusted. The memory ratio is
proportional to the pixel ratio. The memory ratio and pixel ratio are independent of the
unit pixel entropy ratio.

3.1.2 Gray Covariance Moment

The gray-level co-occurrence matrix [23] can describe the texture by studying the
spatial correlation properties of the gray scale, and transform the spatial distribution
information of the gray level into texture information. Haralick et al. [24] proposed 14
methods of texture quantization based on texture features such as uniformity, energy,
variance, contrast, entropy, and inverse moment. In the boundary analysis, the energy
parameters are used to construct the harmonic function boundary. Therefore, the energy
ratio is chosen as the third dimension parameter.

3.2 Dimensional Space

Through the pixel ratio and the memory ratio of Fig. 3 is proportional to the ratio, with
the associated nature, so these two parameters can only choose a participant in the data
analysis; unit pixel entropy ratio is independent of the other two parameters. Therefore,
this paper chooses the memory ratio, the unit pixel entropy ratio, and the energy ratio as
the parameters to construct the clustering space.

Taking the Nikon camera as an example, the upper boundary vane image, which is
suitable for segmentation, is suitable for segmentation of the blade image, and the
resolution, unit pixel entropy of the image is extracted for each blade image and the
appropriate segmented upper blade image after adjusting the resolution. Energy, adjust
the resolution of these parameters and the appropriate division is the ratio of plant leaf
parameters, constitute a three-dimensional space, as shown in Fig. 4.

» Suitable for segmentation
10- * Upper Bound
Lower bound

Energy ratio
N B O

26”7 o0

Unit pixel entropy ratio Memory ratio
Fig. 4. Three dimensional data distribution map taken by Nikon camera.
4 Cluster Analysis
Cluster analysis itself is based on data to explore the data object and its relationship

information, and the data grouping. The objects within each group are similar, and the
objects between the groups are irrelevant. The higher the similarity in the group, the
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higher the heterogeneity between groups, the better the clustering. In general, the
clustering method is divided into hierarchical clustering method, hierarchical clustering
algorithm, density-based clustering algorithm, model-based clustering algorithm and
grid-based clustering algorithm. The clustering algorithm based on the partitioning
method requires the number of given clusters K, and the number of classes based on the
user-defined hope in the hierarchical partitioning method is usually the end condition.
The clustering algorithm based on density, the clustering algorithm based on the model
and the grid-based clustering algorithm can not determine the number of clustering
clusters in advance. The data studied in this paper are clustered by the upper and lower
bounds of the appropriate segmentation of the plant leaf image, and the number of
clustering clusters is known in advance. In order to obtain the most suitable segmen-
tation region, K-Means [25], BIRCH and K-Medoids were used for comparative
analysis.

4.1 Clustering Experiments

By analyzing the data in Fig. 4, it is found that the data space domain effect is ideal, but
the threshold of the appropriate segmentation space domain is obtained. Through the
calculation of clustering parameters, it is possible to obtain the appropriate spatial
domain parameters of plant leaves, which can give the threshold of quantization
adjustment resolution and other feature quantity.

The clustering analysis of the data points in the three-dimensional space is carried
out. The Nikon camera uses the k-means algorithm as an example to cluster the data
points of different colors respectively. Figure 5 is a Nikon camera three-dimensional
data clustering map. According to this can be summarized Nikon camera image
clustering data information, as shown in Table 2.
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Fig. 5. Clustering space of three dimensional data taken by Nikon camera (ASM ratio). (Color
figure online)
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Table 2. Three dimensional data clustering information by Nikon camera.

Clustering algorithm | Spherical
Suitable for | Upper bound | Lower bound
segmentation
K-Means Coordinates | 1.4073 0.3044 5.4744
0.6145 4.6680 0.1865
2.3564 1.7188 2.8003
Radius 1.07 4.11 3.20
BIRCH Coordinates | 1.6388 0.4364 8.9659
0.6603 9.0446 0.23
2.8889 2.1712 4.3599
Radius 3.55 9.12 6.32
K-Medoids Coordinates | 1.3769 0.3066 5.1053
0.6148 3.6632 0.1777
2.2725 1.6797 2.6835
Radius 1.05 3.29 3.11

Similarly, Canon and Sony camera image clustering of data information, as shown
in Tables 3 and 4.

Table 3. Three dimensional data clustering information by Canon camera.

Clustering algorithm | Spherical
Suitable for | Upper bound | Lower bound
segmentation
K-Means Coordinates | 1.2723 0.2567 4.7749
0.7913 6.4207 0.2667
1.9610 1.4624 2.3417
Radius 0.73 5.51 2.88
BIRCH Coordinates | 1.3633 0.2722 7.7996
0.8764 10.9753 0.3356
2.205 1.5037 2.4728
Radius 2.7 10.49 5.65
K-Medoids Coordinates | 1.2642 0.2724 4.3015
0.7911 4.8999 0.2560
1.9121 1.4253 22711
Radius 0.73 4.13 2.55
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Table 4. Three dimensional data clustering information by Sonny camera.

Clustering algorithm | Spherical
Suitable for | Upper bound | Lower bound
segmentation
K-Means Coordinates | 1.2548 0.2010 5.2534
0.8328 10.0731 0.2198
0.7834 0.6178 0.9291
Radius 1.94 9.29 2.35
BIRCH Coordinates | 1.4507 (0.2503 8.7385
0.8222 14.0611 0.2611
1.112 0.7685 1.3843
Radius 1.84 13.31 6.08
K-Medoids Coordinates | 1.2225 0.2089 49716
0.8390 7.3437 0.2151
0.7746 0.5997 0.8991
Radius 1.94 6.84 2.30

Through the data from Tables 2, 3 and 4, we can see the clustering results, and
provide the basis for improving the efficiency of blade segmentation.

(1) Through the analysis of the feature range, it is found that the leaf image has
different feature quantity attributes with its resolution.

(2) Different camera equipment its suitable segmentation threshold range is different.

(3) Through the analysis of the appropriate threshold of different equipment, you can
get the appropriate segmentation feature range of the device.

4.2 Clustering Results Analysis

Cluster analysis take Nikon camera as an example, select any single-leaf image, and
adjust it to the three resolution fields shown in Fig. 5. Then, the image data points
falling in the three clustering domains are selected, and their corresponding images are
segmented edge contours to obtain three leaf edge contours as shown in Fig. 6.
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Fig. 6. The segmentation effect of new leave image by Nikon, Sonny and Canon camera.
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From the edge of the camera segmentation effect, as shown in Figs. 5 and 6, the
main process and the results are as follows.

(1) The three different sets of original resolution images of different cameras through
the program automatically traverse cut to obtain a number of monolithic plant
leaves of the image;

(2) According to the proportion of adjustment rules, the different equipment of the
image group, adjust the resolution of the blade image and split its outline until the
appropriate segmentation of the blade contour;

(3) Filtering the feature quantity of the adjusted image, and obtaining the appropriate
resolution domain and the corresponding other feature range for each leaf image;

(4) For three-dimensional feature quantity clustering. The resolution field and the
feature range of each segment are clustered according to their segmentation
results. The image texture energy ratio of the gray level co-occurrence matrix
based on the image is used as the third dimension data volume of the clustering
space, and the three-dimensional data is clustered to obtain the appropriate seg-
mentation feature. The range of gravity and the clustering radius of the upper
bound of the feature quantity and the boundary of the appropriate segmentation
feature;

(5) The clustering of each group is taken into the intersection to obtain the appropriate
resolution of each device and the threshold of the eigenvalue clustering domain.

The resolution of the original image is adjusted by the clustering domain with the
resolution ratio and the eigenvalue ratio, and the edge segmentation is carried out,
which greatly improves the success rate and running efficiency of the existing seg-
mentation algorithm. But because of its part of the data can not distinguish between its
scope, therefore, need a reasonable boundary, in order to better define its appropriate
segmentation of the region.

5 Three-Dimensional Harmonic Boundary

Aiming at the attribution problem of sample data points in overlapping regions of
different camera clusters, this paper constructs the boundary function of overlapping
clustering space, and divides the clustering space. And the three-dimensional clustering
information of three camera devices is combined with Laplace equation and Gibbs free
energy to reconcile the boundary function of clustering overlapping region.

5.1 Harmonic Boundary Function

The harmonic function equation is a second order continuous derivative function
(which is an open subset) on the domain of the definition. The harmonic function
satisfies the Laplace equation, that is, satisfies the Eq. (1):

82f 82f 82f
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Equations (1) can also be written or, where the symbol is called the Laplacian
operator. The Laplace operator is defined as the divergence of the gradient and can
represent the transport of matter due to the uneven distribution of matter. On the
Riemannian manifold, the harmonic function has another definition. The Laplacian
operator is called the Laplacian-Drumm operator. In this case, the harmonic function is
satisfied.

Gibbs free energy is defined as:

G=U-TS+pV (2)

Where G is Gibbs free energy, U is the internal energy of the whole system, T is the
temperature of the system, S is the entropy of the system, p is the pressure, V is the
volume, and H = U+ pV is the enthalpy of the system. At room temperature and
pressure system, Gibbs free energy can be completely determined by the system’s
internal energy.

By constructing the surface satisfying the harmonic function Eq. (1), we can
determine the boundary between the “complete segmentation” and the “lower bound”
medium clustering domain. The Laplace pressure between the two clusters is used to
obtain the curve equation. Together, the formula for the Laplace pressure can be
deduced from the Young-Laplacian formula:

1 1
AP=Py, —Poy=7y— +— 3
in t /(Rl +R2) ( )

Where R; and R, are the radius of curvature and ) is the tension coefficient of the
surface. In general, the convex surface can be represented by a positive curvature
radius, and the concave surface is represented by a negative curvature radius. By the
definition of the surface tension coefficient, it can be seen that the surface tension
coefficient y can be obtained by the partial derivative of the area A of Gibbs free energy
G in the case where the temperature T and the pressure P remain constant:

= (ov),, “

The Gaussian free energy G of the sphere can be substituted into the Eq. (4) by
calculating the sum of the sum of the squares of the elements of the normalized image
and the second order moments in the angular direction. The curve equation fits the
desired set of points.

5.2 The Construction of 3D Boundary Function and the Correctness

The attribution of sample data points in overlapping regions of different camera clusters
requires the use of Gibbs free energy as the basis for constructing the harmonic
boundary.
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The two spherical domains are modeled into two different media, and the data
fitting points of the three cameras are obtained by calculating their free energy, and
then the harmonic boundary equation is found.

The steps to obtain three fitting points include:

First, calculate the Laplace pressure difference:

Gibbs free energy expression for the G = U — TS + pV, due to the system at room
temperature and pressure, so the free energy changes only by the system’s own energy.
The total value G; of the image energy value after the compression resolution of 90
data points in the “complete segmentation” sphere, the surface area S| of the “complete
segmentation” sphere, and the compression resolution of 90 data points in the “lower
bound” sphere The total value of the image energy after the value of G;, the “lower
bound” sphere surface area S,. The surface tension 7, and y, of “complete segmen-
tation” and “lower bound” are obtained by using the surface tension formula y = G/S,
then the difference between the energy per unit area of the “suitable segmentation” and
the “lower bound” cluster sphere is Ay = y; — y,. Into the formula (2) can be obtained
between the two spheres of the Laplace pressure difference AP;

Second, the boundary fixed:
The pressure difference is projected onto the two core wires, and the boundary
vertices of the harmonic function are obtained.

Third, calculate the two fitting points:
With the energy of the ball on the distance from the two spherical distance from the
farthest point as a fitting point.

Fourth, calculate the boundary parameters:
According to the vertex and two fitting points can be determined to determine the
center of the boundary and radius.

According to the above steps, the boundary functions are determined as shown in
Table 5.

The results show that the efficiency of the segmentation of the plant leaves in the
boundary is shown in Table 6 by analyzing the results of 90 suitable segmentation
resolution domains.

Through the above comparison, the boundary obtained by K-Means clustering
algorithm is the best, because the boundary obtained by this algorithm can adjust the
blade image segmentation.

5.3 Segmentation Success Rate of Three-Dimensional Limit Function

Under natural light, the obtained leaf image of the plant was selected and 30 leaflets
were selected for validation. The experimental flow is shown in Fig. 7. The efficiency
of the plant leaves before and after the adjustment of the equipment is shown in
Table 7. The results show that there is no adjustment of the resolution directly on the
split edge of the edge of the edge of the success rate is relatively low, the average
running time is longer.
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Table 5. Three dimensional harmonic boundary function.
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Clustering Camera Dimensional harmonic Domain
algorithm equipment boundary function
K-Means Nikon (x —0.25)* + (y — 4.87)° (419%x — 044 %y
+ (z — 1.69)> = 4.19* +0.46 x z — 24.66 <0)
(x— 5.6) + (y — 0.17)" (1.16 +x — 426 %y
+(2—2381) =329 +0.67xz—19.3 > 0)
Canon (x —0.14)* + (y — 7.05)° (113 %x — 625 %y
+(z— 1412 =6.112 +0.55%z+43.12 > 0)
(x—7.85) +(y + 0.19)° (6.58 xx —0.98 xy
+(z2—268) =6 +0.71 %z — 53.73<0)
Sonny (x — 0.18)% + (y — 10.28)° (108 xx — 9.45 %y
+(z—0.61)* = 9.3 +0.17 2+ 96.82 > 0)
(x— 537+ (y — 02) (4.11%x—0.63 xy
(093 = 236 +0.15 % 2 — 22.08<0)
BIRCH Nikon (x —0.33)% 4+ (y — 9.79)° (131%x—9.13 %y
+(z—211)2 =9.152 +0.78 xz+87.22 > 0)
(x = 9.75) + (y — 0.18)? (8.11%x —048 %y
(Z—452)2—6.382 +1.63+z — 86.42<0)
Canon (x = 0.23)2 + (y — 11.33)? (113 %x — 10.52  y
+ (z — 1.48)7 = 10.49° —0.73%z+4117.82 > 0)
(x — 8.34)% + (y — 0.3)? (6.98 xx —0.52 xy
+(z—2.5)2 — 5.682 +0.29 %z — 58.74 <0)
Sonny (x — 0.24)” + (y — 14.19) (121 %x — 1337 %y
+(z—0.77)* =13.312 +0.35 %2+ 189.15 > 0)
(x — 8.87) + (y — 0.25)? (7.42%x —0.57 xy
Yz 1. 39) — 6.092 +0.28 x z — 66.09 <0)
K-Medoids Nikon (x — 0'2) +(y— 3.96)2 (117 xx =334 %y
+(z— 1.62)7 = 3.44% +0.65*%z+11.95>0)
(x — 5.33)2 + (y — 0.15)2 (3.96 xx — 0.46 x y
o271 = 325 +0.44 %7 —222<0)
Canon (x —0.01)* + (y — 6)? (126 xx — 521y +0.62 % 2
+(z—1.29)* = 5.21° +30.48 > 0)
(x — 10.97)> + (y — 0.92)° (9.7 xx — 171 xy
+(273O6)2:9332 +1.15%z—111.53<0)
Sonny (x —0.16)* + (y — 7.64)* (1.06 % x — 6.8 x y
+ (z—0.59)> = 6.85 +0.18 xz+51.61 > 0)
(x = 5.19)% + (y — 0.18) (3.96 x x — 0.66 x y
(2_091) — 2322 +0.13 %z —20.56<0)
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Table 6. The correctness of the constructor.

Clustering algorithm | Camera equipment | Correct rate %
K-Means Nikon 92.22

Canon 97.78

Sonny 94.44
BIRCH Nikon 78.89

Canon 80

Sonny 77.5
K-Medoids Nikon 80

Canon 84.44

Sonny 58.89

Collect the original image of the plant
leaves

Traverse the original image of the cutting
blade to obtain a sub-region containing a
single leaf as the image to be processed

‘Whether the image to be processed is within
the appropriate resolution

Adjust the resolution -

l

Segmentation processing

\ 4

Whether the segmentation
can be perfect

Whether to complete all
the adaptation
traversal

Fig. 7. Flow chart of image resolution adjustment.
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Table 7. The segmentation efficiency changes between the leave images before and after the
characteristic parameters.

Camera Before adjustment After adjustment

equipment The rate of Time/m | The rate of Time/m
segmentation/% segmentation/%

Nikon 26.67 >20 73.33 1.14

Sonny 23.33 >20 66.67 1.26

Canon 33.33 >20 70 1.05

Collection of field plant Cutting single leaf Fllterl.ng 1mage
. : clustering feature
leaf images image .
quantity
Constructing Boundary Functions Segmentation of Three -
and Harmonic Interface Functions dimensional Spatial Domain

Fig. 8. The process of obtaining the spatial domain of image features and spatial resolution

6 Conclusion

In this paper, the plant leaf images collected from different cameras (Nikon, Canon and
Sony, respectively) were used as the object of study. After a large number of feature
information were extracted and sorted, the clustering analysis was carried out, and the
leaf image was pretreated by resolution adjustment. The image is in a reasonable
feature range based on clustering analysis. Which effectively prevents the computer
from consuming too much load operation. At the same time, it effectively solves the
problem that the real edge of the leaf area information is too large is difficult to
distinguish. After analyzing the feature area of different devices by clustering pro-
cessing of feature area, the appropriate segmentation feature area of each device is
established. And the image based on the domain is adjusted according to the feature
size of the image for efficient segmentation.

According to the above experimental and experimental results, the process of leaf
image feature and resolution adjustment is shown in Fig. 8.

According to the study of this paper, the resolution size is a factor that affects its
segmentation effect and segmentation time. Another factor is the physical character-
istics of the image capture device. In order to improve the segmentation success rate of
the program and improve the efficiency of the algorithm, this paper obtains the reso-
lution range of each device adapting to the algorithm by comparing the resolution of
different cameras and improves the success rate and efficiency of the algorithm. (Image
energy, entropy, moment of inertia, correlation), and select the appropriate parameters
to do the clustering analysis, to find out the resolution of the image (the number of
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pixels), the memory, the unit pixel entropy and the image grayscale covariance matrix
texture feature vector. The center of gravity of the clustering domain and the radius and
feasible domain, and the boundary of the resolution adjustment feature corresponding
to the segmentation algorithm for the captured image of the device is determined.
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Abstract. Traditional semi-blind channel estimator is based on eigen value
decomposition (EVD) or singular value decomposition (SVD), which effectively
reduces the interference through dividing the observed signal into signal sub-
space and noise subspace. Due to the large computation, Massive MIMO sys-
tems could not afford the cost of traditional algorithms in spite of the high
performance. In this paper, we propose a channel estimation algorithm based on
subspace tracking, in which the signal subspace is obtained by approximating
power iteration algorithm. Without sacrificing the estimation performance, the
complexity is greatly reduced compared with the traditional semi-blind channel
estimation algorithm, which improves the applicability of the estimator.

Keywords: Massive MIMO - Channel estimation + Semi-blind
Subspace tracking

1 Introduction

Massive MIMO technology greatly improves the system capacity and spectrum effi-
ciency [1-4] through installing hundreds or thousands of antennas at BSs. It has
become one of the key technologies of 5G now. The dimension of the channel state
matrix increases with the number of antennas, which results in higher requirements for
the channel estimation algorithm. Pilot contamination is particularly prominent in
Massive MIMO system, so it’s a serious problem to seek low complexity and anti-pilot
contamination channel estimation algorithm.

The pilot-based channel estimation algorithms can’t completely eliminate the
effects of pilot contamination [5-7], while full-blind or semi-blind channel estimation
algorithms don’t require pilots or transmit fewer short pilots, thus avoiding pilot
contamination. The subspace based channel estimation algorithm divides observation
signal into signal subspace and noise subspace, which effectively reduces the inter-
ference and obtains the excellent estimation performance. Ngo. B. Q proposed a EVD
based channel estimation algorithm to transform the channel estimation problem into
the problem of ambiguous matrix. Through the eigenvalue decomposition of the
received vector covariance matrix, the channel vector can be expressed as a corre-
sponding eigenvector multiplying a scalar ambiguous factor, and the ambiguous factors
constitute an ambiguous diagonal matrix [8]. The estimation performance and error

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 76-84, 2018.
https://doi.org/10.1007/978-3-319-73564-1_8
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term of EVD based algorithm are theoretically deduced and analyzed in [9], then the
generalized linear (WL) algorithm is proposed. Dr. Hu proposed a semi-blind channel
estimation algorithm based on SVD for Massive MIMO systems, like the method in
[8], singular value decomposition of the received vector covariance matrix is needed.
The ambiguity matrix of SVD based channel estimator is not a diagonal matrix, but a
square matrix, which reduces the error caused by the non-orthogonal channel [10].

EVD and SVD algorithm have a large computational complexity O(M>), where
M is the dimension of the received vector. When the number of antennas in the BS
reaches hundreds, the huge complexity of EVD or SVD based algorithm is unac-
ceptable in Massive MIMO systems. In this paper, a subspace tracking based channel
estimation algorithm is proposed, which uses the approximation power iteration
algorithm to obtain the signal subspace with fast convergence and low complexity, the
computational complexity to solve signal subspace of each iteration is O(MK?) using
API algorithm, FAPI algorithm needs only O(MK) operations for each update [11],
K is the number of users in each cell.

2 System Model

Consider a multiuser Massive MIMO system with L cells that share the same band of
frequencies, each cell contains K single-antenna users and one central BS equipped
with M antennas. The system works in time-division duplex, so the uplink channel
matrix is just the transpose of the downlink matrix because of the channel reciprocity.
We consider the uplink where the users in the system synchronously send signals to
BSs, the received signal vector at the BS of the jth cell can be expressed as

L
yj = +/Pu ZGlel =+ WJ (1)
i=1

1/2
G; = H;D}/ (2)

where x; is the transmitted symbols by the K users from the ith cell. p, is the average
power used by each user. Hj; is the M x K matrix of fast fading coefficients between

K users in the ith cell and the jth BS. D}/ ‘isaK x K diagonal matrix representing the

geometric attenuation and shadow fading, diagonal elements are [Dﬁ]kk: Bji-W; is
additive Gaussian white noise with zero mean and unit variance.

3 Traditional Semi-blind Channel Estimation

In this section, EVD and SVD based semi-blind channel estimator will be introduced.

3.1 EVD Based Estimator

The covariance matrix of the received vector y; can be expressed as
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L
R, 2E{yy;'} = pu Z H;D;Hjj + Iy (3)
i=1

The channel vectors are approximately orthogonal in the Massive MIMO systems.
multiplying (3) from the right by Hj;, then we can obtain

RyH;; ~ H;;(Mp,Dj; + Ik) (4)

When M trends to infinity, the columns of Hj; are approximately orthogonal, and
MpDj; + Ig is a diagonal matrix. So Eq. (4) can be considered as a characteristic
equation for the covariance matrix Ry, the kth column of Hj; is the eigenvector cor-
responding to the eigenvalue Mpf;; + o2 of Ry. Each column of Hj; can be expressed
as a corresponding eigenvector multiplying a scalar ambiguous factor, which is

- EVD
H

I

=U;C (5)

where U; is the M x K eigenvector matrix. Ambiguity matrix C is K-order diagonal
matrix, the ambiguity can be solved by using a short pilot sequence.

In practice, this covariance matrix is unavailable. Instead, we use the sample data
covariance matrix ﬁy as the estimate of Ry,

R H
Ry Dy (©)

The EVD-based channel estimation algorithm is as follows,

(1) Given the number of samples N, compute R,.
(2) Perform EVD of Ry, then obtain U;.
(3) Obtain the estimate C of ambiguity matrix using a short pilot sequence.

(4) Obtain the channel estimate as I:Ij];VD = U_,C

3.2 SVD Based Estimators

The channel estimation based on EVD algorithm utilizes orthogonality of the channel
vectors, However, the antenna number M in the actual system is not infinite, The
channel vectors are not perfectly orthogonal. The ambiguity matrix of SVD based
channel estimator is not a diagonal matrix, but a square matrix, which reduces the error
caused by the non-orthogonal channel.

The channel matrix can be expressed as

Hji = ﬁjiFi (7)
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where I'; € Cckxk represents the error between the real channel matrix H; and the
- L _ -
orthogonal channel matrix Hj;. Substituting into (3), then Ry = p, > HJ-,»AJ-,H;l + Iy,
i=1

where the k-order normal matrix Aj; = l"iDjil"? and its SVD form Aj; = Vii,-V?,
V; € CK*K is the left-singular matrix. Therefore, Ry can be expressed as

L
Ry = Du Z I:I],V,EZV?I:IJI:I + IM (8)
i=1

Ry is also a normal matrix and its SVD can be expressed as
H
R, = QZ,Q! ©)
where Q; contains M singular vectors; X; is a real diagonal matrix which contains

M singular values with descending order. Q; = [ ,Q"], where Qs € CM~K,

Qe CM*M=K) The columns of \/_H,ZV are the left-singular vectors that correspond
to the largest KL singular values of Ry. Assuming f;; > B, Q can be denoted as
Q= TM(HJJ+FJ)VJBJ.FJ = \/_OJV;l corresponds to the ICI in the received data
symbols, B; is a permutation matrix. Despite F;, we obtain

1
Q= \/—MHJjEj (10)

where E; =T ;leBj, ambiguity matrix E; is approximately a unitary matrix, the
estimate of E; can be resolved by pilot,

- 1 .1s
B =75 M

From (10) and (11), we obtain the channel estimate,

)"'Q (11)

IN SVD

=Q;(Q)"'H (12)
The SVD-based channel estimation algorithm is as follows,

(1) Given the number of samples N, compute Ry.
(2) Perform SVD of Ry, then obtain Q]S
(3) Compute the pilot-based channel estimate I:II.‘S

(4) Obtain the channel estimate as I:I;.V = QS(QS)H a>
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4 Subspace Tracking Based Channel Estimation

Although EVD and SVD-based algorithms effectively reduce the interference, but the
complexity is too large to apply to Massive MIMO system.

The subspace tracking based channel estimation algorithm is similar to the principle
based on SVD, except that the method of obtaining the signal subspace is different. The
algorithm steps are as follows,

(1) Given the number of samples N,.
(2) Obtain the signal subspace estimate Q]S using subspace tracking algorithm.

(3) Compute the pilot-based channel estimate I:IJ];S

(4) Obtain the channel estimate as I:I;.PCE = Q;(Q;)HI:I;S

4.1 API Subspace Tracking Algorithm

The approximated power iteration subspace algorithm is an improvement to the power
iteration algorithm. Firstly, we introduce the idea of the power iteration subspace
tracking algorithm.

The covariance matrix of the received vector y(n) can be expressed as

Ry(n) = > o "y(nyn)" (13)

m=—0oQ

where 7 is the forgetting factor. The covariance matrix can be recursively updated
according to the following scheme,

Ryy(n) = TRy (n — 1) +y(n)y(n)" (14)

Let the M x K orthogonal matrix Q(n) be transformed into the dominant subspace
of Ryy(n), then the compressed received vector r(n) = Q(n — 1)"y(n). The power
iteration method tracks the dominant subspace by the following compression step and
orthonormalization step,

Ry:(n) = Ryy(n)Q(n — 1) (15)
Q(n)¥(n) = Ry:(n) (16)

where W(n) a non-negative Hermitian matrix, and satisfying ¥(n)"¥(n) =
R, (n)"Ry.(n). If Ryy(n) remains constant and its first K eigenvalues are strictly larger
than the M-K others, the power iteration method converges globally and exponentially
to the dominant subspace.

By introducing the compensation matrix and the auxiliary matrix, the API algo-
rithm makes Q(n) and Ry, (n) independent recursive operations, and avoids the com-
plicated process of solving ¥ (n). The steps of the API algorithm are shown in Table 1.
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Table 1. API algorithm

Step ‘ Complexity
Initialization: Q(0) = [I; O(ar—x)xi] » Z(0) =L

FOR n=1,2, ---,N,

r(n) = Q(n — I)Hy(n MK

h(n) = Z(n — 1)r(n) K?

gn) = % 2K

e(n) =y(n) — Q(n — r(n) MK

O(n) = (L + [le(n)|g(m)g(n)") * M + O(K)
Z(n) =10(n)" (I — g(n)y(n)")Z(n — 1)O(n) " O(K?)

Q(n) = (Q(n — 1) +e(n)g(n)")O(n) MK* + MK
End

4.2 FAPI Subspace Tracking Algorithm

The fast approximated power iteration algorithm optimizes the solution process of the
compensation matrix, thus speeding up the convergence. The steps of the FAPI
algorithm are shown in Table 2.

Table 2. FAPI algorithm

Step Complexity

Initialization: Q(0) = [I; Oy—k)xk) , Z(0) = Ik

FOR n=1,2, ---,N,

r(n) = Q(n — 1)"y(n) MK

h(n) = Z(n — )r(n) K?

&(n) = [ly(m)*=r(m)* M+K
£ (n) K

o) = 1+ 2(m)[gn) [+ /1 + () [g(n)

n(n) = 1—9(n)|g)| !

r'(n) = r(n)n(n) + g(n)d( 2K

W (n) =Z(n — 1)"'r (n) K?

o(n) = 2 (Z(n — D)g(n) — W (n)"'g(m)g(n) | K*+3K

Z(n) =L (Z(n— 1) — g ()" +s(n)g(n)") |2K*

e (n) =y(m)n(n) —Q(n— 1)r'(n) MK +M

Q(n) = Q(n — 1) +¢€/(n)g(n)" MK

End
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4.3 Complexity Analysis

API algorithm has a computational complexity MK> + O(MK) for each update, FAPI
algorithm needs only 3MK + O(M) operations for each update. The number of samples
is N, the complexity to obtain K x K-dimensional signal subspace based on different
algorithms is shown in Table 3.

Table 3. Algorithm complexity

Algorithm | Complexity

SVD OWM?) + N, M?
APL-CE | N,MK* + N,OMK)
FAPI-CE |3N,MK + N,OM)

Obviously, the FAPI based channel estimation algorithm greatly reduces the
complexity of the SVD based algorithm, and the simulation analysis based on the
subspace tracking channel estimation algorithm will be introduced in the next section.

5 Simulation Results

Let M = 128, K = 4, L = 3. The large scale fading of the main cell take the random
value of 0.6-1, and the large scale fading of the adjacent cells take the random value of
0.1-0.4. The modulation mode is BPSK. The estimation accuracy of the various
algorithms is measured by the normalized mean square error (NMSE), which is defined
as follows,

ES 2

H-H
{ 2||F (10)
H][g

NMSE =

where H is the channel estimate of H.

The simulation results of the channel estimation algorithm based on subspace
tracking are shown in Fig. 1, and the performance curves of EVD and SVD are also
given for comparative analysis.

As the simulation shown, the API-CE and FAPI-CE channel estimation algorithms
approach to the estimation performance of the SVD-based algorithm, and outperform
the EVD-based algorithm. When SNR is 10 dB, the performance of the proposed
algorithm is improved by nearly 10 dB compared with EVD algorithm. With the
increase of SNR, the estimation accuracy of the proposed algorithm is higher, but the
performance of EVD algorithm is not improved significantly because of the
nonorthogonality part of the channel vectors.

As shown in Fig. 2, with the increase of antenna number, the estimation accuracy
of API-CE and FAPI-CE algorithm both improve. When M grows from 100 to 300, the
NMSE curve decreased significantly, the main source of error at this time is the channel
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Fig. 1.
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Fig. 2. NMSE versus M for Eb/NO =5 dB, k =4, L = 3, Nd = 100.

nonorthogonality. When M is 300 to 500, the decrease of NMSE is gentle, the main
factor that limits the performance is the error between the sample data covariance

matrix and the real covariance matrix.

6 Conclusion

In this paper, we propose a channel estimation algorithm based on approximation
power iteration subspace tracking. The computational complexity to solve signal
subspace of each iteration is MK> + O(MK) using API algorithm, 3MK + O(M) using
FAPI algorithm. The proposed channel estimation algorithms approach to the esti-
mation performance of the SVD based algorithm, and outperform the EVD based
algorithm in terms of the normalized mean square error, while greatly reduce the
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computational complexity. As the number of antennas increases, the estimation
accuracy of API-CE and FAPI-CE algorithm improves. Therefore, the low complexity
subspace tracking based channel estimation algorithm is very suitable for Mas-
sive MMO systems.
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Abstract. Downlink multi-user shared access (MUSA) is a non-orthogonal
multiple access scheme (NOMA) based on the traditional power domain
superposition and uses a mirror constellation to optimize the modulated symbol
mapping of the paired users. In this paper, bit error ratio (BER) performance of
MUSA with successive interference cancellation (SIC) is investigated in a
cellular downlink scenario over Rayleigh fading channel. Firstly, we elaborate
downlink MUSA system based on NOMA and spreading sequences in detail.
Then, we compare the BER performance of MUSA with pure NOMA under
different power allocation schemes. On this basis, we further study the system
average BER performance in downlink MUSA and NOMA with respect to the
power difference of the users, respectively. In addition, BER performance of
MUSA with different spreading sequences is evaluated. Finally, the simulation
results show that MUSA with appropriate spreading sequences is able to obtain
better BER performance than NOMA under the same simulation conditions, and
areasonable power allocation is the key to improve BER performance of MUSA
and NOMA.

Keywords: MUSA - NOMA - SIC - BER performance - 5G communication
Rayleigh fading channel

1 Introduction

The rapid growth of wireless communication technology and smart Internet of Things
(IoT) brings many challenges to the fifth generation (5G) mobile communications, such
as higher user experience rates, higher spectral efficiency, higher connection density,
and lower handover latency, etc. To meet these requirements, enhanced or innovative
technologies are required. A promising technology which can increase the system
throughput and provide massive connections is non-orthogonal multi-user super-
position and shared access among the potential candidates. Non-orthogonal access
enables several users to utilize time and frequency resources through simple linear
superposition or power domain multiplexing. At present, the non-orthogonal access
schemes proposed by the industry and academia mainly include sparse code multiple
access (SCMA) [1] technology based on multi-dimensional modulation and sparse
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code spreading, patterning division multiple access (PDMA) [2] based on
non-orthogonal feature pattern, non-orthogonal multiple access (NOMA) [3—11] based
on power superposition, and multi-user shared access (MUSA) [12, 13] based on
complex spreading sequence and enhanced superposition coding, etc.

In the past, the performance of NOMA has been evaluated in many research works.
In [3], the authors discussed the outage performance and the ergodic sum rates of a
downlink NOMA with randomly distributed users. The authors in [4] considered the
outage probability and the ergodic sum rates of a NOMA based relay cooperative
communication networks over Nakagami-m fading channels. For instance, the authors
of [5] have provided an analysis of NOMA performance gains from both link-level and
system-level perspectives. It has been shown that NOMA can provide higher gains
compared to OFDMA. In [6], system-level throughput of a NOMA which assumes
proportional fair based radio resource allocation and uses a successive interference
canceller in the cellular downlink have been studied. In order to study a more realistic
analysis of SIC in downlink NOMA, the study in [7] has given the numerical results in
terms of BER when the receiver uses both perfect and imperfect SIC. In [8], a NOMA
constellation rotation scheme has been proposed to enhance the link-level performance
for NOMA with ML receiver, and the symbol error rate (SER) simulations have been
conducted. For uplink NOMA, the authors in [9] proposed an uplink NOMA strategy
that removes the resource allocation exclusivity to achieve higher capacity and pro-
vided the link-level performance evaluation in terms of BER. The work in [10] ana-
lyzes the uplink spectral efficiency of NOMA in Rayleigh fading environment. An
uplink power control scheme has been developed for NOMA to achieve diverse arrived
power in [11]. The outage performance and the achievable sum rate for the scheme
proposed in this paper have been theoretically analyzed. Additionally, MUSA scheme
has been first proposed in [12], and the authors studied the link-level and system-level
performance in terms of block error rate (BLER) compared to orthogonal systems.

In this paper, we focus on downlink MUSA over Rayleigh fading channel with two
goals. The first is to compare BER performance of MUSA with NOMA in a two users
scenario when they use different power allocation strategies, and then investigate the
relationship between BER performance and users’ power difference. The second is to
evaluate BER performance of MUSA using various spreading sequences in the
downlink scenario. The numerical results derive that MUSA outperform NOMA in
terms of BER performance under the same conditions.

2 System Model

2.1 Basic Notation

Consider a downlink transmission scenario in which a base station (BS) serving
M randomly distributed single-antenna users, U,,, withm € M = {1, ..., M}. And we
assume the total available transmitted power of the base station is P and the power
allocation coefficient for m-th user is c,,, with Zme y ¢m = 1. The channel between the
user and the BS can be described as independent and identically distributed (i.i.d.)
Rayleigh block flat fading with additive white Gaussian noise (AWGN) which is a
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random complex variable with zero mean and o2 variance. The channel coefficients and
gains can be denoted by #,, (for BS — U, link), and |hm|2, respectively. According to
the Rayleigh fading property, h,, can be written as h,, = v,,/ \/W , where v,, is the
small-scale Rayleigh fading gains with v,, ~ CN(0, ¢2), d,, denotes the distance
between the BS and m-th user and o denotes the pass loss factor. Without loss of
generality, we assume that 0 < || < |hp|* < --- < |h,|* and the power allocation
coefficients should satisfy ¢y > ¢, > -+ > cpy.

2.2 Principle of Downlink NOMA

The BS can make multi users share the same radio resources, either in time, frequency
or code via the NOMA scheme, which uses superposition coding at the transmitter and
SIC at the receiver. Based on the protocol of NOMA, ransmitted signal from the BS
can be given as xNoma = Zf‘il \/ciPx;, where x; denotes one information bit for m-th
user. Therefore, the received signal at m-th user can be written by

M
YmNoMA = hy, Zi:l ViPx; + npy, (1)

Where n,, denotes the Gaussian noise at receiver. SIC will be carried at m-th user
receiver and the user can decode the information bits for i-th user with i < m. As a
result, the user can remove all inter-user interference from the weaker users and its
achievable data rate is given by

cmP|hm|2
Ryunoma = log| 1 + 2
' P|hm|22?im+lci+0% ( )

2.3 Principle of Downlink MUSA

NOMA scheme based on power superposition allows the BS send a linear superpo-
sition of multi user’s data flows directly in the power domain by using the same
time-frequency resources. A reasonable power allocation strategy and user pairing
should be considered to achieve good performance but a wrong choice of power
allocation scheme will lead to greater multiple access interference. In order to make the
SIC process at the receiver more robust, complex spreading sequences are used in
downlink MUSA to ensure low correlation among users and improve system
performance.

According to the principle of MUSA, the BS will send Xyysa = Zf‘il VeiP(xiw;),
where w,; « 1, denotes a short normalized complex spreading sequence with the size of
L for i-th user. Therefore, the observation at m-th user is given by

YmMUSA - h Z Vct xlwl) + ny (3)
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Similarly, each receiver also employs a SIC technique and the achievable data rate
of m-th user is given by

cmP|hm|2||Wm||2
Ryumusa = 10g<1 + i 5
Plh|™ 32 41 cillwill” + o3

2
log (1 + bl ) (4)

P|hm|2 E?imH Ci +‘7;21

In Fig. 1, a more specific transceiver structure for the BS to m-th user link is
illustrated. And the detailed step descriptions are provided as follows.

Stepl: The information bit flow I; for i-th user is encoded using a turbo code with
code rate R, and the output of encoder is coded bit vector IC;; « n), where
N denotes the length of IC,,,.

Step2: IC; is modulated by a QPSK modulator, generating the modulated symbols
vector ICM[(] x N/2).

Step3: ICM, is spread with a short complex spreading sequence W, x 1), pro-
ducing the spread symbols vector ICMS; « nr/2).

Step4: ICMS,; is transmitted over Rayleigh fading channel.

Step5: At the receiver side, linear detection and SIC are used to decode the
information bits for m-th user and the vector form of the received signal is
given by

Fuwusa = hu Y o VGPICMS; + (5)

H ENC ’L—>{ QPSK Modulator

Linear SIC

Detector Receivel

I
\4'>{ ENC ’&‘_.’ QPSK Modulator

c, P

Fig. 1. Downlink MUSA system structure

3 Detection and Spreading Sequences

Compare with the spreading sequences used by traditional direct sequence CDMA, the
modulated symbols of users are spread by specially designed complex spreading
sequences which can promote the implementation of robust SIC. Additionally,
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detection algorithm at receiver is the key to ensure the good performance of downlink
MUSA. This section is dedicated to the details of the complex spreading sequences
design and minimum mean squared error based on SIC (MMSE-SIC) algorithm.

3.1 MMSE-SIC

One way to boost the performance of SIC receiver is to use in conjunction with liner
detection algorithms such as zero forcing (ZF) and MMSE. For MMSE algorithm, the
optimization goal is to minimize the mean squared error between the estimated values
of transmit data based on received data and the target data, and the filter coefficient
matrix of the linear detector can be described as following

Wamse = (H'H + ¢°1)'H” (6)

In addition, the SIC receiver performs data detection in descending order of users’
signal to interference plus noise ratio (SINR). For the sake of analysis, the matrix form
of Eq. (5) can be further expressed by

mMUSA—Z VeiPhy( W x ICM;) + N

(7)
= Zi:l H; x ICM; + N

Where H; = \/c,-Ph,,,wl.T is the equivalent channel coefficient matrix of i-th user.
The steps of MMSE-SIC in downlink MUSA are summarized in Algorithm 1.

Algorithm 1 MMSE-SIC detection in downlink MUSA (for BS—m-th user link )
1: Initialize k, m, i, number of users M, SINR of i-th user SINR;, detection coefficient matrix
of i-th user &, ID of user with maximum SINR j<0,estimated value of j-th user’s modulated

symbols leVl ; and information bits i ; » encoding and modulation operator Q(.), de modula-

tion and decoding operator Q”'(.), set of user IDs U={1,2,...,M}.
2:while j=m do

e g LN
3:VieU, compute &, =(H; Hi+o’l)” H:, SINR = :

IHP 3 &P +N,
keU k=i

4:Search user ID with maximum SINR, m;z;({S[NR[} =SINR;,jeU

5:Compute ICM; =& R, 545 I,=Q'(Ic™m,)

6:Update R, \iusa =R, vusa nfc,PHm(W/. xQ( 1)), U=U-{j}
7:end

A

8 I« 1,

A

9:Return: 1

m
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3.2 Spreading Sequences Design

The complex spreading sequences used by downlink MUSA is the same as that used in
uplink MUSA. The design of short complex spreading sequences can not only achieve the
low correlation between the user data but reduce the complexity of transceiver. The
complex spreading sequences consists of a series of complex values in which the real and
imaginary parts are taken from the same set including multiple real numbers. The available
number of g-ary complex codes with the code length of L is ¢*“. For instance, the complex
spreading sequence constellations with ¢ = 2 and ¢ = 3 are shown in the Fig. 2, and each
complex value of the spreading sequences corresponds to the point on the constellations.

) 1 )
1 O
. -1 e
(@) (b)

Fig. 2. Complex spreading sequence. (a) g = 2. (b) ¢ = 3.

4 Numerical Results

For the sake of simplicity, numerical results are provided to explain the BER perfor-
mance of downlink MUSA and NOMA in a two users scenario. In addition, we assume
that UE, is the near user, UE, denotes the far user and power allocation difference
between UE; and UE, is AP = ¢, — ¢;. The detailed parameters of simulation are
summarized in Table 1.

Table 1. Simulation parameters

Parameters Assumptions

Coding scheme Turbo coding with code rate 1/2

Modulation scheme QPSK

spreading sequences PN codes, binary and tri-level complex spreading sequences
Transmitted power P=1

Power allocation scheme | Fixed power allocation algorithm, ¢; + ¢, = 1

Channel condition Non-frequency selective and slow fading Rayleigh channel, o = 2
Antenna configuration 1Tx, 1Rx

Channel estimation Ideal

Cellular radius Rp <30 m

Receiver MMSE-SIC
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Figure 3 demonstrates the BER performance of near user with different power
allocation schemes in downlink NOMA and MUSA. And the length of tri-level
complex spreading sequence used in MUSA scheme is 4. As expected, the BER
performance of MUSA is better than NOMA under the same conditions. Interestingly,
the BER performance of NOMA becomes better firstly and then turn into worse with
the increase of c¢;, because BER of UE; is jointly decided by ¢; and AP., BER of
NOMA decreases with the increase of UE;’s power when c is less than 0.25, but when
the c¢; is greater than 0.25, the power difference becomes smaller, which makes
cross-correlation between users larger and results in higher bit error rates. However, the
complex spreading sequences are used in MUSA to ensure the low cross-correlation
between users so good BER performance is able to be obtained even if AP is small.

103 —%— NOMA, ¢ =0.2
—o— NOMA, ¢,~0.25
—— NOMA, c]:0,3
—<q— NOMA, ¢=0.35
— 3 — MUSA, ¢ =0.2
ot E| ¥

— + — MUSA, ¢,=03
— & —MUSA, ¢ =035

1
— © — MUSA, ¢ =0.25
1
1

105 | | | | 1 I 1 I
0 1 2 3 4 5 6 7 8

SNR(dB)

Fig. 3. BER performance comparison of UE;.in downlink MUSA and NOMA

For a clearer explanation of the results in Figs. 3, 4 shows the relationship between
the system average BER performance and the power allocation difference in downlink
MUSA and NOMA scenario, respectively. And we assume SNR at UE; side is 12 dB
and SNR at UE, is 8 dB. From the numerical results, it can be showed that the trend of
system BER curves go down at first and then rise as well as UE, and the performance
of UE, becomes better continuously with the increase of AP. The reason is that AP is
the main influencing factor of UE;’s BER performance when AP is small, but ¢,
becomes the main influence when c; is small enough. Additionally, BER of NOMA
and MUSA becomes almost the same when ¢, is extremely small. Therefore, rea-
sonable selection of power allocation scheme for downlink MUSA and NOMA is
significant to gain good BER performance.

Figure 5 compares the BER performance of UE1 in downlink MUSA with various
lengths of binary complex spreading sequences. As can be seen, the BER performance
of receiver with different lengths binary spreading sequences are almost the same when
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the size of sequence is more than 8. However, BER performance is improved as the
sequence length increase when the length of binary spreading sequence is less than 8. It
is because longer spreading sequences can guarantee lower cross-correlation between
users so that superior BER performance can be obtained by using longer complex
spreading sequences when the length of sequences is not very long.

10° T T T : : : : T T
—E—NO]\/[A,U'E1
_g_NOMA,UE2
—+— NOMA,System
1oL b — & ~MUSAUE, 3
— & —MUSAUE,
— + — MUSA,System
2 _i )
102 3
. +
5 QRS
M b
10° F o) E
\
|
\
104 F 3
\ ©
o ¥
1075 L L L L | | \ L L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
AP

102

BER

107

4 —¥— Binary codes,L=2
107 f | —e— Binary codes,L=4
—+—— Binary codes,L=8
—+H&— Binary codes,L=16

10 ] | ! | | | i i
0 1 2 3 4 5 6 7 8 9 10 11

SNR(dB)

Fig. 5. BER performance of MUSA with different code length
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As shown in Fig. 6, BER performance of downlink MUSA with various kinds of
spreading sequences such as PN codes, binary complex spreading sequences and
tri-level complex spreading sequences. We can find that complex spreading sequences
are used in downlink MUSA, especially tri-level spreading sequences, can obtain better
system BER performance compared with the PN codes. Because the cross-correlation
between complex spreading sequences is lower than PN codes.

102

BER

103

4 L 4
10 —3¥—— PN codes,[=2
—©6— Binary codes,L=2
—+— Tri-level codes,L=2

oS b_
o 1 2 3 4 5 6 7 8 9 10 11 12

SNR(dB)

Fig. 6. BER performance of MUSA with different spreading sequences

5 Conclusion

In this paper, we have first proved that downlink MUSA can achieve better BER
performance than NOMA over Rayleigh fading channel. Additionally, we have shown
that system BER is a concave function of power difference in downlink MUSA and
NOMA with two users, therefore the power allocation scheme should be chosen
carefully to ensure their performance. And we have found great performance can be
obtained by utilizing tri-level complex spreading sequences in downlink MUSA
compared with binary PN codes. However, analysis for error propagation of SIC
receiver and implementation complexity of MUSA is subject to further study.
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Abstract. Recently, there is an increase interest in location sharing
services in social networks. Behind the convenience brought by location
sharing, there comes an indispensable security risk of privacy. Though
many efforts have been made to protect user’s privacy for location shar-
ing, they are not suitable for social network. Most importantly, little
research so far can support user relationship privacy and identity privacy.
Thus, we propose a new privacy protection protocol for location sharing
in social networks. Different from previous work, the proposed proto-
col can provide perfect privacy for location sharing services. Simulation
results validate the feasibility and efficiency of the proposed protocol.

Keywords: Privacy protection protocol - Location sharing
Wireless social network

1 Introduction

Social networks are widely used for various applications. With the ubiquitous
use of mobile devices and a rapid shift of technology accessing to social networks,
people are able to exchange real-time information such as idea, current status
and location with their friends conveniently. With the wide spread of GPS and
Mobile Internet, mobile social network applications such as Weibo and Twitter
with location-based service (LBS) are very popular.

Location sharing services which helps people to share their locations with
their nearby friends is one significant building block to implement LBSs over
social networks. However, behind the convenience brought by location sharing
in social networks, there comes an indispensable security risk of privacy. Most
location sharing applications need update user location information to provide
better services despite the possibility of user privacy violation [1]. The leak of user
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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identity and location information will increase the risk of adversary tracking the
daily life of the user or will receive customized advertisements which is unwilling
or even revealing his private activities such as visiting a bank or going to a
hospital [2].

Privacy protection for location sharing services over social network [3-7] has
received much attention in recent years. However, they are not suitable for social
network. Furthermore, little research so far can provide identity privacy, location
privacy and user relationship privacy at the same time.

In order to deal with the above challenges, we propose a Privacy-preserving
Protocol for location Sharing in social networks (PPS). Different from existing
work, the proposed protocol can support perfect privacy for location sharing
services in social networks.

The rest paper is organized as follows. Section2 introduces the system.
Section 3 proposes PPS, the privacy-preserving protocol in detail. The simu-
lation results are given in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 System Initialization

The system consists of Location Server (LS), mobile users and Social Network
Server (SNS). In order to protect the user privacy, the user identities, relationship
(also known as users friends list) and locations are separately stored in SNS and
LS. Thus, LS cannot infer the users relationship and user identity while SNS
cannot obtain the users current locations. Specifically, we make the following
configuration of the three components.

— Each user, say v generates his own public/private key pair (puk,, prk,). The
public key puk, is shared with LS and SNS. In addition, v shares its symmetric
key sk,, named ‘friend key’ with his friends.

— SNS is pre-loaded a hash function H, a public/private key pair (pukg, prks)
and a bloom filter BF'. SNS shares its pukg with all the registered users and
LS. The hash function H is used to compute the real/fake location tags and
fake IDs. We use BF to conceal the user relationship.

— LS is pre-loaded its asymmetric key pair (pukr,prkr). Then, LS shares its
public key, say puky with SNS.

3 Privacy-Preserving Protocol

A privacy-preserving protocol, named PPS is presented for location sharing ser-
vices in social network. The purpose of PPS are (a) to manage users’ relationships
and user identities by SNS while proting users’ locations from; (b) to manage
users’ locations by LS while preventing users’ identities and user relationships
from inferring by LS. Specifically, PPS includes three processes: user registration,
location management, nearby friends query.
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3.1 User Registration

Before using the location sharing service, a mobile user, say v has to register at
the SNS. Then, SNS stores vs personal profile and his friends’ information into
SNS. The user registration process is as follows:

(a) User v sends a registration request to SNS.

(b) SNS replies a message <M R, ID,,puks> to v, where MR is the message
type field, 1D, is the unique ID generated for v by SNS.

(¢c) v sends the message <M R,puk,, F'S,df,,ds,> to SNS, where FS =
{ID, ;|1 < i < M} is the set of v’s friend. M is the total number of vs
friends. ID,,; denotes the ID of vs i-th friends. ds, stands for the distance
within which v would like to share his location with strangers. df, is the
distance within which v would like to share his location with his friends.

(d) v exchanges his friend key with each of his friends.

(e) SNS inserts v’s friend information F'S and his personal profile into user
information table (as can be seen in Fig. 1) and friend information table (as
can be seen in Fig. 1) respectively.

User ID User fake ID User ID Friend ID

ID: FID: ... IDv PIDv, 1
- e IDv PIDv,2
— Dy FIDv
I —T IDvy

Fig. 1. Data storage structure of SNS.

3.2 Location Management

Once a user moves to some new place, he has to submit his location into LS.
Take note that the user doesnt want to send his real location directly to LS as
LS can infer his identity through his sensitive location or his path.

In order to update the wusers location privately, v firstly sends his
encrypted location spot other than his real location [, to SNS, where spot =
Epukr (lv, Esk, (1,)). Then, SNS anonymizes the vs identity. Finally, in order to
hide vs location, SNS generates k-1 fake locations and sends k locations to LS.
Particularly, k—1 fake locations are randomly generated which are far away from
v and scattered throughout a large area, say the city. Take note that since each
location update relates with a new and different fake ID, the location informa-
tion table in LS cannot meet the storage requirement resulted by the infinitely
increasing location updates. Thus, LS deletes old entries from the location infor-
mation table after a period of time. Specifically, this sub-protocol performs the
following seven steps.
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Once v moves to a new place [,, v sends SNS a location update notifi-
cation message <MU, spot,t, sig,>, where MU, spot, t and sig, stand for
the message type, encrypted location, timestamp and signature respectively.
Specifically, spot is of the form Epyx, ({y, Esk, (lv)). The timestamp is used
to defend against replay attack. The signature is of the form E,,, (ID,,t).
SNS verifies the signature sig,.

SNS generates a unique fake ID, FID, = H(ID, & t.) for user v, where ¢,
denotes the current time.

SNS generates k — 1 scattered fake locations randomly which are far away
from v.

SNS generates k location tags, {tag;|]1 < i < k} which is used to identify
real location from fake ones. If tag; = H(ID,), the location related with
tag; is real. If tag; = H(ID, @ 1), the related location is fake.

SNS sends the message <MU, FID,, {spot;, tag;|1 <i<k},df,,ds,,t, sigs>
including k locations to LS, where spot; and tag; are the i-th loca-
tion and its corresponding location tag respectively. Specifically, spot; =
Epui;, (loci, Egk, (loc;)) and sigs = Eprig (FIDy,t).

By decrypting {spot;|1 < ¢ < k} from the received message, LS obtains k
locations {(loc;, Esk, (loc;)|1 < i < k}.

3.3 Nearby Friends Query

In order to query the users friends nearby in a privacy-preserving way, the fol-
lowing steps are performed.

v sends the request message <M NFQ,1D,,t,sig,> to SNS, where MNQF
denotes the message type field.

SNS verifies the signature sig,,.

SNS generates the bloom filter BF' including vs friends information.

SNS sends the query message <M NFQ, FID,, BF,t,sigs> to LS.

LS retrieves k locations of FID,, say {l;|1 <i < k}.

For each location, say [;, LS finds v’s friends around [; through BF and
obtains the set N;. Each element of N; has the form (FID,, Es , (L), tag,)
satisfying that the distance between [,, and I; is no more than min{df,, df, }.
LS sends all its nearby friends <M NFQ, FID,,{N,;|1 <i < k},t,sigr.> to
SNS, where sigr, = Eppi, (FIDy,t).

SNS removes the element with fake location from N;.

Considering the false positive results resulted by the bloom filter, SNS has to
remove the strangers from N, according to vs friend information table (see
Fig. 1). Then, SNS can obtain the real friends set N, .

For {N; |1 < i < k}, SNS replaces each fake ID with real ID and obtains
N, = {IDj, Es,;(l;)|1 < j < q}, where q is the number of vs nearby friends.
SNS sends IV, to v.

v decrypts NV, and obtains the real locations of vs nearby friends.
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4 Simulation
Since mobile devices are much more resource constrained compared with wired

device, we examine the acceptability and feasibility of PPS on mobile devices.
AES and RSA are chosen by us for symmetric cryptography and asymmetric
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cryptography respectively. All simulation is executed on Huawei NEM-AL10
smartphone running Android 6.0 operation system.

Figures 2 and 3 show the average execution time for data decryption by AES
and RSA respectively. It is observed from Fig.2 that AES takes more time for
decryption as the users nearby friends increases. We can also observe that even
though there are as many as 30 friends around the user, no more than 35ms is
needed by AES. Obviously, it is acceptable for current mobile devices. Similarly,
we can see from Fig. 3 that the time RSA takes for decryption grows with the
increasing number of the user’s nearby strangers. When the number of strangers
around the user is as many as 30, the time cost for RSA is less than 300 ms
which is acceptable.

5 Conclusion

In this paper, we firstly propose a privacy protection protocol for social net-
work location sharing services (PPS). Extensive experimental results demon-
strate that, different from previous research, not only execution is possible but
also convenient on the mobile device that requests location sharing over social
network.
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Abstract. Wireless localization has become a key technology location based
services, and the non-line-of-sight (NLOS) propagation is one of the most
important error source in the localization. Therefore, this paper defines a novel
algorithm residual error (ARE) in NOLS environment, and estimates the posi-
tion of mobile station (MS) by minimizing this ARE, where the quadratic
programming is employed to solve the minimization problem. The simulation
results show that the proposed algorithm produces significant performance
improvements in NLOS environments.

Keywords: Wireless localization - Non-line-of-sight error
Algorithm residuals - Quadratic programming

1 Introduction

The wireless localization technology is one of the key techniques in the future internet
of things, and therefore has attracted widely attentions. For example, in early 1990’s,
the FCC announced emergency call standard which requires a localization accuracy
within 125 m [1]. So far, the localization parameters usually utilized the time-of-arrival
(TOA/TDOA), angle-of-arrival (AOA) and received-signal-strength (RSS) or other
information [2-5], and the positioning algorithms might include CHAN algorithm,
Taylor series method, FANG algorithm, Friedlander algorithm, spherical interpolation
algorithm (SI) and SX algorithm [6-10]. However, in non-line of sight (NLOS)
environments, these previous algorithms could not achieve good performance, since the
NLOS error in a real-world cellular network may approach 500-700 m. Meanwhile,
the NLOS error cannot be statistically modeled. Therefore, the NLOS error suppression
had become one of the key issues to the practical localization applications.

There are three kinds of NLOS mitigation methods. The first attempted to accu-
rately model the NLOS environment, followed a position estimator exploiting this
model [11, 12]. However, it is difficult in practice to obtain an accurate model to
describe the complicated NLOS propagating environments. Thus, this kind of method
was difficult to be widely used. The second kind of algorithm identified the NLOS base
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stations (BS), and then employed only the LOS BSs to estimate the MS position
[13, 14]. Such algorithms required a certain number of LOS BSs, but the NLOS BS
identification performance could not be controlled, resulting in the positioning per-
formance degradation sometimes. The third class of algorithm tried to weight the
ranging measurements or intermediate estimations, and the weights were usually
derived from the geometric and algebraic relationship between the BSs and the MSs
[15-17]. The advantage of this kind of algorithm was that the MS could always be
positioned, while its disadvantage was the limited estimation accuracy.

In order to tackle the above issues, this paper defines a novel residual error, i.e., the
ARE, and then an optimization model is constructed. In detail, the optimization objective
function is defined as the residual error of two conventional algorithms, and the constraints
come from the relationships between measurements and corresponding true distances.
Finally, a quadratic programming is employed to solve the optimization problem and
achieve the position estimation. Computer simulations show that the proposed algorithm is
superior to conventional localization algorithms in NLOS environments.

2 Range Based and Range-Inverse Based Localizations

Let (x;,y;) and (x,y) denote the coordinate of the i-th BS and MS, we have the BS-MS
distance as

r= =5+ — ) (1)
After some mathematical transformations, we rewrite (1) as
1P —K; = —2xx —2yy+R (2)

where K; = x? +y? and R = x* +y?. Equation (2) can be written in the matrix form, i.e.

P = AX (3)
r% - K, 2x1, 2y, —1
7‘% - K2 2)C27 2))27 -1 X
where P = . , A= . , X= |y
: . R
r]zv — KN ZXN, 2yN, —1

It is easy to derive the least squares (LS) solution from (3)
X = (ATA)'ATP (4)

Next, we define the reciprocal of r;, i.e.
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Squaring both sides of (5), we have

R — ! 6)
! K,’ — inx - 2y,y +R

After some maths operations, we have
R’K; — 1 = (2x:x — 2y;y — R)R? (7)

Similarly, we can turn (7) into a matrix form, namely

Y =CX (8)
RIK; — 1 2xiR}, 2yR}, —R}
RK> — 1 20R:,  2mRi, R} x
where Y = . ,C = . JX= |y
: : R
R2Ky — 1 2R}, 2R}, R}
Thus, the LS solution can be found as
X =(C'Cc)"'cTy 9)

3 The ARE Based Localization Algorithm

As said in Sect. 1, this section will detailed introduce the ARE based localization by
utilizing the quadratic programming model, where the objective function, the con-
straints and the final optimization problem are investigated next.
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Fig. 1. Positioning results for different algorithms
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3.1 The Object Function

In the NLOS environment, the above two position estimates will be different, which
indicates that the residual error of different positioning algorithms is reasonable.
Figure 1 shows that when the BS number is five, the above two position estimates, i.e.,

X, = X and X, = X, will deviate from each other significantly. Accordingly, we can
define an object function based on the ARE as

F(v) = norm(P(X; — X,))? (10)

1 00
01 0

between the range inverse and its true value can be written as

where norm(e) represent the l,-norm and P = [ ] Moreover, the relation

R =R, (11)

where o; represents the scaling factor. Then, formula (7) can be rewritten as
RizK,» — cxlz = (2xx — 2y;y — R)Ri2 (12)
From (12), we have the LS solution as
X, = (c'c) 'c’(c—v) (13)

where B = [R}Ky, R3K», - -, RyKn]", v = [0}, 03, -, 03]". Similarly, the range based
position estimation can be rewritten as

X, = (ATA)'ATY = (ATA) 'AT(Tv - Y) (14)

where T = diag{r?,r3,---,r3},Y = [K,Ks,---,Ky]". Finally, the objective func-
tion (10) can be rewritten as

F(v) = norm(P(ATA)'AT(Tv — Y') — (CTC)'CT(B —v))) (15)
Next, we can turn the location estimation into an optimization problem, i.e.,

minimize F(v) (16)

3.2 The Constraints

The constraint is the rule that object parameters need to follow, and the optimization
algorithms is to meet these constraints and find an expected value of the objective
function to achieve the optimal solution. The proposed algorithm present in this paper
has two main constraints, the first one derived from [15].
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At first we should ensure the lower bound of vector v

Vmi“ - [o{%,min’ OC%,min7 T OC2N,min] (17)

L”'d__df Jj#£iL,je[l,N]i€ [I,N}}. Note L;;,i # j refers the dis-

tance between the i-th BS and j-th BS, and max{e} denotes the maximum element of a
vector (or set). Finally the first constraint can be expressed as Viin <V < Vi with
Vi = [1,1, -+, 1]".

The second constraint comes from a fact that in the NLOS environment, the dis-
tance between MS and BS must be smaller than the measured distance. Hence, the MS
must lie in the public areas, namely the feasible region. This constraint can be written
as

where o; min = max{

ﬁ g DmEaS (18)
norm(X — BS;) rn
~ norm(X — BS;) 3
where R = . s Dieas =
norm(X — BSy) r;zv

3.3 The Optimization Problem

According to Sects. 3.1 and 3.2, we can put the NLOS weight search into an opti-
mization problem as follows

min  F(v)
subject  to
{ Vmin S v S Vmax (19)

R S DH'IELIS

Equation (19) can be solved by quadratic programming [18], and by substituting
obtained vector into (10), we can obtain the optimal MS position estimate.

4 Simulation and Analysis

This paper exploits the classical BS topology as (0, 0), (v/3r,0), (@ 3r), (— @,%r)
and (—+/3r,0), where r denotes the radius of a cellular cell, 1000 m in our study. In
simulations, the measured noise will be modeled as a zero-mean Gaussian noise with
its standard deviation of 10 m if unspecified. By contrast, the NLOS error cannot be
accurately modeled, thus it is assumed as a uniformly distributed random variable
ranging from 0 to MAX [19]. In addition, there are four algorithms compared in
simulations, including the proposed algorithm, the CLS algorithm [20], the LLOP
algorithm [21] and the TS-WLS algorithm [19].
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4.1 Effects of NLOS Error

Figure 2 shows the NLOS error effect on the accuracy of tested algorithms, in which
the MS is located in [400, 400]. From Fig. 2, we clearly see that all algorithms will
produce higher RMSE with rising NLOS errors. Although the proposed algorithm
differs from the CLS algorithm trivially for MAX less than 300 m, the performance
advantage of the proposed method is obviously for a larger NLOS error scenario, i.e.,
MAX > 300 m.
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4.2 Effects of the BS Number

Figure 3 shows the effects of BS number under the typical seven-BS topology, where
the maximum value of NLOS error is 400 m and the MS randomly distributed within
the cellular cell. From it, we explicitly find that the increase of BS number has
improved the accuracy of all algorithms. It is also easy to see that for the proposed
algorithm and CLS algorithm, they produce similar performance so long as the BS
number is less than five, while the proposed algorithm significantly outperforms the
CLS method with a higher BS number. From Figs. 2 and 3, the performance order of
above algorithms must be, the proposed algorithm > CLS > LLOP > TS-WLS.

4.3 Effects of the LOS-BS Number

Figure 4 shows the effects of different LOS-BS numbers. As can be seen from this
figure, the increasing LOS-BS number will increase the accuracy of the proposed
algorithm. For instance, when the LOS-BS number is 1, the probability of accuracy of
120 m is 85%, but when the number reaches 2, the probability is 92%.
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In summary, the proposed algorithm is superior to the traditional location algorithm
on accuracy, and the increase of the BS number will make accuracy of the proposed
algorithm increase significantly. Simultaneously, since the LOS-BS will narrow the
scope of feasible region, it also improves the accuracy of the proposed algorithm.

5 Conclusions

The NLOS error is a key and difficult point in wireless localization. Therefore it is
important to study the localization under the NLOS corrupts. In this paper, we propose
a new concept of residual error based on the positioning difference of different local-
ization algorithms, and then we employ the optimization theory to reach a NLOS
suppression localization, in which the estimation model is transferred into an optimum
weights search. The quadratic programming is exploited to solve it and significantly
improves the performance. Simulations prove that the proposed method is superior to
some conventional algorithms.

Acknowledgement. This paper is sponsored by National Natural Science Foundation of China
(Grant No. 61601409 and Grant No. 61471322).
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Abstract. With the development of information technology and the
rising of demanding for location-based services, indoor localization has
obtained great attentions. Accurate estimation of Angle of Arrival (AoA)
of signals make it possible to achieve a high precision location. So as
to resolve multipath signals effectively and then extract AoA of the
direct path, in this paper we first use the existing three-antenna commer-
cial Wi-Fi Network Interface Card (NIC) to collect radio Channel Fre-
quency Response (CFR) measurements and then jointly estimate AoA
and Time of Arrival (ToA). Second, we propose a sensing algorithm to
distinguish Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS) propaga-
tion and therefore obtain finer localization. Our experiments in a rich
multipath indoor environment show that the AoA-based the proposed
localization system can achieve a median accuracy of 0.8 m and 1.3m in
LoS environment and NLoS environment, respectively.

Keywords: Indoor localization + Wi-Fi - CFR -+ AoA

1 Introduction

Recent years have witnessed a great interest in developing indoor localization
system that can enable clients to navigate indoor spaces. Location-based service
has become more and more important with the rapid development of Internet
of Thing (IoT) and smart home. Outdoors, users can share a robust and accu-
rate localization from Global Positioning System (GPS) and BeiDou Navigation
Satellite System (BDS) while indoor localization is unavailable since signals of
satellite are faded severely due to obstacle. Thus, providing a high accuracy
indoor location is significant important.

Many high accuracy indoor localization systems have been developed
recently, such as radio frequency identification (RFID) [1], RSSI based, and
AoA based. RFID is limited by power and can only be used for short-range
localization. Fingerprint based localization system in WLAN is labor and time
consuming. At the same time, this system is difficult to deploy since they require
@© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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an expensive and recurring fingerprinting operation when there are changes in
the environment. AoA of multipath computation with conventional MUSIC algo-
rithm [2] requires that the antenna number must greater than multipath compo-
nents. But typically in an indoor environment there are around 6—8 significant
reflectors [3], so it is impossible for current commodity Wi-Fi device. Indoor
localization using AoA based on WiFi signal is a well studied problem and there
are many prior works in AoA. Niculescu and Nath [4] emulate AoA-based local-
ization in an ad hoc mesh network. AoA has been proposed in CDMA mobile
cellular systems, especially as a hybrid approach between AoA and TDoA [5],
and also in concert with interference cancellation and ToA estimation [6]. Pat-
wari and Kasera [7] propose a system that uses the channel impulse response
and channel estimates of probe tones to detect when a device has moved, but it
does not address localization problem. Geo-fencing [8] utilizes directional anten-
nas and a frame coding approach to control APs indoor coverage boundary.
SpotFi have been proposed in [16] to obtain centimeter-level localization, but
the coherent signals are not considered.

In this paper we propose a novel indoor localization system that can be
deployed on commodity Wi-Fi infrastructure. The system incorporates spatial
smoothing algorithm that can accurately estimate AoA of multipath components
even when the access point (AP) has only three antennas. Then, we use clustering
algorithm to classify multipath components in indoor multipath environment.
After that, we use weighting factor to identify the direct path among multiple
paths, moreover we can discern identify LoS and NLoS propagation. Finally, the
target can be localized by least squares (LS) algorithm with several direct path
AoA.

The organization of this paper as follows: the system design is presented in
Sect. 2. Our experimental evaluation is presented in Sect.3. Then, we conclude
this paper in Sect. 4.

2 System Design

In this section, we detail three techniques: super-resolution AoA estimation algo-
rithm, direct path identification and propagation recognition algorithm. The
super-resolution AoA estimation algorithm mainly solves the problem of limita-
tion of the number of physical antennas by using a spatial smoothing technique,
and then we can realize precise AoA estimation of indoor multipath signals with
commodity AP equipped with only three antennas. The direct path recognition
algorithm uses the AoA and ToA computed by the super-resolution algorithm
to classify the path with clustering algorithm and then selects the direct path
by means of weighting analysis method.

2.1 Channel Model Description

The Wi-Fi signal in 802.11n standard use orthogonal frequency division mul-
tiplexing (OFDM) modulation. OFDM is an encoding method using multiple
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carriers and widely used in wireless communication. It divides the channel into
many orthogonal sub-channels in the frequency domain and then transmit data
with subcarriers in parallel. For OFDM modulation signal, channel frequency
response (CFR) can be used to describe the channel parameters including atten-
uation and delay of multipaths. It can be denoted as

YV (e?) = H (/) X (/) + N (1)

where Y (ej “’) and X (ej“’) are the received and transmitted signal in frequency
domain, respectively. H (ejw) denotes CFR, N denotes white Gaussian noise.
At the transmitter, the original data is converted into symbol sequence and
inverse fast Fourier transform (IFFT) algorithm is used to realize the orthogonal
subcarrier modulation and the cyclic prefix is added to the radio frequency (RF)
emission. At the receiver, the frequency conversion of the RF signal is carried out
first, after removes cyclic prefix fast Fourier transform (FFT) algorithm is used
to demodulation the orthogonal sub-carrier. Next, system carries on channel
estimation according to the incoming leading signal (Pilot), the obtained value
is the CFR measured value for each sub-carrier. According to the IEEE 802.11n
standard, the 40 MHz bandwidth uses 114 subcarriers, and the corresponding
subcarrier measurements are outputted during signal processing.

2.2 Super-Resolution AoA Estimation Algorithm

MUSIC algorithm [9] requires that the number of array antennas is greater than
the number of multipath components or the signal and noise subspace cannot be
separated. Moreover, the performance of MUSIC algorithm degraded severely
in indoor environment because of the signal subspace diffusing into the noise
subspace when the source is coherent.

Super-resolution AoA estimation algorithm uses spatial smoothing technol-
ogy to create a virtual antenna array. The CFR in different subcarrier is writ-
ten as

K
CFR[f,] = Zake*j%(foJrnAf)‘rk (2)

k=1
where K is the number of propagation paths, «y is the complex attenuation
of the k** path, 7, is the time delay of the k" path, and f, = fo + nAf is
carrier frequency of subcarrier, Af is the subcarrier spacing. We implemented
our system on Intel 5300 commodity Wi-Fi card, which can measure CFR at 30
of the subcarriers while data is sent on 114 subcarriers for 40 MHz bandwidth.
We assume there are K paths arriving at receiver, so CFR measurement

matrix of 30 subcarriers on three antennas can be expressed as follows:

H=[hi1,....hanhon,.o o han, o b, harn] (3)
where hy, ,, is the CFR of n'" subcarrier at m!antenna. And then, H is given by

H=AX+N (4)
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where matrix N is additive white Gaussian noise of zero mean and covariance
9 . - T

g IMN can be write as N = [TLLl, -..M1.30,M2,1,---M2,30,M3,1, - - - ?13,30] s and

attenuation coefficient vector X is given by

X = [0, 0, ... ak]” (5)
The matrix A is a steering matrix which can be written as:
A =la(01,m1),a(02,72),...,a(0k, )] (6)
where a (6, 7) expressed as:
a(0,7) = a1 (0,7), a0 (0,7) ... cm (0,7)]" (7)

where o, Ok, ) = [0m1 Ok Tk) s -+ -, Qmon (Gk,Tk)]T is the steering vector of
the k*" subcarrier at m'" antenna, a, , (0, 74) = 727N =D AfTe+d(m—1)sin b, /2]
and Af is subcarrier frequency spacing, 7 and 6 are the TOA and AOA of the
kth path, respectively, d is antenna spacing.

The covariance matrix of measured CFR is given by

R=E{Hx H'} (8)

where ()T represent the transpose-conjugate operator. A prior work [17] has
noted that the minimal eigenvectors are orthogonal to the steering matrix A.
So, the spatial spectrum of multipath components, which respect to AoA and

ToA is written as: )

oM (0,7) ExExta 0,7)

where E is the noise subspace eigenvector of covariance matrix R.

MUSIC algorithm can determine AoA only when the received signals are
incoherent with each other. But the received signals include many coherent sig-
nals that can degrade the performance of MUSIC in indoor environment. Prior
work [16] propose a novel method to get several dependent snapshots by recon-
structing CFR measurements, but the coherent signals are not be considered. In
order to decorrelate the coherent signals, we propose a two-dimensional spatial
smoothing algorithm.

Indeed, one could check that the total number of overlapping subarrays is
equal to Ly x Ly, where L1 = M — Mg, + 1 and Ly = N — Ngup+1. The CFR
measurement Ngup1 = 2 and Ngype = 15, and therefore a total of Ly x Lo = 32
subarrays. The 2D spatial smoothed covariance matrix is given by

— 1

9)

Pmusic =

. . . vi=m.. My 1
where R,, ., is the CFR covariance matrix of subarray {(z,j)};f: N b’fnnil .
, =n...Ngy

Plug Eq. (9) into MUSIC algorithm to estimate each path AoA and ToA.



116 7. Tian et al.

%107 %107
3 8 0.14
0.04
2 2 0.12
0.035
o1 003 21 o
3 3
&0 0.025 8o 0.08
< <
© 002 © A 006
0,015 0.04
2 -2
0.01 002
3 -3
-50 0 50 -50 0 50
AoA (degree) AoA (degree)
(a) with no decorrelate. (b) with decorrelate.

Fig. 1. (a) Plots the AoA and ToA of five coherent signals in typical algorithm and
(b) plots the AoA and ToA of five coherent signals in spatial smoothing.

Simulation results are presented to show the validity of 2D spatial smoothing.
Simulations have been done with M = 3 antennas and N = 30 subcarriers.
The antenna spacing d is half a wavelength. The subcarrier spacing is chosen
1.25 MHz and carrier frequency is 5.2 GHz.

We have fixed s = 5 coherent signals, where there corresponding angles and
times of arrival are (61,71) = (—10°,20ns), (62,72) = (20°,40ns), (03,73) =
(40°,801ns), (04,74) = (—50°,100ns), (65,75) = (—30°,60ns). Figurel shows
the determine result of no spatial smoothing and spatial smoothing. It is shown
that the 2D spatial smoothing technology can accurately estimate AoA and ToA.

2.3 Identifying Direct Path AoA

Phase Correction: In multipath propagation indoor environment, the spatial
spectral function calculated by the MUSIC algorithm has more than one peak
which stands for the existence of the multipath signal. According to triangu-
lation principle, it is necessary to determine the direct path for each LoS AP.
To the best of knowledge, there are some conventional direct path identification
using the shortest ToA or biggest spectral peak to determine the direct path.
The signal with shortest ToA is treated as the direct path in [11,12] since the
sender and receiver are time synchronization and the accuracy of ToA estima-
tion is nanosecond level. But for the current Wi-Fi network cannot achieve so
high accuracy. Moreover, in Wi-Fi networks each received packet introduces a
random packet detection delay (PDD) which introduces an additional delay for
all multipath components.

The PDD is different for each received data packets and the additional phase
shift at subcarrier caused by PDD is =27 Af (n — 1) 7 presented in [13]. Usually,
7 is the additional delay with 3 to 6 sample times. For 20 MHz bandwidth Wi-Fi
signal, the signal is sampled once every 50ns. Thus, 7 is 75 to 150ns which is
much larger than the normal ToA of WiFi signal in indoor environment. Conse-
quently, the CSI phases between subcarriers are approximately linear. However,
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all the RF channels in the same Wi-Fi chip are fully synchronized, so the phase
shift at a particular subcarrier is same across all antennas. We use least squares
linear fit algorithm to estimate and then eliminate the effect of PDD on CFR
phase for each subcarrier. Assuming ®; (m, n) is the n'* subcarrier CFR phase in
the it" packet received at m'" antenna. The least squares fit using CFR phases
of 30 subcarriers at 3 antennas is given by

7= arg InlIlZ Z (m,n) + 20 Af (n — 1) 7 + ()° (11)

n=1m=1

Then, we correct the CFR phase as following:

= >

(m,n) = &; (m,n) + 20 Af (n — 1)14 (12)

Identifying Direct Path and NLoS/LoS Environment: After obtain sev-
eral clusters corresponding to each physical paths [14,15], we need to identify
the clustering belongs to direct path. In this paper, we use a weight based direct
path identification scheme proposed in [16]. We assign weights for each path as:

wy = f(weCl — wpog, — w707, — WeTk) (13)

where f is an increment function, C%, oy, , 0+, and 74 are the number of extreme
points, angle variance, time variance and mean time of the k" clustering, respec-
tively. And we, wy, wr and w, are weight factor of extreme points, angle variance,
time variance and time mean, respectively. Then, we select path with the largest
weights as the direct path and the average angle of the clustering as the direct
path AoA.

Usually there is no direct path between target and APs due to obstacle
blocking in complex indoor environment. So the selected direct path by the
foregoing step is incorrect, so as to avoid this case we need to distinguish LoS and
NLoS condition before locating the target. We conduct data collection campaign
in LoS and NLoS environment, respectively. The maximum weights calculated
by the Eq. (15) were extracted from LoS and NLoS environment respectively,
and then we calculate a threshold which can class LoS and NLoS environment.
In fact, LoS/NLoS identification can be formulated as a class binary hypothesis
test with LoS condition and NLoS condition as following:

{HO:w<wth (14)

Hi:w > wyy,

where wy, is the optimal threshold.

2.4 Localizing the Target

We use the AoA of direct paths of multiple APs to locate the target and we
assume there are R receivers in which receivers are in LoS environment. We
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measure the deviation using standard least squares cost. Mathematically, we
find the location that minimizes the following objective function:

Rios

location = min Z (éZ - 91-)2 (15)
i=1

where 6; is the true direct path AoA of it* AP, and 0; is the estimated direct
path AoA at it" AP.

3 Experimental Evaluation

We implemented our system in a typical indoor environment, and we deploy
four ProBox23 MS-B083 mini PCs equipped with Intel 5300 commodity Wi-
Fi cards which act as access points and one PC in tester act as the target.
Each AP possesses an antenna array consisting of three omnidirectional antennas
with spaced by half a wavelength and no further hardware modification. The
locations of every access points are measured accurately using laser range finder
when we install APs on the wall. We use Linux CSI toolkit [10] to collect CFR
measurements and then ship the measurement to the localization engineer acted
by a computer and Fig. 2 shows our testbed.

m AP
. Test Point
N AP
m mp , (Oadp , oy , 0o o)
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Fig. 2. Experiment tested showing the target locations (red spots) and the AP locations
(blue rectangles). The region covering 12.5m X 7.5m area, represents typical indoor
office environment. (Color figure online)

Estimating direct path AoA: Figure 3 shows the clustering and spatial spec-
trum at one AP and the test point P1. The data collected at test point P1
is transmitted to the central server. The performance of AoA estimation our
algorithm is shown in Fig.4. From this figure, we can find that our algorithm
outperforms the conventional MUSIC algorithm used by SpotFi. Our algorithm
is able to achieve the median angle error 5° better than that achieved by SpotFi
in the actual static indoor environment. Since our algorithm can resolve more
coherent signals comparing to the SpotFi, so the multipath components have
lower interference on the AoA estimation of direct path.
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Fig. 3. Plots spatial spectrum and AoA-ToA clusters respectively.
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Fig. 4. Plots CDFs of AoA estimation error achieved by proposed algorithm and SpotFi
in this paper for the same data.

Identifying LOS/NLOS environment: We create a NLoS environment
between AP4 and the target at test point P1. Figure5 shows the result of path
clustering with the AP4 at test point P1 in LOS environment and NLoS environ-
ment respectively. The clustering result present that the angle clustering map is
concentrated in LOS environment while dispersed in NLoS environment.

Localizing the target: Figure6 shows the localization error accumulation
curve in LOS environment and NLOS environment respectively. We can see
that in LOS environment median location errors is 0.8 m with proposed super-
resolution angle estimation algorithm and the location accuracy reaches sub-
meter level while 1.7m with typical MUSIC algorithm. In NLOS environment,
the median location error is 1.3 m with proposed environment recognition algo-
rithm while 2.7 m with typical algorithm.
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Fig. 6. The CDF's of localization error by proposed algorithm and compare with loca-
tion error by typical algorithm for the same data in LOS environment and NLOS

environment respectively.

4 Conclusion

We have presented a sub-meter accuracy indoor localization system only use
commodity AP with three antennas. The system firstly provides an OFDM signal
based super-resolution AOA estimation algorithm. The algorithm can accurately
estimate AoA of multipath signal with no additional hardware modification. And
then using a clustering based direct path detection algorithm to pick out direct
path. We also expand the direct path information to the scene recognition that
can improve the robustness of the localization system. Since the system using
multiple antennas and the characteristics of the OFDM signal, such that the
algorithm of the present system is readily ported to the LTE system and the

upcoming 5G communication system.
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Abstract. Deep learning is employed to detect defects in photovoltaic
(PV) modules in the thesis. Firstly, the thesis introduces related con-
cepts of cracks. Then a convolutional neural network with seven layers is
constructed to classify the defective battery panels. Finally, the accuracy
of the validation set is 98.35%. Besides, the thesis introduces a method
in which a single battery cell can be extracted from the Electro Lumi-
nescence (EL) image of the PV module. This method is very suitable for
automatic inspection of photovoltaic power plants.

Keywords: Convolutional Neural Network + PV module cracks
Defect detection - Deep learning

1 Introduction

Photovoltaic power generation has become the most widely used way of gener-
ating new energy. In December 2016, National Energy Administration of China
announced that by the end of 2016, cumulative installed capacity of photovoltaic
power of China had reached 77.42 million kilowatts. In accordance with national
requirements, China’s photovoltaic power capacity will reach more than 150 mil-
lion kilowatts in 2020 (see [1]). The core component of the whole photovoltaic
power plant is the solar panel. The inevitable defects in the production and
installation process will affect the efficiency of the plant. Thus, it is necessary
to carry out defect detection for solar panels. The existing detection methods
which are relatively mature in application are Infrared Thermal Imaging (ITT)
and Electro Luminescence (EL). Infrared thermal imaging is suitable for a wide
range of detection, but generally this approach only detects hot spot defects.
The Electroluminescence method is suitable for detecting defects in a single PV
module. Compared with infrared thermal imaging, it can show the details of the
defects more clearly. It is generally used for the detection of the hidden cracks in
the single module. At present, for large-scale photovoltaic power plants, manual
sampling method is generally adopted, which costs a lot of labor and time. In
terms of the current method of manual sampling, this paper proposes a kind
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 122-132, 2018.
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of automatic detection method based on deep learning, which can realize the
automatic detection and classification of the hidden cracks of PV modules.

Convolutional Neural Network is a classic deep learning framework inspired
by the biological perception of natural visual perception. Convolutional neural
networks, characterized by translational invariance, shared values and pooling,
are effective in reducing network parameters, which renders it outstanding per-
formance in many areas like image processing, video and voice (see [4]). In this
paper, a CNN with seven layers is established to identify and classify the hidden
flaws. The final classification accuracy reaches 98.35%.

The thesis introduces related concepts of cracks and the hazards and clas-
sification of hidden cracks in the Sect.2. The theory of CNN, including the
establishment of data set, the structure of neural network, the algorithms and
so on, is introduced and the obtained results are shown in the Sect. 3. Section 4
describes how to extract a single battery cell from a single PV module.

2 Cracks

When the battery cell (component) is subjected to greater mechanical or thermal
stress, the invisible crack probably comes into being, which is difficult to detect
(see [10]). Different from hot spots, cracks only lead to battery disconnection,
thus affecting the power output. Different types of cracks have different effects
on the panels. As the hidden crack is difficult to directly observe with eyes, EL
test is necessary for observation.

2.1 The Hazards and Classification of Cracks

The current flow path in the battery is that the collected current is transmitted
to the main grid line by the fine grid line and is led out through the bus bar and
the junction box. The current of the battery chip is proportional to the area of
the power generation. If part of the current can not be transmitted to the main
grid line due to cracks, the power output of the PV module will be affected.
Thus, the main hazard of crack is forming failure area and affecting the output
power (see [11,12]). Figure 1(a) shows that the hidden crack runs through the
battery unit, but does not form a failure area, so the impact on the power output

(a) Liner cracks (b) Broken cracks

Fig. 1. Different cracks.
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Fig. 2. From left to right, the types of cracks are normal, linear, cross, flaky and broken.
The impact on output power is from weak to strong.

is less. Figure 1(b) shows that the battery cell has a failure area, therefore there
is a worse impact on the power of the PV module.

Therefore, according to the magnitude of hazards, the cracks are divided into
five categories, respectively: normal, linear, cross, flaky and broken cracks, based
on the impact on power output from weak to strong, as is shown in Fig. 2.

2.2 Electroluminescence Mechanisms

When the crystalline silicon cell is applied with a forward bias voltage, the
carrier traverses the PN junction so that the carrier concentration exceeds the
thermal equilibrium value to form an excess carrier. Excessive carrier recom-
bines and the energy is released in the form of heat and light (photon). In the
photon emission, the electrical energy is transformed into light, which is called
injection electroluminescence (see [9]). Emission spectrum is mainly concentrated
between 1000 nm—1300 nm. The brightness of electroluminescence is proportional
to the total number of minority unbalanced carrier, the minority-carriers diffu-
sion length and the current density. The minority diffusion length is lower where
there is a defect, so the image is dark relatively. Thus, the defect can be judged
from the light and shade. Figure 3 shows the EL mechanisms of test equipment.
The camera used for the experiment is OPT-M311, the main chip of which is
Sony EXPEEDA4, 24 million pixels. Figure 4 shows the image acquired by the EL
detector.

CCD(or CMOS) Camera

Electroluminescence Crystalline  DC Power
from Si cell silicon cell Supply

Dark room

Fig. 3. Electroluminescence mechanisms.
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Fig. 4. Images acquired by EL detector. Defects can be judged from the light and
shade.

3 Convolutional Neural Network

3.1 Image Data Set

The dataset includes the EL images acquired during the practical process. The
EL image of each component is divided into images of single battery cell and
processed to grayscale images with a size of 100 x 100. The original data can
not be directly input to the neural network. Standardization is required and the
method is as follows:

(z — mean)

stddev (1)

y =
where z,y are the pixel values at any point of the original image before and
after the transformation. mean is the mean of the image. stddev is the standard
deviation of the image.

It should be noted that the input image can not be uniform, otherwise there
will be a division by 0 error. The entire data set storage structure is shown in
Fig. 5.

— Head

labels Images data

Fig. 5. The storage structure of data set

The establishment of the data set refers to the format of the MNIST database
of handwritten digits (see [14]), consisting of file headers, labels, pictures. The
headers record the number and the ranks of images. In this way, the labels and
images are combined together. Although the establishment process is slightly
cumbersome compared to the data sets where labels and pictures are separated,
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this way has its own advantages. Firstly, data sets can be read into the memory
block by block, avoiding the lack of memory when the data set is too large
and avoiding the waste of time by reading pictures one by one. Secondly, it can
facilitate the expansion of data. Comparatively speaking, data sets where labels
and pictures are separated can only be read into memory all at once, and it is
difficult to expand the data set.

3.2 Data Augmentation

Small data sets easily lead to over-fitting, while large data sets are difficult to
obtain. Regarding this, data augmentation is quite essential (see [3]). The main
methods include rotating the images, adjusting the brightness, conducting hori-
zontal transformation and blurring the images. Rotating the images once every 5°
from —10° ~ 10° can enhance the effect from the slight tilt of the captured image.
In addition, it is necessary to rotate 90°,180° and 270° in turn. This will reduce
the influence of the main grid lines on the classification accuracy, as the main line
is easily recognized as a defect. Brightness and blurring are adopted to simulate
the common situations of capturing images with cameras in order to enhance the
generalization ability of neural network. Different methods of data augmentation
are shown in Fig. 6. Finally, the entire data set has a total of 6120 pictures, of
which 5120 images are used as training set and 1000 images are for validation.

Fig. 6. The methods of data augmentation. From left to right: original image, rotating
90°, increasing brightness, mirror transformation, rotating 5°.

3.3 Network Architecture

The CNN constructed in this paper is a multi-layer structure referring to [5],
including two convolutional layers (C1, C3), two pooling layers (S2, S4), and a
fully connected network. The overall network structure is shown in Fig.7. As
is shown, this network is relatively simple. It is mainly because the features of
hidden cracks are obvious and easy to identify. This shallow network can achieve
better results and effectively reduces the amount of calculation and the difficulty
of training, thus this network is of engineering practicability.

The input image is a 100 x 100 grayscale image. After convolving with sixteen
5 x 5 kernels, sixteen 96 x 96 feature maps (C1) are obtained. After 2 x 2 max-
pooling, sixteen 48 x 48 maps (S2) are acquired. Next, sixteen 46 x 46 feature
maps (C3) are obtained with sixteen 3 x 3 kernels and then with max-pooling,
layer S4 is produced. Finally, followed is a three-layer structure of fully connected
network with 128 neurons in C5 layer and F6 layer. The last layer is the output
layer with five neurons meaning five categories.
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Fig. 7. The structure of CNN

Apart from the last layer using the Sigmoid activation function, the network
uses the ReLU activation function (see [4]). The advantages are:

1. The essence of ReLLU is a piecewise linear model. Forward calculation is very

simple without calculation like exponent calculation.

ReLU is easy to calculate partial derivatives in back propagation.

3. ReLU is easy to train. The derivative will not tend to zero like Sigmoid
activation function.

4. When input is less than 0, ReLU outputs 0. Thus many neurons output
is 0, making the network become sparse, which can reduce the over-fitting
phenomenon.

o

As the total output value of Softmax is 1, which means that the growing prob-
ability of one term will inevitably lead to the reduction of others, that is, output
results of softmax are exclusive, the last layer does not use the Softmax function.
However, a variety of defects may exist on the same cell of the battery. Softmax
may lead to that the probabilities of different defects are all very small. Assum-
ing that there are three defects on the battery chip, the output probabilities of
defects may be 0.3, 0.3 and 0.4. Then it is not easy to judge what flaws are.

3.4 Training and Results of Neural Network

As mentioned earlier, increasing the training samples is one way to reduce over-
fitting. Another is L2 normalization (weight decay). The idea of L2 normalization
is to add an additional item to the loss function (see [13]). The regularization
term shown in Eq. 2 is added to the cross entropy loss function which is used in
this thesis.
C:le[ -lnaIf+(1— -)ln(l—aL)}—i—iZw2 (2)
n Y3, Yi J 2n <

zj

where x is the input sample, a is the actual output vector of the neural network,
y is the desired output vector for the neural network, w is the weight. The first
term in Eq. 2 is just the usual expression for the cross-entropy. The second term,
namely the sum of the squares of all the weights in the network is added to
the cross-entropy. This is scaled by a factor ﬁ, where A > 0 is known as the
regularization parameter.
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In the practical training process, the dropout method is also applied [3]. The
dropout rate is 50%, which means that the connection layer neuron output is set
to 0 randomly. In this way, the corresponding weight will not be updated, which
can help reduce over-fitting. The training method applies the Nesterov gradi-
ent acceleration (NAG) method, which is slightly different from the momentum
update and stochastic gradient descent and has become more popular now [2].
Nesterov can guarantee a stronger theoretical convergence for convex function
and the practical performance is better than momentum and stochastic gradient
descent. The core idea of Nesterov is to accelerate in the same gradient direction
and decelerate in the changing gradient. The momentum update formula is Eq. 3.

AV, = pAVy 1 — 0 [VC (Viy)]" (3)

The momentum update includes two parts: one is the updated value pAV;_1,
which has been calculated at last moment and is known at this moment; the
other is calculated gradient 7 (VC’)T based on the current position. Nesterov
accelerated gradient points out: since it is known that the update at this time
will go pAV;_1, then go pAV;_; first and correct according to the gradient there.
Therefore, the gradient calculated in this method is not on a basis of old position,
but is forward-looking.

AV, = pAVi_y — 9 [VC (Vi — pAViy)]” (4)

The NAG update formula is shown in Eq. 4. In Eq. 4, the learning rate is set
to 0.005, the momentum factor is set to 0.9, the batch size is set to 64, with a
total of 2000 steps, that is 25 epochs.

Figure 8 shows the relationship between the accuracy of the classification and
the number of training steps. The solid line indicates the accuracy rate of the
training set. The test is to extract 1000 images randomly from the training set

Accuracy(%)

—@— Accuracy on the training data
—®— Accuracy on the validation data

0 1 1 1 1 1 1 1 1 1
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Step

Fig. 8. Accuracy on the training and validation data set.
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Fig. 9. The loss function is changing with the number of steps on the training and
validation data set. The value of the loss function is small, indicating that the neural
network has achieved better performance.
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Fig. 10. Testing a single picture. The horizontal coordinate represents the probabilities
predicted by the neural network and vertical coordinate represents the types of cracks.

to test the accuracy every 50 training steps. At Step 2000, the accuracy of the
training set is 98.40%. The dotted line indicates the accuracy of the validation
set. During the training process, there is validation on validation set every 200
steps. The final accuracy is 98.35%. As is shown, the network have achieved
relatively good results on the test set and the validation set. The results indicate
that the network is reasonable and is of strong generalization ability without
over-fitting. This point can be seen from Fig. 9. The loss function finally reached
a very small value of 0.2. Figure 10 shows the probabilities of different defects
when testing a single image.
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4 Acquirement of the Battery Unit EL Images

As is shown in Fig. 3, the first thing is to obtain crack images from the camera,
and then use the neural network to identify the crack. The camera captures the
EL image of the entire PV module, but the neural network requires an image
of a single cell. So it is necessary to pre-process the acquired EL images. The
processing steps are shown in Fig. 11.

/ Input images /

L]

Closing operation
(morphology)

'

Bilateral filter

'

Canny edge detector

'

Find contours

Fig. 11. The process of images processing

First, the morphological closed operation is used to fill the small voids in
the foreground, especially reducing the effect of the two main grid lines on each
cell. Otherwise, the two main grid lines will cause negative effects on border
extraction. Second, use the bilateral filter algorithm to filter the pictures (see
[8]). Bilateral filtering algorithm is a nonlinear filtering method, the advantage
of which is to retain the edge information when filtering. This is favorable for
the edge extraction. Next, use Canny edge detection to extract the edges (see
[6]). Finally, adopt the method in literature [10] to extract the boundaries of
each cell. The whole result is shown in the Figs. 12 and 13.
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Fig. 12. The images (a)—(e) in turn show the results obtained after each step of image
processing

Fig. 13. Final recognition of results. To show clearer images and results, the images
above are clipped from the input images. Thus, part information is missing and some
cracks in the image are not detected.

5 Conclusion

The system first obtains the image data of each battery cell through a series of
image processing algorithms, and then puts it into a well-trained neural network
for classification. The accuracy of recognition reaches 98.40%. The characteristic
of the whole system is that the algorithm can accurately extract the correspond-
ing information and accurately identify the defects in the EL image collected
from the camera no matter how much angle the PV modules rotate or when the
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modules tilt in the range of —20° ~ 20°. Thus, the system is very suitable for
auto-inspecting the photovoltaic power plant, such as using a unmanned aerial
vehicle (UAV) equipped with cameras to inspect power station.
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Abstract. In indoor positioning system based on fingerprint, the tra-
ditional fingerprint database construction method consumes much man-
power and time cost. To solve this problem, we propose an effective
method for constructing fingerprint database by using Microelectro
Mechanical System (MEMS) to assist Bluetooth Low Energy (BLE),
which overcomes the low efficiency of traditional methods. Meanwhile,
the method achieves the comparable positioning accuracy and reduces
workload more than 70%. In the optimization procedure, we use affine
propagation clustering, outlier detection and filtering of Received Signal
Strength Indication (RSSI) to optimize fingerprint database. Finally, the
BLE positioning error conducted by the effective database is about 2 m.

Keywords: Indoor positioning
Fingerprint database construction method - BLE

1 Introduction

With the development of wireless positioning technology, the demand for Loca-
tion Based Service (LBS) is becoming popular. At present, the Global Positioning
System (GPS) technology can not meet the needs of indoor positioning accuracy
[1]. Aiming at the complex signal propagation environment, many indoor posi-
tioning technologies have been proposed, such as Bluetooth [2], MEMS sensor [3]
and Wire Local Area Networks (WLAN) [4]. The cost of equipment, scalability
and accuracy limit the development of WLAN positioning technology. Mean-
while, the traditional fingerprint database constructing method receives RSSI at
Reference Points (RPs), which is not suitable for large indoor scenes. The BLE
technology is of low power consumption, low cost and short delay, which greatly
reduces the cost of the BLE anchor. And compared with WLAN signal, the BLE
signal is more stable.

To solve the inefficiency of traditional database constructing method, we pro-
pose an effective BLE fingerprint database constructing system based on MEMS.
Firstly, the test staff holds the mobile phone and goes along the designated path,
RSSI and MEMS data are uploaded to the server. The server tracks the change
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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of heading angle and signal peak of RSSI propagation model to determine the
coordinate of the beacons, which are used for correcting Pedestrian Dead Reckon-
ing (PDR). Then, we use affinity propagation clustering, outlier detection and
RSSI filter to eliminate noise and generate fingerprint sub-database. Thus in
positioning phase, we firstly determine the sub-database and then do fingerprint
positioning, which also reduces the server load.

The remainder of the paper is organized as follows. Section 2 reviews some
related work about effective construction methods of fingerprint database. In
Sect. 3, we introduce the proposed algorithm in detail. Section 4 shows the exper-
imental results. Finally, the conclusion is provided in Sect. 5.

2 Related Work

In recent years, the effective construction methods of fingerprint database have
been widely concerned. An automatic database construction system based on
crowdsourcing is introduced in [5]. In the system, fixed landmark nodes, invisi-
ble landmarks and particle filtering technology are used to correct crowdsourcing
path. However, the system does not filter low quality data, which can not guar-
antee that all fingerprints are valid. In order to reduce the labor cost of the
off-line phase, a method is proposed to solve fingerprint identification in [6].
The off-line analytical fingerprint database is generated automatically by the
server, which avoids the link of the actual survey and construction. However,
this method requires a low SNR in environment, and the data from MATLAB
simulation experiments are not verified by the actual project. In [7], the system
uses a relative RSSI value vector group to replace the absolute RSSI value as the
fingerprint data, but failed to solve the problem of low efficiency of traditional
method. The main contribution of this paper is that we construct a more effec-
tive and accurate fingerprint database by using beacons to constantly correct
the PDR trajectory, which reduces the error of the fingerprint coordinate. At
the same time, we also use clustering, sub-database generating and filtering algo-
rithm to further optimize the fingerprint database, which improves the efficiency
of online fingerprint matching.

3 Algorithm Description

3.1 Algorithm Overview

The overall framework of the system is shown in Fig. 1, which includes the speed
and heading reckoning module, the fingerprint database generation module and
the fingerprint database optimization module. Firstly, based on the accelerom-
eter, gyroscope and magnetometer data from MEMS sensor, gait detection and
pedestrian attitude heading reckoning are used to get the speed and heading
of the target. Secondly, the beacons are determined by observing the change
of heading angle and the peak of signal propagation model. The beacons are
used to correct PDR trajectory, and then the fingerprint coordinates and RSSI
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Fig. 1. The BLE fingerprint database construction method block.

are successively stored into the fingerprint database. Thirdly, the optimization
steps include affinity propagation clustering, outlier detection and RSSI filter.
In the BLE positioning phase, we firstly compare the real-time RSSI with all
sub-database, and then position the target.

3.2 Speed and Heading Angle Estimation

The system uses 3-axis accelerometer, 3-axis magnetometer and 3-axis gyroscope
in smartphone to estimate the speed and heading angle of the target.

Speed estimation. In order to avoid additional error caused by the difference
of equipments, we firstly calculate the total acceleration of the 3-axis acceler-

ation as once smoothing filter, alote! = \/(a‘f)2 + (Uaﬁ’)2 + (a2)*, (a¥,d?,a?) are

accelerometer value at point ¢. From [8], the acceleration is of sinusoidal varia-
tion, so we judge the pedestrian step by comparing the peak of af°*® with the
given threshold. The sampling frequency of the MEMS sensor is fs, the num-
ber of sampling points between adjacent peaks is AN, the time required for
pedestrian step k is tp = AN/ fs, Py is the step size of pedestrian step k, the
corresponding average velocity is

Pk o Pkfs

U= 4 T AN

(1)

Heading angle estimation. To estimate the heading angle, we update the
attitude angle matrix through quaternion [9]. The mutual relation between the
quaternion and attitude angle is in [10], so we estimate the parameters of quater-
nion and then solve the corresponding attitude angle matrix. Thus, we can get
the real-time attitude angle of the carrier. The attitude information of gyro is
corrected by the observation data of the gravity vector and the geomagnetic vec-
tor of the geomagnetic sensor. Finally, the quaternion is updated by EKF model
[11], the target heading angle is

(_ 2(Q1Q2+Q0Q3) ) (2)

( = arctan
@ +ai—a— a3
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3.3 BLE Fingerprint Database Generation

Standard fingerprint database generation. At the beginning of database
constructing phase, standard fingerprint coordinates are generated

(ie1,2,. Zend = 2ol (3)
Lstep,z

X;=xo+1ix Lstep,x
Y, = Yo + 1% Lstep,y

In the formula, (zg, o) and (Tend, Yend) are starting coordinate and ending coor-
dinate of each trajectory. Lgsiep » and Lgtep y are interval constant between two
RPs. In our system, the interval constant is 0.6 m.

Location estimation and correction. In the process of dynamic acquisition
of fingerprint data, PDR algorithm is used to calculate corresponding coordinates
of each RSSI. With the increase of time, PDR trajectory will be offset, which
leads to the error of the estimated coordinate, so its necessary to correct the
error _ _
T =T+ Do VT + Doy ETp
i " (4)
Yi = Y0+ 201 Vn + 201 EYn

In the formula, (x;,y;) is the corrected coordinates at point ¢, vz, and vy, are
the estimated velocity at point n, 5, and ey, are respectively the coordinate
correction of x and y at point n.

Exi — W(Lz - Lavpdr) (5)
Eyi = smend— (Ly — Lypar)

2 vyn
In the formula, (Lz,Ly) is the coordinate of beacon, Lgpdr = Zfl”:dl v, and
Lypar = Efl":dl vy, are respectively the projection of the PDR trajectory on the

X axis and Y axis, vx; and vy; are respectively the projection of velocity at point
i on the X axis and Y axis

{wi — v; sin(head;) (6)

vy; = v; cos(head;)

Standard fingerprint database generation. By formula (4), we get the
estimated coordinate and perform Nearest Neighbor (NN) algorithm between the
estimated coordinate and the standard coordinate. RSSI is stored in standard
database at each second and then we seek the mean value of RSSI.

B Zf\il rSsi;
RSSI, = &=~ (7)

In the formula, RSSI, represents the RSSI at point n, rssi; is the RSSI received
at point n, at the i time, we store the fingerprint data M times at point n.
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3.4 Optimization of the Fingerprint Database

The fingerprint positioning method includes offline and online phases. The offline
phase includes database construction and optimization, which includes affinity
propagation clustering, outlier detection and RSSI filter, the online phase mainly
determines the coordinate of the target. To save the time cost of fingerprint
matching, we use the affine propagation clustering algorithm [12] to separate the
fingerprint database into sub-database. In the online phase, we match the real-
time RSSI with each sub-database center and select the optimal sub-database for
position calculation. The RSSI collected by the effective construction method is
easily affected by factors such as signal jitter and environmental noise, so we filter
the fingerprint. The specific process is: traverse each fingerprint sub-database for
outlier detection [13], when the outlier factor of a certain point is greater than a
given threshold, we judge that the point is a outlier. And update the RSSI of the
point according to the k adjacent RSSI. The flowchart for separating fingerprint
sub-database is shown in Fig. 2.

Assuming that density(x, k) and rel_density(x, k) indicate the density and
relative density of point x about their adjacent points

S distance(z,y)\

yEN (z,k)
[N (z, k)|

density(z, k) =

density(x, k)
density(y,k)
[N (z,k)]

rel_density(x, k) =

YyEN (z,k)
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Fig. 2. The fingerprint sub-database separating flowchart.
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In the formula, distance(z, y) is the Euclidean distance between x and y, N(z, k)
is a collection of k nearest neighbor points of point z, |N(x, k)| indicates the
number of elements of N(z, k).

4 Performance Evaluation

4.1 Experimental Setup

To investigate the performance of the proposed approach, we conducted experi-
ments in a real indoor environment with the size of 62 m by 62 m on the third floor
of an office building, as shown in Fig. 3. The shadow section is the test area, and
10 Anchors are arranged in the whole location area. We design the BLE Anchor
independently, which contains a Bluetooth signal transmitting antenna and is
powered by a lithium battery. We select TI company’s CC2540 as its built-in
chip and HUAWEI mate9 mobile phone as terminal equipment, in which inte-
grates BLE, accelerometer, gyroscope and magnetometer module. At the same
time, we design an application for the acquisition of RSST and MEMS data, and
the application uploads data to the server periodically. The hardware platform
of the system is shown in Fig. 4.

Figure 5 shows the change curve of RSSI within 30 min from an Anchor 1.5 m,
it is clear that in such a long time, the BLE signal floats in a fixed range,
so the stability of BLE signal is good. However, from previous analysis, the
WLAN signal is likely to hop because of the pedestrian interference and other
factors, so the stability is not as good as BLE signal. Figure6 is a test of the
signal strength and distance change of a BLE Anchor, the abscissa represents
the distance between the test terminal and Anchor, the ordinate indicates the
signal strength of Anchor received by terminal. We can find that the signal
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Fig. 3. Physical layout of target environment.
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(a) The BLE Anchor  (b) The Android APP in-
terface

Fig. 4. The system hardware platform.

is attenuated obviously in the range of 10m, and accords with the propagation
model of the theoretical signal. Therefore, the BLE signal is reliable and suitable
in RSSI estimation at each point. Above all, we use the BLE signal for fingerprint
database construction and positioning.

RSS! (dBm)

/

500 1000 1500 2000 0 10 20 30 40 50 60 70 80

Testing time (s) Distance (m)
Fig. 5. The change curve of RSSI in a Fig. 6. The test result about the sig-
long time. nal strength and distance change of the

same Anchor.

Figures 7 and 8 show the clustering results before and after the original
database denoising, respectively. Obviously, after removing singular points, the
fingerprints of each region are comparatively pure. Therefore, denoising is bene-
ficial to get the physical neighborhood RPs into a same cluster, which improves
the efficiency of fingerprint matching in the online phase.

In view of the fingerprint database based on traditional fingerprint database
construction method and the effective construction method proposed in this
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paper, we research the accuracy and time cost in BLE positioning. We select
three tracks for BLE positioning test, Figs. 9 and 10 are cumulative distribution
function (CDF) based on two kinds of database. We can find that the BLE
positioning accuracy based on effective fingerprint database has declined, but
the 2.5m accuracy under the condition of confidence rate of 70% is still able to
meet the needs of indoor pedestrian positioning. Figure 11 shows the time cost
on two methods of constructing fingerprint database in two test areas. Obviously,
the effective BLE fingerprint database construction method saves a lot of time,
and greatly improves the efficiency of database construction phase.

fective method

Time (n)

Area 1 Area 2

Fig. 11. The time cost of two kinds of database construction methods in different areas.
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5 Conclusion

In order to solve the inefficiency of the traditional database construction method,
an effective BLE fingerprint database construction method based on MEMS is
proposed. In the process of constructing fingerprint database, we use the bea-
con point to correct PDR trajectory, which avoids the error caused by the large
offset of PDR in a long time and improves the accuracy of fingerprint database.
Then we use affine propagation clustering, outlier detection and RSSI filter to
optimize the fingerprint database, and the sub-database saves much time on
fingerprint matching. According to the experimental results, the effective fin-
gerprint database construction method saves about 70% of the time cost and
keeps the BLE positioning accuracy without significant decline, so the effective
method is of great application prospect.
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Abstract. The JPEG (Joint Photographic Experts Group) file format is cur-
rently one of the most widely used image formats. The study on JPEG
steganography and steganalysis is a hotspot in the field of information hiding.
With the matrix coding and some new adaptive embedding strategies having
been put forward, the detection of stego images is becoming more and more
difficult. In recent years, a series of new feature extraction methods have been
proposed in the field of steganalysis. However, the detection accuracy rate can
only be increased by 1-2% points or even less. Based on those existing ste-
ganalytic algorithms, a new feature merging method is proposed in this paper.
Via merging features extracted from different domains, the detection accuracy
rate of those existing JPEG steganalytic algorithms can be improved by 3%
points or even higher. Considering about that the feature dimension is so high
after feature merging and thus it may bring difficulties in the feature extraction,
training and classification process, a new feature selection method is also pro-
posed in this paper. Experimental results demonstrate that it can not only
achieve reduction of the dimensionality, but also maintain a high detection
accuracy rate.

Keywords: Steganography - Steganalysis + JPEG - Feature merging
Feature selection

1 Introduction

Steganography is a technique for invisible communication. Its purpose is to embed
secret messages into digital covers, such as digital images, for covert communication
through public communication channels [1]. Conversely, steganalysis is a technique for
detecting the presence of hidden messages in cover objects.

Due to the common use of JPEG images in recent years, JPEG image steganog-
raphy has been proposed one by one, e.g., YASS [2, 3], NPQ [4], DF-US [5], UED [6],
UERD [7], J-JUNIWARD [8]. Therefore, how to effectively detect the JPEG stegano-
graphic algorithms is one of the most urgent practical problems. Currently, researches
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on steganalysis can be divided into two classes: special steganalysis and universal
steganalysis. Special steganalysis [9-11] is designed for a specific hiding technique,
while universal steganalysis [12-21] is generally designed for a series of stegano-
graphic methods simultaneously. Due to the diversity of the current steganographic
techniques, universal steganalysis is more adaptable in practical applications.
Accordingly, the universal steganalysis has attracted extensive attention.

The universal steganalysis is based on machine learning and therefore, the key issue
is to find distinguishing features that can classify cover images and stego images. This
process has two important aspects. The first one is the design of feature extraction. The
selected features should react sensitively to the embedding changes but insensitive to the
image content. The second one is to propose an effective classifier with low computa-
tional complexity. This paper focuses on the first one, namely the design of feature
extraction. In terms of feature extraction, it is believed in [13] that the best (most
sensitive) features for steganalysis are obtained when they are calculated directly in the
embedding domain. Thus, for JPEG images, the features were generally chosen from the
quantized discrete cosine transform (DCT) domain for classification in the early study.
For example, an effective Markov process (MP) based JPEG steganalysis scheme
proposed in [14] utilized both the intrablock and interblock correlations among DCT
coefficients; Fridrich et al. extended the 23 DCT features vector [15] to form a
274-dimensional feature vector [16] by merging Markov and DCT features and later,
this 274-dimensional feature vector was extended to twice its size by Cartesian cali-
bration [17]; Kodovsky et al. extracted a 7850-dimensional feature vector [18] and used
a rich model of DCT coefficients to form a 22510-dimensional feature vector [19].
Recently, in addition to extracting features from the DCT domain directly, some new
steganalytic methods extracted features from the other domains were also studied. For
example, Fridrich extracted a 34671-dimensional feature vector [20] from the spatial
domain to attack the JPEG steganographic algorithms. Besides, features can be extracted
from the undecimated DCT domain. For example, in [21], Holub et al. introduced a
novel feature vector of which features were engineered as first-order statistics of
quantized noise residuals obtained from the decompressed JPEG image using 64 kernels
of the DCT coefficient matrix (the so-called undecimated DCT). Obviously, the features
of these universal steganalyzers above are selected from a single domain, such as the
DCT domain, the spatial domain, the undecimated DCT domain.

Based on those existing steganalytic algorithms, a new feature merging method is
proposed in this paper. In recent years, though a series of new feature extraction
methods have been introduced in the field of steganalysis, the detection accuracy rate
can only be increased by 1-2% points or even less compared with those previously
proposed methods. In this paper, we firstly propose that those features extracted in
different domains can be merged together to form a more powerful steganalyzer, and
the experimental results demonstrate the detection accuracy rate can be improved by
3% points or even higher. However, considering about that the feature dimension is so
high after feature merging and thus it may bring difficulties to the feature extraction,
training and classification, a new feature selection method is also proposed according to
some properties introduced in [22]. Our experimental results demonstrate that this new
feature selection strategy can not only reduce the dimensionality of the feature vector,
but also maintain a high detection accuracy rate.
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This paper is organized as follows. In Sect. 2, we present how to merge features
extracted from different domains, such as the DCT domain, the spatial domain and the
undecimated DCT domain. The new feature selection method is also proposed in
Sect. 2. Experiments and results are then given in Sect. 3. Finally, we summarize this
paper in Sect. 4.

2 Feature Merging and Feature Selection

2.1 Characteristics of Difference Images in Different Domains

Due to the intrusion characteristics of steganography, some distortion must be intro-
duced to the cover image. In this place, one image randomly selected from BOSSbase
ver. 1.01 [23] is exemplified to illustrate the influence of message embedding on the
statistical distribution of the JPEG image. First, the image coming from the BOSSbase
is compressed with JPEG quality factor (QF) 75, and then used as the cover as shown
in Fig. 1(a). The stego image is generated via using the most representative
J-UNIWARD JPEG steganographic algorithm [8]. The embedding rate is 0.4 bpnc (bits
per non-zero DCT coefficients)and the stego image is shown in Fig. 1(b).

@ ®)

Fig. 1. The cover image and the stego image corresponding to the J-UNIWARD algorithm.
(a) The cover image. (b) The stego image with the embedding rate of 0.4 bpnc.

Figure 2(a)—(c) illustrate the difference images between the stego image and the
cover image in spatial domain, DCT domain, and undecimated DCT domain, respec-
tively. The white points indicate that in these positions the elements (pixels/
coefficients) have been modified, whereas the black points represent in those positions
the elements keep untouched in the embedding process. It is observed from Fig. 2 that
even if the same steganographic algorithm is applied, the obtained difference images
have different statistical distribution characteristics. As we all know, the steganalytic



148 G. Liu et al.

features are extracted to discriminate the difference between the cover and stego
images. In general, the features extracted from different domains may complement and
reinforce each other. Thus, the detection accuracy rate can be improved via merging
features extracted in different domains, such as the DCT domain, the spatial domain,
and the undecimated DCT domain.

(a) (b (c)

Fig. 2. The difference images between the cover and stego image obtained in different domains
with the J-UNIWARD algorithm. (a) The spatial domain. (b) The DCT domain. (c) The
undecimated DCT domain.

2.2 Characteristics of Feature Vector

As introduced in our previous work [22], the difference between cover and stego
images should consistently increase with the increase of embedding rate. Some
experimental results corresponding to the steganographic scheme J-UNIWARD are
illustrated in Fig. 3. The cover image is shown in Figs. 1(a) and 3(a)—(d) show the
modifications that have been made by using the J-UNIWARD algorithm with different
embedding rates.

As seen in Fig. 3, even if embedding rates are different, most of the modifications
are made in the same edge areas or complex texture regions. And the difference
between cover and stego images will become greater with the increase of embedding
rate. As is known, the most basic principle of steganalytic features is to capture the
difference between cover and stego images. Via extracting the appropriate features,
these two types of images can be classified. In our opinion, if the extracted feature
value changes in one direction (consistently decrease or increase) with the increase of
embedding rate, this extracted feature should be selected for classification. On the
contrary, if the extracted feature presents a randomly decreasing or increasing char-
acteristic, this kind of extracted feature may confuse the classifier and should be
excluded from the original feature vector in the steganalytic process. The specific
selection method of effective features will be detailed in Sect. 2.3.
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@ (b

Fig. 3. Difference images between the cover and stego images regarding to different embedding
rates. (a) The difference image with the embedding rate of 0.1 bpnc. (b) The difference image
with the embedding rate of 0.2 bpnc. (c) The difference image with the embedding rate of 0.3
bpnc. (d) The difference image with the embedding rate of 0.4 bpnc.

2.3 Feature Merging and Feature Selection

Based on the characteristic described in Sects. 2.1 and 2.2, it is obvious that the
modifications introduced by embedding messages present different characteristics in
different domains and thus steganalysis features in different domains may have different
detection ability. The detailed realization of our proposed feature merging method and
feature selection method are given in the following.

2.3.1 Merging Features Extracted in Different Domains

Suppose that there are A,(r = 1,2,...) feature extracted domains. According to our
previous analysis, today’s modern steganalytic algorithms generally extract features
from one of the domains. Assume that F,;(r = 1,2,...) denotes the value of the j”



150 G. Liu et al.

dimensional feature which is extracted from an image in domain A;. F; which denotes
the feature vector extracted from the image in domain A, is defined as

Ft:{Ft,/‘|1§j§Nz}7 (1)

where the parameter N, denotes the total number of features extracted from an image in
domain A,.

And F which denotes the new feature vector obtained by merging features extracted
in different domains is represented as

F=[F F...] (2)
2.3.2 New Feature Selection Method

Without loss of generality, the merged feature set C extracted from cover image set is
defined as

C={Cy|ll<i<M,1<j<N}. (3)
And the merged feature set S* extracted from stego images is defined as
s ={syh<ism1<j<N}. 4)

In Egs. (3) and (4), M denotes the number of images in the image set, N denotes the
total number of features after merging features extracted from an image in different
domains. The parameter o represents the embedding rate.

Then we can obtain P; as follows, which denotes mean value of all the j”‘
dimensional features extracted from images in the image set.

p= (> cu)/m (1<), (5)

And a new variable is defined as

=Y (S B), ©)

where

0, x<0

o ={9 5% ™

According to our previous analysis in Sect. 2.2, if the value of 77 in Eq. (6)

consistently decreases or increases with the increase of embedding rate o, the ;™
dimensional feature will be selected as effective feature.
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Some experimental results corresponding to the steganalysis scheme JRM are
shown in Table 1. We randomly select 5000 images from BOSSbase ver. 1.01, which
are compressed as the cover images with QF = 75. Then 5000 stego images are created
by using the most representative steganographic algorithm J-UNIWARD with different
embedding rates. The cover feature set and stego feature set are extracted from cover
and stego images using JRM steganalytic algorithm. We calculate 77" using Eqs. (5)
and (6), where the parameters M and N are equal to 5000 and 22500 respectively. The

three 77(j = 6, 11, 19) values (i.e., the 6™ dimensional feature, the 11" dimensional

feature and the 19™ dimensional feature) extracted by JRM from 5000 stego images
with different embedding rates are shown in Table 1.

Table 1. characteristic of the same feature of difference images with different embedding rates

Embedding rates T/‘?‘ values
j=6|j=11]j=19
o = 0.1bpnc 2290 | 2387 | 2302
o = 0.2bpnc 22782393 | 2315
o = 0.3bpnc 2275|2368 | 2325
o = 0.4bpnc 2271|2400 |2346

It is observed from Table 1 that 7¢ corresponding to the 6" dimensional feature
(T7y corresponding to the 19" dimensional feature) consistently decrease (increase)
with the increase of embedding rate o. Whereas for T corresponding to the 117
dimensional feature, it may decrease or increase randomly with the increase of
embedding rate «. According to our previous analysis, these kinds of features (e.g., the
6™ dimensional feature and 19" dimensional feature) may be effective and should be
selected in the steganalytic process. However, those kinds of features (e.g., the 117
dimensional feature) may confuse the classifier and can be excluded from the original
feature set in the steganalytic process.

As a result, if 77 value consistently decreases or increase with the increase of
embedding rate o, this extracted j” dimensional feature may be effective and should be
selected. Thus, in our proposed method, the extracted feature may be selected as an
effective feature in these two cases as follows. Here, a parameter J is introduced to
control the number of selected features.

Case I: T;‘ values consistently decrease with the increase of embedding rate «. The

extracted features from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., oy, 0, . . ., o&,. For 0<ay <op < -+ <a,(n=1,2,3,...),if
the /" dimensional feature is considered as the effective feature and can be
selected for classification, the T]“ values should consistently decrease with the
increase of embedding rate o, namely the following inequality (8) must be sat-
isfied, i.e.,
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’1}1] > zjz > 0> Tjatn (8)

(2) For any given embedding rate, if the jm dimensional (1<j<N) feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

OSY}“ISMxé
OST]‘-“ZSMxé

OST}“”SMX&

The parameter 6 (0 <0< 1) is used to control the number of selected valid clas-
sification features. In this paper, we can select 6 = 0.45-0.50. Generally, the number of
effective features may increase with the increase of 9.

Case 2: T} values consistently increase with the increase of embedding rate o. The

extracted feature from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., oy, 0, . . ., o, For 0<ay <op < --- <a,(n=1,2,3,...),if
the j” dimensional feature is considered as the effective feature and can be
selected for classification, the T]“ values should consistently increase with the
increase of embedding rate o, namely the following inequality (9) must be sat-
isfied, i.e.,

Tjatl <Tj012 < ... <7}1n (9)

(2) For any given embedding rate, if the ;" dimensional (1<j<N) feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

Similarly, we can select 6 = 0.45-0.50.
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3 Experimental Results

3.1 Experiment Setup

In this paper, we utilize the BOSSbase ver. 1.01 [23] image data set for all of our
experiments. It consists of 10000 gray-scale images with the size 512 x 512, which are
compressed as the cover images with QF = 75. The stego images are generated by
using the most representative JPEG steganographic algorithm J-UNIWARD with dif-
ferent embedding rates. Four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc and 0.4 bpnc, are selected in our testing. The ensemble classifier [18] is used for
classification. We randomly select 5000 images for training and the remaining 5000
images are used for testing.

3.2 Experiment #1

In this experiment, algorithm SRM [20] is applied to extract features from JPEG stego
images in A; domain (the spatial domain). The dimension of the SRM feature vector is
Ny (N; = 34671). Algorithm JRM [19] is applied to extract features from JPEG stego
images in A, domain (the DCT domain). The dimension of the JRM feature vector is
N> (N, = 22510). Algorithm DCTR [21] is applied to extract features from JPEG stego
images in Az domain (the undecimated DCT domain). The dimension of the DCTR
feature vector is N3(N; = 8000). A new feature vector is obtained by merging features
extracted in two or three different domains. The ensemble classifier [18] is used for
classifying JPEG cover images and JPEG stego images. The efficiency of our proposed
feature merging method is shown in the Table 3. In comparison, the efficiency of the
features extracted in a single domain is shown in the Table 2. In this case, three
different steganalysis schemes, i.e., SRM, JRM and DCTR and four different embed-
ding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3 bpnc, 0.4 bpnc are tested.

Table 2. Features dimension and testing error for four different embedding rates in different
single domain

Embedding rates (bpnc) | Testing error

SRM |JRM |DCTR
Dimension 34671 | 22510 | 8000
0.1 0.4514 10.4725|0.4383
0.2 0.3797 | 0.4177 | 0.3408
0.3 0.2857 10.3411 | 0.2368
0.4 0.1988 | 0.2585 | 0.1504

From the Tables 2 and 3, it is obvious that the detection accuracy rate can be
improved via merging features extracted from different domains. For example, when
the embedding rate is 0.4 bpnc, the testing error of the steganalysis scheme SRM is
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Table 3. Features dimension and testing error of merging features

Embedding Testing error

rates (bpnc) SRM + JRM SRM + DCTR |JRM + DCTR SRM + JRM + DCTR
Dimension 57181 42671 30510 65181

0.1 0.4464 0.4445 0.4385 0.4385

0.2 0.3585 0.3395 0.3370 0.3378

0.3 0.2664 0.2344 0.2309 0.2214

0.4 0.1667 0.1397 0.1402 0.1320

0.1988 with the feature dimension of 34671, while the testing error of the steganalysis
scheme JRM is 0.2585 with the feature dimension of 22510, and the testing error of the
steganalysis scheme DCTR is 0.1504 with the feature dimension of 8000. However,
when combines SRM features and JRM features together, the testing error works out to
be 0.1667 with the feature dimension of 57181. This indicates that the new feature
merging method achieves to a higher classification rate by 3% points or even higher
compared to the JPEG steganalytic algorithms SRM and JRM. Furthermore, when
combines the SRM features, JRM features and DCTR features simultaneously, the
testing error can be decreased to 0.1352 with the feature dimension of 65181. That is to
say, its detection accuracy rate can be improved by 2-3% points or even more.

3.3 Experiment #2

Based on experiment 1 presented in Sect. 3.2, this experiment is to demonstrate the
efficiency of our new method for dimensionality reduction, and the results are shown in
Table 4. In this experiment, four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc, 0.4 bpnc are tested. In the training process, the effective features are selected
according to the control parameter o (0 is selected as 0.45, 0.46, 0.47, 0.48 or 0.49 in
our testing) and a series of classifiers can be obtained. Then these obtained classifiers
are used for testing.

As shown in Table 4, the proposed feature selection method can not only reduce
the dimensionality of the merged feature vector, but also maintain a high detection
accuracy rate. For example, when é = 0.49 and the embedding rate is 0.4 bpnc, for the
merged feature set “SRM + JRM”, the dimension can be reduced from 57181 to
13482. Though the testing error is increased from 0.1667 to 0.1717, the detection
accuracy rate is still better than using SRM (the testing error is 0.1988) and JRM (the
testing error is 0. 2585) separately. When é = 0.49 and the embedding rate is 0.4 bpnc,
for the merged feature set“SRM + JRM + DCTR”, the dimension can be reduced from
65181 to 16518. Though the testing error is increased from 0.1320 to 0.1340, the
detection accuracy rate is still better than SRM (the testing error is 0.1988), JRM (the
testing error is 0. 2585) or DCTR (the testing error is 0. 1504) separately.
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Table 4. Features dimension and testing error of effective features

Embedding rates (bpnc) Testing error
SRM + JRM | SRM + DCTR | JRM + DCTR | SRM + JRM + DCTR
0.1 | 6 = 0.49 | Dimension | 13482 10406 9148 16518
Testing error | 0.4510 0.4393 0.4357 0.4356
0 = 0.48 | Dimension | 11557 8661 8382 14300
Testing error | 0.4510 0.4417 0.4358 0.4358
0 = 0.47 | Dimension | 9890 7122 7604 12308
Testing error | 0.4513 0.4418 0.4428 0.4367
0 = 0.46 | Dimension | 8348 5780 6940 10534
Testing error | 0.4515 0.4465 0.4446 0.4407
¢ = 0.45 | Dimension | 7092 4742 6392 9113
Testing error | 0.4527 0.4467 0.4509 0.4419
0.2 |6 = 0.49 | Dimension | 13482 10406 9148 16518
Testing error | 0.3562 0.3287 0.3358 0.3278
0 = 0.48 | Dimension | 11557 8661 8382 14300
Testing error | 0.3588 0.3368 0.3369 0.3307
0 = 0.47 | Dimension | 9890 7122 7604 12308
Testing error | 0.3611 0.3418 0.3500 0.3421
0 = 0.46 | Dimension | 8348 5780 6940 10534
Testing error | 0.3646 0.3534 0.3570 0.3461
0 = 0.45 | Dimension | 7092 4742 6392 9113
Testing error | 0.3670 0.3599 0.3711 0.3492
0.3 | 6 = 0.49 | Dimension | 13482 10406 9148 16518
Testing error | 0.2566 0.2279 0.2285 0.2189
0 = 0.48 | Dimension | 11557 8661 8382 14300
Testing error | 0.2592 0.2360 0.2317 0.2225
0 = 0.47 | Dimension | 9890 7122 7604 12308
Testing error | 0.2604 0.2407 0.2455 0.2310
0 = 0.46 | Dimension | 8348 5780 6940 10534
Testing error | 0.2683 0.2514 0.2527 0.2389
0 = 0.45 | Dimension | 7092 4742 6392 9113
Testing error | 0.2754 0.2609 0.2745 0.2442
0.4 |0 =0.49 | Dimension | 13482 10406 9148 16518
Testing error | 0.1717 0.1398 0.1432 0.1340
0 = 0.48 | Dimension | 11557 8661 8382 14300
Testing error | 0.1722 0.1463 0.1459 0.1385
0 = 0.47 | Dimension | 9890 7122 7604 12308
Testing error | 0.1746 0.1524 0.1579 0.1452
0 = 0.46 | Dimension | 8348 5780 6940 10534
Testing error | 0.1820 0.1596 0.1686 0.1534
0 = 0.45 | Dimension | 7092 4742 6392 9113
Testing error | 0.1912 0.1733 0.1862 0.1565
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Conclusions

In this paper, we propose a new universal JPEG steganalyzer. The contributions of this
paper are as follows.

ey

(@)

A new feature merging method is proposed in this paper. Via merging features
extracted from different domains, the detection accuracy rate of those existing
JPEG steganalytic algorithms can be improved by 3% points or even higher.
Considering about that the feature dimension is so high, a new feature selection
method is also proposed in this paper. Experimental results demonstrate that it can
not only achieve reduction of the dimensionality, but also maintain a high
detection accuracy rate.
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Abstract. Detection of double JPEG compression plays an increasingly
important role in image forensics. This paper mainly focuses on the sit-
uation where the images are aligned double JPEG compressed with two
different quantization tables. We propose a new detection method based
on the fusion features of Benford features and likelihood probability ratio
features in this paper. We believe that with the help of likelihood proba-
bility ratio features, our fusion features can expose more artifacts left by
double JPEG compression, which lead to a better performance. Compar-
ative experiments have been carried out in our paper, and experimental
result shows our method outperforms the baseline methods, even when
one of the quality factors is pretty high.

Keywords: Double compression detection + DCT coefficients
Likelihood probability ratio features - Benford features

1 Introduction

With the development of technology and the popularity of the digital image
editing softwares, people can arbitrarily tamper, repair and adjust images with
different purposes, which brings significant concern over the integrity of digital
images, especially in the field of image forensics. Therefore, how to guarantee
the authenticity and reliability of digital images is of great importance. As a dig-
ital image compression standard, JPEG is now widely used in digital cameras.
Considering the essential positions of JPEG compression in image capturing and
processing, the JPEG image forensic has been attracting more and more atten-
tion recently. In this paper, we focus on the research of double JPEG compression
detection.

According to whether the two compressed blocks are aligned, double JPEG
compression can be divided into aligned double JPEG compression (A-DJPG)
and non aligned double JPEG compression (NA-DJPG). This paper considers
the case of aligned double JPEG compression with two different quantization
tables. Now there are already numerous methods to detect aligned double JPEG
compression with different quantization tables. Fu et al. [1] noted that the first
© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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digit of the DCT coeflicients follows the Benford’s law and the characteristics of
the image will be destroyed after compression. Li et al. [2] made an improvement
on this basis, and proposed a special model to measure the first digital distribu-
tion. Feng and Doerr [3] observed the periodicity and discontinuity contained in
the double compressed JPEG images and extracted these features from the pixel
histograms to detect the aligned double JPEG compression. Popescu and Farid
[4] and Popescu [5] had experimentally found that double JPEG compressed
images show periodic characteristic on JPEG coefficients, which can be consid-
ered as a clue to distinguish single compressed images from double compressed
images.

After further analysis of double JPEG compression, Ramesh et al. [6] found
that the JPEG coeflicients histograms would show a double peak obviously when
the two JPEG compression quantization tables are different. Lukas and Fridrich
[7] extracted the features according to this phenomenon for double JPEG detec-
tion. However, since the high frequency components of the JPEG coefficients
have a large number of zeros, the algorithm only extracts the histogram features
from the nine positions in the low frequency AC coefficients, which includes 144-
D features. Chen et al. [8] calculated the difference matrix of the JPEG coefhi-
cients in four directions, and then extracted features from the Markov transition
probability of the difference matrix. In their work, a total of 243-D Markov fea-
tures were extracted and a decent detection result of double JPEG compression
was achieved. A recent work is [9], Shang et al. improved the traditional first-
order Markov transition probability algorithm and proposed a method based on
content analysis and high order statistic features, which obtain a higher detec-
tion accuracy. It is worth mentioning that double JPEG compression with the
same quantization matrix can also be detected nowadays [10], but this situation
is not within the scope of this study.

In this paper, we propose a double JPEG compression detection method
based on the fusion features of Benford features and likelihood probability ratio
features. The likelihood probability ratio features are based on the distribution
of the DCT coefficient, which show the probability of each image block of being
doubly compressed, and the Benford features are based on the digital statistical
properties of the DCT coefficients. We believe that the combination of this two
kinds of features can expose more artifacts left by double JPEG compression,
and therefore lead to a better performance.

The rest of this paper is organized as follows. In Sect. 2, we give a brief review
of the process of single and double JPEG compression and model the DCT
coefficients after double compression. In Sect. 3, we introduce how to extract the
two kinds of features used in our experiments in detail. And several comparative
experiments are carried out in Sect. 4 to show the effectiveness of our proposed
method. Conclusions are drawn in Sect. 5.

2 Aligned Double JPEG Compression

In this section, we briefly review the process of JPEG compression and introduce
the statistical model used to characterize A-DJPG artifacts.
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2.1 The Process of JPEG Compression

JPEG, Joint Photographic Experts Group, is a widely used image compres-
sion standard for grayscale images and color images. JPEG compression can be
divided into lossy compression and lossless compression. Where lossless compres-
sion means that the decompressed image is the same as the original image in a
single scan, and lossy compression generally uses a DCT transform and obtain
a JPEG image with higher compression rate based on the Huffman encoding.
The JPEG image has high compression ratio and small memory, which makes it
widely used in digital cameras. The JPEG image compression can be modeled
by four basic steps: the conversion of color space, 8 x 8 sub-block DCT trans-
formation of the image pixels, quantization of DCT coefficients according to a
certain quantization table, and encoding of the quantized values. The process of
decompression of JPEG images is just the opposite of the above process. First,
the JPEG compressed image is decoded according to the coding table, and then
the image of YCbCr mode is obtained by inverse quantization and inverse DCT
transformation. The image is transformed into a true color image of RGB mode
at last. We generally consider that quantization is achieved by dividing each
DCT coefficient by a proper quantization step () and rounding the result to the
nearest integer, whereas inverse quantization is achieved by simply multiplying
by . This process can be modeled as follows:

n-|[2Je

where d; denotes the DCT coefficients of the original image, D; is the DCT coef-
ficients after inverse quantization, and @ is the quantization step used for JPEG
compression. Since the quantized DCT coefficients are obtained by rounding,
it is only the approximate value of the original value. We can not recover the
original DCT coefficients accurately.

2.2 The Process of Aligned Double JPEG Compression

This paper considers the case of aligned double JPEG compression with two
different quantization tables. Given an uncompressed image I, the single com-
pressed image I is obtained by compression of image I with quality factor Q1.
Then I; is decompressed, and compressed again by another quality factor (2,
where the corresponding block DCT is perfectly aligned. The DCT coefficients
after double compression can be modeled as:

Ca2 = Q2 (Dool1) = Q2 (D1 (Q1 (U)) + DooE1) (2)

where U = Dol are the unquantized DCT coefficients of I, Q1 and Q> denotes
different quantization tables used in compression, and F; is the error introduced
by rounding and truncating.
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3 Proposed Method

Based on the above analysis, we propose a detection method for double JPEG
compression based on the fusion features in this section, which consist of Ben-
Ford features and likelihood probability ratio features. The block diagram of
our method is shown in Fig. 1. The method mainly consists of three parts: DCT
coefficients calculation, fusion features extraction and classification. Firstly, the
DCT coefficients are calculated from the given images, and then the likelihood
probability ratio features and the Benford feature are extracted. The two features
are fused into a SVM classifier to train a model to detect double JPEG compres-
sion. In the following, we will introduce the features used and their extraction
methods in detail.

Likelihood
Test Set Probability
Ratio Fearures
C ]?vf(*: ! SVM | | Detection
i octhicents Classifier Results
Train Set
Benford
Features

Fig. 1. The block diagram of the proposed method.

3.1 Benford Features

The fusion features consist of two parts: Benford features and likelihood proba-
bility ratio features. First, Benford law is a well-known natural statistical phe-
nomenon, it is mainly used to count the frequency of occurrence of natural
numbers from 1 to 9 and can be expressed as:

P (d) = log, <1 + clz) (3)

where P(d) is the probability of the occurrence of the number d. The distribution
of digital statistics follows an interesting law called Benford Law, where the
frequency of 1 appears about one-third, and the probability of occurrence of
2,3,4,...,9 decreases in turn.

Fu et al. [1] found that the first digit of the JPEG image before the quanti-
zation of the DCT coefficients follow the Benford rule. For a JPEG compressed
image, the first digital distribution of the quantized DCT coefficients do not
follow the Benford rule strictly, while the first digital distribution of the DCT
coefficients is similar to the logarithmic distribution of the Benford rule. They
referred to this phenomenon as generalized Benford distribution, which can be
expressed as follows:

1
P($)2N10g10(1+w>,$:1,27,9 (4)
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where N is the normalization parameter, s and ¢ is the parameters of Benford
rule model that changes with the JPEG compression quality factor. For a double
JPEG compressed image, the first digit of the DCT coefficients will no longer
satisfy the generalized Benford distribution. Based on the difference of distribu-
tion, Fu et al. [1] took the first digital distribution of the DCT coefficients as
features to detect double JPEG compression. Amerini et al. [11] used Benford
features to detect whether an image is locally compressed. In this paper, the
Benford feature vector from [11] is used.

3.2 Likelihood Probability Ratio Features

The likelihood probability ratio features are based on the variation of the DCT
coefficients distribution. Bianchi and Piva [12] proposed likelihood probability
ratio to generate likelihood map to detect image forgery localization. The ratio
shows the probability of each image block of being doubly compressed, which can
be used in double JPEG compression detection. Assuming [ is an uncompressed
image, I; is a single JPEG compressed image with quality factor @, then Iy
can be expressed as follows:

L ZD&)ID(Q (DooD))+ E1 =1+ Ry (5)

where Qoo represents the DCT transform of 8 x 8 block in the upper left corner,
Q(e) and D(e) represents the quantization and inverse quantization respectively,
FEj is the error introduced by rounding and truncation, and R; is the total error
in the whole JPEG compression process.

When image I is compressed again with another quality factor @2, we can
get a double JPEG compressed image. The DCT coefficients after double com-
pression can be modeled as:

Ca2 = Q2 (Dool1) = Q2 (D1 (Q1 (U)) + DooE1) (6)

where U = Dygl are the unquantized DCT coefficients of image I, ()1 and Q2
denote the different quantization tables used in the process of double JPEG
compression. Since JPEG compression tables contain 64 quantization steps, the
above formula Eq. (6) can be expressed as follows:

q2+q2/2
pog (wq1,¢) = Y p1(viq) *gpg (v) (7)
v=q27—q2/2
where ¢; and go are the first and second quantization steps respectively, gpg ()
is the rounding and truncation error in DCT domain, and * means convolution.

And the following formula models the distribution of the DCT coefficients after
quantization and inverse quantization by @1:

v+q/2 B
Z M:Vq_lql/on (/J‘) V_k(h (8)

0 elsewhere

b1 (V§CI1) =
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where pg (@) represents the distribution of the unquantized coefficients. The
rounding and truncation error in the spatial domain is a independent and iden-
tically distributed random variable. According to the central-limit theorem, sat-
isfies the Gaussian distribution as shown in Eq. (9):

1

TV 2T

(r—u )2 /o2
900 () = — e/ ©)

If the JPEG image is not double compressed, the Eq. (7) shall be expressed
as follows:

q22+q2/2
PNDQ (75 q2) = Z Po(v) (10)

v=q2x—q2/2

Now, given an image I, if = is the pixel value of I in spatial domain, then
its conditional assumption probability distribution can be expressed as follows
respectively:

p(z|Ho) = pnDo (%;q2)
{p(xH(l)) = ppq (341, 42) (11)

where p(z|Ho) and p(x|H;) denotes the probability distributions of = conditional
to the hypothesis of being singly and doubly compressed. Thus, the likelihood
ratio can be obtained as : I' (z) = p (x |Hy) /p (x |Ho ). And if the likelihood ratio
is greater than 1, then x is double-compressed, otherwise it is not.

4 Experiments and Results

4.1 Image Database

To prove the effectiveness of our proposed method, we carried our experiments
on a public database BOSSBase [13], which consists of 10,000 uncompressed
grayscale images with size of 512 x 512. We randomly select 500 images to
conduct our experiment, some of the image samples used in the experiment are
shown in Fig. 2.

These images are firstly compressed into JPEG images with quality factor
Q1 vary from 50 to 95 with a step of 5. Thus we get 5000 single compressed
images. Then these 5000 single compressed images are compressed again with
quality factor Q2 = 50,55,60...,95, respectively, to form the set of double
JPEG compressed images.

We randomly select 300 images with quality factor Q1 of single compressed
images and 300 double compressed images with quality factor Q1 followed by
quality factor Q2 to form the training set, and the remaining 200 images of
the single and double compressed images are aggregated into testing set. In our
experiment, we only consider the situation when Q1 # Q2. In this way, we can
get 90 groups of training and testing sets.
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Fig. 2. Six image samples in BOSSBase dataset.

4.2 Performance Evaluation

To have a fair comparison, Benford method [11], GLDH method [14], and our
proposed method are carried out with the same database and experimental envi-
ronment mentioned above. The experimental results are listed in tables below.

Table 1 shows the result of GLDH method. We can see that the detection
accuracy is pretty high nearly 100% when Q2 > @1, and the accuracy is higher
than 99.25% in most case when Q2 < @1, except for some special case when
Ql = 50,@2 =55 or Ql = 55,@2 = 50.

Table 1. Detection results based on GLDH features [14].

Q1] Q2
50 55 60 65 70 75 80 85 90 95

50 | — 50 100 |100 100 |100 {100 |100 |100 |100
55 | 69 - 99.5 /100 |100 |100 |100 |100 |100 |100
60 | 100 |95.25|— 99.5 |100 |100 100 |100 {100 |100
65 | 100 | 100 |99.25|— 97.75/100 |100 100 |100 |100
70 /100 |[100 199.5 |97.25 |- 100 |100 100 |100 |100
75 |97 99.5 100 |100 99.5 |- 100 |100 |100 |100
80 [99.5 199.25/96.75|100 |100 |97.25|— 100 |100 |100
85 197.25/94.5 |99.75/99.25|98.5 | 100 |98.5 |- 100 | 100
90 |99 99.75197.25|96.75 | 99 99.75195.75199.25 | — 100
95 199.75199.75199.75 | 99 98.75 199 99.25 | 96 99.25 | —
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Table 2. Detection results based on Benford features [11].

Q1

Q2

50

55

60

65

70

75 80

85

90

95

50

100

100

100

100

98.25 | 100

99.25

99.25

98

55

100

100

100

100

100 | 100

99.25

78.75

95.25

60

100

99.5

100

100

100 |97.25

98.5

97.25

95.75

65

100

100

100

100

100 | 100

100

100

97.75

70

100

100

100

100

100 | 100

100

99.75

99.5
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100

100

100

100

100

- 100

100

100

97.75

80

99.75 | 100

100

100

100

100 |-

100

99.75

99.5

85

100

100

100

100

100

100 | 100

100

100

90

100

100

100

100

100

100 | 100

100

99.5

95

100

100

100

100

100

100 | 100

100

100

Table 3. Detection results based on fusion features.
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Also, to prove the effectiveness of our fusion features, the detection accuracy
of Benford feature alone is listed in Table2. Contrary to Table1, the method
performs quite well when Q2 < @1, but when Qs is higher, the detection accuracy
decreases a little bit. The reason is that when the images are recompressed with
a higher quality factor )2, the artifact left by double compression is much more
difficult to track by Benford features.

Table 3 shows the detection results of our proposed method, which outper-
forms that of work [11,14]. The detection accuracy is 100% in most case, and
most others higher than 99.75%. The lowest detection accuracy is 99.25% when
Q1 = 60, Q2 = 80. Figure 3 shows the detection results of the three methods with
different Q7 when Qo = 95, while Fig. 4 shows the detection results of the three
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Acc.(%)

Acc.(%)

Fig. 4. Detection accuracy with different Q2 when Q1 = 95.

methods with different ()2 when @1 = 95. It is quite obvious that the method
proposed in this paper outperforms the baselines, Benford based [11] and GLDH
based [14] methods.

5 Conclusion

In this paper, a set of effective fusion features combined Benford features and
likelihood probability ratio features are proposed to detect double JPEG com-
pression. Likelihood probability ratio features show the probability of each image
block of being doubly compressed, and thus our fusion features can expose more
artifacts left by double JPEG compression and therefore lead to a better per-
formance. Comparative experiments show that our method outperforms that of
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work [11,14], even when the first quality factor or the second quality factor is
pretty high.
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Abstract. Sensor patter noise (SPN) has been proved to be an unique
fingerprint of a camera, and widely used for camera source identification.
Previous works mostly construct reference SPN by averaging the noise
residuals extracted from images like blue sky. However, this is unrealistic
in practice and the noise residual would be seriously affected by scene
detail, which would significantly influence the performance of camera
source identification. To address this problem, a complexity based sam-
ple selection method is proposed in this paper. The proposed method is
adopted before the extraction of noise residual to select image patches
with less scene detail to generate the reference SPN. An extensive com-
parative experiments show its effectiveness in eliminating the influence of
image content and improving the identification accuracy of the existing
methods.

Keywords: Camera source identification + Sensor pattern noise
Sample selection - Image complexity

1 Introduction

With the continuous advancement of technology, it is very convenient to get
access to various image acquisition devices, and digital images make an impor-
tant role of lives. However, the emergence and prevalence of a variety of image
editing softwares makes it easier than ever before to temper and forge digital
images. In recent years, the tampering and forging events have risen a concern
about the authenticity and originality of digital images, which is called digital
image forensics. As an important branch of digital image forensic, camera source
identification focus on the originality of digital images, which can be divided into
two branches: (1) model-based, and (2) device-based camera source identifica-
tion. In this paper, we mainly discuss the latter.

In last decade, several methods were proposed to solve the problem of camera-
based source camera identification, such as sensor patter noise [1], sensor dust
characteristics [2], and defects in CCDs [3]. The key idea of these methods is
to extract unique characteristic features introduced by the hardware of image
@© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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acquisition devices. Among them, SPN has been widely considered as a reliable
fingerprint because of its universality and stability.

Lukas et al. [1] first extracted SPN from digital images using a wavelet-
based Wiener de-noising filter. To reduce the false acceptance probability, Goljan
et al. [4] proposed the Peak to Correlation Energy ratio (PCE) instead of the
normalized correlation to estimate the correlation between the reference and test
SPN. Considering computational cost, Hu et al. [5] proposed a new method only
taking the large components of SPN into account. Recently, Li et al. [6] proposed
an effective feature extractor based on the Principal Component Analysis (PCA)
de-noising algorithm [7] to reduce the size of camera fingerprint and significantly
improve the performance of several existing methods.

However, the reference SPN extracted through the methods above will be
unavoidably affected by scene details, which would significantly influence the
accuracy of source camera identification. To solve this problem, Wu et al. [§]
introduced an edge adaptive SPN predictor to reduce the influence of images
content residual based on content adaptive interpolation, and also proved that
the reference SPN with less scene noise could achieve a higher identification
accuracy. Recently, Li et al. [9] proposed a framework based on random subspace
method (RSM) and majority voting (MV) to suppress the interference of image
content.

Different from the methods discussed above, we propose a complexity based
sample selection method to obtain more accurate reference SPN. Firstly, we
adopted image complexity as the representation of amount of scene details. Then,
the sample selection method is used before the extraction of noise residual to
select image pathes with less scene detail to generate reference SPN. After the
construction of reference SPN, different methods are performed to verify the
effectiveness of the proposed method.

The rest of this paper is organized as follows. Section 2 firstly introduce the
measurement of image complexity, and then propose the sample selection method
based on image complexity. In Sect. 3, experimental results show the effectiveness
and applicability of the proposed method, and finally, conclusion is drawn in
Sect. 4.

2 Proposed Method

Previous works suggested that SPN should be extracted in several pure images,
such as a dark or white one [8]. They insisted that the noise residual extracted
from those images with less scene detail is much more pure and reliable. As
shown in Fig. 1, the image scene detail obviously differs in different area of an
image. In most cases, there are always some regions containing less image con-
tent, which means lower image complexity, and the SPN generated from these
regions is much more reliable. Inspired by this, a new complexity based sam-
ple selection method is proposed in this section, by quantitatively analyzing the
image complexity.
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(©)

Fig. 1. (a) An image taken by Canon_Ixus70. (b) Reference SPN of Canon_Ixus70. (c)
The noise residual extracted from (a).

2.1 Image Complexity Measurement

There are many kinds of image complexity measurements, in which texture fea-
tures are widely used and quite effective. Textures are characterized by the rela-
tionship of the intensities of neighboring pixels ignoring their color, which means
they are a representative pattern of spatial distribution of image intensities. They
contain fatal information about the structural arrangement of surfaces and their
relationship to the surrounding environment. Since the textural properties of
images appear to carry useful information of image content, it is reasonable to
consider texture features as the representation of image complexity.

In various methods of texture analysis, the gray level co-occurrence matrix
(GLCM) proposed by Haralick and Shanmugam [10] is considered as the most
widely used algorithm because of its adaptability and robustness in different
scenes. In our paper, the GLCM is adopted to analyze the texture features of
the image, considering as the complexity of the image patches.

The co-occurrence matrix is defined over an image according to the distribu-
tion of co-occurring values for a given offset. More specifically, GLCM calculates
how often a specified pixel with gray-level value occurs either horizontally, ver-
tically, or diagonally to the adjacent pixels. Mathematically, the co-occurrence
matrix C, defined over an mxn image I and parameterized by an offset (Az, Ay),
is calcultated as:

_m " (1, if I (i) =pand I (i + Az, j + Ay) = ¢

Car.a (0.0) _;;{07 I )
1= J:

where p and ¢ are pixel values of the image, and 4,j is the spatial posi-

tions in the given image I. What’s more, the offset (Az, Ay) depends on the
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direction adopted and the distance at which the matrix is computed. Haral-
ick et al. extracted 14 parameters form GLCM to describe the textural prop-
erties of a given image, but some of them show redundancies, and the com-
monly used parameters are energy, contrast, entropy, homogeneity and correla-
tion coefficients.

As discussed above, the texture features of the whole image can be expressly
represented by the combination of those GLCM parameters. However in this
paper, our goal is to simply measure the complexity of image patches and find
the patch of smallest complexity to extract more pure SPN, rather than precisely
describe the sharpness and depth of the texture. So we just select correlation
coefficient as the representation of image complexity. The definition of correlation
in GLCM is given by:

covzz(i_“i)(j—ﬂj)G(ivj) )
i 0i0;
where p43, pt; is the mean of the GLCM elements along the horizontal and vertical
direction respectively, and 05, 0; is the variance matrix of ¢th row and jth column.
Correlation coefficient measures the consistency of image textures. Usually,
the patch with less scene detail will has a high correlation coefficient. In other
words, the higher the correlation coefficient, the lower image complexity. As
shown in Fig.2, it is obvious that the upper left patch of the image, whose
correlation coefficient is highest, has less scene detail.

14.9606 11.7036 8.6227 9.4348

2.1603 0.1516 4.3974 0.4487

0.1999 0.1249 0.1335 0.2457

0.0858 0.0821 0.0443 0.0951

(b)

Fig. 2. (a) An image taken by Canon_Ixus70. (b) The image complexity of each patch.

2.2 Image Complexity Based Sample Selection

Lukas et al. [1] firstly proposed to extract the reference SPN from digital image
by averaging noise residuals. They adopted a wavelet-based Wiener de-noising
filter to extract the residual signals from the wavelet high frequency coefficients:
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where [; is the original image and F' is the de-noising filter. Then the reference
SPN is given by:

M=

ri

r- o

where N is the number of images to generate reference SPN. But the averaging
method has an limitation, the image to generate reference SPN are mostly blue
sky, which is not realistic in practice.

To address this problem, image patch selection is adopted before the extrac-
tion of noise residual. Assuming there are n images denoted by I; (i =
1,2,3,...,n) taken by the same camera. Firstly, every image is segmented into
several non-overlapping blocks with the size of 256 x 256 pixels. Then, the com-
plexity coefficient cov is calculated using Eq.2 of each image block to form a
complexity matrix, as shown in Fig. 2. For all images in the experiment database,
complexity coefficients of the same location are then added together to form a
new complexity matrix N. For the purpose of using the region with less scene
detail to generate the reference SPN, the block with maximum value in N is
selected to extract noise residual for construction of reliable reference SPN using
method in [1]. The block diagram of complexity-based SPN generation is shown
in Fig. 3.

Reference SPN

:ﬁ Basic SPN

Sa\ PCA

I
l
l
D RSM

Camera 1

—>

PCA+RSM

Complexity matrix

Sample Selection

Camera N

Fig. 3. The block diagram of complexity based sample selection.

3 Experimens and Results

3.1 Experimenal Setting

In order to evaluate the performance of the proposed method, we carry out our
experiments on the Dresden mage Database [11]. A total of 1200 images from
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10 cameras are considered in the experiments, which are all taken indoors and
outdoors with variety of natural scene sight. The 10 cameras devices belong to
four camera models, and each model has 2—-3 different devices. Table1 lists the
details of the 10 cameras used in the experiments.

Table 1. Camera used in the experiments.

Cameras Size Abbr.
Canon_Ixus70_0 3072 x 2304 | C1
Canon_Ixus70-0 3072 x 2304 | C1
Canon_Ixus70-1 3072 x 2304 | C2
Canon_Ixus70_2 3072 x 2304 | C3
Nikon_CoolPixS710-0 4352 x 3264 | N1
Nikon_CoolPixS710_1 4352 x 3264 | N2
Samsung_L74wide_0 3072 x 2304 | S1
Samsung_L74wide_1 3072 x 2304 | S2
Samsung_L74wide_2 3072 x 2304 | S3
Olympus_-mju-1050SW_0 | 3648 x 2734 | O1
Olympus_mju_-1050SW_1 | 3648 x 2734 | O2

For each camera, 120 images are divided into two subsets for training and
testing, of which 50 images are used to construct the reference SPN, and the
test set is consisted of the remaining 70 images. For a fair comparison, the
basic SPN [1], PCA [6]and RSM [9] method mentioned above are respectively
performed with and without the proposed sample selection method. Considering
the computational cost, the experiments without sample selection are performed
on the central block with the size of 256 x 256 cropped from the original image.

3.2 Performance Evaluation

As described in Sect. 2, the image complexity based sample selection method is
performed before the extraction of SPN. We first cut the images into the size of
2048 x 2048 from the upper left corner of the original images. Then, the cropped
images are segmented into 64 patches with size of 256 x 256. For all images in
the experiment database, correlation coefficients of the same locations are then
added together to form the complexity matrix of whole database, which is shown
in Table 2.

As we can see from Table2, the patch of 1st row and 2nd column has the
largest correlation coefficient, which also means minimum image complexity and
less scene detail. So, we select this patch as the representation of images to
extract SPN. In order to verify the effective of the proposed method, we carried
out several comparative experiments with and without sample selection, and the
experimental results are shown in tables below.
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Table 2. Correlation coefficients of image database.

Corrlation coefficient(x10%)

1.3610 |1.5925 |1.4586 |1.2352 |1.4163 |1.2155 |1.5770 |1.3235
1.4200 |1.2593 |0.9244 |1.2302 |0.9442 |1.2868 |1.5716 |1.3474
1.0984 |0.8087 |0.7612 |1.0199 |1.2054 |1.0570 |1.2178 |1.1123
1.1353 |0.6064 |0.5761 |0.6027 |0.8489 |0.7015 |0.5064 |0.7193
0.5969 |0.4425 |0.3381 |0.6384 |0.4943 |0.3305 |0.2352 |0.7417
0.4119 |0.4034 |0.4896 |0.4890 |0.2098 |0.1629 |0.2229 |0.2415
0.4419 |0.5472 |0.7511 |0.5914 |0.3907 |0.3329 |0.3395 |0.3156
0.6491 |0.5252 |0.7422 |0.6516 |0.7076 |0.5305 |0.4543 |0.4978

The basic SPN method of image source identification is to directly extract
noise residual from several images to form reference SPN by averaging. Then,
the correlation coefficient between the reference and test noise residual is cal-
culated. The test image is belong to the origin whose correlation coefficient is
highest. The experimental results are shown in Tables3 and 4. When adopted
the proposed sample selection method, the average identification accuracy of
basic SPN method has an improvement of 0.42% from 87.29% to 87.71%. The
average identification accuracy of three other methods are also listed in Table 3.

Table 3. Average identification accuracy with and without sample selection.

Method Basic SPN | PCA | RSM SPN | PCA RSM SPN
Without SS | 87.29 86.87 | 87.01 87.41
With SS 87.71 87.62 | 87.85 87.96

Table 4. Identification accuracy of basic SPN with and without sample selection (%).

Method C1 C2 C3 N1 N2 S1 S2 S3 o1 02 Ave.
Basic SPN 98.57 | 98.57 100 65.71 92.86 |91.43 77.14 | 88.57 |77.14 |82.86 |87.29
SS SPN 95.71 94.29 |98.57 |81.43 |88.57 |84.29 88.57 | 85.71 77.14 | 72.86 |87.71

PCA is a widely used method to reduce the dimension of camera finger-
print while represent the original data as well as possible. When selecting an
appropriate proportion of principal components, there should be a certain extent
improvement of identification accuracy. The results of the experiment are shown
in Table5. It is easy to find that the identification accuracy of SS PCA has
an obvious improvement compared with the PCA without sample selection,
especially when the proportion of principal components G(T) is smaller. When
G(T)=0.99, the SS PCA shows its highest accuracy of 88.14%, and the average
improvement of identification accuracy is 0.78%. Table 5 also lists the identifica-
tion accuracy of each device respectively when G(T) = 0.99.
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Table 5. Identification accuracy of PCA SPN with and without sample selection (%).

G(T) 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1.0 Ave.
PCA 85.86 85.86 86.43 86.29 87.00 87.14 87.43 87.86 88.00 87.43 86.84
SS PCA 87.29 87.29 87.57 87.57 87.43 87.29 87.71 88.14 88.14 88.14 87.62
Method C1 C2 C3 N1 N2 S1 S2 S3 o1 02 Ave.
PCA 98.57 98.57 100 67.14 94.29 92.86 77.14 90.00 77.14 84.29 88.00
SS PCA 97.14 84.29 98.57 80.00 88.57 84.29 88.57 97.14 77.14 75.14 88.14

In work [9], random subspace method and majority voting is used to improve
the identification accuracy. There are two parameters which would affect the
identification performance: the dimension of each random subspaces M and the
number of random subspaces L. According to [9], we empirically set L = 600
while M /d various from 0.1 to 1, where d is the size of entire feature space. It
is worth mentioning that the performance of RSM method is the same as that
of basic SPN method when M/d = 1, which has been proved by the results
shown in Table6. The highest identification accuracy of RSM method and SS
RSM method is 87.29% and 88.14% respectively, and the average improvement
is 0.84%. Similar with Table5, the improvement is more obvious when M/d
is smaller. Also, Table6 shows the identification accuracy of each device with
highest average identification accuracy when M/d = 0.6 (for RSM) and 0.3 (for
SS RSM).

Table 6. Identification accuracy of RSM SPN with and without sample selection (%).

M/d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 Ave.
RSM 87.00 85.93 86.64 87.21 87.36 87.29 87.14 | 87.00 87.29 87.29 87.01
SS RSM 87.93 88.07 88.14 |87.64 87.79 88.07 87.64 | 87.79 87.71 87.71 87.85
Method C1 Cc2 C3 N1 N2 S1 S2 S3 o1 02 Ave.
RSM 98.57 | 98.57 100 65.00 92.14 91.43 78.57 |89.29 76.43 82.86 87.29
SS RSM 96.43 95.00 98.57 80.71 88.57 | 83.57 90.00 95.71 77.14 75.71 88.14

Then another experiment combining sample selection, PCA and RSM with
L =600 and G(T) = 0.99 is performed to see whether the identification accuracy
would be further improved. Table 7 shows the experimental results. The highest

Table 7. Identification accuracy of PCA RSM with and without sample selection (%).

M/d 0.1 |02 |03 |04 |05 |06 0.7 0.8 0.9 [1.0 |Ave.
PCA RSM 86.00 | 87.00 | 87.07 | 87.50 | 87.71 | 87.79 | 87.64 | 87.64 |87.79 |87.68 | 87.38
SS PCA RSM | 88.00 | 88.00 | 87.57 | 87.79 | 88.07 | 88.07 |87.71 |88.14 | 88.07|88.10 | 87.95
Method C1 C2 C3 N1 N2 S1 S2 S3 01 02 | Ave.
PCA RSM 98.57198.57 100 |65.00|93.5792.14 |78.57 90.71 |76.43|84.29 87.79
SS PCA PSM | 97.14|94.29 | 98.57 | 80.00 | 88.57 | 84.29 |88.57|97.14 |77.14|75.71 | 88.14
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accuracy of SS PCA RSM method is 88.14%, whose average accuracy improve-
ment is 0.57%. Table 7 also shows the identification accuracy of each device with
highest average identification accuracy when M/d = 0.6 (for PCA RSM) and
0.8 (for SS PCA RSM).

4 Conclusion

An effective complexity based sample selection method for camera source identi-
fication is proposed in this paper. Considering the noise residual extracted from
natural images may be seriously affected by scene details, we adopt a sample
selection method based on image complexity to select image patches with less
image content to generate reference SPN, which could significantly enhance the
credibility of reference SPN. An extensive comparative experiments are carried
out to prove the effectiveness of the proposed method. And the experimental
results show that the proposed method can eliminate the influence of image
content and improve the identification accuracy of the existing methods.

Acknowledgments. This work is supported by the National Science Foundation of
China (No. 61502076) and the Scientific Research Project of Liaoning Provincial Edu-
cation Department (No. L2015114).
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Abstract. For reducing the complexity of equalization, linear equalization can
be adopted for generalized spatial modulation (GSM) which is a special case of
multiple-input-and-multiple-output (MIMO). However, because of its inferior
performance, linear equalization may be infeasible for practical GSM systems
which has large number of antennas and constellation. On the other hand,
lattice-reduction (LR) is an effective method to improve the performance of
linear equalization. The lattice reduction can’t be utilized by GSM directly,
because signals on some antennas don’t exist. For tackling this problem, we
propose a compatible 8-QAM constellation scheme integrating LR-aided linear
equalization with GSM effectively. Next, we prove that LR-aided linear
equalizers collect the same diversity order as that exploited by the ML detector
under Rayleigh fading channels, and implement some simulations. Simulation
results show the superior of the proposed 8-QAM over traditional 4-QAM and
8-QAM under Rayleigh fading channel. Moreover, our scheme obtains the full
receive diversity under correlated channel.

Keywords: Generalized spatial modulation - Lattice reduction
Linear detection - 8-QAM

1 Introduction

Spatial modulation (SM) has been recognized as a promising MIMO transmission
technology to develop energy-efficient, low-complexity solutions that satisfy target
throughput requirements in future mobile networks [1]. Comparing with traditional
MIMO scheme, SM only activates one antenna according to the information bits per
channel use. So only one RF chain is needed, corresponding results are that the
hardware implementation cost reduces, inter-channel interference is avoided, and
inter-antenna problem doesn’t exist. These merits make the SM become the research
focus of MIMO.

The spectral efficiency of SM is increased logarithmically with the number of
transmit antenna, which cannot satisfy the demand for higher throughput under the
fixed transmit antenna number. For tackling this problem, generalized spatial modu-
lation (GSM) activating more than one antenna during each transmission is introduced
[2-4]. Now, there exists two types of GSM, One is that all active antennas send the
same modulated symbol simultaneously [2, 3], and the other is that different active

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 181-194, 2018.
https://doi.org/10.1007/978-3-319-73564-1_18
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antennas send different modulated symbol independently [4]. For convenience, we call
the former single symbol generalized spatial modulation (SS-GSM), the latter multiple
symbol generalized spatial modulation (MS-GSM). It is worth to notice that GSM
eliminates the demand that the transmit antenna number must be a power of two.
Moreover, SS-GSM completely keep the advantages of single RF chain obviously, and
MS-GSM have a higher spectral efficiency. However, ICI and IAS problems still exist
in MS-GSM.

For MIMO receiver, maximum likelihood (ML) detection can obtain the best
bit-error rate (BER). However, the huge computation complexity make ML infeasible
in practical system. At the same time, linear equalization has an inferior performance
while low complexity. Considering the important factors impacting the linear receiver
is column coherence of channel matrix, and lattice reduction can reduce the depen-
dency among column effectively, some researchers propose LR-aided linear equal-
ization for Vertical Bell Laboratories Layered Space-Time (V-BLAST) architecture [5].
However, LR is not suitable for GSM, because only a portion of antennas are activating
during each transmission, and receiver cannot obtain the consecutive integer lattice
point in I-Q constellation diagram. For tacking this problem, we propose a compatible
8-QAM constellation scheme for SS-GSM and MS-GSM, which meets the requirement
of lattice reduction. Sequentially, we prove that LR-aided linear equalizers can collect
the same diversity order as that exploited by the ML detector and the simulations are
implemented to corroborate our theoretical claims.

The remainder of this paper is organized as follows. Section 2 describes system and
signal models. Section 3 extends the proposed equalizations to GSM and proposes a
compatible 8-QAM constellation. Section 4 gives performance analyze. Section 5
shows the simulation results, followed by concluding remarks in Sect. 6.

2 GSM System Model

Consider a GSM system with N, transmit antennas and N, receive antennas. For each
symbol time, only N, transmit antennas is activated to send symbols, where
2 <N, <N,. Obviously, there are C,I\\,'f kinds of possible active antennas combinations,
among them, at most N kinds of combinations can be used to transmit log, N bits

Na
information, where N = 2 o2 ] and |e] is the floor function. In the context of this
paper, we call the N kinds of combinations a spatial constellation and any one of them a
spatial symbol. The transmitted symbol vector can be written as

X =Es, (1)

where E; is a N; x N, matrix which contains N, columns chosen from the N; X N;
identity matrix and is the matrix form expression for a spatial symbol. Definitely, the
spatial symbol can also be represented in combination indices form as I =
{J1:J25 -+, Jn, }, Where every element ji, k € [1,2,---,N,] denotes the antenna index
which is arranged in ascending order for convenience. As a result, the spatial con-
stellation in combination indices form can be written as Z = {l,h, --,Iy}.
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The ordinals of columns in E; are chosen according to the antenna indices in each
spatial symbol, so there are totally N kinds of E; that make up of the spatial constel-

lation in matrix form & where &¢={Ey, Ey,---,Ey}. s=[s1,---,sn,] is the
power-normalized N, x 1 signal symbol vector namely E[ss”] = Ly,. For SS-GSM, the
N, signal symbols are the same, namely s; =5, =--- =sy, € S, where S is the

conventional QAM constellation. As to MS-GSM, the N, signal symbols are inde-
pendent, which means s € S x S---S = SV, Definitely for M-QAM, in each symbol
time, SS-GSM can transmit log, N + log, M bits whereas MS-GSM can transmit
log, N + N, log, M bits.

Assume that the channel is flat-fading quasi-static, where the channel matrix is
invariant during a frame and changes independently among frames, and each entry of
the channel matrix H follows an independent and identically distributed (i.i.d) complex
Gaussian distribution CA/(0, 1) with mean 0 and variance 1. The received signal vector
can be represent as

y=HE;s+n=HX+n, (2)

where n € CM! is the additive noise vector following complex Gaussian distribution
with mean zero and covariance matrix E[nn] = ¢’I . Let Hg, = HE, and it is easy to
know that Hg, € H = {Hg,,Hg,,---,Hg, } is sub-channel matrix including N, col-
umns chosen from the channel matrix H. Equation (2) can be rewritten as:

y =Hgs+n (3)

At the receiver, the ML detector provides the optimal performance by exhaustively
searching through spatial constellation and signal constellation. The output for
SS-GSM can be written as

L . 2
(Ei7 S) T HE,»GH.,:lIEizn:...sNHESHy B HE[SHT (4)
and
Ei S - i - H 2 5
(Ei,8) arg min My eS| (5)
for MS-GSM.

3 LR-Aided Linear Equalization for GSM MIMO System

3.1 Lattice Reduction

Considering that the problems involved in wireless communications are mostly com-
plex valued, we only introduce the complex lattice and complex lattice reduction here
[6, 7]. A complex-valued lattice of rank m in the n-dimension complex space C" is
defined as
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LE {xx = ZZzbz,Zz € Zj}» (6)

=1

where b, € C" are complex basis vectors and Z; = Z +jZ is the set of complex
integers that are also called Gausses integers. The complex basis vectors can be
arranged into an n X m complex matrix B which can be simply called the basis of the
lattice, thus any element x in the lattice can be represent as x = Bz. It can be show that
there exist infinitely bases which can be chosen for a specific lattice. For different
bases, the same lattice can have different orthogonality defect, which defined as

_ det(B"B)
T bl

There is 0 < ¢(B) <1 for all B. £(B) = 1 if B is singular and ¢(B) = 0 if the columns
of B are orthogonal to each other. Lattice reduction algorithms are to reduce the
orthogonality defect of a lattice by column swaps and size reductions, while hold the
same lattice. The implementation process of these algorithms is using a unimodular
matrix to multiply the original basis, the corresponding equation is given as:

¢(B)=1 ()

E(BLR) = E(B) = BLR = BT, (8)

where all elements of T are Gausses integers, det(T) = £1, and &(Brr) <&(B).

A powerful and famous reduction criterion for arbitrary lattice dimensions is
introduced by Lenstra et al. [8], and the algorithm they proposed is known as the LLL
(or L*) algorithm. Since the signal and channel matrix are complex valued, we use
complex LLL algorithm (CLLL) provided in [9].

3.2 LR-Aided Linear Equalization

With the channel matrix after lattice reduction Hy g = HT, the received signal can be
written as

y=HX+n=HTT 'X+n=HZ+n. (9)

The idea of LR-aided linear equalization is to apply linear equalization to Z instead of
X and calculate X by X = TZ. The estimation of Z are obtained as:

Zy = Q (((H{‘RHLR)‘IHER) y), (10)
Zyvse = Q) (((HERHLR + O'ZIN[)ilHER)Y)v (11)

where Q) (e) denotes the component-wise rounding operation. The estimation of X is
given as:
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Xzr = Q2 (T2z) = (TQl (((HERHLR) 71HER> Y)) ) (12)
Xnmse = Qo (TZMMSE) = (TQl (((HERHLR + GZIN‘) 71H11:IR) Y)) ; (13)

where Q,(e) restricts the symbols to lie in the constellation. If we extend the original
channel matrix and received signal vector as

= |, [ 9= [or, ] 14

the result of MMSE can also be written in the ZF form:
- ~H-\ "l -H_
XMMSE = Q((H H) H Y>» (15)

For V-BLAST MIMO system, formula (12) and (13) represent the whole detection.
However, for SM system, the spatial symbol and signal symbol must be separated

according to estimated vector XZF or XMMSE. For the brevity, we use X to stand for XZF

or XMMSE'

Considering the entries corresponding to inactive antennas in estimated vector
should approach zero, we choose the largest N, entries in X:
()AC,'I,)ACI'Z, R ,)ACiNa), |)A6ik| > ‘)ACm|, ik € i = {il,iz, v ,iNu}7m S (U — j), U=
{1,--+,N,} and arrange the corresponding antennas indices combination in ascending
order: i} <ip < --- <iy,. The estimation of spatial symbol is given as

Ii=0s(I) = Qs({ir,ia, i}, (16)

where Q3 (e) forces the ij to lie in the spatial constellation. After estimating the spatial

symbol, choose the entry of X corresponding to the first active antenna index as the
estimation of signal symbol for SS-GSM:

S1 =8 = =5n =X, (17)

As to MS-GSM, choose the entries of X corresponding to the entire antenna index of
the spatial symbol f] as the estimation of signal symbol:

§ = [Riy, Ry s iy, |- (18)

Considering that the MMSE equalizer is equal to the ZF equalizer in the form of the
extended system (15), we summarize the main steps of the LR-aided ZF equalization to
represent the LR-aided linear equalization detector for GSM systems in Table 1.
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Table 1. The main steps of LR-aided ZF equalization detector for MIMO GSM system.

S1 | At the receiver, perform the CLLL algorithm to get the more orthogonal channel matrix
and the unimodular matrix: [Hig, T] = CLLL(H)

S2 | In formula (10), use ZF equalization to equalize the received signal vector, and obtain 7
S3 | In formula (12), recover the transmitted symbol vector X
S4 | In formula (16), estimate the spatial symbol ; from X

S5 | According to i] estimate the signal symbol § for SS-GSM or MS-GSM. in formula (17)
or (18)

3.3 A Compatible 8-QAM Constellation for GSM

Based on the theory of lattice, X should stem from the infinite integer space [10].
Considering the necessary condition of the lattice reduction is consecutive integers
lattice, in [10, 11], square M-QAM constellation is translated into a finite consecutive
integers set by proper scaling and shifting for V-BLAST MIMO system. However, the
general expression of GSM which includes zero entries in transmitted vector don’t
satisfy this condition. For example, a 4-QAM constellation in GSM as shown in Fig. 1,
which includes the original point, and scaling and shifting operation cannot turn points
of constellation into consecutive integers. So the lattice reduction isn’t suitable for
GSM. For tacking this problem, we propose an 8-QAM constellation which can satisfy
the complex consecutive integer requirement for X, as depicted in Fig. 2. The proposed
8-QAM constellation is made up of two orthogonal real integers set: A x A, where
A={-1,0,1} (Fig. 3).

Fig. 1. A 4-QAM constellation in GSM.
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Fig. 2. Proposed 8-QAM constellation.
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Fig. 3. Contrasting 8-QAM constellation

4 Performance Analyze

The LR-aided linear detectors for MIMO V-BLAST system can collect the same
diversity order as that exploited by the ML detector [13], based on this, the diversity
order of LR-aided linear detectors for MIMO GSM system is analyzed here.

Proposition 1: Given the signal model in (1), system model in (2), the proposed
8-QAM constellation in Sect. 4.2, channels consisting of i.i.d complex Gaussian dis-
tributed entries with zero mean and unit variance, the diversity order collected by
LR-aided ZF equalization for GSM is N;.
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Proof: Substitute (9) for y in (10), the equalization result in step S2 of Table 1 can be
rewritten as:

Zor = O, (H]J[Ry> — 0, (HIRHLRZ+HIRn) —7+40 (H:[Rn). (19)

As a result, the estimation of transmitted symbol vector can be expressed as:
Xzr = Q2 (T22¢) = O (T(Z H) =X 10, (H] 20
75 = Q(Tz) = Q + Qi (Hjgn =X+ (TQ:(Hign) ). (20)

Definitely, there will be XZF =X if 9, (HIRn) = 0. The correct estimation of X will

lead to correct estimate of I; and s according to the method described in Sect. 4.1.
Therefore, the symbol error probability for a given H is upper-bounded by

Pyp<1— P(Q1 (HIRn) = O|H) (21)

t

I:IJr can be represented as [aj,ay, .. .,aNI]T, where a, i € [1, V] is the ith row of H'.
The upper bound can be rewritten as

1
T J—
Pe|H<P(11<nia<le|ain| > 2|H). (22)

According to Lemma 1 in [12], we obtain the inequality:

max, [a]]] < . 23)
1<i<N /1 = ¢(Hig) - min ||hl||
1<i<N
where h;,i € [1,N{] is the i th column of Hjg. Consider that
max [aTn| < max [ - ] < Inl SEerY
1<i<N, 1<i<M 1 — ¢(Hrr) - min thH
Py is further bounded by
Per <P L (25)

Since Hyy is derived from H by using the CLLL algorithm with parameter ¢, and H is
full rank with probability one, we can obtain the following inequality according to
Lemma 1 in [9]:
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_Nco] (Ncol + 1)

2
= ¢, (26)

where N is the number of columns of H. Use h,,;, to stand for the minimum non-zero
norm vector in the lattice generated by H. Because Hy g spans the same lattice as H, we
have

[humin]| < min_|[hy]|. (27)

1<i<NMN
Substitute (26) and (27) into (25), and the (25) can be simplified as:

Cs hmm
Pe|H§P(||n||> ” ”|H) (28)

Average (28) with respect to the random matrix H, we have

¢ || hmi
= s sl = )

4
_ 4n?
= Eq [ <|hmm” 2 n
4

2. . . .
|m||” is a central Chi-square random variable with 2N, degrees of freedom and mean
N,¢? since n is an N, x 1 complex white noise vector with zero mean and covariance
matrix O'ZIN‘_. According to Lemma 2 in [12], we have

(29)

P(lhin* <) < e, (30)

where cy,y, is a finite constant depending on N, and N;. Then P, can be further bounded

as:
4\
P.<E, [ (%) ||n||2”']. 31)
0

Calculate the N; th moment of Chi-square random variable ||n||>, we get the final result:

0

Therefore, the diversity order of the LR-aided ZF detector for GSM is greater than or
equal to N;. Since the maximum diversity order for the GSM MIMO system is N;, the
LR-aided ZF detector for GSM collects diversity N,. The result is easy to extend for
LR-aided MMSE detector. n
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5 Simulation Results

In this section, we will testify three conclusion by Monte Carlo method with
MATLAB: (1) under the condition that GSM system adopts the LR-aided linear
detector, compared with the contrasting 8-QAM constellation depicted in Fig. 5 and the
4-QAM constellation depicted in Fig. 2, the proposed 8-QAM constellation has
inherent performance superiority; (2) the proposed detector obtains full receive
diversity order; (3) simulation results with Kronecker Model show that the proposed
method s