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Preface

We are delighted to introduce the proceedings of the second edition of the 2017
European Alliance for Innovation (EAI) International Conference on Machine Learning
and Intelligent Communications (MLICOM). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing machine learning and intelligent communications.

The technical program of MLICOM 2017 consisted of 141 full papers in oral
presentation sessions at the main conference tracks. The conference tracks were: Main
Track, Machine Learning; Track 1, Intelligent Positioning and Navigation; Track 2,
Intelligent Multimedia Processing and Security; Track 3, Intelligent Wireless Mobile
Network and Security; Track 4, Cognitive Radio and Intelligent Networking; Track 5,
Intelligent Internet of Things; Track 6, Intelligent Satellite Communications and Net-
working; Track 7, Intelligent Remote Sensing, Visual Computing and
Three-Dimensional Modeling; Track 8, Green Communication and Intelligent Net-
working; Track 9, Intelligent Ad-Hoc and Sensor Networks; Track 10, Intelligent
Resource Allocation in Wireless and Cloud Networks; Track 11, Intelligent Signal
Processing in Wireless and Optical Communications; Track 12, Intelligent Radar
Signal Processing; Track 13, Intelligent Cooperative Communications and Networking.
Aside from the high-quality technical paper presentations, the technical program also
featured three keynote speeches. The three keynote speeches were by Prof. Haijun
Zhang from the University of Science and Technology Beijing, China, Prof. Yong
Wang from Harbin Institute of Technology, China, and Mr. Lifan Liu from National
Instruments China.

Coordination with the steering chairs, Imrich Chlamtac, Xuemai Gu, and Gongliang
Liu, was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee who worked hard to organize and support the con-
ference, and in particular, the Technical Program Committee, led by our TPC co-chairs,
Prof. Xin Liu and Prof. Mingjian Sun, who completed the peer-review process of
technical papers and created a high-quality technical program. We are also grateful to
the conference manager, Katarina Antalova, for her support and to all the authors who
submitted their papers to MLICOM 2017.

We strongly believe that the MLICOM conference provides a good forum for
researchers, developers, and practitioners to discuss all the science and technology
aspects that are relevant to machine learning and intelligent communications. We also
hope that future MLICOM conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

December 2017 Xuemai Gu
Gongliang Liu

Bo Li
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Abstract. In mobile ad-hoc networks, the random mobility of nodes will result
in unreliable connection. In addition, the bandwidth resource limit will affect the
quality of service (QoS) critically. In this paper, an effective QoS-based reliable
route selecting scheme (QRRSS) is proposed to alleviate the above problems.
The route reliability can be estimated by received signal strength and the control
packet overhead can be decreased by selecting more reliable link that satisfies
the QoS requirements. Simulation results indicate that the reliable route
selecting scheme presented in this paper shows obvious superiority to the tra-
ditional ad-hoc QoS on-demand routing (AQOR) in the packet successful
delivery rate, the control packet overhead and the average end-to-end delay.

Keywords: Mobile ad-hoc networks � Quality of service (QoS) � QRRSS
Reliability � AQOR

1 Introduction

This instruction file for Word users (there is a separate instruction file for LaTeX users)
may be used as a template. Kindly send the final and checked Word and PDF files of
your paper to the Contact Volume Editor. This is usually one of the organizers of the
conference. You should make sure that the Word and the PDF files are identical and
correct and that only one version of your paper is sent. It is not possible to update files
at a later stage. Please note that we do not need the printed paper.

We would like to draw your attention to the fact that it is not possible to modify a
paper in any way, once it has been published. This applies to both the printed book and
the online version of the publication. Every detail, including the order of the names of
the authors, should be checked before the paper is sent to the Volume Editors.

With the development of mobile ad-hoc networks and continuous improvement of
user demands, the limited bandwidth resource becomes difficult to guarantee high QoS
for users [1]. Although such issues can get some improvement by a serial of QoS
routing algorithms [2, 3] recently, no effective discussion of link reliability is available.
Due to the link breakage caused by random mobility of nodes, source nodes need
continue to trigger the route discovery process, which will lead to sharp increase in the
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X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 3–11, 2018.
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control overhead, the probability of packet discard, and average end-to-end delay.
Therefore, it will have a serious impact on the QoS. We can see that under the
precondition of urgent QoS requirement, to establish a reliable end-to-end route for
nodes is very important and necessary [4].

Many pertinent researches of route in mobile ad-hoc networks have been proposed.
Nodes in Associative-Based Routing Protocol (ABR) measure the route reliability by
sending pilot signal periodically, and meanwhile, ABR supposes that it must exist a
stable period after an unstable period. During the stable time all nodes restart to move
after experiencing an immobile time [5]. Obviously, this supposition is opposite to the
real situation because of the random mobility of nodes in mobile ad-hoc networks. Link
Life Based Routing Protocol (LBR) attains link lifetime by estimating the distance and
maximum speed of the nodes. When link fails, proactive maintenance is started up to
recover the route. However, estimating route lifetime is invalidation owing to the link
failure. Consequently, the reliability of backup route may be hard to guarantee [6].
Entropy-Based Long-Life Distributed QoS Routing Protocol (EBLLD) algorithm
proposes an idea of using entropy metric to weigh the route reliability and select the
longer lifetime path, where the entropy for a route is a function about the relative
positions, velocities, and the transmission ranges of the nodes [7]. Although these
algorithms can be applied to the mobile ad-hoc networks better than the statistical
models, they need the premise of assumption that the relative positions all nodes are
known accurately, which is not realistic in most of the mobile ad-hoc networks.

With the gradual maturation of the signal strength measurement technology, the
application of signal strength has come to the top in domains of the control of wireless
networks [8], measuring distance and orientation [9]. Considering that the signal
strength can reflect the connection state of the link indirectly, this paper proposes a
method of estimating route reliability based on received signal strength and establishes
an effective QoS-based reliable route selecting scheme QRRSS. QRRSS selects more
reliable link that satisfies QoS requirement by adding relative information to (Route
Request, RREQ)/(Route Reply, RREP), So that it can decrease control packet overhead
by reducing frequent route discovery.

2 Effective Qos-Based Reliable Route Estimation Algorithm

A mobile ad-hoc network can be depicted as an undirected graph G = (V,E). Where,
V is the set of nodes and E is the set of bidirectional links between the nodes. Any link
lði; jÞ 2 E can be given by residual Bandwidth B(l), Delay D(l) and Link Reliability
LR(l). The path from one node s to another node d can be described as
Pðs; dÞ ¼ ðs; lðs; xÞ; x; lðx; yÞ; y; . . .; lðz; dÞ; dÞ, where x; y; . . .; z are some points in the
path. The connection between any two nodes is made up of a serial of all possible
paths, which is Pðs; dÞ ¼ fP0;P1;Pi; . . .;Png. Accordingly, we can define a certain
path Pi between s and d, whose delay, bandwidth and reliability satisfy the require-
ments as (1),
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DelayðPiÞ ¼
P

l2Pi

DðlÞ
BandðPiÞ ¼ minfBðl0Þ;Bðl1Þ;BðliÞ; . . .;BðlnÞg
ReliabilityðPiÞ ¼

Q

l2Pi
LRðlÞ

8
>><

>>:
ð1Þ

Where, l0; l1; li; . . .; ln are the links that make up the path [10]. Thus, the question
can be described as searching the most reliable path Pm which satisfies QoS require-
ment for nodes. Furthermore, we can depict the question as (2),

ReliabilityðPmÞ ¼ maxfReliabilityðP0Þ;ReliabilityðP1Þ;
ReliabilityðPmÞ; . . .;ReliabilityðPnÞg

8BandðPmÞ�Db
8DelayðPmÞ�Db

8
><

>:
ð2Þ

Now, for the sake of expression convenience, we introduce the parameters as
Table 1.

With the above parameter assumptions, the steps of QRRSS proposed in this paper
based on (Decision Rules, DR) can be provided as follows:

DR1: If SS1i;j � Thr1, then it means that nodes i and j are close enough, and the
link is very reliable. In that case, we set LRi;j ¼ 1 and LUi;j ¼ 0;

DR2: If SS1i;j � Thr2 and node j is a new neighbor node of i, then we set LUi;j ¼ 1;
DR3: If SS1i;j � Thr2 and SS2i;j � RxThr, it indicates that the situation of nodes

i and j is not sure. If DSSi;j ¼ SS2i;j � SS1i;j, we set LUi;j ¼ 0; if DSSi;j � m1, we set
LRi;j ¼ 1; if DSSi;j [ m1 and DSSi;j � m2, we set LRi;j ¼ ðm2 � DSSi;jÞ=ðm2 � m1Þ; if
DSSi;j [ m2, we set LRi;j ¼ 0.

Table 1. The parameters and meanings in this paper

Parameters Meanings

RxThr Reception threshold of received signal strength, we assume it is same for all nodes
SS1i,j Current received signal strength for the link between nodes i and j
SS2i,j The received signal strength stored in neighbor information table for the link

between nodes i and j, periodically updated by SS1i,j
Thr1 If a node receives signal with strength ≥ Thr1, then the link can be assumed to be

very reliable
Thr2 If a node receives signal with strength < Thr2, then the link can be assumed to be

unreliable to transfer the data
DSSi,j The difference of signal strength between nodes i and j to indicate the changes of

the signal strength
m1, m2 m1 is a threshold for DSS to indicate small environment variations in signal

strength, and that m2 (>m1) is used to detect whether two nodes are leaving away
from each other fast

LRi,j Link reliability between nodes i and j, and LRi,j 2 [0, 1]
LUi,j Link uncertainty between nodes i and j, means that the link’s reliability cannot be

determined due to lack of SS2i,j in neighbor information table

An Effective QoS-Based Reliable Route Selecting Scheme 5



As a consequence, nodes can obtain the relative parameters from received packets,
and estimate route reliability with DR. The packet, whose signal strength is less than or
equal to Thr2, is discarded. We define the route reliability and uncertainty as (3),

RRr ¼
Q

l2r
LRl

RUr ¼
P

l2r
LUr

8
<

:
ð3Þ

If RRr is increasingly big and RUr is increasingly small, then the route is
increasingly reliable.

3 Route Establishment of QRRSS

On the base of satisfying the QoS requirements, QRRSS proposed in this paper esti-
mates route reliability by received signal strength. Every node estimates the route
reliability depending on DR, and selects more reliable route to establish end-to-end
connection by setting the route reply latency mechanism at the destination node. For
the convenience of analysis, we suppose that all RREQ/RREP packets satisfy the QoS
requirements. The process of route establishment is shown as Fig. 1. In this figure we
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can see that the numbers above the links represents the current reliability of the links.
The detailed route discovery process is shown as following:

(1) Firstly, the source node S broadcasts the RREQ packet (including the information
of bandwidth and delay requirements), which is shown in Fig. 1(a), and sets the
initiate value of parameters as: Accumulated Delay of route, ADELY = 0;
Accumulated Route Reliability, ARR = 1; Accumulated Route Uncertainty,
ARU = 0. After sending the RREQ packet, S starts a timer of 3� Dmax to wait
the RREP packet.

(2) As shown in Fig. 1(b), mediate node C estimates the route reliability and updates
the RREQ packet after receiving the RREQ packet. Before forwarding this
received RREQ packet, node C sets the reverse route timer to 3� Dmax and
stores relative information of RREQ into the Route Request Forward
Table (RRFT). RRFT of mediate node C has: ADELAY = 0.025, ARR = 0.32,
ARU = 0. For the sake of selecting more reliable route, the RREQ packets are
also disposed during a certain time, as shown in Fig. 1(c). Mediate node C re-
ceives another RREQ packet from node F and registers the information as below:
ADELAY = 0.028, ARR = 0.64, ARU = 0. Obviously, we can see that this route
reliability is higher.

In summary, if a mediate node receives an RREP packet, it firstly finds out the
RRFT of relevant RREQ packet and selects a most reliable route. Secondly, it estimates
the route reliability and updates ARR and ARU of RREP packet, since ARR and ARU
can represent the current route reliability. Finally, before forwarding the RREP packet,
it sets the RRFT timer to 3� Dmax and stores relative information into the route table

(3) The destination node D may receive many RREQ packets from different paths,
like the mediate node C. And it also estimates the route reliability with the same
DR. On receiving the first RREQ packet, node D waits a period time, called Route
Reply Latency (RRL), to receive other RREQ packets and find a more reliable
route to satisfy the QoS requirements. Next, node D copies the value of QoS,
ARR, and ARU to the RREP packet. Simultaneously, node D sets the RRFT timer
to 3� Dmax and stores relative information into the route table, which is shown
in Fig. 1(d). Eventually, node D will select the route including node F to send the
RREP packet via route selecting algorithm. As a consequence, the route from
source node S to destination node D that can guarantee the QoS requirements has
been established, as shown in Fig. 1(e).

4 Performance Evaluation

In this section, we compare our reliable route selecting scheme to a traditional
real-time-flow based QoS routing protocol, AQOR, which is constrained by bandwidth
and delay. Then, we give out the performance evaluation from packet successful
delivery rate, control packet overhead and average end-to-end delay. Packet successful
delivery rate is the ratio of the data packets successfully received at the destinations and
the total data packets that are actually sent to the network. Control packet overhead is

An Effective QoS-Based Reliable Route Selecting Scheme 7



the ratio of the control packets sent to the network and the total data packets suc-
cessfully delivered at the destinations. Average end-to-end delay is the average time of
delivered time that all data packets have successfully arrived destinations. NS2 based
simulation gives the performance evaluation to QRRSS. The simulation results are
shown in Figs. 2, 3, 4 and the detailed simulation parameters are shown in Table 2.

The route failure is one of the most important factors affecting the packet successful
delivery rate. When the route fails, upriver nodes will store the data packets in buffers
and wait until the route is established again. During this time, the buffers of nodes are
filled in quickly, which will result in the subsequently discarding of the received data
packets. Figure 2 shows the packet successful delivery rate performance of AQOR and
our QRRSS at low/high load respectively. We can see that QRRSS can increase the
packet successful delivery rate about 10% when the nodes move quickly, and also
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Fig. 2. Packet successful delivery rate

Table 2. The parameters and values in the simulation

Parameters Values

Network topology 1000 m × 1000 m
Number of nodes 40
Maximum mobility speed of nodes (m/s) 0, 2, 5, 10, 15, 20
Pause time (s) 0
Simulation time (s) 300
Minimum bandwidth (kbps) 40
Thr1, Thr2 1.4 × RxThr, 1.1 × RxThr
m1, m2 0.04 × RxThr, 0.3 × RxThr
RRL (msec) 0.3 × RxThr
RRL (msec) 70

8 J. Chen et al.



significantly improve the delivery performance of the whole network. The reason is
that by establishing reliable end-to-end route connection, QRRSS can effectively avoid
the data packets discarded extensively due to the route failure, no matter in low or high
load environment.

From Fig. 3, it can be seen that the packet control overhead in QRRSS has reduces
and especially in high load and nodes moving fast it reduces nearly 12%. The reason
seems to be obvious, destination node in AQOR will send many RREP replies so that
source node can select a most optimization route, but at the same time it will lead to the
control overhead increasing. With contrast to the AQOR, QRRSS not only increases
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the route reliability and reduces the ratio of route failure, but also reduces the route
overhead indirectly from some kind of degree.

From Fig. 4, we can observe that the average end-to-end delay of AQOR and
QRRSS are both not up to 0.04 s, and obviously, QRRSS has better delay performance
than AQOR. That is because the algorithm sets the link uncertainty ðLUi;jÞ and other
parameters to different values under different conditions, which makes QRRSS can
guarantee the route reliability to some extent and decrease the probability of route
rediscovery.

5 Conclusion

QRRSS proposed in this paper selects more reliable route connection that can guar-
antee the QoS requirements by adding relative information to RREQ/RREP. The
scheme does not depend on the orientation equipments like GPS and the mobility
model of network nodes. Simulation results indicate that QRRSS shows obvious
performance improvements with contrast to traditional AQOR in packet successful
delivery rate, control overhead and average end-to-end delay.

Acknowledgments. This research was supported by National Natural Science Foundation of
China (Grant No. 61501306), Liaoning Provincial Education Department Foundation (Grant
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Abstract. This paper presents a distributed, compressive multiple tar-
get localization and tracking system based on wireless fiber-optic sensors.
This research aims to develop a novel, efficient, low data-throughput mul-
tiple target tracking platform. The platform is developed based on three
main technologies: (1) multiplex sensing, (2) space encoding and (3) com-
pressive localization. Multiplex sensing is adopted to enhance sensing
efficiency. Space encoding can convert the location information of multi-
target into a set of codes. Compressive localization further reduces the
number of sensors and data-throughput. In this work, a graphical model
is employed to model the variables and parameters of this tracking sys-
tem, and tracking is implemented through an Expectation-Maximization
(EM) procedure. The results demonstrated that the proposed system is
efficient in multi-target tracking.

Keywords: Human tracking · Multiplex sensing
Compressive sensing · Space encoding

1 Introduction

Indoor environments monitoring has been demanded in many areas. The appli-
cations include human counting, tracking, identification, activity recognition,
and situation perception, etc. The purposes are to provide secure and intelligent
working and living spaces to users through the surveillance of the environments.
Among these applications, human tracking is a very challenging but interesting
application, and is receiving more and more attentions. Traditional human track-
ing systems in indoor environments are based on video cameras. Such systems
have been widely applied due to its visual characteristic [1]. Nowadays, some
wireless sensor based human tracking systems have been developed and demon-
strated with a satisfied performance especially under severe conditions such as
poor illumination, low computation, disguise, and so on.

The wireless sensor based human tracking systems are advantageous in (1)
large surveillance area; (2) low data throughput; (3) robustness; (4) multiple
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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https://doi.org/10.1007/978-3-319-73564-1_2



Multi-target Tracking 13

(a) (b) (c)

Fig. 1. (a) Simplex fiber-optic sensing; (b) duplex fiber-optic sensing; (c) multiplex
fiber-optic sensing.

sensing modalities. Radar, sonar, acoustic sensor based tracking systems are
proposed in [3,4]. Radar-based systems demand a large amount of power supply,
therefore, they are usually applied in military fields [2]; while acoustic sensor
based systems are prone to be interfered by noise, and their performance is
limited in silent environments. The pyroelectric infrared (PIR) sensor is able to
detect the infrared irradiation of human motions, it is appropriate to be used in
human tracking. A typical work is proposed in [5], which uses wireless distributed
pyroelectric sensors to achieve multi-human tracking and identification.

Whatever sensor is used to form a human tracking system, the goals are to
implement low-data-throughput and energy-efficient sensing. Recently compres-
sive sensing technology has been proposed and applied in image processing and
information retrieval [6,7]. It has been proved that compressive sensing can fur-
ther reduce the data samples but still guarantee the successful reconstructions.
Inspired by this technique, we propose a wireless sensor based human tracking
platform using compressive sensing. Furthermore, we extend compressive sensing
concept from data processing to sensing mode and sampling geometry, namely,
we start compress measurements in sensing and sampling phases.

Other than the typical wireless sensor based human tracking systems, mainly
the PIR sensor based systems, in this paper, we propose to use a new sensing
modality, fiber-optic sensors to implement human tracking. Compared with PIR
sensors, fiber-optic sensors are more suitable to human tracking. By adopting
multiplex sensing, space encoding and compressive localization, the sensing effi-
ciency and data compression are enhanced. The multi-target tracking is achieved
through a graphical model and expectation-maximization (EM) approach.

2 System Model

2.1 Multiplex Fiber-Optic Sensing

As we know, sensing is the process that converting physical information into
signals that can be read and observed by an instrument. The fiber-optic sensors
can be used to convert the presence and pressure information of targets into
light intensities to enable localization and tracking. Multiplex sensing technique
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is inspired by the antenna of insects which is able to increase the utilization ratio
of single sensor cells. Here, in our system, we employ multiplex sensing to enable
each fiber-optic sensor to detect multiple regions rather than just one region. In
this way, all the sensors can be fully utilized and the number of sensors needed
can be reduced dramatically. Such a method can improve the sensing efficiency
but at a price of increasing ambiguities in localization. The fiber-optic sensing
formats are shown in Fig. Compared with simplex sensing (Fig. 1(a)), multiplex
sensing (Fig. 1(b), (c)) consumes less sensors to cover the same size regions.

2.2 Space Encoding Schemes

Space encoding is to segment the monitored area into different blocks and use a
certain sensors to encode each block. Thus, when a target appears in a certain
block, the corresponding code indicates the target’s location. The purpose of
using space encoding technology is to enhance the feasibility and efficiency of
monitoring. Fiber-optic sensors are appropriate for space encoding due to its
flexibility and detection modality. There are multiple space encoding schemes
suitable for fiber-optic sensors. The ideal encoding scheme is named decimal
encoding, in which a single block is encoded by only one sensor. Apparently, this
encoding scheme is able to get a high accuracy with a minimum of ambiguity. The
number of sensors, however, could be very large for a wide area. In comparison,
binary encoding scheme can reduce the sensor consumption dramatically. For
example, encoding a 4 blocks area, decimal encoding scheme needs 4 sensors,
while binary encoding scheme only needs 2 sensors, as shown in Fig. 2.

1 2

3 4

(a)

00 01

10 11

(b)

Fig. 2. Space encoding for a 4-blocks region. (a) Decimal encoding scheme; (b) binary
encoding scheme.

2.3 Distributed Binary Space Encoding

Suppose n fiber-optic sensors are available in the system, and they are used to
monitor a space which is divided into m blocks γ = {γ1, γ2, · · · , γm}. Each block
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Fig. 3. Illustrations of space encoding for (a) one target case; (b) two targets case.

γi is encoded by n fiber-optic sensors, and the corresponding code will be a n-
bit binary string, represented by Ci = {ci1, · · · , cin}, as shown in Fig. 3. cij is
generated when a target presents in jth block, so

cij = I(Ωi ∩ ϕ(γj)) (1)

where I(·) is a logic function whose output is “0” or “1”; Ω is the sampling geom-
etry of sensor i; ϕ(r) is the target at location r; and ∩ represents bit-wise AND
operation. Therefore, with n fiber-optic sensors deployment, the observation area
is encoded into a set of n-bit codes.

When only one target presents within the observation area, the measurement
y, which is a n × 1 vector, is given by

y = Cx1 (2)

where C = [cij ]T , which is a n × m matrix, and x1 = I(r ∈ γ), which is a m × 1
binary vector with only one ‘1’ element.

When K targets present within the observation area, the measurement n×1
vector, y becomes

y =
K∪

k=1
Cxk = C � x (3)

where ∪ denotes the bit-wise OR operation, xk is the measurement vector for
the kth target, � denotes the saturation multiplication, i.e., A � x = I(Ax ≥ 1)
if the upper bond is 1 and I is a matrix with only ‘1’s. The example of the binary
measurement sequence for one and two targets cases are shown in Fig. 3.

2.4 Compressive Localization

The complexity of the compressive localization for multiple targets comes from
the bit-wise OR operation in Eq. 3. To localize K targets with small errors, it
requires a high degree of independence among the codes. However, an increase
of the independence will lead to an increase of sensors.
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Given the space codes matrix H, the binary compressive localization problem
is solved by [8]

x̂ = argmin
x

‖x‖1 s.t. y = H � x (4)

where y is the binary measurement. For simplicity purpose, the nonlinear con-
straint, y = H � x, can be replaced by a linear constraint, y = HX by rounding
the real number valued solution to a binary vector. Alternatively, the constraint
can be further replaced by the binary compressive sensing constraint, y = H ⊕x.
The original problem is finalized as

x̂ = argmin
x

‖x‖1 s.t. y = [H2I][x; z] (5)

where I is the identity matrix and z > 0 is an auxiliary vector.
The selection of two solutions is determined by the number of targets and

the code matrix.

3 Graphical Model Based Space Decoding and
Multi-target Tracking

3.1 Graphical Model

Multiple target tracking is a challenging issue due to the involvement of a bunch
of unknown variables and complex conditions. With different characteristics of
these variables in multi-target tracking systems, the system models under various
conditions can be summarized to:

Fig. 4. Multi-target tracking model with unknown number of false alarms.
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Case 1 - known data-to-target association
Case 2 - unknown data-to-target association
Case 3 - unknown tracker-to-tracker association
Case 4 - unknown detection failures
Case 5 - unknown false alarms
Case 6 - varying number of targets.

Let Xt = (x1
t , x

2
t , · · · , xk

t ) denote the states of k trackers, Xk
t−1 is the previous

state of the kth tracker. Zt = (z1t , z2t , · · · , zm
t ) denotes m observations at time

t, which are related and dependent upon Xt. The hidden variables are given as
follows:

Vt data-to-tracker association matrix
Wt tracker-to-tracker association matrix
κt number of targets
τt number of detectable targets
ζt number of false alarms.

The first case is the simplex tracking model, in which correct data-to-tracker
association can be achieved. Specifically, the kth tracker Xk

t is associated with
measurement Zk

t correctly, and the current states of trackers can be associated
with previous states of the same trackers correctly. As for such cases, the mul-
tiple targets can be tracked with a high accuracy. While for other cases, if the
data-to-tracker association, tracker-to-tracker association, or detection failure is
unknown, then the tracking model becomes more complicated and correspond-
ingly the tracking error will be larger. In this work, we establish a more compli-
cated tracking model to investigate the case that the false alarms are unknown.

The system model is shown in Fig. 4. For the cases of unknown false alarms,
the number of false alarms is denoted as ζt, which is a Poisson random variable
with an average value of λ. The location of false alarms yields a uniform dis-
tribution with a density value of 1

O , where O is the volume of the observation
space. All the false alarms belong to a clutter tracker X0; hence, the dimension
of the association matrix V becomes mt × (K +1). Assuming the measurements
are reordered such that

zj | ∈ [mt − ζ(Vt) + 1,mt] (6)

where zj is a false alarm, then the clutter tracker model is given by

p(Zt|X0
t , Vt) =

mt∏

j=mt−ζ(Vt)+1

(
1
O

)Vj0 (7)

Given that p(ζ|λ)λζe−λ

ζ! , p(ζt) could be represented by

p(ζt) =
mt∏

m=1

[p(ζt|λ)]δ(ζt−m) (8)
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then

p(Vt|τt, ζt) =
mt−ζt∏

j=1

K∏

k=1

(πk
t )V jk

t (9)

and

p(Zt|Xt, Vt) =
mt−ζ(Vt)∏

j=1

K∏

k=1

p(zj
t |xk

t )V jk
t p(Zt|X0

t , Vt) (10)

where K − τt columns of the association matrix, V , are all-zero vectors.
The joint probability density function of X, Z, V , W , τ , ζ is given by

p(X1:t, Z1:t, V1:t,W1:t, τ1:t, ζ1:t) ≡ pX,Z,V,W,τ,ζ
1:t

= pX,Z,V,W,τ,ζ
1:t−1 p(Zt|Xt, Vt)p(Xt|Xt−1,Wt)p(Wt)

p(Vt||τt, ζt)p(τt)p(ζt) (11)

3.2 Multiple Target Tracking

The challenge of multi-target tracking is that some hidden variables exist in
the sequential estimation and prediction process such as the number of detected
targets, the number of trackers, the number of false alarms, and data-to-target
association. Let H represent all the hidden variables, then the general solution
can be obtained by using Expectation-Maximization (EM) optimization.

1. E-step: estimate the distribution of hidden variables from the predicted tar-
get state, x̂t, and measurements, z, by conditioning the joint distribution,
p(H, x, z), which is represented by

p(H|x̂, z) =
p(H), x̂, z

ΣHp(z|x̂,H)p(x̂|z,H)p(H)
(12)

2. M-step: estimate the distribution of the target state, x, from measurements,
z, by marginalizing hidden variables, H, that is

p(x|z) = Σ
H

p(x|z,H)p(H|x̂, z) (13)

4 Performance Analysis

To test the proposed system, the observation area is segmented into 64 blocks.
The detection probability is Pd = 0.825. In order to achieve the best compression
rate, a binary encoding scheme is developed. However, this encoding scheme can
only guarantee each block code is unique. If a target triggers two blocks simul-
taneously, then the obtained code will be the combination of the two codes that
represented these two blocks. Thereby the result will be a repetition of a single
code. Obviously, the encoding scheme itself brings in false alarms. Technically,
it is easy to remove the false alarms introduced by the scheme itself. Although
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Fig. 5. Measurement compression ratio of various space encoding schemes.
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Fig. 6. Compressive localization for two-target and three-target cases.

the price is to increase the number of sensors, the number of sensors added is
very small. Compared with decimal encoding, the number of sensors is still much
smaller. Therefore, we can still guarantee a high compression rate. As shown in
Fig. 5, for a 64-block area, the compression ratio of improved binary encoding is
8, which is close to the compression ratio of binary encoding 10.67 (ideal rate).
The compression ratio of decimal encoding is 1, since there is no any compression
in this encoding scheme.

Figure 6 shows the localization errors using various space encoding schemes
for two targets case and three targets case, respectively. Although binary
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Fig. 7. Multi-target tracking performance.

encoding scheme can achieve the best compression rate, it has highest localiza-
tion errors due to the ambiguities generated by the repetition of code patterns.
In contrast, the improved binary encoding scheme has much lower errors. For
the 64-block area, its localization error is just 2, which is much lower than that
of binary encoding scheme at 9 for two targets case. When the number of tar-
gets increases to 3, the localization errors for all the encoding schemes become
larger. It is reasonable since the data-target association becomes more difficult
and complicated.

With multiplex sensing and space encoding, it is able to implement effective
compressive multi-target tracking. Figure 7 shows the tracking performance of
multiple targets via binary compressive tracking. It can be seen that (1) the
binary compressive tracking errors are too large for real application, but the
improved binary compressive tracking is acceptable with the average tracking
errors at 4 and 6 for tracking three targets and four targets; (2) the increase
of number of targets degrades the tracking performance of both schemes; (3)
the improved binary compressive tracking scheme is more stable and scalable,
with the growing of number of targets, its tracking error increases slightly and
remains acceptable.

5 Conclusion

This work presents a new modality for wireless sensor based multi-target track-
ing tasks. The main feature of such a system is compressive tracking, which
is easily achieved by using fiber-optic sensors. More specifically, compressive
measurement is achieved by using multiplex sensing and space encoding tech-
nologies. Compressive tracking is implemented based on compressive localization
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and graphical model enabled tracking. The presented system is able to deal with
complex tracking tasks in terms of false alarms, unknown data-target associa-
tions. The results demonstrate a good performance in tracking a small number
of humans. The future work will be focusing on sampling geometry optimization
and varying targets investigation.
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Abstract. In the field of image processing, Gaussian mixture model (GMM) is
always used to detect and recognize moving objects. Due to the defects of
GMM, there are some error detections in the final consequence. In order to
eliminate the defects of GMM in moving objects detections, this paper has
studied a moving object detection algorithm, combining GMM with scale-
invariant feature transform (SIFT) keypoint match. First, GMM is built to obtain
the distributions of background image pixels. Then, morphological processing
method is applied to improve the quality of binary segmentation image and
extract segmentation images of moving objects. Finally, SIFT keypoint match
algorithm is used to eliminate misjudgment segmentation images by judging
whether the segmentation image matches with the background template or not.
Compared with original GMM, the results show that the accuracy of moving
object detection has been improved.

Keywords: Moving object detection � GMM � SIFT keypoint match

1 Introduction

In the field of visual analysis, moving object detection is an important and popular
research topic, which consists of classification of moving objects, tracking of moving
objects and understanding of moving objects. There are some classical methods for
dealing with problems of moving object detection, such as the optical flow method, the
inter-frame difference method and the background subtraction method [1, 2].

GMM is one of the background subtraction method. Through training a part of the
video data frames, GMM can generate a background image. With input video data, the
background image can also be dynamically updated. Then, the foreground image can
be separated by comparing the trained background image with each original image [3,
4]. However, with the influence of illumination variation, shaking of cameras and so
on, the final moving objects are mixed with the static objects which should be classified
into the background image. Thus, in the process of generating a background image
using trained video data frames, the accuracy of moving object detection is low.

SIFT keypoint match algorithm can extract the feature of some key points in each
image. These features which are invariant to image scale and rotation, have strong
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adaptability to the change of illumination and the deformation of the image [5, 6].
Thus, these features can distinguish with each other and can be used as a basis to match
two images.

This article combines GMM method with SIFT keypoint match algorithm to rec-
ognize the moving objects. First, the GMM method is used to extract moving objects in
a traffic video roughly. Then, the morphological processing method which includes the
opening operation and the closing operation is studied in each dynamic pixel in order to
form the connected region of pixels of moving objects. Finally, the SIFT keypoint
match algorithm is used to process the connected region and match them with the
previous background template. The new combined method can reduce the error
probability of recognizing moving objects and improve the performance of the whole
system to extract moving objects in the traffic video. The improved GMM method
combing with SIFT keypoint match can complete the extraction of moving vehicles in
a complicated traffic video.

2 Conventional Method

In this part, the theories and functions of three conventional methods including GMM
method, morphological processing method and SIFT keypoint match algorithm are
briefly introduced as follows.

2.1 GMM Method

GMM is a combination of multiple Gaussian distributions [3, 4], which is used to
describe the distributions of background pixel value in this paper. The sample is
obtained by the Eq. (1):

X1;X2; � � � ;Xtf g ¼ Iðx0; y0; iÞ; 1 � i � tf g: ð1Þ

In Eq. (1), Xt is the pixel value of the t frame, x0; y0;
� �

is the position of pixel. Xt

obeys the mixed distribution whose probability density function is shown in Eq. (2).

PðXtÞ ¼
XK
i¼1

xi;t � gðXi; li;t; Ri;tÞ: ð2Þ

In Eq. (2), K is the number of distribution in the GMM, which depends on the
complexity of the background. In this paper, we consider the change of background of
video frame as the result of superposition of multiple Gaussian distributions. The value
of K are set as 3 in our model, xi;t, li;t, Ri;t are the weight, the mean and the covariance
matrix of the i distribution in t moment respectively. g(Xi; li;t; Ri;t) is a corresponding
probability density function, which is shown in the Eq. (3).
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gðXi; l; RÞ ¼ 1

ð2pÞn=2jRj1=2
e�1=2ðXt�lÞTR�1ðXt�lÞ: ð3Þ

In Eq. (3), n is the dimension of Xt, and R is the covariance matrix of each
dimension of Xt. The probability density function of the mixed distribution is shown in
the Fig. 1.

According to [3, 4], each distribution parameter will be updated as shown in Eq. (4)
after the initialization of the GMM.

x̂i;t ¼ ð1 � aÞxi;t þ aPðkjXi; li;t; ri;tÞ
l̂i;t ¼ ð1 � qÞli;t þ qXi

r̂2
i;t
¼ ð1 � qÞr2

i;t
þ qðXi � li;tÞTðXi � li;tÞ

8<
: ð4Þ

In Eq. (4), in the t moment, x̂i;t is the estimated value of xi;t, l̂i;t is the estimated
value of li;t, and r̂2

i;t
is the estimated value of r2

i;t
. Those estimated values are regarded

as the value of xi;t, li;t, r̂
2
i;t
in the tþ 1 moment. a is the rate of learning, which

determines the updating speed. q ¼ a�
xi;t

is the learning rate of parameter. The

judgment of matching Xt with the k distribution is shown in Eq. (5).

jXt � lk;tj\Ddk;t : ð5Þ

If thematching can be satisfiedwell,PðkjXi; li;t; ri;tÞ ¼ 1, or the value would be 0.
The general value of D is 2.5. After Gaussian distribution is updated, the weight should

be normalized according to
PK
i¼1

xi;t ¼ 1, and then the weight should be sorted by size of

Fig. 1. The probability density function of the mixed distribution.
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x=r. Finally, first B Gaussian distributions can be selected to describe the background
image in Eq. (6).

B ¼ argmin
b

Xb
i¼1

xi;t [ T

 !
: ð6Þ

2.2 Morphological Processing Method

The morphological processing method contains the opening operation and the closing
operation. They both consist of corrosion and expansion. The only difference between
them is the order.

Corrosion is a process of eliminating boundary points and contracting the boundary
inward. It can be used to eliminate small and meaningless pixel objects. On the other
hand, expansion is the process of merging all the background points. It can be used to
fill holes in objects.

Opening operation is a process of expansion after corrosion. It can eliminate small
objects, separate the objects in the fine points and smooth the boundary of the large
object. Meanwhile, it doesn’t significantly change the area. Closing operation is a
process of corrosion after expansion. It can fill the body with tiny holes, connect nearby
objects and smooth its boundaries. It doesn’t significantly change the area either.

2.3 SIFT Keypoint Match Algorithm

The SIFT key point match algorithm was proposed by Lowe in 1999 and perfected in
2004 [5, 6]. The SIFT feature is based on the interest points of some local appearance
on the object and has nothing to do with the size and rotation of the image. The SIFT
feature also has a high tolerance of light, noise, and micro vision changes.

The algorithm consists of following six steps. (1) Generate Gaussian difference
pyramid and construct scale space. (2) Detect the spatial extreme points. (3) Locate the
key points precisely. (4) Allocate the direction information of stable key points.
(5) Describe the key points. (6) Match the key points. The flowchart of SIFT keypoint
match algorithm is shown in Fig. 2.

Fig. 2. The flowchart of SIFT keypoint match algorithm.
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3 Method Combined GMM with SIFT Keypoint Match

The GMM is used to model the video image, which can generate the background
image. The foreground image can be generated by subtracting from the original image.
However, there are still misjudgments in obtaining the foreground influenced by
illumination variation, partial occlusions and shaking of camera. The pixels judged to
be the foreground is under the morphological processing, which means that the con-
nected region is obtained by opening operation and closing operation. As a result, these
pixels become a whole object rather than the scattered pixels. The background image of
the previous GMM is regarded as a static graphic template.

Then the connected domain is surrounded by the minimum area of the rectangle,
which represents the moving object. However, there are some background images in it,
and the SIFT keypoint match algorithm is used to find out the right foreground by
matching the background template. Through extracting rectangular image I1, we can
obtain its location, length and width. These information can be used to locate the
rectangle in background template which is called I2. The number of SIFT key points in
rectangular image I1 is N1 and the number of SIFT key points in rectangular image I2 is
N2. The number of matching points in rectangular image I1 and rectangular image I2 is
M. If the relationship between N1 and M satisfies that as shown in Eq. (7),

P ¼ M
N1

[ R; R ¼ 0:7 : ð7Þ

then, the rectangular image I1 and the rectangular image I2 will be considered as
matching successfully, which means that the rectangular image I1 is a static image
rather than a moving object. Thus, the rectangular image I1 should be removed from the
foreground. The flowchart of the method is shown in Fig. 3.

Morphological 
Processing

Fig. 3. The flowchart of the method.
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4 Results and Analysis

The improved algorithm is compiled by using the image processing toolkit from
MATLAB software. We select two videos as the testing videos [8]. Comparing with
the original GMM algorithm, the experimental results show that the moving object
detection accuracy rate has a great improvement when applying the improved GMM
algorithm combined SIFT keypoint matching algorithm. For the video of crossroads,
the compared results are as follows (Figs. 4, 5, 6 and 7).

In the case of time complexity, the proposed algorithm takes more time to deal with
the video per frame than the original GMM algorithm. However, it can satisfy the need
of video analysis better. Figure 8 shows the detection results of moving objects using

Fig. 4. The result of the detection of original GMM algorithm in video 1.

Fig. 5. The result of the binarization of foreground and background in video 1.

Fig. 6. The result of the improved algorithm in video 1.
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the improved GMM algorithm combined with SIFT keypoint match algorithm. In the
video of roads, the number of video frame is 5258 and the total number of moving
objects is 85. Using the traditional algorithm, the number of wrong detection moving
objects is 21 and the correct rate of detection moving objects is 72%. While using the
improved algorithm, the correct number of detection moving objects is 74 and the
correct detection rate of moving objects is 87%. Thus, one can find the improved
algorithm has a better performance than the traditional algorithm.

5 Conclusion

In this paper, a moving object detection algorithm combined GMM algorithm with
SIFT keypoint match algorithm is studied. First, the basic GMM was used to obtain the
moving pixels in each video frame. The morphological processing was applied to
group the rectangular image from moving pixels. Second, the SIFT keypoint match
algorithm was used to obtain moving objects by distinguishing the foreground and
background. Finally, the algorithm was evaluated on two different videos. It is shown
that the performance of the moving objects detection algorithm is better than the
traditional algorithm. Our future work will focus on how to reduce the computational
complexity.

Fig. 7. The result of the binarization of foreground and background in video 1.

Fig. 8. The result of the improved algorithm in video 2.
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Abstract. This paper proposes low-complexity detection algorithms for Mas-
sive MIMO system: Multiple Dominant Eigenvector Detection Algorithm
(MDEDA) and Antenna Selection Scheme (ASS). Both the schemes calculate
the log likelihood ratios (LLRs). Based on the Single Dominant Eigenvector
Detection (SDEDA), MDEDA searches transmitted signal candidates in multi-
ple dominant eigenvector directions. For one thing, combined multiple eigen-
vectors, MDEDA attains better BER performance, for another, it greatly reduces
the number of transmitted signal candidates. The ASS contains Single Antenna
Selection Scheme (SASS) and Multiple Antenna Selection Scheme (MASS),
focus on channel error modeling, the ASS assumes the signal of some antennas
corresponding to the constellation points in order to minimize the channel error.
SASS searches all transmit antennas, nevertheless, MASS chooses multiple
antennas based on the eigenvalue. Finally, SASS gains better BER performance
but more complexity. Finally, SASS provides an excellent trade-off between
performance and complexity.

Keywords: Massive MIMO � Signal detection � Dominant eigenvector search
Antenna selection � LLR

1 Introduction

Massive MIMO is one of the promising technologies for next-generation wireless
communication system with a large number of antennas at the base-station (BS) serving
a large number of users concurrently and within the same frequency band [1–3]. The
price to pay are the increased complexity of signal processing with the increase of the
number of antennas. The optimal signal detection for the system is the maximum
likelihood detection (MLD) [4] which can achieve the minimum bit error rate (BER).
However, MLD requires a prohibitively large amount of computational complexity that
exponentially increases with both the number of data streams and that of constellations.

Linear detection can decrease the complexity greatly, especially when the number
of BS antennas is much larger than the number of the uplink users (i.e., the low system
loading factors), linear detectors like the minimum mean square error (MMSE) detector
are appropriate in terms of both complexity and performance [5]. Unfortunately, for the
massive MIMO system whose number of BS antennas and number of the uplink user
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are approximate, a single linear detection may result in more loss of performance. The
system is exactly our object of study. Hence, the balance of complexity and perfor-
mance of detection schemes in massive MIMO system have attracted lots of attention.

To reduce such complexity, an iterative receiver based on the turbo principle has
been proposed [6]. The iterative receiver can improve reliability of signal detection by
exchanging log likelihood ratio (LLR) of coded bits between soft demodulator and soft
channel decoder parts. The method in [7] first employs a low complexity in order to
find the transmitted signal candidate that maximizes the log likelihood function, that is
the maximum likelihood sequence (MLS). Then, the method applies another low
complexity algorithm in order to find the transmitted signal candidate that maximize
the log likelihood function under a constraint that a coded bit be inverse to that of the
estimated MLS, which is referred to as inverse-bit MLS (IB-MLS). Thus, this con-
ventional method needs to apply the low-complexity algorithm for all the coded bits so
as to find IB-MLS, which requires high complexity. A one-dimensional algorithm,
named plural projection method (PM) was proposed in [8], which can simultaneously
find MLS and IB-MLS in the direction of significance eigenvector with MMSE
detection as stating point. However, one-dimension search algorithm suffers a severe
degradation in BER performance over spatially correlated MIMO channels, because
multiple dominant directions of eigenvector are likely to appear [9].

This paper proposes a low-complexity algorithm that can find MLS and IB-MLS in
multi-dimensional direction of eigenvector. Based on channel error modeling, this
paper also proposes a stream search scheme. Computer simulations demonstrate that
the proposed scheme can maintain excellent receiver performance while reducing the
complexity drastically.

2 System Model

Consider an uplink massive MIMO system with NT transmit antennas and NR receive
antennas. Then the associate massive MIMO transmission can be model as

y ¼ Hsþ n ð1Þ

where H is a NR � NT complex channel matrix and is assumed to be flat Rayleigh
fading channel and known perfectly at the receiver. At the transmitter side, the
information bit s is generated in the source and is first encoded by a convolutional
encoder and then mapped to symbols of different constellation points. The mapped
complex symbols are divided into NT separate independent parallel streams with a
transmitted signal vector s ¼ s1; s2; � � � sNT½ �T2 #NT , where # stands for the complex
constellation and #j j ¼ 2Q ¼ M with M stands for the modulation order, (e.g., for
QPSK, M ¼ 4), as a result, each transmit vector s is associated with NT � Q binary
values xi;b 2 0; 1f g, i ¼ 1; � � �NT , b ¼ 1; � � �Q, corresponding to the bth bit of symbols
of si, y is a NR � 1 received signal vector y ¼ y1; � � � yNR½ �T , and n is a NR � 1 vector of
independent zero-mean complex Gaussian distributed noise vector with variance
r2 ¼ N0 per complex entry (Fig. 1).
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3 Search in Direction of Dominant Eigenvector
Based on MMSE

3.1 Analysis of MMSE Detection

The MMSE detection multiplies y by the weigh matrix and the resultant x̂ is given by

x̂ ¼ PHHy; ð2Þ

P ¼ HHHþ r2INT

� ��1
; ð3Þ

where P is the inverse matrix to be considered and INT is the NT-by-NT identity matrix.
The derivation assumed that ssHh i ¼ INT , and the detected signal is equal to a hard
decision of x̂.

According to (2) and (3), we have

s� x̂ð Þ s� x̂ð ÞH� � ¼ r2P ; ð4Þ

then, the difference between s and x̂ can be expressed as

s� x̂ ¼ P1=2~n; ð5Þ

where ~n is a NT-by-1 zero-mean complex Gaussian distributed noise vector of with
variance r2 ¼ N0.

Next, since HHH is an Hermite matrix and is assumed to be positive definite, the
eigenvalue deposition of P�1 yields
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P ¼ HHHþ r2INT

� ��1¼ VDVH ; ð6Þ

where V is an NT-by-NT unitary matrix and is given by

V ¼ v1; v2; � � � vNT½ �; ð7Þ

vk; k 2 1;NT½ � is the k-th NT-by-1 normalized eigenvector. D is an NT-by-NT

diagonal matrix and is given by

D ¼ diag k1; k2; � � � kNT½ �; ð8Þ

where kk [ 0ð Þ is the eigenvalue of the k-th eigenvector vk . Without loss of generality,
k1 � k2 � � � � � kNT is assumed.

According to (7) and (8),

P1=2 ¼ VD1=2VH ; ð9Þ

P1=2~n ¼
XNT

k¼1

ffiffiffiffiffi
kk

p
vHk nvk : ð10Þ

Finally, (5) and (10) imply that the decision errors by the MMSE detection are
likely to occur in the direction of vk0 when kk0 is very large. The direction coincide with
eigenvector of P having dominant eigenvalues.

3.2 Conventional Single Dominant Eigenvector Detection Algorithm
(SDEDA)

With x̂ as a starting point, the one-dimensional search, performs one-dimensional
search in the direction of vp to find MLS and IB-MLS. Suppose that a hard decision of
xk;m;p 1� k�NT ; 1�m�M; 1� p�NPð Þ, where NP is the number of dominant
eigenvalue and 1�NP �NT .

xk;m;p ¼ x̂þ lðk;mÞvp; ð11Þ

lðk;mÞ is a complex number which determines the distance between xk;m;p and x̂.
lðk;mÞ is obtained so that the k-th element of the hard decision of xk;m;p can be equal to
one of constellations a mð Þ 1�m�Mð Þ, and is given by

l k;mð Þ ¼ q
gk;m
ðvpÞk

; ð12Þ

gk;m ¼ a mð Þ � x̂ð Þk ð13Þ
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In the case of rectangular QAM, q is set as

q ¼

1:0 for aðmÞ ¼ Dec½ðx̂Þk�
for aðmÞ 6¼ Dec½ðx̂Þk�

1þ ndmin

2 Reðgk;mÞj j Reðgk;mÞ
�� ��[ Imðgk;mÞ

�� ��
for aðmÞ 6¼ Dec½ðx̂Þk�

1þ ndmin

2 Imðgk;mÞj j Reðgk;mÞ
�� ��� Imðgk;mÞ

�� ��

8>>>>>><
>>>>>>:

ð14Þ

where Dec[ ] denotes the hard decision operation and n is a real number to satisfy
nj j � 1. dmin is the minimum distance between the constellations; dmin ¼

ffiffiffi
2

p
for QPSK

modulation.
MLS and IB-MLS are selected from Dec½xk;m;p� plus Dec½x̂� on the basis of the

matric. Since the number of xk;m;p is less than or equal to NTMNP, the number of the
hard decisions called transmitted signal candidates is at most NTMNP þ 1.

3.3 Proposed Multiple Dominant Eigenvector Detection Algorithm
(MDEDA)

Transmitted signal may get performance degradation in several directions. So com-
pared with the one-dimensional search scheme above, the multi-dimension search
scheme searches transmitted signal in multiply dominant directions of eigenvector. The
detail is as following.

Compared with (11), transmitted signal candidates are given by

xk;m ¼ x̂þ
XNP

p¼1

lpðk;mÞvp ; ð15Þ

where lpðk;mÞ is step size at the p-th dominant direction of eigenvector.
Let us assume that the k-th element of the candidate is equal to a mð Þ, where

mð1�m�MÞ is an integer and a mð Þ is one of the constellation point. So we have

XNP

p¼1

lpðk;mÞðvpÞk ¼ a mð Þ � x̂ð Þk; ð16Þ

where �ð Þk denotes the k-th element of a vector. The equation can be rewritten in a
vector format as

a mð Þ � x̂ð Þk¼ ~vHk l; ð17Þ

~vHk ¼ ðv1Þk; ðv2Þk; � � � ðvNPÞk
� 	

; ð18Þ
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lH ¼ l1ðk;mÞ; l2ðk;mÞ; � � � lNP
ðk;mÞ� 	

; ð19Þ

where ~vHk and l are NP-by-1 vectors.
Log likelihood function can be transformed into

L sð Þ ¼ y� Hx̂ð Þ � H s� x̂ð Þk k2

¼ L x̂ð Þþ r2 x̂k k2� sk k2

 �

þ s� x̂ð ÞHP�1 s� x̂ð Þ: ð20Þ

When SNR is high, the second term can be neglected. Substituting (6) and (8) into
(20) result in

L xk;m
� � � L x̂ð Þþ

XNp

p¼1

kp
� ��1

vHp s� x̂ð Þ
��� ���2: ð21Þ

The equation can be rewritten in a vector format as

L xk;m
� � � L x̂ð Þþ ~D�1=2l

�� ��2; ð22Þ

~D�1 ¼ diag k1; k2; � � � kNP½ �: ð23Þ

The proposed algorithm performs the maximum likelihood estimation of l for
obtaining candidate of s. The minimization of L xk;m

� �
under the constraint of (16) can

be solved by the method of Lagrange multiplier. Thus, the estimation becomes
equivalent to finding l that minimizes the following cost function f lð Þ:

f lð Þ ¼ lH ~D�1lþx a mð Þ � x̂k � ~vHk l
� 	þx� a� mð Þ � x̂�k � lH~vk

� 	
; ð24Þ

where x is the complex Lagrange multiplier. By calculation, the desired step size l is
obtained as

l ¼ a mð Þ � x̂ð Þk
� 	

~D ~vHk ~D~vk
� ��1

~vk: ð25Þ

MLS and IB-MLS are selected from the set C, whose element is Dec½xk;m� plus
Dec½x̂� on the basis of the matric. Since the number of xk;m is less than or equal to NTM,
the number of the hard decisions called transmitted signal candidates is at most
NTMþ 1. Finally, calculate the LLR [9] of these candidates.

4 Antenna Selection Scheme (ASA) Based on Decision
Errors Modeling

According to (4), we may as well assume d ¼ s� x̂ and e follows complex Gaussian
distribution, thus we have
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ddH
� � ¼ r2P; ð26Þ

p d½ � ¼ 1

pr2ð ÞNTdetP
exp

dHP�1d
r2

 �
; ð27Þ

Next, we propose the single antenna selection scheme (SASS), which chooses the
k-th 1� k�NTð Þ antenna, assume that sk is equal to a modulation constellation point
b mð Þ 1�m�Mð Þ, the decision error of the k-th antenna is

dk ¼ b mð Þ � x̂k ¼ dðm; kÞ: ð28Þ

Under the constraint of (28), apply the Lagrange multipliers in terms of decision
error e:

L d½ � ¼ dHP�1dþ a RH
k d � dðm; kÞ� �þ a� dHRk � d�ðm; kÞ� �

; ð29Þ

where a is a complex Lagrange multiplier, and Rk is an NT-by-1 unit vector of which
the k-th element is 1 and the others are 0.

Finally,

a� ¼ � RH
k PRk

� ��1
dðm; kÞ ; ð30Þ

d̂ ¼ RH
k PRk

� ��1
dðm; kÞPRk¼ Pk

Pkk
dðm; kÞ ; ð31Þ

where Pk and Pkk are the k-th column vector and the (k, k)-th. Let ŝðm; kÞ denotes
detected signal s. So ŝðm; kÞ can be given by

ŝðm; kÞ ¼ x̂þ Pk

Pkk
b mð Þ � x̂k½ �; ð32Þ

When ŝðm; kÞ are obtained with all combinations of m and k, the number of can-
didate is 1þNTM, then the final detected signal ŝ is selected as the one according to
log likelihood ratio.

In the scheme above, we choose just one antenna, to obtain more performance gain,
we extend the number of antenna to plural l, which has Cl

NT
antenna selection in total.

There is no doubt that the number of candidate vectors is increased greatly, which
results in high computation complexity. So select just one set of antenna based on some
principle is essential, which is named as Multiple Antenna Selection Scheme (MASS).

The antennas of which transmission performance is degraded owing to the MMSE
should be selected. Combined with Multi-Dimensional Search scheme above, we can
choose l antennas of which eigenvalue is relatively small. Then the number of can-
didate transmitted vector is 1þMl, which increases exponentially with the number of
antennas we choose. So if we choose too many antennas, there’s no doubt that the
complexity is unacceptable.
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5 Simulation Results and Analysis

Computer simulations were conducted to verify performance of the proposed algo-
rithms. The simulation conditions are listed in Table 1, in the following, we simulated
six kinds of detection schemes, including SASS, MDEDA, SDEDA, MASS,
MMSE-OSIC, MMSE-PIC.

Observing from Figs. 2 and 3, BER of SASS and MDEDA is superior to that of
other schemes. Furthermore, SASS outperforms MASS, and MDEDA is better than
SDEDA, corresponding to the theory above. MMSE-OSIC and MMSE-PIC have poor
detection performance, and the former’s complexity increases with transmitted

Table 1. Simulation conditions

Number of transmit antennas NT 32
Number of transmit antennas NR 32
Number of dominant eigenvector NP ¼ l 2
Modulation QPSK
Channel coding Convolution code
Decoding LLR
Range of SNR 0–20 dB

Channel model Rayleigh fading ð ffiffi
p
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Fig. 2. Average BER with NT ¼ NR ¼ 32
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antennas rapidly, however, MMSE-PIC has the least complexity to adapt to system of
which detection performance requirements are not high. Fortunately, SASS and
MDEDA get a superior trade-off between performance and complexity. In the condi-
tion of Fig. 2, MLD has complexity of 2:0� 1022, SASS reduce the complexity to
about 10�18 of that of MLD. Compared with the other schemes, SASS achieves
low-complexity detection algorithm and ensures the BER performance.

6 Conclusion

This paper has proposed low-complexity signal detection algorithms for Mas-
sive MIMO system, including MDEDA, SASS and MASS. MDEDA combined the
effect of several eigenvector, thus attaining better BER performance and less com-
plexity. Focusing on error modeling, SASS and MASS are proposed. SASS searched
all transmit antennas, and MASS just choose several antennas. SASS got less com-
plexity and superior BER performance, compared with MDEDA. In the system of
Massive MIMO, SASS obtained a superior trade-off between performance and
complexity.
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Abstract. In recent years, several correlation tracking algorithms have been
proposed exploiting hierarchical features from deep convolutional neural net-
works. However, most of these methods focus on utilizing the CNN features for
target location and neglect the changes of target scale, which may import error to
the model and lead to drifting. In this paper, we propose a novel scale-variable
tracking algorithm based on hierarchical CNN features, which learns correlation
filters to locate the target and constructs a target pyramid for scale estimation. To
evaluate the tracking algorithm, extensive experiments are conducted on a
benchmark with 100 video sequences, which demonstrate features exploited
from different CNN layers are well fit to estimate the object scale. The evalu-
ation results show that our tracker outperforms the state-of-the-art methods by a
huge margin (+14.6% mean OS rate and +14.3% mean DP rate).

Keywords: Correlation tracking � Scale estimation � CNN features

1 Introduction

Object tracking is a fundamental problem in computer vision with several applications
such as video surveillance, medical diagnosis and human-computer interactions.
However, the interference factors like illumination, occlusion, scale variations and
abrupt motion make visual tracking still a challenging problem.

Many exiting tracking algorithms utilize hand-crafted features as target descriptors
[1, 2], but recent years deep Convolutional Neural Networks (CNNs) features have
demonstrated great success on object presentation. Thus recent algorithms utilize CNNs
features to train correlation filters to predict target position [3, 4]. However, these
algorithms do not take object scale variation into account and the error would stimulate
when the target undergoes scale changes, which would eventually lead to drifting or
tracking failure. This issue is the well-known stability-plasticity dilemma. In this paper,
we effectively alleviate this dilemma by integrating target location and scale estimation.
We generate a translation template using correlation filters for target location and scale
models to construct a target pyramid for scale estimation. The scale model utilizes the
predicted target position to search for the optimal scale, and the estimated target size in
return helps to generate a more stable translation model for target location.

Except for scale variation, there are other video attributes would affect tracking
performance. However, most of the existing methods using HOG features to construct
the target pyramid, while CNN features are prevailing in high-level visual recognition
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problems because of the robustness against attributes like motion blur or illumination
variation. We also find that hierarchical CNN features retain semantic information and
spatial details, which are both needed in modeling the target. With these observations,
we propose to utilize hierarchical CNN features to build the target pyramid. Moreover,
we conceive a new approach to extract scale features in the target pyramid by using a
CNN to scan the image computing a large feature map, which effectively reduce
computational load and demonstrate great success.

We make the following three contributions. First, we alleviate the stability-
plasticity dilemma by integrating target location with object scale estimation. A target
pyramid is constructed centered around predicted target location to determine the object
scale, and the translation template is updated considering estimated object size to locate
the target position. The integrating tracking strategy effectively reduces tracking drifts
and remarkably improves the performance in videos with scale variation. Second, we
innovatively propose to utilize hierarchical CNN features to generate the target pyra-
mid. We extract every scale features in target pyramid with a scan from the CNN.
Features from different layers of a CNN retain spatial details and sematic information,
which are both helpful to encode scale models robust against motion blur and illu-
mination variation. Third, we conduct extensive experiments on a large-scale bench-
mark dataset with 100 video sequences [5]. The tracking results demonstrate the
effectiveness of our proposed accurate scale-variable tracking algorithm (AST).

2 Related Work

Heriques et al. first exploit circulant structure of training samples and propose to
transfer correlation filters into the Fourier domain with CSK method, which reaches a
speed of about 250 frames per second [6]. Furthermore, the KCF tracking algorithm
uses HOG features other than illumination intensity features and improves the per-
formance of CSK [7]. In [8], Bolme et al. learn a minimum output sum of squared error
filter on gray-scale images, using intensity features to represent the object.

Recent years deep CNNs have improved state-of-the-art performance in many
computer vision tasks, and some researchers attempt to explore the usage of CNNs in
visual tracking. Ma et al. develop a correlation tracker based on hierarchical features
from a deep CNN. Due to its coarse-to-fine translation estimation strategy, the HCF
tracker can locate the target precisely. Qi et al. combine weak CNNs based trackers into
a single stronger tracker [4]. However, these trackers do not take target scale changes
into account and cannot perform well when target undergoes scale variation.

For scale estimation, Danelljan et al. propose to construct target pyramid around the
object, and their fast scale tracking algorithm with HOG features performs well in
overlap success rate with a considerable speed [9]. Ma et al. learns a multi-level cor-
relation filters to estimate target scale, but they do not use estimated scale to improve
positioning accuracy [10]. In this paper, we exploit hierarchical features for different
CNN layers to build a target pyramid and train two models separately for predicting
position and scale estimation. We conduct extensive experiments on large-scale
benchmark datasets, and the results demonstrate the effectiveness of our algorithm,
especially when tracking sequences with scale variation, motion blur and deformation.
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3 Proposed Algorithm

3.1 Correlation Tracking

Let x 2 R
M�N denotes feature vector of size M � Nð Þ. Each shifted sample xm;n,

m; nð Þ 2 0; 1; � � � ;M � 1f g � 0; 1; � � � ;N � 1f g has a Gaussian Function label of

y m; nð Þ ¼ exp � m�M=2ð Þ2 þ n� N=2ð Þ2
� �

=2r2
� �

, where r is the kernel width.

A correlation filter w is generated by solving following minimization problem:

w ¼ arg min
w

X
m;n

w � u xm;n
� �� y m; nð Þ2�� ��þ k wk k22 ð1Þ

where u xm;n
� �

denotes the mapping to a kernel and k is a regularization parameter.
Henriques et al. [6] exploit the circulant structure of training samples xm;n and

transform the minimization problem in (2) to compute the coefficient a in
w ¼ P

m;n a m; nð Þ � u xm;n
� �

. And a can be computed in frequency domain:

A ¼ F að Þ ¼ F yð Þ
F u xð Þ � u xð Þð Þþ k

ð2Þ

F �ð Þ indicates the Fourier transform. The position of target in new frame is determined
by searching for the location of the maximal value of correlation response map.

3.2 Scale Estimation

According to [9], let N be the number of scales with a scale factor of a. For every
n 2 � N � 1ð Þ=2; � � � ; N � 1ð Þ=2f g we extract image patch In of size Sn ¼ an � h;w½ �
centered around the target, where h;w½ � is the target size in previous frame. For each
image patch In we extract CNNs features then compute response map pn and find the
maximal value of each pn. The optimal target scale for currant frame is determined by:

S ¼ Sn ¼ argmax
n

pnð Þ ð3Þ

Note that we train two correlation filter Rt and Rs separately for target location and
scale estimation. And Rt incorporates both target and surrounding context information
because this information can effectively discriminate the target from background [11].
In contrast, Rs only depend on the target size for robust scale estimation.

3.3 Deep CNN Features

Several CNN models, such as AlexNet, R-CNN, CaffeNet and VGG-Net have been
designed and demonstrate great success in large-scale image classification and object
recognition tasks. According to Ma et al. [3], the features learned from latter CNNs
layers encode more semantic information and earlier layers retain higher spatial reso-
lution, which are both needed in tasks of target location and scale estimation.
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Therefore, we propose to utilize hierarchical features from VGG-NET-19 [12] for
translation template and scale models.

According to traditional method, we must first crop out windows of every scale in
target pyramid and then obtain hierarchical features using a CNN. It means that we
need to repeat extracting CNN features every frame. Since the process of forward
propagation of a CNN requires large amount computing time, and these scale features
retain many repeating information. Based on these observations, we propose to use
CNN to scan the whole image and then gain all scale features at once. We first use
target pyramid to compute the size of searching window adjusted by previous target
size, then we crop out a window from the image and gain its CNN feature maps, finally
we extract features of every scale in target pyramid from the large feature maps at once.

3.4 Model Update

In our proposed algorithm, we train two models Rt and Rs separately for target location
and scale estimation. Since the target appearance would change throughout a sequence,
we update the models every frame by a learning rate g:

~x ¼ ~xt�1 þ g~xt ð4Þ

A ¼ At�1 þ gAt ð5Þ

where t is the frame index. Notice that we update Rt and Rs every frame using (4) and
(5) with the same learning rate. We predefine a threshold ns and stably update models
only when the difference between the response map’s maximal value of previous frame
and current frame is less than ns.
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4 Experiments

4.1 Implemental Details

The main steps of the proposed algorithm are presented in Algorithm 1. We set the
regulation parameter of (1) to k ¼ 10�4. The number of scale space in target pyramid is
set to S ¼ 21 with scale factor of 1.03. The learning rate in (4) is set to 0.01. The
threshold of updating target scale is set to ns ¼ 0:1. We run our implementations in
Matlab on HP OMEN 15-AX000 with an Intel I5-6700HQ 2.6 MHz CPU, 4 GB RAM
and a GeForce GTX960 GPU card. The GPU card is only used to extract CNN
features.

4.2 Comparisons with State-of-the-Art Trackers

We compare our tracker with top 5 state-of-the-art tracking algorithms that are pro-
vided in OTB-100 [5]. These algorithms can be divided into three typical categories,
(i) correlation tracker (CSK [6], KCF [7]), (ii) tracking by single classifier (MIL [13],
Struck [14]), (iii) tracking by multiple online classifier (TLD [15]).

Quantitative evaluation. Figure 1 and Table 1 presents the tracking results on
OTB-100. We highlight the best value in Table 1 by bold. Among all 5 trackers, the
KCF tracker achieves the highest DP rate of 69.0%, OS rate of 54.6% and CLE of 44.6.
And our algorithm outperforms KCF with raises of 14.3% DP rate, 14.6% OS rate and
reduction of 21.2 CLE. Note that our tracker runs in a speed of 3.8 frames per second
on OTB-100 [5], because the forward propagation process of CNNs has a high com-
putation load.

Fig. 1. Distance precision and overlap success plot over OTB-100 using one-pass evaluation
(OPE)

Table 1. Comparisons with the state-of-the-art trackers on 100 benchmark sequences

Ours CSK [6] Struck [14] MIL [13] TLD [15] KCF [7]

DP rate (%) 83.3 52.1 64.0 44.7 59.7 69.0
OS rate (%) 69.2 41.7 52.1 33.5 50.2 54.6
CLE (pixel) 23.4 305 47.1 72.1 60.0 44.6
SPEED (FPS) 3.77 248 9.84 28.0 23.3 207
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Attribute-based evaluation. To further analyze robustness of the proposed algorithm
when tracking in various scenes, we evaluate the performance of our algorithm under
different video attributes and show the results in Fig. 2. As revealed in Fig. 2, our
approach outperforms other methods in all the six tracking challenges. Especially, AST
shows its great superiority when tracking the sequences with scale variation, motion
blur and illumination variation. The hierarchical features from CNN retain spatial
details and semantics, which are both useful for discriminating target from background
in fast motion and motion blur sequences. Meanwhile, target pyramid constructed
centered around the object effectively predict target scale and stable update strategy
helps to generate robust models in videos with scale variation.

Qualitative evaluation. We report tracking results of 5 sequences from 6 trackers in
Fig. 3. The CSK tracker learns a kernelized correlation filter for tracking, but the
intensity features make the tracker drift when target undergoes rotation, fast motion and
partial deformation (Toy, Tiger1, DragonBaby and Skiing). The KCF tracker improve
the performance of CSK by using HOG features, but HOG features cannot well dis-
criminate targets in cluttered background and fast motion (DragonBaby and Skiing).
The Struck method use structure output to alleviate sample ambiguity, but the HOG
features cannot handle large appearance changes and it does not perform well in
rotation, deformation and background clutter (Tiger1, DragonBaby and Skiing).
The MIL method use multiple instance learning to find positive samples to train the
detector. But the insufficient positive samples result in tracking drift caused by fast
motion, illumination variation and partial deformation (Toy, Car4, Tiger1, DragonBaby
and Skiing). Meanwhile, the TLD method cannot sufficiently exploit semantic infor-
mation and spatial details, and it prone to drift or even fail to re-detect when comes to
fast motion, deformation and partial occlusion (Toy, Tiger1, DragonBaby and Skiing).

Fig. 2. Overlap success plots over six tracking challenges

Accurate Scale-Variable Tracking 45



There are mainly 3 reasons why the proposed AST tracker performs favorably
against the other 5 algorithms. First, we exploit features from different CNN layers to
build a target pyramid. The hierarchical features retain both spatial details and semantic
information, which are both necessary for target description. Second, we combine
correlation tracking with scale changes to alleviate the stability-plasticity dilemma and
effectively improve tracking performance. Third, we stably update target scale to gain a
robust model and effectively alleviate tracking drifts. As a result, our proposed algo-
rithm effectively handle all the 5 videos.

4.3 Component Analysis

We further implement three algorithms on benchmark dataset [16] with 50 videos to
demonstrate the effectiveness of the proposed algorithm. Except the AST, we generate
the ATCNN tracker training correlation filters for target location like AST but remove
the target pyramid. Also, we implement the ATHOG tracker training correlation filters
and target pyramid both using HOG features. The results are reported in Fig. 4.

As shown in Fig. 4, ATHOG preforms the worst among 3 trackers. Because the
target pyramid is constructed centered around the predicted target position, the effec-
tiveness of scale estimation does closely depend on the accuracy of target location.
And HOG cannot well describe target appearance in different scenarios. Compared

AST KCF               CSK              Struck MIL              TLD

Fig. 3. Qualitative results of AST, KCF [7], MIL [13], CSK [6], Struck [14] and TLD [15]
methods on five challenging sequences (Toy, Car4, Tiger1, DragonBaby and Skiing)
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with AST, the ATCNN tracker neglects target scale changes and trains correlation
filters with a fixed- size window. AST uses hierarchical CNN features generating target
models with the consideration of scale variation, raising the DP rate to 89.4% and OS
rate to 76.9%.

5 Conclusion

In this paper, we propose an effective algorithm for accurate scale-variable tracking.
The integrating of target location and scale estimation successfully alleviates the
stability-plasticity dilemma caused by scale variation. Meanwhile, scale models trained
by hierarchical CNN features remarkably improves the performance in tracking videos
with motion blur and illumination variation. Extensive experiment results on a
large-scale benchmark demonstrate the great success of the AST tracker.
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Abstract. As a high-resolution deep tissue imaging technology, photoacoustic
microscopy (PAM) is attracting extensive attention in biomedical studies. PAM
has trouble in achieving real-time imaging with the long data acquisition time
caused by point-to-point sample mode. In this paper, we propose a sparse
photoacoustic microscopy reconstruction method based on matrix nuclear norm
minimization. We use random sparse sampling instead of traditional full sam-
pling and regard the sparse PAM reconstruction problem as a nuclear norm
minimization problem, which is efficiently solved under alternating direction
method of multiplier (ADMM) framework. Results from PAM experiments
indicate the proposed method could work well in fast imaging. The proposed
method is also be expected to promote the achievement of PAM real-time
imaging.

Keywords: Sparse photoacoustic microscopy reconstruction
Real-time imaging � Matrix completion � Nuclear norm minimization

1 Introduction

Photoacoustic microscopy (PAM) has been considered as an effective tool for
high-resolution deep tissue imaging in biomedical studies, such as imaging of tumor
microenvironments, brain functions and gene activities [1–5]. In PAM, the lateral
resolution is defined by the overlap of both optical excitation and ultrasound detec-
tion’s foci, which are focused on the same spot, while the axis resolution is defined by
the acoustic time of fight. According to the sizes of optical excitation and ultrasound
detection’s foci, PAM is divided into optical-resolution PAM (OR-PAM) and
acoustic-resolution PAM (AR-PAM) [6]. In conventional PAM, the measured data X is
detected by point-to-point mechanical scanning of ultrasound and optical components
on the target surface to obtain high resolution of deep tissue. This sampling of PAM is
one kind of oversampling (Fig. 1(a)). More sampling points are necessary for higher
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resolution. However, it leads to consuming more sampling time, larger data size and
more requirements for system hardware. The most common way to enhance the res-
olution is to improve the performances of objective and ultrasound transducer, which
will increase the system cost. For example, to increase optical numerical aperture
(NA) of objective can improve resolution for OR-PAM, but it also means that the
penetration depth will be decreased at the same time and the optical scanning devices
should have higher performance indexes [4, 5]. Thus, it’s significant for PAM to
improve the scanning speed with no influence to resolution under limited experiment
condition.

In many studies, it’s shown that most medical images are sparse by themselves or
proper transformation including photoacoustic images [7, 8]. The sparsity of photoa-
coustic imaging has been proven and fully utilized to obtain highest-resolution pho-
toacoustic image by the least amount of sampling data [9, 10]. In particular, the
application of compressive sensing (CS) technology in photoacoustic tomography
(PAT) has achieved remarkable success and received excellent experiment results [11],
but CS application in PAM is rare. What’s more, the conventional sampling of PAM is
one kind of oversampling. We can achieve fast data acquisition by decreasing mea-
surement numbers with sparse sampling method, whose scanning path is shown in
Fig. 1(b). In sparse sampling mode, the random sampling mask A can be generated if
sampling rate (SR) k and sampling point numbers m, n in direction of x, y respectively
are known. Here assume A 2 R

m�n as a 0, 1 matrix, where 1 means the point’s data
needs to be collected while 0 means not. According to the sampling mask A, computer
can plan shortest scanning path to achieve sparse scanning and minimize sampling
time. Therefore, the sparse PAM measured data b 2 R

p is defined as

bl ¼ Xi;j if Ai;j ¼ 1; 1� i�m; 1� j� n; 1� l� p; p\m � n; ð1Þ

where X 2 R
m�n is final PAM image what we want to recover i.e. the measured data of

conventional PAM and A 2 R
m�n is sparse sampling mask.

ax

y

bx

y

Fig. 1. (a) Scanning path of the traditional full-sampling mode; (b) scanning path of the sparse
sampling mode
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In this paper, we propose a method to solve a sparse photoacoustic microscopy
reconstruction problem, which is to acquire the real images from fast-scanning data, i.e.
recover PAM image X 2 R

m�n from compressive measured data b 2 R
p.

2 Method

According to sparse PAM reconstruction problem, we attempt to recover complete
matrix X 2 R

m�n from measured matrix b 2 R
p which can be approximately regarded

as a part of X. It can be described as a matrix recovery problem, also known as a matrix
completion problem. Recht et al. proved that most matrices X 2 R

m�n which has
low-rank property can be recovered from b 2 R

p if the entries of A are suitably random
e.g., i.i.d. Gaussian [12, 15]. Fortunately, as a result that the low-rank property of
photoacoustic imaging has been verified in recent studies [13], sparse PAM recon-
struction problem can be transformed to the completion problem of low-rank matrix,
which takes low-rank property for a constraint. Thus, sparse photoacoustic microscopy
reconstruction problem is defined as:

min rankðXÞ
s:t:AðXÞ ¼ b

; ð2Þ

where X 2 R
m�n is the decision variable, A:Rm�n ! R

p is the sampling map, and
vector b is measured.

Due to the problem (1) is a NP-hard problem in general, we can replace rank
(X) with the nuclear norm of X, which is the tightest convex relaxation of rank(X) [14,
15]. Approximating nuclear norm to the rank function, the problem (1) can be trans-
formed into the form as below [16]:

min Xk k�
s:t:AðJÞ ¼ b; X ¼ J

; ð3Þ

where Xk k�:¼
Pr
i¼1

riðXÞ is the nuclear norm of X which has r positive singular values

of r1 � r2 � . . .� rr [ 0.
To solve the problem conveniently, the problem (3) is transformed to the form of

corresponding augmented Lagrangian function

LlðX; J; x; jÞ ¼ Xk k� � hx; X � Ji � l1
2

X � Jk k2F �hj; AðJÞ � bi

þ l2
2

AðJÞ � bk k22;
ð4Þ

where x 2 R
m�n, j 2 R

p is the Lagrangian multiplier, and l1 [ 0 and l2 [ 0 are the
penalty parameters for the linear constraint.
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The solution can be obtained by solving the problem (3) under ADMM [17],
described as follows:

Xkþ 1 ¼ argmin
X

Xk k� þ l1
2

X � ðJk þ 1
l1

xkÞ
����

����
2

F

; ð5Þ

Jkþ 1 ¼ argmin
J

�hxk; Xkþ 1 � Ji þ l1
2

Xkþ 1 � Jk k2F �hjk; AðJÞ � bi

þ l2
2

AðJÞ � bk k22;
ð6Þ

xkþ 1 ¼ xk � c1ðXkþ 1 � Jkþ 1Þ; ð7Þ

jkþ 1 ¼ jk � c2ðAðJkþ 1Þ � bÞ; ð8Þ

where c1 and c2 are the penalty parameters for the linear constraint.
Assume X 2 R

m�n and the SVD of X is X ¼ UDiagðrÞVT , U 2 R
m�r, r 2 R

r
þ ,

V 2 R
n�r. For any v > 0, the matrix shrinkage operator Svð�Þ is defined as [15]

SvðXÞ :¼ UDiagð�rÞVT ; with �r :¼ r � v; r � v[ 0
0; o:w:

;

�
ð9Þ

Obviously, the closed solution of X-subproblem (4) can be described as

Jkþ 1 ¼ S 1
l1
ðJk þ 1

l1
xkÞJk and xk; ð10Þ

On the other hand, nothing the right value of J-subproblem (5) as f(J), a unique
solution of it can obtained by taking partial derivatives with respect to J, i.e.,
@f ðJÞ=@J ¼ 0, described as

ðl1I þ l2ðA�AÞÞJ ¼ l1Xkþ 1 � xk � A�ðl2b þ jkÞ; ð11Þ

where I is an identity matrix, and A� is the adjoint of A. The linear operator equation
can be solved easily by the conjugate gradient method.

Based on the discussion above, we summarize the algorithm for sparse photoa-
coustic microscopy reconstruction problem based on matrix nuclear norm minimization
via ADMM in Table 1, where maxiter is maximum number of iterations, tol is ter-
mination criterion for iteration.

3 Experimental Results

In this section, experiment results on several PAM images for solving sparse PAM
reconstruction problem are reported, which show the efficiency of the proposed method
(Algorithm 1). In order to evaluate the performances of proposed method qualitatively
and quantitatively, four performance indexes are utilized. They are: peak signal-to-noise
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ratio (PSNR), structural similarity (SSIM) index, relative error (Rerr) and mean square
error (MSE), respectively.

PSNR ¼ 10 � log10
mnPm

i¼1

Pn
j¼1

ðXij � YijÞ2
; ð12Þ

SSIMðX; YÞ ¼ ð2lXlY þ C1ÞðrXY þ C2Þ
ðl2X þ l2Y þ C1Þðr2X þ r2Y þ C2Þ ; ð13Þ

Rerr ¼ XK � Xk k2
Xk k2

; ð14Þ

MSE ¼

Pm
i¼1

Pn
j¼1

ðXij � YijÞ2

mn
; ð15Þ

where X is the approximate optimal solution of problem (3), i.e. restored image, and Y
is the reference image. lX , lY are respectively mean of X and Y, rX and rY are
respectively variance of X and Y and rXY is covariance of image X and Y. C1 and C2 are
constants to prevent denominator from being zero [18].

In our experiments, we obtain two groups of PAM images by full-sampling and
random-sampling PAM system. The first group is PAM images of mouse brain
(resolution: 211 � 211), whose sample rates (SR) are respectively 1.0, 0.6, 0.5, 0.4,
0.3, 0.2, 0.1; another group is of mouse ear (resolution: 954 � 954), whose sample
rates are same to the first group. Figures 2(a)–(d) and Figs. 3(a)–(d) show two groups
of typical experimental results from the method described above. The values of Rerr,
MSE, PSNR and SSIM obtained in different sampling rate by the proposed method are

Table 1. Reconstruction algorithm based on matrix nuclear norm minimization via ADMM.
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summarized in Table 2. As can be seen, when the sampling rate is 0.4, the recovered
images of both two groups have already having relatively good resolution. The PSNRs
between the recovered images and the reference images are over 40 dB and the SSIMs
are 1, which indicate the proposed method has a great effectiveness. It is also worth
noting that less sampling rate means less sampling time.

(a) (b) (c) (d)

Fig. 2. Results from mouse brain images. (a) Full sampling image. (b)–(d) Recovered images by
our method which sampling rates are 0.6, 0.4, 0.2, respectively.

(a) (b) (c) (d)

Fig. 3. Results from mouse ear images. (a) Full sampling image. (b)–(d) Recovered images by
our method which sampling rates are 0.6, 0.4, 0.2, respectively.

Table 2. The results in different sampling rate by the proposed method

SR 0.6 0.5 0.4 0.3 0.2 0.1

Group 1 Rerr 0.0379 0.0608 0.0927 0.1340 0.1930 0.3060
MSE 0.0047 0.0075 0.0114 0.0165 0.0237 0.0376
PSNR 47.3873 45.3329 43.5004 41.3871 40.3105 38.3176
SSIM 1.0000 1.0000 1.0000 1.0000 1.0000 0.9999

Group 2 Rerr 0.0379 0.0608 0.0927 0.1340 0.1930 0.3060
MSE 0.0112 0.0150 0.0263 0.0493 0.0944 0.1761
PSNR 43.5818 42.3096 40.0256 37.1342 34.3135 31.6086
SSIM 1.0000 1.0000 1.0000 0.9998 0.9993 0.9970
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4 Conclusion

In conclusion, we present a sparse photoacoustic microscopy reconstruction method to
recover complete PAM images from parts of images. It aims to reduce data acquisition
time and reconstruct the real images from fast-scanning data from fast-scanning data.
An efficient matrix completion algorithm has been proposed to solve the associated
optimization problem. The results from PAM experiments demonstrate the proposed
method could work well in fast imaging, so we expect that the study can be applied in
actual operation and provide a way for the achievement of PAM real-time imaging. For
further study, the case that the image is not sparse at all will be considered.
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Abstract. Image segmentation plays an important role in the field of digital
production management. Image resolution is an important factor affecting the
size of its segmentation and segmentation efficiency, and the physical charac-
teristics of the image capturing device is another important factor. With
high-resolution segmentation algorithm in image segmentation, we often find
that the edge contour image segmentation is difficult to accurately determine,
more complex image arithmetic operation efficiency is not high and images
taken with a different device in response to segmentation algorithms are very
different. In this paper, the plant leaf image collected from different cameras was
used as the object of study, and the feature quantity was extracted. The
appropriate segmentation boundary was determined by cluster analysis. The leaf
image was pretreated with the resolution adjustment, and the leaf image was in
the appropriate segmentation feature range. After the clustering domain pro-
cessing of the feature range in this paper, it solves the problem that the real edge
of the leaf area information is too difficult to distinguish, and effectively solves
the problem of complex image algorithm and ordinary pc machine in the process
of complex image processing Efficiency issues. The appropriate segmentation
feature range of the devices is established for different devices, which effectively
solves the different response of different devices to the segmentation algorithm.

Keywords: Image segmentation � Resolution adjustment
Gray-level co-occurrence matrix � Clustering analysis

1 Introduction

Image segmentation is related to the resolution properties of the device and the image.
Under the condition of natural light, the result is different from the plant leaves under
different resolutions. In the field of image segmentation, the universality of a single
algorithm is higher, such as Otsu [1], Canny algorithm [2], watershed algorithm [3],
regional growth algorithm [4], mean drift clustering [5], Threshold [6], but when
dealing with the same or different devices under different environmental conditions, the
single segmentation operator is affected by factors such as physical condition, optical
radiation environment, image noise, image complexity, threshold selection and so on.
The image difference is mainly reflected in the complexity of the image, the resolution
and the size of the image memory, and thus make its image segmentation efficiency and
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effect are different. The complex composite algorithm effectively solves the influence
of factors such as image noise, complexity and threshold selection when image seg-
mentation is carried out. However, there is still no general segmentation algorithm for
image acquisition devices under different environmental conditions to solve all the
segmentation problems. And the existing segmentation algorithm is for different
specific environmental conditions, specific equipment and the subject of the segmen-
tation problem, so the division of the universal effect is low. With the improvement of
various segmentation algorithms, the universal effect and efficiency of the composite
segmentation algorithm for image segmentation of different specific subjects have been
improved, such as Wang et al. [7] proposed an adaptive segmentation algorithm OTSU
algorithm and Canny edge detection of plant leaf segmentation algorithm, you can get a
better segmentation contour effect, the success rate to achieve a higher. The success rate
is higher than the accuracy requirements, because in natural light conditions, the plant
blade environment is complex, resulting in high image complexity. Not only requires a
class of objects to accurately extract the edge, but also requires the algorithm. The
segmented object has a certain degree of adaptability, that is, the same segmentation
accuracy for objects with different environmental conditions. Dhalia Sweetlin et al. [8]
proposed a method for segmenting CT images of lung disease based on patient-specific
automated models, and also obtained a very high segmentation accuracy. However, this
article only studies the accuracy of segmentation without involving success rates.

At present, all kinds of algorithm programs can solve the problem of incomplete
and incomplete information when dealing with the complex images with high natural
light and high resolution. At the same time, complex images with large amounts of
information also slow down the image processing speed. So some scholars have made
improvements. Such as Kim et al. [9], Frucci et al. [10], Liao et al. [11], Wang et al.
[12], Zhu et al. [13]. In the high-resolution image segmentation, because of the large
amount of image information, the high complexity of the factors is not conducive to the
image of fast and accurate segmentation, but by adjusting the image resolution, Low
resolution conditions, making the texture structure changes, to avoid excessive divi-
sion, you can get the contours of the image, with better details to retain the charac-
teristics and better anti-noise performance, thereby improving efficiency.

Some scholars have studied the problem of poor efficiency of segmentation image
function algorithm in dealing with natural light image. Such as Moallem et al. [14],
Delibasis et al. [15], Huang et al. [16], Saksa et al. [17], Zhang et al. [18]. The use of
appropriate segmentation algorithm for a single device to obtain the image segmen-
tation, can get a better segmentation effect. But for many devices to obtain the image,
but rarely on the image segmentation effect is expressed. The study of multi-device
image segmentation involves accuracy, but the efficiency of image segmentation is
rarely mentioned. It can be seen that in the natural light state, the segmentation effi-
ciency of the same segmentation algorithm for multi-device is still urgent to be solved,
namely, the universality and efficiency of the algorithm. Natural light images of plant
leaf images, not only by its complex background, shadow, light radiation and other
factors, and different devices produce natural light conditions images, the same algo-
rithm for them also have very different segmentation effect. The same type of camera
and lens, because the impact of processing factors are not exactly the same, the imaging
can not be exactly the same, but more than the different models to be closer. Therefore,
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the same algorithm in the different equipment image segmentation must effectively
eliminate the impact of these factors, in order to make the image segmentation algo-
rithm universality and efficiency is improved. In this paper, the plant leaf images
obtained from three different cameras under natural light conditions are clustered
according to the classification boundary formed by the sample base, and then the
clustering is processed and then segmented to prove the versatility and goodness of the
proposed method. The efficiency of image segmentation.

Some scholars have studied the attribute adjustment of clustering data and the effect
of different clustering methods on clustering results. Such as Meged and Gelbard [19],
Dee Miller et al. [20], Ji et al. [21], Hong et al. [22]. For the clustering of attribute data,
the general research is to adapt the attributes by adjusting the algorithm, but there is
little research on the algorithm to adapt the attributes by adjusting the attributes. Our
approach is to adjust the raw data attributes so that the adjusted data can meet the
attribute requirements processed by the segmentation algorithm and generate new raw
data clusters. We have two requirements: 1. Attribute adjustment is appropriate;
2. Method adjustment appropriate.

For attribute data clustering, its attribute value, clustering algorithm will affect the
effect of clustering. Through the adjustment of the attribute value can make the effect of
clustering better, to achieve higher classification accuracy. Different clustering algo-
rithms often get different clustering results for the same data, and the clustering results
of the data can be obtained by comparing the different clustering algorithms. However,
there is little research on the relationship between image attributes and segmentation
effects and efficiency. In this paper, we find that the method can easily and effectively
judge the segmentation effect and efficiency, and adjust the image attributes to achieve
the purpose of improving the segmentation effect and efficiency. The research of this
paper focuses on the segmentation effect and efficiency of the different images obtained
by different devices in the process of plant leaf segmentation. When the complex image
is segmented by complex algorithm, the complex features of the image are complex
background, the leaf overlap, the difference between the veins and the leaf brightness,
and the leaf edge gradient change is not obvious, which causes the image foreground
and background separation difficult.

In this paper, a leaf adaptive image segmentation algorithm [7] is used to segment
the plant leaves collected by different devices under natural light, and the attribute
feature data are obtained. Through analysis, we select the three-dimensional feature
Quantity, memory ratio, unit pixel entropy ratio, energy than the characteristics of the
parameters of the amount of three-dimensional structure, on the basis of clustering. By
comparing the clustering boundary obtained by different clustering methods, the
optimal three-dimensional feasible domain boundary is selected. The boundary pro-
vides the basis for rapid classification of newly acquired image data and, on this basis,
performs resolution adjustment. So that different image sources and different resolution
images can be separated from the complete foliage edge contours, for the subsequent
plant leaf domain biological characteristics of identification, three-dimensional recon-
struction and other biomass calculation work pave the way. We apply the clustering
method to the image attribute data of different segmentation results, which proves the
simplicity and efficiency of the method.
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2 Method

2.1 Materials

As the different models and manufacturers of camera features may be different, so this
paper in the completion of the experiment used in the shooting equipment selected
three different manufacturers and different models of the camera, they are: 10 million
pixel CCD Nikon color camera, 2 megapixel CCD Canon color camera and 8 million
pixel CCD Sony color camera; use of these three cameras were in the same shooting
environment conditions collected plant leaf image.

In this paper, the quality of the image picture has a strict request, the camera
equipment to capture the image content to keep the natural, real and clear texture, the
actual life applications, the impact of camera image imaging factors are many, such as
outdoor light direct, Jitter, focal length adjustment, noise interference, overlapping
blade morphology and large reflection surface interference, so when shooting plant
leaves, to avoid the interference described above, select the appropriate natural light
shooting environment, try to ensure that the image clarity.

2.2 General Natural Light Image Segmentation Results

In the natural light condition, the plant leaf image collected in farmland has large
information volume, high resolution, complicated background, overlapping leaves,
poor leaf blade and leaf brightness, and no obvious change of edge gradient. The
background is difficult to separate. All kinds of segmentation algorithm to process the
segmentation of the contour is difficult to accurately determine the split efficiency is
poor. For the same object different devices to shoot the image of a large difference, and
the precise division, the different equipment, the efficiency of the division is also
different. So a single algorithm can not accurately segment the blade contour. Artificial
light adopts the adaptive binarization of the subject to obtain the binary map with small
amount of information, but it is not conducive to the analysis of biomass and other
plant image texture features. A large number of studies are now effective in solving this
problem. In this paper, a blade adaptive image segmentation algorithm is used, as
shown in Fig. 1. However, regardless of which kind of segmentation algorithm, will
face the natural light, plant blade image high resolution, segmentation efficiency is not
high, the difference between different devices caused by the impact of such issues.
Therefore, we analyze the feature quantity of the reaction image information to find a
solution to these problems.

Pretreatment
Spatial Domain Processing 

Operators Based on 
Functional Optimization

Canny and Otsu segmentation 
results of the alienation and 
morphological processing

Accurate leaf edge results

Fig. 1. The introduction of adaptive image segmentation algorithm
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2.3 Analysis of Factors Affecting Image Segmentation

It is found that the image equipment and image information content have a great influence
on the segmentation result, and it is necessary to carry out quantitative analysis.

2.3.1 Image Device on the Image Segmentation
The influence of image device and image information on image segmentation is as
follows. First of all, different models and manufacturers of different physical charac-
teristics of the camera, which CCD size, pixel size and processing accuracy, optical
lens construction and processing accuracy and so on factors will cause imaging dif-
ferences. Second, the same manufacturers of the same model of the physical charac-
teristics of the camera can not be exactly the same, can also cause imaging differences.
Again, the existing segmentation and other image algorithms and ordinary PC com-
puting power is limited. In addition, the large amount of information on the leaf image
is likely to cause the image processing function of the output is complicated, can not
determine the real edge of the blade.

These problems are bound to result in the existing segmentation program can not be
fully ideal for efficient and efficient segmentation. In this paper, the adaptive seg-
mentation algorithm is based on the natural light conditions of the blade segmentation
algorithm, the single blade of the success rate of about 70%. But the actual work of
different camera equipment found different resolution of the blade image segmentation
success rate is very different, but there are some centralized laws, as shown in Fig. 4.

In order to enable the segmentation algorithm to efficiently segment different
images and images of different devices under natural light conditions, it is necessary to
process the images taken by different devices so that they can be in an ideal divisible
Resolution domain and information domain, and establish the clustering and clustering
threshold of the domain. On this basis, it is necessary to determine the
three-dimensional boundary which is suitable for segmentation of different devices in
order to solve the above four problems.

2.3.2 Image Resolution on the Segmentation of the Impact
The resolution of the image affects the segmentation effect of the image. High-
resolution images are smooth edges, rich in detail and texture, giving a soft feel.
However, when the high-resolution plant leaves are divided, there is a problem that the
success rate of the equipment is high, the division time is too long, and the contour of
the appropriate division is obtained. The edge of the low-resolution image will have
obvious grain and jaggedness, the image’s sharpness is poor, affecting the quality of the
image. In the segmentation, + segmented contour is more smooth, loss of detail
information, can not be a good response to plant leaf area and so on.

Resolution Adjust the experiment to be used in the steps: First, the resolution
adjustment, access to different resolution images; Second, the image will be adjusted
after the split experiment; Thirdly, the clustering threshold of the feature quantity of the
image segmentation result of each experimental camera is analyzed.
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Through the experiment shown in Fig. 2, the resolution of the vane image affects
the effect of dividing the edge contour.

Table 1 summarizes the range of suitable resolution and the number of suitable
pixels for the monolithic images nikon (221), canon (15) and sonny (37) from the three
camera devices.

Since each of the blade images has a different resolution domain that is suitable for
segmentation, the resolution of the resolution range of the 90 monolithic leaf image
samples of each group of camera devices is defined as the resolution spatial domain
library of the device.

Through the observation and analysis, we found that the characteristics of the
plant leaves obtained by different devices under natural light conditions also have
important influence on the segmentation of the images. The success rate of the different
resolution images obtained by different camera devices is very different. There are
some centralized laws, through the analysis of the amount of features, you can effec-
tively obtain the different camera equipment to capture the appropriate image of the
plant blade area.

Fig. 2. The segmentation effect of the leaves taken by Nikon camera.

Table 1. The resolution range of single blade image which adapts segmentation algorithm.

Camera
equipment

Image label Suitable for segmentation of
the resolution area

Suitable for segmentation
of the pixel area

Nikon Nikon (221) 80 * 77–210 * 201 6160–42210
Canon Canon (15) 37 * 45–433 * 525 1685–227325
Sonny Sonny (37) 35 * 26–525 * 404 945–212575
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3 Image Feature Analysis

The energy of the image is the square sum of the elements of the gray covariance matrix.
It can measure the stability of the gray scale of the texture. The larger the value is, the
more stable the gray scale is, and the gray distribution of the image is more uniform. The
entropy of the image belongs to the inherent attribute of the image. Entropy can not only
reflect the density of the gray distribution in the image, but also reflect the spatial
characteristics of the gray spatial distribution. The resolution of the image, that is, the
resolution of the image, reflects the amount of information and detail stored in the digital
image, usually expressed in terms of the number of pixels per unit inch.

3.1 Feature Selection

The resolution of the plant leaves with different complexity obtained under different
natural conditions was analyzed. The resolution, pixel entropy, memory and gray
covariance were selected as parameters to study the suitable segmentation of plant
leaves.

3.1.1 Unit Pixel Entropy, Resolution and Memory
The higher the entropy of the image, the greater the detail in brightness and the
conversion, the need for higher compression; otherwise, you need less compression.
The unit pixel entropy reflects the size of the image on the unit pixel. Pixel is the
abbreviation of the image element. In the computer operation analysis, if the image is
magnified several times, the human eye can find that these continuous regions and
texture are concatenated by a lot of squares with similar color or similar color, Square
small area element is the smallest unit of pixels that make up the computer digital
image, the pixel is also called the pixel or pixel element, the pixel is the resolution of
the size unit. The larger the pixel, the higher the resolution, the clearer the picture, and
the larger the output photo size. The size of the memory of the image file is propor-
tional to the square of its image resolution, and the pixel of the image is proportional to
the resolution of the image.

In this experiment, the unit pixel entropy, pixel ratio and memory ratio of 90 single
leaf images of Nikon camera are used to obtain the ratio of the corresponding feature of
the corresponding image by adjusting the resolution to select the characteristic
parameter quantity suitable for clustering.

Fig. 3. Ratio of parameters before and after compression taken by Nikon camera.
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As shown in Fig. 3, the abscissa order is sorted in ascending order according to the
pixel ratio of the image before and after the resolution is adjusted. The memory ratio is
proportional to the pixel ratio. The memory ratio and pixel ratio are independent of the
unit pixel entropy ratio.

3.1.2 Gray Covariance Moment
The gray-level co-occurrence matrix [23] can describe the texture by studying the
spatial correlation properties of the gray scale, and transform the spatial distribution
information of the gray level into texture information. Haralick et al. [24] proposed 14
methods of texture quantization based on texture features such as uniformity, energy,
variance, contrast, entropy, and inverse moment. In the boundary analysis, the energy
parameters are used to construct the harmonic function boundary. Therefore, the energy
ratio is chosen as the third dimension parameter.

3.2 Dimensional Space

Through the pixel ratio and the memory ratio of Fig. 3 is proportional to the ratio, with
the associated nature, so these two parameters can only choose a participant in the data
analysis; unit pixel entropy ratio is independent of the other two parameters. Therefore,
this paper chooses the memory ratio, the unit pixel entropy ratio, and the energy ratio as
the parameters to construct the clustering space.

Taking the Nikon camera as an example, the upper boundary vane image, which is
suitable for segmentation, is suitable for segmentation of the blade image, and the
resolution, unit pixel entropy of the image is extracted for each blade image and the
appropriate segmented upper blade image after adjusting the resolution. Energy, adjust
the resolution of these parameters and the appropriate division is the ratio of plant leaf
parameters, constitute a three-dimensional space, as shown in Fig. 4.

4 Cluster Analysis

Cluster analysis itself is based on data to explore the data object and its relationship
information, and the data grouping. The objects within each group are similar, and the
objects between the groups are irrelevant. The higher the similarity in the group, the

Fig. 4. Three dimensional data distribution map taken by Nikon camera.
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higher the heterogeneity between groups, the better the clustering. In general, the
clustering method is divided into hierarchical clustering method, hierarchical clustering
algorithm, density-based clustering algorithm, model-based clustering algorithm and
grid-based clustering algorithm. The clustering algorithm based on the partitioning
method requires the number of given clusters K, and the number of classes based on the
user-defined hope in the hierarchical partitioning method is usually the end condition.
The clustering algorithm based on density, the clustering algorithm based on the model
and the grid-based clustering algorithm can not determine the number of clustering
clusters in advance. The data studied in this paper are clustered by the upper and lower
bounds of the appropriate segmentation of the plant leaf image, and the number of
clustering clusters is known in advance. In order to obtain the most suitable segmen-
tation region, K-Means [25], BIRCH and K-Medoids were used for comparative
analysis.

4.1 Clustering Experiments

By analyzing the data in Fig. 4, it is found that the data space domain effect is ideal, but
the threshold of the appropriate segmentation space domain is obtained. Through the
calculation of clustering parameters, it is possible to obtain the appropriate spatial
domain parameters of plant leaves, which can give the threshold of quantization
adjustment resolution and other feature quantity.

The clustering analysis of the data points in the three-dimensional space is carried
out. The Nikon camera uses the k-means algorithm as an example to cluster the data
points of different colors respectively. Figure 5 is a Nikon camera three-dimensional
data clustering map. According to this can be summarized Nikon camera image
clustering data information, as shown in Table 2.

Fig. 5. Clustering space of three dimensional data taken by Nikon camera (ASM ratio). (Color
figure online)
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Similarly, Canon and Sony camera image clustering of data information, as shown
in Tables 3 and 4.

Table 2. Three dimensional data clustering information by Nikon camera.

Clustering algorithm Spherical
Suitable for
segmentation

Upper bound Lower bound

K-Means Coordinates 1.4073
0.6145
2.3564

0.3044
4.6680
1.7188

5.4744
0.1865
2.8003

Radius 1.07 4.11 3.20
BIRCH Coordinates 1.6388

0.6603
2.8889

0.4364
9.0446
2.1712

8.9659
0.23
4.3599

Radius 3.55 9.12 6.32
K-Medoids Coordinates 1.3769

0.6148
2.2725

0.3066
3.6632
1.6797

5.1053
0.1777
2.6835

Radius 1.05 3.29 3.11

Table 3. Three dimensional data clustering information by Canon camera.

Clustering algorithm Spherical
Suitable for
segmentation

Upper bound Lower bound

K-Means Coordinates 1.2723
0.7913
1.9610

0.2567
6.4207
1.4624

4.7749
0.2667
2.3417

Radius 0.73 5.51 2.88
BIRCH Coordinates 1.3633

0.8764
2.205

0.2722
10.9753
1.5037

7.7996
0.3356
2.4728

Radius 2.7 10.49 5.65
K-Medoids Coordinates 1.2642

0.7911
1.9121

0.2724
4.8999
1.4253

4.3015
0.2560
2.2711

Radius 0.73 4.13 2.55
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Through the data from Tables 2, 3 and 4, we can see the clustering results, and
provide the basis for improving the efficiency of blade segmentation.

(1) Through the analysis of the feature range, it is found that the leaf image has
different feature quantity attributes with its resolution.

(2) Different camera equipment its suitable segmentation threshold range is different.
(3) Through the analysis of the appropriate threshold of different equipment, you can

get the appropriate segmentation feature range of the device.

4.2 Clustering Results Analysis

Cluster analysis take Nikon camera as an example, select any single-leaf image, and
adjust it to the three resolution fields shown in Fig. 5. Then, the image data points
falling in the three clustering domains are selected, and their corresponding images are
segmented edge contours to obtain three leaf edge contours as shown in Fig. 6.

Table 4. Three dimensional data clustering information by Sonny camera.

Clustering algorithm Spherical
Suitable for
segmentation

Upper bound Lower bound

K-Means Coordinates 1.2548
0.8328
0.7834

0.2010
10.0731
0.6178

5.2534
0.2198
0.9291

Radius 1.94 9.29 2.35
BIRCH Coordinates 1.4507

0.8222
1.112

(0.2503
14.0611
0.7685

8.7385
0.2611
1.3843

Radius 1.84 13.31 6.08
K-Medoids Coordinates 1.2225

0.8390
0.7746

0.2089
7.3437
0.5997

4.9716
0.2151
0.8991

Radius 1.94 6.84 2.30

Fig. 6. The segmentation effect of new leave image by Nikon, Sonny and Canon camera.
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From the edge of the camera segmentation effect, as shown in Figs. 5 and 6, the
main process and the results are as follows.

(1) The three different sets of original resolution images of different cameras through
the program automatically traverse cut to obtain a number of monolithic plant
leaves of the image;

(2) According to the proportion of adjustment rules, the different equipment of the
image group, adjust the resolution of the blade image and split its outline until the
appropriate segmentation of the blade contour;

(3) Filtering the feature quantity of the adjusted image, and obtaining the appropriate
resolution domain and the corresponding other feature range for each leaf image;

(4) For three-dimensional feature quantity clustering. The resolution field and the
feature range of each segment are clustered according to their segmentation
results. The image texture energy ratio of the gray level co-occurrence matrix
based on the image is used as the third dimension data volume of the clustering
space, and the three-dimensional data is clustered to obtain the appropriate seg-
mentation feature. The range of gravity and the clustering radius of the upper
bound of the feature quantity and the boundary of the appropriate segmentation
feature;

(5) The clustering of each group is taken into the intersection to obtain the appropriate
resolution of each device and the threshold of the eigenvalue clustering domain.

The resolution of the original image is adjusted by the clustering domain with the
resolution ratio and the eigenvalue ratio, and the edge segmentation is carried out,
which greatly improves the success rate and running efficiency of the existing seg-
mentation algorithm. But because of its part of the data can not distinguish between its
scope, therefore, need a reasonable boundary, in order to better define its appropriate
segmentation of the region.

5 Three-Dimensional Harmonic Boundary

Aiming at the attribution problem of sample data points in overlapping regions of
different camera clusters, this paper constructs the boundary function of overlapping
clustering space, and divides the clustering space. And the three-dimensional clustering
information of three camera devices is combined with Laplace equation and Gibbs free
energy to reconcile the boundary function of clustering overlapping region.

5.1 Harmonic Boundary Function

The harmonic function equation is a second order continuous derivative function
(which is an open subset) on the domain of the definition. The harmonic function
satisfies the Laplace equation, that is, satisfies the Eq. (1):

@2f
@x21

þ @2f
@x22

þ . . .þ @2f
@x2n

¼ 0 ð1Þ
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Equations (1) can also be written or, where the symbol is called the Laplacian
operator. The Laplace operator is defined as the divergence of the gradient and can
represent the transport of matter due to the uneven distribution of matter. On the
Riemannian manifold, the harmonic function has another definition. The Laplacian
operator is called the Laplacian-Drumm operator. In this case, the harmonic function is
satisfied.

Gibbs free energy is defined as:

G ¼ U� TSþ qV ð2Þ

Where G is Gibbs free energy, U is the internal energy of the whole system, T is the
temperature of the system, S is the entropy of the system, q is the pressure, V is the
volume, and H ¼ Uþ qV is the enthalpy of the system. At room temperature and
pressure system, Gibbs free energy can be completely determined by the system’s
internal energy.

By constructing the surface satisfying the harmonic function Eq. (1), we can
determine the boundary between the “complete segmentation” and the “lower bound”
medium clustering domain. The Laplace pressure between the two clusters is used to
obtain the curve equation. Together, the formula for the Laplace pressure can be
deduced from the Young-Laplacian formula:

DP � Pin � Pout ¼ c
1
R1

þ 1
R2

� �
ð3Þ

Where R1 and R2 are the radius of curvature and c is the tension coefficient of the
surface. In general, the convex surface can be represented by a positive curvature
radius, and the concave surface is represented by a negative curvature radius. By the
definition of the surface tension coefficient, it can be seen that the surface tension
coefficient c can be obtained by the partial derivative of the area A of Gibbs free energy
G in the case where the temperature T and the pressure P remain constant:

c ¼ @G
@A

� �
T ;P

ð4Þ

The Gaussian free energy G of the sphere can be substituted into the Eq. (4) by
calculating the sum of the sum of the squares of the elements of the normalized image
and the second order moments in the angular direction. The curve equation fits the
desired set of points.

5.2 The Construction of 3D Boundary Function and the Correctness

The attribution of sample data points in overlapping regions of different camera clusters
requires the use of Gibbs free energy as the basis for constructing the harmonic
boundary.
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The two spherical domains are modeled into two different media, and the data
fitting points of the three cameras are obtained by calculating their free energy, and
then the harmonic boundary equation is found.

The steps to obtain three fitting points include:

First, calculate the Laplace pressure difference:
Gibbs free energy expression for the G ¼ U� TSþ qV, due to the system at room

temperature and pressure, so the free energy changes only by the system’s own energy.
The total value G1 of the image energy value after the compression resolution of 90
data points in the “complete segmentation” sphere, the surface area S1 of the “complete
segmentation” sphere, and the compression resolution of 90 data points in the “lower
bound” sphere The total value of the image energy after the value of G2, the “lower
bound” sphere surface area S2. The surface tension c1 and c2 of “complete segmen-
tation” and “lower bound” are obtained by using the surface tension formula c ¼ G/S,
then the difference between the energy per unit area of the “suitable segmentation” and
the “lower bound” cluster sphere is Dc ¼ c1 � c2. Into the formula (2) can be obtained
between the two spheres of the Laplace pressure difference DP;

Second, the boundary fixed:
The pressure difference is projected onto the two core wires, and the boundary

vertices of the harmonic function are obtained.

Third, calculate the two fitting points:
With the energy of the ball on the distance from the two spherical distance from the

farthest point as a fitting point.

Fourth, calculate the boundary parameters:
According to the vertex and two fitting points can be determined to determine the

center of the boundary and radius.

According to the above steps, the boundary functions are determined as shown in
Table 5.

The results show that the efficiency of the segmentation of the plant leaves in the
boundary is shown in Table 6 by analyzing the results of 90 suitable segmentation
resolution domains.

Through the above comparison, the boundary obtained by K-Means clustering
algorithm is the best, because the boundary obtained by this algorithm can adjust the
blade image segmentation.

5.3 Segmentation Success Rate of Three-Dimensional Limit Function

Under natural light, the obtained leaf image of the plant was selected and 30 leaflets
were selected for validation. The experimental flow is shown in Fig. 7. The efficiency
of the plant leaves before and after the adjustment of the equipment is shown in
Table 7. The results show that there is no adjustment of the resolution directly on the
split edge of the edge of the edge of the success rate is relatively low, the average
running time is longer.
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Table 5. Three dimensional harmonic boundary function.

Clustering
algorithm

Camera
equipment

Dimensional harmonic
boundary function

Domain

K-Means Nikon ðx� 0:25Þ2 þðy� 4:87Þ2

þðz� 1:69Þ2 ¼ 4:192

ðx� 5:6Þ2 þðy� 0:17Þ2

þðz� 2:81Þ2 ¼ 3:292

ð4:19 � x� 0:44 � y
þ 0:46 � z� 24:66\0Þ

ð1:16 � x� 4:26 � y
þ 0:67 � z� 19:3[ 0Þ

Canon ðx� 0:14Þ2 þðy� 7:05Þ2

þðz� 1:41Þ2 ¼ 6:112

ðx� 7:85Þ2 þðy + 0:19Þ2

þðz� 2:68Þ2 ¼ 62

ð1:13 � x� 6:25 � y
þ 0:55 � zþ 43:12[ 0Þ

ð6:58 � x� 0:98 � y
þ 0:71 � z� 53:73\0Þ

Sonny ðx� 0:18Þ2 þðy� 10:28Þ2

þðz� 0:61Þ2 ¼ 9:32

ðx� 5:37Þ2 þðy� 0:2Þ2

þðz� 0:93Þ2 ¼ 2:362

ð1:08 � x� 9:45 � y
þ 0:17 � zþ 96:82[ 0Þ

ð4:11 � x� 0:63 � y
þ 0:15 � z� 22:08\0Þ

BIRCH Nikon ðx� 0:33Þ2 þðy� 9:79Þ2

þðz� 2:11Þ2 ¼ 9:152

ðx� 9:75Þ2 þðy� 0:18Þ2

þðz� 4:52Þ2 ¼ 6:382

ð1:31 � x� 9:13 � y
þ 0:78 � zþ 87:22[ 0Þ

ð8:11 � x� 0:48 � y
þ 1:63 � z� 86:42\0Þ

Canon ðx� 0:23Þ2 þðy� 11:33Þ2

þðz� 1:48Þ2 ¼ 10:492

ðx� 8:34Þ2 þðy� 0:3Þ2

þðz� 2:5Þ2 ¼ 5:682

ð1:13 � x� 10:52 � y
� 0:73 � zþ 117:82[ 0Þ

ð6:98 � x� 0:52 � y
þ 0:29 � z� 58:74\0Þ

Sonny ðx� 0:24Þ2 þðy� 14:19Þ2

þðz� 0:77Þ2 ¼ 13:312

ðx� 8:87Þ2 þðy� 0:25Þ2

þðz� 1:39Þ2 ¼ 6:092

ð1:21 � x� 13:37 � y
þ 0:35 � zþ 189:15[ 0Þ

ð7:42 � x� 0:57 � y
þ 0:28 � z� 66:09\0Þ

K-Medoids Nikon ðx� 0:2Þ2 þðy� 3:96Þ2

þðz� 1:62Þ2 ¼ 3:442

ðx� 5:33Þ2 þðy� 0:15Þ2

þðz� 2:71Þ2 ¼ 3:252

ð1:17 � x� 3:34 � y
þ 0:65 � zþ 11:95[ 0Þ

ð3:96 � x� 0:46 � y
þ 0:44 � z� 22:2\0Þ

Canon ðx� 0:01Þ2 þðy� 6Þ2

þðz� 1:29Þ2 ¼ 5:212

ðx� 10:97Þ2 þðy� 0:92Þ2

þðz� 3:06Þ2 ¼ 9:332

ð1:26 � x� 5:21 � yþ 0:62 � z
þ 30:48[ 0Þ

ð9:7 � x� 1:71 � y
þ 1:15 � z� 111:53\0Þ

Sonny ðx� 0:16Þ2 þðy� 7:64Þ2

þðz� 0:59Þ2 ¼ 6:852

ðx� 5:19Þ2 þðy� 0:18Þ2

þðz� 0:91Þ2 ¼ 2:322

ð1:06 � x� 6:8 � y
þ 0:18 � zþ 51:61[ 0Þ

ð3:96 � x� 0:66 � y
þ 0:13 � z� 20:56\0Þ
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Table 6. The correctness of the constructor.

Clustering algorithm Camera equipment Correct rate %

K-Means Nikon 92.22
Canon 97.78
Sonny 94.44

BIRCH Nikon 78.89
Canon 80
Sonny 77.5

K-Medoids Nikon 80
Canon 84.44
Sonny 58.89

Collect the original image of the plant 
leaves

Traverse the original image of the cutting 
blade to obtain a sub-region containing a 
single leaf as the image to be processed

Whether the  segmentation
can be perfect

End

Whether the image to be processed is within
the appropriate resolution 

range

Yes No

Yes

Segmentation  processing
No

Whether to complete all 
the adaptation 

traversal

No

Adjust the resolution

Yes

Fig. 7. Flow chart of image resolution adjustment.
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6 Conclusion

In this paper, the plant leaf images collected from different cameras (Nikon, Canon and
Sony, respectively) were used as the object of study. After a large number of feature
information were extracted and sorted, the clustering analysis was carried out, and the
leaf image was pretreated by resolution adjustment. The image is in a reasonable
feature range based on clustering analysis. Which effectively prevents the computer
from consuming too much load operation. At the same time, it effectively solves the
problem that the real edge of the leaf area information is too large is difficult to
distinguish. After analyzing the feature area of different devices by clustering pro-
cessing of feature area, the appropriate segmentation feature area of each device is
established. And the image based on the domain is adjusted according to the feature
size of the image for efficient segmentation.

According to the above experimental and experimental results, the process of leaf
image feature and resolution adjustment is shown in Fig. 8.

According to the study of this paper, the resolution size is a factor that affects its
segmentation effect and segmentation time. Another factor is the physical character-
istics of the image capture device. In order to improve the segmentation success rate of
the program and improve the efficiency of the algorithm, this paper obtains the reso-
lution range of each device adapting to the algorithm by comparing the resolution of
different cameras and improves the success rate and efficiency of the algorithm. (Image
energy, entropy, moment of inertia, correlation), and select the appropriate parameters
to do the clustering analysis, to find out the resolution of the image (the number of

Table 7. The segmentation efficiency changes between the leave images before and after the
characteristic parameters.

Camera
equipment

Before adjustment After adjustment
The rate of
segmentation/%

Time/m The rate of
segmentation/%

Time/m

Nikon 26.67 >20 73.33 1.14
Sonny 23.33 >20 66.67 1.26
Canon 33.33 >20 70 1.05

Collection of field plant 
leaf images

Cutting single leaf 
image

Filtering image 
clustering feature 

quantity

Segmentation of Three -
dimensional Spatial Domain

Constructing Boundary Functions 
and Harmonic Interface Functions

Fig. 8. The process of obtaining the spatial domain of image features and spatial resolution
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pixels), the memory, the unit pixel entropy and the image grayscale covariance matrix
texture feature vector. The center of gravity of the clustering domain and the radius and
feasible domain, and the boundary of the resolution adjustment feature corresponding
to the segmentation algorithm for the captured image of the device is determined.
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Abstract. Traditional semi-blind channel estimator is based on eigen value
decomposition (EVD) or singular value decomposition (SVD), which effectively
reduces the interference through dividing the observed signal into signal sub-
space and noise subspace. Due to the large computation, Massive MIMO sys-
tems could not afford the cost of traditional algorithms in spite of the high
performance. In this paper, we propose a channel estimation algorithm based on
subspace tracking, in which the signal subspace is obtained by approximating
power iteration algorithm. Without sacrificing the estimation performance, the
complexity is greatly reduced compared with the traditional semi-blind channel
estimation algorithm, which improves the applicability of the estimator.

Keywords: Massive MIMO � Channel estimation � Semi-blind
Subspace tracking

1 Introduction

Massive MIMO technology greatly improves the system capacity and spectrum effi-
ciency [1–4] through installing hundreds or thousands of antennas at BSs. It has
become one of the key technologies of 5G now. The dimension of the channel state
matrix increases with the number of antennas, which results in higher requirements for
the channel estimation algorithm. Pilot contamination is particularly prominent in
Massive MIMO system, so it’s a serious problem to seek low complexity and anti-pilot
contamination channel estimation algorithm.

The pilot-based channel estimation algorithms can’t completely eliminate the
effects of pilot contamination [5–7], while full-blind or semi-blind channel estimation
algorithms don’t require pilots or transmit fewer short pilots, thus avoiding pilot
contamination. The subspace based channel estimation algorithm divides observation
signal into signal subspace and noise subspace, which effectively reduces the inter-
ference and obtains the excellent estimation performance. Ngo. B. Q proposed a EVD
based channel estimation algorithm to transform the channel estimation problem into
the problem of ambiguous matrix. Through the eigenvalue decomposition of the
received vector covariance matrix, the channel vector can be expressed as a corre-
sponding eigenvector multiplying a scalar ambiguous factor, and the ambiguous factors
constitute an ambiguous diagonal matrix [8]. The estimation performance and error
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term of EVD based algorithm are theoretically deduced and analyzed in [9], then the
generalized linear (WL) algorithm is proposed. Dr. Hu proposed a semi-blind channel
estimation algorithm based on SVD for Massive MIMO systems, like the method in
[8], singular value decomposition of the received vector covariance matrix is needed.
The ambiguity matrix of SVD based channel estimator is not a diagonal matrix, but a
square matrix, which reduces the error caused by the non-orthogonal channel [10].

EVD and SVD algorithm have a large computational complexity O(M3), where
M is the dimension of the received vector. When the number of antennas in the BS
reaches hundreds, the huge complexity of EVD or SVD based algorithm is unac-
ceptable in Massive MIMO systems. In this paper, a subspace tracking based channel
estimation algorithm is proposed, which uses the approximation power iteration
algorithm to obtain the signal subspace with fast convergence and low complexity, the
computational complexity to solve signal subspace of each iteration is O(MK2) using
API algorithm, FAPI algorithm needs only O(MK) operations for each update [11],
K is the number of users in each cell.

2 System Model

Consider a multiuser Massive MIMO system with L cells that share the same band of
frequencies, each cell contains K single-antenna users and one central BS equipped
with M antennas. The system works in time-division duplex, so the uplink channel
matrix is just the transpose of the downlink matrix because of the channel reciprocity.
We consider the uplink where the users in the system synchronously send signals to
BSs, the received signal vector at the BS of the jth cell can be expressed as

yj ¼
ffiffiffiffiffi
pu

p XL
i¼1

Gjixi þ wj ð1Þ

Gji ¼ HjiD
1=2
ji ð2Þ

where xi is the transmitted symbols by the K users from the ith cell. pu is the average
power used by each user. Hji is the M � K matrix of fast fading coefficients between

K users in the ith cell and the jth BS. D1=2
ji is a K � K diagonal matrix representing the

geometric attenuation and shadow fading, diagonal elements are Dji
� �

kk¼ bjik.wj is
additive Gaussian white noise with zero mean and unit variance.

3 Traditional Semi-blind Channel Estimation

In this section, EVD and SVD based semi-blind channel estimator will be introduced.

3.1 EVD Based Estimator

The covariance matrix of the received vector yj can be expressed as
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Ry ,EfyjyHj g ¼ pu
XL
i¼1

HjiDjiHH
ji þ IM ð3Þ

The channel vectors are approximately orthogonal in the Massive MIMO systems.
multiplying (3) from the right by Hjj, then we can obtain

RyHjj � HjjðMpuDjj þ IKÞ ð4Þ

When M trends to infinity, the columns of Hjj are approximately orthogonal, and
MpuDjj þ IK is a diagonal matrix. So Eq. (4) can be considered as a characteristic
equation for the covariance matrix Ry, the kth column of Hjj is the eigenvector cor-
responding to the eigenvalue Mpbjjk þ r2w of Ry. Each column of Hjj can be expressed
as a corresponding eigenvector multiplying a scalar ambiguous factor, which is

Ĥ
EVD
jj ¼ UjC ð5Þ

where Uj is the M � K eigenvector matrix. Ambiguity matrix C is K-order diagonal
matrix, the ambiguity can be solved by using a short pilot sequence.

In practice, this covariance matrix is unavailable. Instead, we use the sample data
covariance matrix R̂y as the estimate of Ry,

R̂y ,
1
Nd

XNd

n¼1

yjðnÞyjðnÞH ð6Þ

The EVD-based channel estimation algorithm is as follows,

(1) Given the number of samples Nd, compute R̂y.
(2) Perform EVD of R̂y, then obtain Uj.

(3) Obtain the estimate Ĉ of ambiguity matrix using a short pilot sequence.

(4) Obtain the channel estimate as Ĥ
EVD
jj ¼ UjĈ.

3.2 SVD Based Estimators

The channel estimation based on EVD algorithm utilizes orthogonality of the channel
vectors, However, the antenna number M in the actual system is not infinite, The
channel vectors are not perfectly orthogonal. The ambiguity matrix of SVD based
channel estimator is not a diagonal matrix, but a square matrix, which reduces the error
caused by the non-orthogonal channel.

The channel matrix can be expressed as

Hji ¼ ~HjiCi ð7Þ
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where Ci 2 C
K�K represents the error between the real channel matrix Hji and the

orthogonal channel matrix ~Hji. Substituting into (3), then Ry ¼ pu
PL
i¼1

~HjiAji ~H
H
ji þ IM ,

where the k-order normal matrix Aji ¼ CiDjiC
H
i and its SVD form Aji ¼ Vi

~RiVH
i ,

Vi 2 C
K�K is the left-singular matrix. Therefore, Ry can be expressed as

Ry ¼ pu
XL
i¼1

~HjiVi
~RiVH

i
~H
H
ji þ IM ð8Þ

Ry is also a normal matrix and its SVD can be expressed as

Ry ¼ QjRjQH
j ð9Þ

where Qj contains M singular vectors; Rj is a real diagonal matrix which contains

M singular values with descending order. Qj ¼ Qs
j

h
;Qn

j

i
, where Qs

j 2 C
M�K ,

Qn
j 2 C

M�ðM�KÞ. The columns of 1ffiffiffi
M

p ~HjiVi are the left-singular vectors that correspond

to the largest KL singular values of Ry. Assuming bjjk � bjik, Q
s
j can be denoted as

Qs
j ¼ 1ffiffiffi

M
p ð~Hjj þFjÞVjBj.Fj ¼

ffiffiffiffiffi
M

p
OjVH

j corresponds to the ICI in the received data

symbols, Bj is a permutation matrix. Despite Fj, we obtain

Qs
j ¼

1ffiffiffiffiffi
M

p HjjEj ð10Þ

where Ej ¼ C�1
j VjBj, ambiguity matrix Ej is approximately a unitary matrix, the

estimate of Ej can be resolved by pilot,

Êj ¼ 1ffiffiffiffiffi
M

p ðĤLS
jj ÞHQs

j ð11Þ

From (10) and (11), we obtain the channel estimate,

Ĥ
SVD
jj ¼ Qs

j ðQs
j ÞHĤ

LS
jj ð12Þ

The SVD-based channel estimation algorithm is as follows,

(1) Given the number of samples Nd, compute R̂y.
(2) Perform SVD of R̂y, then obtain Qs

j .

(3) Compute the pilot-based channel estimate Ĥ
LS
jj .

(4) Obtain the channel estimate as Ĥ
SVD
jj ¼ Qs

j ðQs
j ÞHĤ

LS
jj .
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4 Subspace Tracking Based Channel Estimation

Although EVD and SVD-based algorithms effectively reduce the interference, but the
complexity is too large to apply to Massive MIMO system.

The subspace tracking based channel estimation algorithm is similar to the principle
based on SVD, except that the method of obtaining the signal subspace is different. The
algorithm steps are as follows,

(1) Given the number of samples Nd.
(2) Obtain the signal subspace estimate ~Q

s
j using subspace tracking algorithm.

(3) Compute the pilot-based channel estimate Ĥ
LS
jj .

(4) Obtain the channel estimate as Ĥ
ST�CE
jj ¼ ~Q

s
j ð~Q

s
j ÞHĤ

LS
jj .

4.1 API Subspace Tracking Algorithm

The approximated power iteration subspace algorithm is an improvement to the power
iteration algorithm. Firstly, we introduce the idea of the power iteration subspace
tracking algorithm.

The covariance matrix of the received vector yðnÞ can be expressed as

RyyðnÞ ¼
Xn

m¼�1
sn�myðnÞyðnÞH ð13Þ

where s is the forgetting factor. The covariance matrix can be recursively updated
according to the following scheme,

RyyðnÞ¼ sRyyðn� 1Þþ yðnÞyðnÞH ð14Þ

Let the M � K orthogonal matrix QðnÞ be transformed into the dominant subspace
of RyyðnÞ, then the compressed received vector rðnÞ ¼ Qðn� 1ÞHyðnÞ. The power
iteration method tracks the dominant subspace by the following compression step and
orthonormalization step,

RyrðnÞ ¼ RyyðnÞQðn� 1Þ ð15Þ

QðnÞWðnÞ ¼ RyrðnÞ ð16Þ

where WðnÞ a non-negative Hermitian matrix, and satisfying WðnÞHWðnÞ ¼
RyrðnÞHRyrðnÞ. If RyyðnÞ remains constant and its first K eigenvalues are strictly larger
than the M-K others, the power iteration method converges globally and exponentially
to the dominant subspace.

By introducing the compensation matrix and the auxiliary matrix, the API algo-
rithm makes QðnÞ and RyrðnÞ independent recursive operations, and avoids the com-
plicated process of solving WðnÞ. The steps of the API algorithm are shown in Table 1.
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4.2 FAPI Subspace Tracking Algorithm

The fast approximated power iteration algorithm optimizes the solution process of the
compensation matrix, thus speeding up the convergence. The steps of the FAPI
algorithm are shown in Table 2.

Table 1. API algorithm

Step Complexity

Initialization: Qð0Þ ¼ ½Ik; 0ðM�kÞ�k� ; Zð0Þ ¼ Ik
FOR n ¼ 1; 2; � � � ;Nd

rðnÞ ¼ Qðn� 1ÞHyðnÞ MK

hðnÞ ¼ Zðn� 1ÞrðnÞ K2

gðnÞ ¼ hðnÞ
sþ rðnÞHhðnÞ

2K

eðnÞ ¼ yðnÞ �Qðn� 1ÞrðnÞ MK

HðnÞ¼ ðIk þ eðnÞk k2gðnÞgðnÞHÞ�1
2 M þ OðK3Þ

ZðnÞ ¼ 1
sHðnÞHðIk � gðnÞyðnÞHÞZðn� 1ÞHðnÞ�H OðK3Þ

QðnÞ ¼ ðQðn� 1Þþ eðnÞgðnÞHÞHðnÞ MK2 þ MK

End

Table 2. FAPI algorithm

Step Complexity

Initialization: Qð0Þ ¼ ½Ik; 0ðM�kÞ�k� ; Zð0Þ ¼ Ik
FOR n ¼ 1; 2; � � � ;Nd

rðnÞ ¼ Qðn� 1ÞHyðnÞ MK

hðnÞ ¼ Zðn� 1ÞrðnÞ K2

e2ðnÞ ¼ yðnÞk k2� rðnÞk k2 MþK

#ðnÞ ¼ e2ðnÞ
1þ e2ðnÞ gðnÞk k2 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e2ðnÞ gðnÞk k2

p K

gðnÞ ¼ 1� #ðnÞ gðnÞk k2 1

r0ðnÞ ¼ rðnÞgðnÞþ gðnÞ#ðnÞ 2K

h0ðnÞ¼Zðn� 1ÞHr0ðnÞ K2

eðnÞ ¼ #ðnÞ
gðnÞ ðZðn� 1ÞgðnÞ � h0ðnÞHgðnÞgðnÞÞ K2 þ 3K

ZðnÞ ¼ 1
s ðZðn� 1Þ � gðnÞh0ðnÞH þ eðnÞgðnÞHÞ 2K2

e0ðnÞ ¼ yðnÞgðnÞ �Qðn� 1Þr0ðnÞ MK þM

QðnÞ ¼ Qðn� 1Þþ e0ðnÞgðnÞH MK

End
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4.3 Complexity Analysis

API algorithm has a computational complexity MK2 + O(MK) for each update, FAPI
algorithm needs only 3MK + O(M) operations for each update. The number of samples
is Nd, the complexity to obtain K � K-dimensional signal subspace based on different
algorithms is shown in Table 3.

Obviously, the FAPI based channel estimation algorithm greatly reduces the
complexity of the SVD based algorithm, and the simulation analysis based on the
subspace tracking channel estimation algorithm will be introduced in the next section.

5 Simulation Results

Let M = 128, K = 4, L = 3. The large scale fading of the main cell take the random
value of 0.6–1, and the large scale fading of the adjacent cells take the random value of
0.1–0.4. The modulation mode is BPSK. The estimation accuracy of the various
algorithms is measured by the normalized mean square error (NMSE), which is defined
as follows,

NMSE ¼ Ĥ�H
�� ��2

F

Hk k2F
ð10Þ

where Ĥ is the channel estimate of H.
The simulation results of the channel estimation algorithm based on subspace

tracking are shown in Fig. 1, and the performance curves of EVD and SVD are also
given for comparative analysis.

As the simulation shown, the API-CE and FAPI-CE channel estimation algorithms
approach to the estimation performance of the SVD-based algorithm, and outperform
the EVD-based algorithm. When SNR is 10 dB, the performance of the proposed
algorithm is improved by nearly 10 dB compared with EVD algorithm. With the
increase of SNR, the estimation accuracy of the proposed algorithm is higher, but the
performance of EVD algorithm is not improved significantly because of the
nonorthogonality part of the channel vectors.

As shown in Fig. 2, with the increase of antenna number, the estimation accuracy
of API-CE and FAPI-CE algorithm both improve. When M grows from 100 to 300, the
NMSE curve decreased significantly, the main source of error at this time is the channel

Table 3. Algorithm complexity

Algorithm Complexity

SVD O(M3) + NdM
2

API-CE NdMK2 + NdO(MK)
FAPI-CE 3NdMK + NdO(M)
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nonorthogonality. When M is 300 to 500, the decrease of NMSE is gentle, the main
factor that limits the performance is the error between the sample data covariance
matrix and the real covariance matrix.

6 Conclusion

In this paper, we propose a channel estimation algorithm based on approximation
power iteration subspace tracking. The computational complexity to solve signal
subspace of each iteration is MK2 + O(MK) using API algorithm, 3MK + O(M) using
FAPI algorithm. The proposed channel estimation algorithms approach to the esti-
mation performance of the SVD based algorithm, and outperform the EVD based
algorithm in terms of the normalized mean square error, while greatly reduce the

Fig. 1. NMSE versus Eb/N0 for M = 128, k = 4, L = 3, Nd = 100.

Fig. 2. NMSE versus M for Eb/N0 = 5 dB, k = 4, L = 3, Nd = 100.
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computational complexity. As the number of antennas increases, the estimation
accuracy of API-CE and FAPI-CE algorithm improves. Therefore, the low complexity
subspace tracking based channel estimation algorithm is very suitable for Mas-
sive MMO systems.
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Abstract. Downlink multi-user shared access (MUSA) is a non-orthogonal
multiple access scheme (NOMA) based on the traditional power domain
superposition and uses a mirror constellation to optimize the modulated symbol
mapping of the paired users. In this paper, bit error ratio (BER) performance of
MUSA with successive interference cancellation (SIC) is investigated in a
cellular downlink scenario over Rayleigh fading channel. Firstly, we elaborate
downlink MUSA system based on NOMA and spreading sequences in detail.
Then, we compare the BER performance of MUSA with pure NOMA under
different power allocation schemes. On this basis, we further study the system
average BER performance in downlink MUSA and NOMA with respect to the
power difference of the users, respectively. In addition, BER performance of
MUSA with different spreading sequences is evaluated. Finally, the simulation
results show that MUSA with appropriate spreading sequences is able to obtain
better BER performance than NOMA under the same simulation conditions, and
a reasonable power allocation is the key to improve BER performance of MUSA
and NOMA.

Keywords: MUSA � NOMA � SIC � BER performance � 5G communication
Rayleigh fading channel

1 Introduction

The rapid growth of wireless communication technology and smart Internet of Things
(IoT) brings many challenges to the fifth generation (5G) mobile communications, such
as higher user experience rates, higher spectral efficiency, higher connection density,
and lower handover latency, etc. To meet these requirements, enhanced or innovative
technologies are required. A promising technology which can increase the system
throughput and provide massive connections is non-orthogonal multi-user super-
position and shared access among the potential candidates. Non-orthogonal access
enables several users to utilize time and frequency resources through simple linear
superposition or power domain multiplexing. At present, the non-orthogonal access
schemes proposed by the industry and academia mainly include sparse code multiple
access (SCMA) [1] technology based on multi-dimensional modulation and sparse

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 85–94, 2018.
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code spreading, patterning division multiple access (PDMA) [2] based on
non-orthogonal feature pattern, non-orthogonal multiple access (NOMA) [3–11] based
on power superposition, and multi-user shared access (MUSA) [12, 13] based on
complex spreading sequence and enhanced superposition coding, etc.

In the past, the performance of NOMA has been evaluated in many research works.
In [3], the authors discussed the outage performance and the ergodic sum rates of a
downlink NOMA with randomly distributed users. The authors in [4] considered the
outage probability and the ergodic sum rates of a NOMA based relay cooperative
communication networks over Nakagami-m fading channels. For instance, the authors
of [5] have provided an analysis of NOMA performance gains from both link-level and
system-level perspectives. It has been shown that NOMA can provide higher gains
compared to OFDMA. In [6], system-level throughput of a NOMA which assumes
proportional fair based radio resource allocation and uses a successive interference
canceller in the cellular downlink have been studied. In order to study a more realistic
analysis of SIC in downlink NOMA, the study in [7] has given the numerical results in
terms of BER when the receiver uses both perfect and imperfect SIC. In [8], a NOMA
constellation rotation scheme has been proposed to enhance the link-level performance
for NOMA with ML receiver, and the symbol error rate (SER) simulations have been
conducted. For uplink NOMA, the authors in [9] proposed an uplink NOMA strategy
that removes the resource allocation exclusivity to achieve higher capacity and pro-
vided the link-level performance evaluation in terms of BER. The work in [10] ana-
lyzes the uplink spectral efficiency of NOMA in Rayleigh fading environment. An
uplink power control scheme has been developed for NOMA to achieve diverse arrived
power in [11]. The outage performance and the achievable sum rate for the scheme
proposed in this paper have been theoretically analyzed. Additionally, MUSA scheme
has been first proposed in [12], and the authors studied the link-level and system-level
performance in terms of block error rate (BLER) compared to orthogonal systems.

In this paper, we focus on downlink MUSA over Rayleigh fading channel with two
goals. The first is to compare BER performance of MUSA with NOMA in a two users
scenario when they use different power allocation strategies, and then investigate the
relationship between BER performance and users’ power difference. The second is to
evaluate BER performance of MUSA using various spreading sequences in the
downlink scenario. The numerical results derive that MUSA outperform NOMA in
terms of BER performance under the same conditions.

2 System Model

2.1 Basic Notation

Consider a downlink transmission scenario in which a base station (BS) serving
M randomly distributed single-antenna users, Um, with m 2 M = {1, …, M}. And we
assume the total available transmitted power of the base station is P and the power
allocation coefficient for m-th user is cm, with

P
m2M cm ¼ 1. The channel between the

user and the BS can be described as independent and identically distributed (i.i.d.)
Rayleigh block flat fading with additive white Gaussian noise (AWGN) which is a
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random complex variable with zero mean and r2n variance. The channel coefficients and
gains can be denoted by hm (for BS ! Um link), and |hm|

2, respectively. According to
the Rayleigh fading property, hm can be written as hm ¼ vm=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dam

p
, where vm is the

small-scale Rayleigh fading gains with vm � CNð0; r2nÞ, dm denotes the distance
between the BS and m-th user and a denotes the pass loss factor. Without loss of
generality, we assume that 0\ jh1j2 � jh2j2 � � � � � jhmj2 and the power allocation
coefficients should satisfy c1 � c2 � � � � � cM .

2.2 Principle of Downlink NOMA

The BS can make multi users share the same radio resources, either in time, frequency
or code via the NOMA scheme, which uses superposition coding at the transmitter and
SIC at the receiver. Based on the protocol of NOMA, ransmitted signal from the BS
can be given as xNOMA ¼PM

i¼1

ffiffiffiffiffiffiffi
ciP

p
xi, where xi denotes one information bit for m-th

user. Therefore, the received signal at m-th user can be written by

ym;NOMA ¼ hm
XM

i¼1

ffiffiffiffiffiffiffi
ciP

p
xi þ nm ð1Þ

Where nm denotes the Gaussian noise at receiver. SIC will be carried at m-th user
receiver and the user can decode the information bits for i-th user with i < m. As a
result, the user can remove all inter-user interference from the weaker users and its
achievable data rate is given by

Rm;NOMA ¼ log 1 þ cmPjhmj2
Pjhmj2

PM
i¼mþ 1 ci þ r2n

 !
ð2Þ

2.3 Principle of Downlink MUSA

NOMA scheme based on power superposition allows the BS send a linear superpo-
sition of multi user’s data flows directly in the power domain by using the same
time-frequency resources. A reasonable power allocation strategy and user pairing
should be considered to achieve good performance but a wrong choice of power
allocation scheme will lead to greater multiple access interference. In order to make the
SIC process at the receiver more robust, complex spreading sequences are used in
downlink MUSA to ensure low correlation among users and improve system
performance.

According to the principle of MUSA, the BS will send xMUSA ¼ PM
i¼1

ffiffiffiffiffiffiffi
ciP

p ðxiwiÞ,
where wi(1 � L) denotes a short normalized complex spreading sequence with the size of
L for i-th user. Therefore, the observation at m-th user is given by

ym;MUSA ¼ hm
XM

i¼1

ffiffiffiffiffiffiffi
ciP

p ðxiwiÞ þ nm ð3Þ
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Similarly, each receiver also employs a SIC technique and the achievable data rate
of m-th user is given by

Rm;MUSA ¼ log 1 þ cmPjhmj2jjwmjj2
Pjhmj2

PM
i¼mþ 1 cijjwijj2 þ r2n

 !

¼ log 1 þ cmPjhmj2
Pjhmj2

PM
i¼mþ 1 ci þ r2n

 !
ð4Þ

In Fig. 1, a more specific transceiver structure for the BS to m-th user link is
illustrated. And the detailed step descriptions are provided as follows.

Step1: The information bit flow Ii for i-th user is encoded using a turbo code with
code rate R, and the output of encoder is coded bit vector ICi(1 � N), where
N denotes the length of ICm.

Step2: ICi is modulated by a QPSK modulator, generating the modulated symbols
vector ICMi(1 � N/2).

Step3: ICMi is spread with a short complex spreading sequence wi(1 � L), pro-
ducing the spread symbols vector ICMSi(1 � NL/2).

Step4: ICMSi is transmitted over Rayleigh fading channel.
Step5: At the receiver side, linear detection and SIC are used to decode the

information bits for m-th user and the vector form of the received signal is
given by

rm;MUSA ¼ hm
XM

i¼1

ffiffiffiffiffiffiffi
ciP

p
ICMSi þ nm ð5Þ

3 Detection and Spreading Sequences

Compare with the spreading sequences used by traditional direct sequence CDMA, the
modulated symbols of users are spread by specially designed complex spreading
sequences which can promote the implementation of robust SIC. Additionally,
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Fig. 1. Downlink MUSA system structure
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detection algorithm at receiver is the key to ensure the good performance of downlink
MUSA. This section is dedicated to the details of the complex spreading sequences
design and minimum mean squared error based on SIC (MMSE-SIC) algorithm.

3.1 MMSE-SIC

One way to boost the performance of SIC receiver is to use in conjunction with liner
detection algorithms such as zero forcing (ZF) and MMSE. For MMSE algorithm, the
optimization goal is to minimize the mean squared error between the estimated values
of transmit data based on received data and the target data, and the filter coefficient
matrix of the linear detector can be described as following

WMMSE ¼ ðHHH þ r2IÞ�1HH ð6Þ

In addition, the SIC receiver performs data detection in descending order of users’
signal to interference plus noise ratio (SINR). For the sake of analysis, the matrix form
of Eq. (5) can be further expressed by

Rm;MUSA ¼
XM

i¼1

ffiffiffiffiffiffiffi
ciP

p
hmðwT

i � ICMiÞ þ N

¼
XM

i¼1
~Hi � ICMi þ N

ð7Þ

Where ~Hi ¼
ffiffiffiffiffiffiffi
ciP

p
hmwT

i is the equivalent channel coefficient matrix of i-th user.
The steps of MMSE-SIC in downlink MUSA are summarized in Algorithm 1.
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3.2 Spreading Sequences Design

The complex spreading sequences used by downlink MUSA is the same as that used in
uplink MUSA. The design of short complex spreading sequences can not only achieve the
low correlation between the user data but reduce the complexity of transceiver. The
complex spreading sequences consists of a series of complex values in which the real and
imaginary parts are taken from the same set including multiple real numbers. The available
number of q-ary complex codes with the code length of L is q2L. For instance, the complex
spreading sequence constellations with q = 2 and q = 3 are shown in the Fig. 2, and each
complex value of the spreading sequences corresponds to the point on the constellations.

4 Numerical Results

For the sake of simplicity, numerical results are provided to explain the BER perfor-
mance of downlink MUSA and NOMA in a two users scenario. In addition, we assume
that UE1 is the near user, UE2 denotes the far user and power allocation difference
between UE1 and UE2 is △P = c2 − c1. The detailed parameters of simulation are
summarized in Table 1.

-1 1

1

-1

0 1

1

0

-1

-1

(a) (b)

Fig. 2. Complex spreading sequence. (a) q = 2. (b) q = 3.

Table 1. Simulation parameters

Parameters Assumptions

Coding scheme Turbo coding with code rate 1/2
Modulation scheme QPSK
spreading sequences PN codes, binary and tri-level complex spreading sequences
Transmitted power P = 1
Power allocation scheme Fixed power allocation algorithm, c1 + c2 = 1
Channel condition Non-frequency selective and slow fading Rayleigh channel, a = 2
Antenna configuration 1Tx, 1Rx
Channel estimation Ideal
Cellular radius RD < 30 m
Receiver MMSE-SIC
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Figure 3 demonstrates the BER performance of near user with different power
allocation schemes in downlink NOMA and MUSA. And the length of tri-level
complex spreading sequence used in MUSA scheme is 4. As expected, the BER
performance of MUSA is better than NOMA under the same conditions. Interestingly,
the BER performance of NOMA becomes better firstly and then turn into worse with
the increase of c1, because BER of UE1 is jointly decided by c1 and △P., BER of
NOMA decreases with the increase of UE1’s power when c1 is less than 0.25, but when
the c1 is greater than 0.25, the power difference becomes smaller, which makes
cross-correlation between users larger and results in higher bit error rates. However, the
complex spreading sequences are used in MUSA to ensure the low cross-correlation
between users so good BER performance is able to be obtained even if △P is small.

For a clearer explanation of the results in Figs. 3, 4 shows the relationship between
the system average BER performance and the power allocation difference in downlink
MUSA and NOMA scenario, respectively. And we assume SNR at UE1 side is 12 dB
and SNR at UE2 is 8 dB. From the numerical results, it can be showed that the trend of
system BER curves go down at first and then rise as well as UE1, and the performance
of UE2 becomes better continuously with the increase of △P. The reason is that △P is
the main influencing factor of UE1’s BER performance when △P is small, but c1
becomes the main influence when c1 is small enough. Additionally, BER of NOMA
and MUSA becomes almost the same when c1 is extremely small. Therefore, rea-
sonable selection of power allocation scheme for downlink MUSA and NOMA is
significant to gain good BER performance.

Figure 5 compares the BER performance of UE1 in downlink MUSA with various
lengths of binary complex spreading sequences. As can be seen, the BER performance
of receiver with different lengths binary spreading sequences are almost the same when

Fig. 3. BER performance comparison of UE1.in downlink MUSA and NOMA
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the size of sequence is more than 8. However, BER performance is improved as the
sequence length increase when the length of binary spreading sequence is less than 8. It
is because longer spreading sequences can guarantee lower cross-correlation between
users so that superior BER performance can be obtained by using longer complex
spreading sequences when the length of sequences is not very long.

Fig. 4. Relationship between BER performance and users’ power difference

Fig. 5. BER performance of MUSA with different code length
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As shown in Fig. 6, BER performance of downlink MUSA with various kinds of
spreading sequences such as PN codes, binary complex spreading sequences and
tri-level complex spreading sequences. We can find that complex spreading sequences
are used in downlink MUSA, especially tri-level spreading sequences, can obtain better
system BER performance compared with the PN codes. Because the cross-correlation
between complex spreading sequences is lower than PN codes.

5 Conclusion

In this paper, we have first proved that downlink MUSA can achieve better BER
performance than NOMA over Rayleigh fading channel. Additionally, we have shown
that system BER is a concave function of power difference in downlink MUSA and
NOMA with two users, therefore the power allocation scheme should be chosen
carefully to ensure their performance. And we have found great performance can be
obtained by utilizing tri-level complex spreading sequences in downlink MUSA
compared with binary PN codes. However, analysis for error propagation of SIC
receiver and implementation complexity of MUSA is subject to further study.

Acknowledgement. This work is supported in part by National Natural Science Foundation of
China (No. 61671184, No. 61401120, No. 61371100) and National Science and Technology
Major Project of China (No. 2015ZX03001041).

Fig. 6. BER performance of MUSA with different spreading sequences
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Abstract. Recently, there is an increase interest in location sharing
services in social networks. Behind the convenience brought by location
sharing, there comes an indispensable security risk of privacy. Though
many efforts have been made to protect user’s privacy for location shar-
ing, they are not suitable for social network. Most importantly, little
research so far can support user relationship privacy and identity privacy.
Thus, we propose a new privacy protection protocol for location sharing
in social networks. Different from previous work, the proposed proto-
col can provide perfect privacy for location sharing services. Simulation
results validate the feasibility and efficiency of the proposed protocol.

Keywords: Privacy protection protocol · Location sharing
Wireless social network

1 Introduction

Social networks are widely used for various applications. With the ubiquitous
use of mobile devices and a rapid shift of technology accessing to social networks,
people are able to exchange real-time information such as idea, current status
and location with their friends conveniently. With the wide spread of GPS and
Mobile Internet, mobile social network applications such as Weibo and Twitter
with location-based service (LBS) are very popular.

Location sharing services which helps people to share their locations with
their nearby friends is one significant building block to implement LBSs over
social networks. However, behind the convenience brought by location sharing
in social networks, there comes an indispensable security risk of privacy. Most
location sharing applications need update user location information to provide
better services despite the possibility of user privacy violation [1]. The leak of user
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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identity and location information will increase the risk of adversary tracking the
daily life of the user or will receive customized advertisements which is unwilling
or even revealing his private activities such as visiting a bank or going to a
hospital [2].

Privacy protection for location sharing services over social network [3–7] has
received much attention in recent years. However, they are not suitable for social
network. Furthermore, little research so far can provide identity privacy, location
privacy and user relationship privacy at the same time.

In order to deal with the above challenges, we propose a Privacy-preserving
Protocol for location Sharing in social networks (PPS). Different from existing
work, the proposed protocol can support perfect privacy for location sharing
services in social networks.

The rest paper is organized as follows. Section 2 introduces the system.
Section 3 proposes PPS, the privacy-preserving protocol in detail. The simu-
lation results are given in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 System Initialization

The system consists of Location Server (LS), mobile users and Social Network
Server (SNS). In order to protect the user privacy, the user identities, relationship
(also known as users friends list) and locations are separately stored in SNS and
LS. Thus, LS cannot infer the users relationship and user identity while SNS
cannot obtain the users current locations. Specifically, we make the following
configuration of the three components.

– Each user, say v generates his own public/private key pair (pukv, prkv). The
public key pukv is shared with LS and SNS. In addition, v shares its symmetric
key skv, named ‘friend key’ with his friends.

– SNS is pre-loaded a hash function H, a public/private key pair (pukS , prkS)
and a bloom filter BF . SNS shares its pukS with all the registered users and
LS. The hash function H is used to compute the real/fake location tags and
fake IDs. We use BF to conceal the user relationship.

– LS is pre-loaded its asymmetric key pair (pukL, prkL). Then, LS shares its
public key, say pukL with SNS.

3 Privacy-Preserving Protocol

A privacy-preserving protocol, named PPS is presented for location sharing ser-
vices in social network. The purpose of PPS are (a) to manage users’ relationships
and user identities by SNS while proting users’ locations from; (b) to manage
users’ locations by LS while preventing users’ identities and user relationships
from inferring by LS. Specifically, PPS includes three processes: user registration,
location management, nearby friends query.
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3.1 User Registration

Before using the location sharing service, a mobile user, say v has to register at
the SNS. Then, SNS stores vs personal profile and his friends’ information into
SNS. The user registration process is as follows:

(a) User v sends a registration request to SNS.
(b) SNS replies a message <MR, IDv, pukS> to v, where MR is the message

type field, IDv is the unique ID generated for v by SNS.
(c) v sends the message <MR, pukv, FS, dfv, dsv> to SNS, where FS =

{IDv,i|1 ≤ i ≤ M} is the set of v’s friend. M is the total number of vs
friends. IDv,i denotes the ID of vs i-th friends. dsv stands for the distance
within which v would like to share his location with strangers. dfv is the
distance within which v would like to share his location with his friends.

(d) v exchanges his friend key with each of his friends.
(e) SNS inserts v’s friend information FS and his personal profile into user

information table (as can be seen in Fig. 1) and friend information table (as
can be seen in Fig. 1) respectively.

Fig. 1. Data storage structure of SNS.

3.2 Location Management

Once a user moves to some new place, he has to submit his location into LS.
Take note that the user doesnt want to send his real location directly to LS as
LS can infer his identity through his sensitive location or his path.

In order to update the users location privately, v firstly sends his
encrypted location spot other than his real location lv to SNS, where spot =
EpukL

(lv, Eskv
(lv)). Then, SNS anonymizes the vs identity. Finally, in order to

hide vs location, SNS generates k-1 fake locations and sends k locations to LS.
Particularly, k−1 fake locations are randomly generated which are far away from
v and scattered throughout a large area, say the city. Take note that since each
location update relates with a new and different fake ID, the location informa-
tion table in LS cannot meet the storage requirement resulted by the infinitely
increasing location updates. Thus, LS deletes old entries from the location infor-
mation table after a period of time. Specifically, this sub-protocol performs the
following seven steps.
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(a) Once v moves to a new place lv, v sends SNS a location update notifi-
cation message <MU, spot, t, sigv>, where MU , spot, t and sigv stand for
the message type, encrypted location, timestamp and signature respectively.
Specifically, spot is of the form EpukL

(lv, Eskv
(lv)). The timestamp is used

to defend against replay attack. The signature is of the form Eprkv
(IDv, t).

(b) SNS verifies the signature sigv.
(c) SNS generates a unique fake ID, FIDv = H(IDv ⊕ tc) for user v, where tc

denotes the current time.
(d) SNS generates k − 1 scattered fake locations randomly which are far away

from v.
(e) SNS generates k location tags, {tagi|1 ≤ i ≤ k} which is used to identify

real location from fake ones. If tagi = H(IDv), the location related with
tagi is real. If tagi = H(IDv ⊕ i), the related location is fake.

(f) SNS sends the message <MU,FIDv, {spoti, tagi|1≤ i≤k}, dfv, dsv, t, sigS>
including k locations to LS, where spoti and tagi are the i-th loca-
tion and its corresponding location tag respectively. Specifically, spoti =
EpukL

(loci, Eskv
(loci)) and sigS = EprkS

(FIDv, t).
(g) By decrypting {spoti|1 ≤ i ≤ k} from the received message, LS obtains k

locations {(loci, Eskv
(loci)|1 ≤ i ≤ k}.

3.3 Nearby Friends Query

In order to query the users friends nearby in a privacy-preserving way, the fol-
lowing steps are performed.

– v sends the request message <MNFQ, IDv, t, sigv> to SNS, where MNQF
denotes the message type field.

– SNS verifies the signature sigv.
– SNS generates the bloom filter BF including vs friends information.
– SNS sends the query message <MNFQ,FIDv, BF, t, sigS> to LS.
– LS retrieves k locations of FIDv, say {li|1 ≤ i ≤ k}.
– For each location, say li, LS finds v’s friends around li through BF and

obtains the set Ni. Each element of Ni has the form (FIDv′ , Eskv′ (lv′), tagv′)
satisfying that the distance between lv′ and li is no more than min{dfv, dfv′}.

– LS sends all its nearby friends <MNFQ,FIDv, {Ni|1 ≤ i ≤ k}, t, sigL> to
SNS, where sigL = EprkL

(FIDv, t).
– SNS removes the element with fake location from Ni.
– Considering the false positive results resulted by the bloom filter, SNS has to

remove the strangers from Ni according to vs friend information table (see
Fig. 1). Then, SNS can obtain the real friends set N

′′
i .

– For {N ′′
i |1 ≤ i ≤ k}, SNS replaces each fake ID with real ID and obtains

Nv = {IDj , Eskj
(lj)|1 ≤ j ≤ q}, where q is the number of vs nearby friends.

– SNS sends Nv to v.
– v decrypts Nv and obtains the real locations of vs nearby friends.
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4 Simulation

Since mobile devices are much more resource constrained compared with wired
device, we examine the acceptability and feasibility of PPS on mobile devices.
AES and RSA are chosen by us for symmetric cryptography and asymmetric

Fig. 2. Decryption by AES

Fig. 3. Decryption by RSA
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cryptography respectively. All simulation is executed on Huawei NEM-AL10
smartphone running Android 6.0 operation system.

Figures 2 and 3 show the average execution time for data decryption by AES
and RSA respectively. It is observed from Fig. 2 that AES takes more time for
decryption as the users nearby friends increases. We can also observe that even
though there are as many as 30 friends around the user, no more than 35 ms is
needed by AES. Obviously, it is acceptable for current mobile devices. Similarly,
we can see from Fig. 3 that the time RSA takes for decryption grows with the
increasing number of the user’s nearby strangers. When the number of strangers
around the user is as many as 30, the time cost for RSA is less than 300 ms
which is acceptable.

5 Conclusion

In this paper, we firstly propose a privacy protection protocol for social net-
work location sharing services (PPS). Extensive experimental results demon-
strate that, different from previous research, not only execution is possible but
also convenient on the mobile device that requests location sharing over social
network.
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Abstract. Wireless localization has become a key technology location based
services, and the non-line-of-sight (NLOS) propagation is one of the most
important error source in the localization. Therefore, this paper defines a novel
algorithm residual error (ARE) in NOLS environment, and estimates the posi-
tion of mobile station (MS) by minimizing this ARE, where the quadratic
programming is employed to solve the minimization problem. The simulation
results show that the proposed algorithm produces significant performance
improvements in NLOS environments.

Keywords: Wireless localization � Non-line-of-sight error
Algorithm residuals � Quadratic programming

1 Introduction

The wireless localization technology is one of the key techniques in the future internet
of things, and therefore has attracted widely attentions. For example, in early 1990’s,
the FCC announced emergency call standard which requires a localization accuracy
within 125 m [1]. So far, the localization parameters usually utilized the time-of-arrival
(TOA/TDOA), angle-of-arrival (AOA) and received-signal-strength (RSS) or other
information [2–5], and the positioning algorithms might include CHAN algorithm,
Taylor series method, FANG algorithm, Friedlander algorithm, spherical interpolation
algorithm (SI) and SX algorithm [6–10]. However, in non-line of sight (NLOS)
environments, these previous algorithms could not achieve good performance, since the
NLOS error in a real-world cellular network may approach 500–700 m. Meanwhile,
the NLOS error cannot be statistically modeled. Therefore, the NLOS error suppression
had become one of the key issues to the practical localization applications.

There are three kinds of NLOS mitigation methods. The first attempted to accu-
rately model the NLOS environment, followed a position estimator exploiting this
model [11, 12]. However, it is difficult in practice to obtain an accurate model to
describe the complicated NLOS propagating environments. Thus, this kind of method
was difficult to be widely used. The second kind of algorithm identified the NLOS base

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 103–111, 2018.
https://doi.org/10.1007/978-3-319-73564-1_11



stations (BS), and then employed only the LOS BSs to estimate the MS position
[13, 14]. Such algorithms required a certain number of LOS BSs, but the NLOS BS
identification performance could not be controlled, resulting in the positioning per-
formance degradation sometimes. The third class of algorithm tried to weight the
ranging measurements or intermediate estimations, and the weights were usually
derived from the geometric and algebraic relationship between the BSs and the MSs
[15–17]. The advantage of this kind of algorithm was that the MS could always be
positioned, while its disadvantage was the limited estimation accuracy.

In order to tackle the above issues, this paper defines a novel residual error, i.e., the
ARE, and then an optimization model is constructed. In detail, the optimization objective
function is defined as the residual error of two conventional algorithms, and the constraints
come from the relationships between measurements and corresponding true distances.
Finally, a quadratic programming is employed to solve the optimization problem and
achieve the position estimation. Computer simulations show that the proposed algorithm is
superior to conventional localization algorithms in NLOS environments.

2 Range Based and Range-Inverse Based Localizations

Let ðxi; yiÞ and ðx; yÞ denote the coordinate of the i-th BS and MS, we have the BS-MS
distance as

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xiÞ2 þðy� yiÞ2

q
ð1Þ

After some mathematical transformations, we rewrite (1) as

r2i � Ki ¼ �2xix� 2yiyþR ð2Þ

where Ki ¼ x2i þ y2i and R ¼ x2 þ y2. Equation (2) can be written in the matrix form, i.e.

P ¼ AX ð3Þ

where P ¼
r21 � K1

r22 � K2

..

.

r2N � KN

2
6664

3
7775; A ¼

2x1; 2y1; �1
2x2; 2y2; �1

..

.

2xN ; 2yN ; �1

2
6664

3
7775; X ¼

x
y
R

2
4

3
5.

It is easy to derive the least squares (LS) solution from (3)

X̂ ¼ ðATAÞ�1ATP ð4Þ

Next, we define the reciprocal of ri, i.e.

Ri ¼ 1
ri
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xiÞ2 þðy� yiÞ2
q ð5Þ
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Squaring both sides of (5), we have

R2
i ¼

1
Ki � 2xix� 2yiyþR

ð6Þ

After some maths operations, we have

R2
i Ki � 1 ¼ ð2xix� 2yiy� RÞR2

i ð7Þ

Similarly, we can turn (7) into a matrix form, namely

Y ¼ CX ð8Þ

where Y ¼
R2
1K1 � 1

R2
2K2 � 1

..

.

R2
NKN � 1

2
6664

3
7775; C ¼

2x1R2
1; 2y1R2

1; �R2
1

2x2R2
1; 2y2R2

1; �R2
1

..

.

2xNR2
1; 2yNR2

1; �R2
1

2
6664

3
7775; X ¼

x
y
R

2
4

3
5:

Thus, the LS solution can be found as

X
_ ¼ ðCTCÞ�1CTY ð9Þ

3 The ARE Based Localization Algorithm

As said in Sect. 1, this section will detailed introduce the ARE based localization by
utilizing the quadratic programming model, where the objective function, the con-
straints and the final optimization problem are investigated next.
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Fig. 1. Positioning results for different algorithms
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3.1 The Object Function

In the NLOS environment, the above two position estimates will be different, which
indicates that the residual error of different positioning algorithms is reasonable.
Figure 1 shows that when the BS number is five, the above two position estimates, i.e.,

X̂1 ¼ X̂ and X̂2 ¼ X
_

, will deviate from each other significantly. Accordingly, we can
define an object function based on the ARE as

FðvÞ ¼ normðPðX̂1 � X̂2ÞÞ2 ð10Þ

where normð�Þ represent the l2-norm and P ¼ 1 0 0
0 1 0

� �
. Moreover, the relation

between the range inverse and its true value can be written as

R0
i ¼

1
ai
Ri ð11Þ

where ai represents the scaling factor. Then, formula (7) can be rewritten as

R2
i Ki � a2i ¼ ð2xix� 2yiy� RÞR2

i ð12Þ

From (12), we have the LS solution as

X̂2 ¼ ðCTCÞ�1CTðC� vÞ ð13Þ

where B ¼ ½R2
1K1;R2

2K2; � � � ;R2
NKN �T , v ¼ ½a21; a22; � � � ; a2N �T . Similarly, the range based

position estimation can be rewritten as

X̂1 ¼ ðATAÞ�1ATY ¼ ðATAÞ�1ATðTv� Y0Þ ð14Þ

where T ¼ diagfr21 ; r22 ; � � � ; r2Ng;Y
0 ¼ ½K1;K2; � � � ;KN �T . Finally, the objective func-

tion (10) can be rewritten as

FðvÞ ¼ normðPððATAÞ�1ATðTv� Y0Þ � ðCTCÞ�1CTðB� vÞÞÞ ð15Þ

Next, we can turn the location estimation into an optimization problem, i.e.,

minimize F vð Þ ð16Þ

3.2 The Constraints

The constraint is the rule that object parameters need to follow, and the optimization
algorithms is to meet these constraints and find an expected value of the objective
function to achieve the optimal solution. The proposed algorithm present in this paper
has two main constraints, the first one derived from [15].
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At first we should ensure the lower bound of vector v

Vmin ¼ ½a21;min; a
2
2;min; � � � ; a2N;min� ð17Þ

where ai;min ¼ max Li;j�dj
di

��� j 6¼ i; j 2 1;N½ �; i 2 1;N½ �
n o

. Note Li;j; i 6¼ j refers the dis-

tance between the i-th BS and j-th BS, and maxf�g denotes the maximum element of a
vector (or set). Finally the first constraint can be expressed as Vmin � v�Vmax with
Vmax ¼ 1; 1; � � � ; 1½ �T .

The second constraint comes from a fact that in the NLOS environment, the dis-
tance between MS and BS must be smaller than the measured distance. Hence, the MS
must lie in the public areas, namely the feasible region. This constraint can be written
as

R
�
� Dmeas ð18Þ

where R
�
¼

normðX� BS1Þ
normðX� BS2Þ

..

.

normðX� BSNÞ

2
6664

3
7775; Dmeas ¼

r21
r22
..
.

r2N

2
6664

3
7775.

3.3 The Optimization Problem

According to Sects. 3.1 and 3.2, we can put the NLOS weight search into an opti-
mization problem as follows

min FðvÞ
subject to

Vmin � v�Vmax

R
�
�Dmeas

� ð19Þ

Equation (19) can be solved by quadratic programming [18], and by substituting
obtained vector into (10), we can obtain the optimal MS position estimate.

4 Simulation and Analysis

This paper exploits the classical BS topology as ð0; 0Þ, ð ffiffiffi
3

p
r; 0Þ, ð

ffiffi
3

p
r

2 ; 32 rÞ, ð�
ffiffi
3

p
r

2 ; 32 rÞ
and ð� ffiffiffi

3
p

r; 0Þ, where r denotes the radius of a cellular cell, 1000 m in our study. In
simulations, the measured noise will be modeled as a zero-mean Gaussian noise with
its standard deviation of 10 m if unspecified. By contrast, the NLOS error cannot be
accurately modeled, thus it is assumed as a uniformly distributed random variable
ranging from 0 to MAX [19]. In addition, there are four algorithms compared in
simulations, including the proposed algorithm, the CLS algorithm [20], the LLOP
algorithm [21] and the TS-WLS algorithm [19].
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4.1 Effects of NLOS Error

Figure 2 shows the NLOS error effect on the accuracy of tested algorithms, in which
the MS is located in [400, 400]. From Fig. 2, we clearly see that all algorithms will
produce higher RMSE with rising NLOS errors. Although the proposed algorithm
differs from the CLS algorithm trivially for MAX less than 300 m, the performance
advantage of the proposed method is obviously for a larger NLOS error scenario, i.e.,
MAX > 300 m.
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4.2 Effects of the BS Number

Figure 3 shows the effects of BS number under the typical seven-BS topology, where
the maximum value of NLOS error is 400 m and the MS randomly distributed within
the cellular cell. From it, we explicitly find that the increase of BS number has
improved the accuracy of all algorithms. It is also easy to see that for the proposed
algorithm and CLS algorithm, they produce similar performance so long as the BS
number is less than five, while the proposed algorithm significantly outperforms the
CLS method with a higher BS number. From Figs. 2 and 3, the performance order of
above algorithms must be, the proposed algorithm > CLS > LLOP > TS-WLS.

4.3 Effects of the LOS-BS Number

Figure 4 shows the effects of different LOS-BS numbers. As can be seen from this
figure, the increasing LOS-BS number will increase the accuracy of the proposed
algorithm. For instance, when the LOS-BS number is 1, the probability of accuracy of
120 m is 85%, but when the number reaches 2, the probability is 92%.
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In summary, the proposed algorithm is superior to the traditional location algorithm
on accuracy, and the increase of the BS number will make accuracy of the proposed
algorithm increase significantly. Simultaneously, since the LOS-BS will narrow the
scope of feasible region, it also improves the accuracy of the proposed algorithm.

5 Conclusions

The NLOS error is a key and difficult point in wireless localization. Therefore it is
important to study the localization under the NLOS corrupts. In this paper, we propose
a new concept of residual error based on the positioning difference of different local-
ization algorithms, and then we employ the optimization theory to reach a NLOS
suppression localization, in which the estimation model is transferred into an optimum
weights search. The quadratic programming is exploited to solve it and significantly
improves the performance. Simulations prove that the proposed method is superior to
some conventional algorithms.
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Abstract. With the development of information technology and the
rising of demanding for location-based services, indoor localization has
obtained great attentions. Accurate estimation of Angle of Arrival (AoA)
of signals make it possible to achieve a high precision location. So as
to resolve multipath signals effectively and then extract AoA of the
direct path, in this paper we first use the existing three-antenna commer-
cial Wi-Fi Network Interface Card (NIC) to collect radio Channel Fre-
quency Response (CFR) measurements and then jointly estimate AoA
and Time of Arrival (ToA). Second, we propose a sensing algorithm to
distinguish Line-of-Sight (LoS) and Non-Line-of-Sight (NLoS) propaga-
tion and therefore obtain finer localization. Our experiments in a rich
multipath indoor environment show that the AoA-based the proposed
localization system can achieve a median accuracy of 0.8 m and 1.3 m in
LoS environment and NLoS environment, respectively.

Keywords: Indoor localization · Wi-Fi · CFR · AoA

1 Introduction

Recent years have witnessed a great interest in developing indoor localization
system that can enable clients to navigate indoor spaces. Location-based service
has become more and more important with the rapid development of Internet
of Thing (IoT) and smart home. Outdoors, users can share a robust and accu-
rate localization from Global Positioning System (GPS) and BeiDou Navigation
Satellite System (BDS) while indoor localization is unavailable since signals of
satellite are faded severely due to obstacle. Thus, providing a high accuracy
indoor location is significant important.

Many high accuracy indoor localization systems have been developed
recently, such as radio frequency identification (RFID) [1], RSSI based, and
AoA based. RFID is limited by power and can only be used for short-range
localization. Fingerprint based localization system in WLAN is labor and time
consuming. At the same time, this system is difficult to deploy since they require
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an expensive and recurring fingerprinting operation when there are changes in
the environment. AoA of multipath computation with conventional MUSIC algo-
rithm [2] requires that the antenna number must greater than multipath compo-
nents. But typically in an indoor environment there are around 6–8 significant
reflectors [3], so it is impossible for current commodity Wi-Fi device. Indoor
localization using AoA based on WiFi signal is a well studied problem and there
are many prior works in AoA. Niculescu and Nath [4] emulate AoA-based local-
ization in an ad hoc mesh network. AoA has been proposed in CDMA mobile
cellular systems, especially as a hybrid approach between AoA and TDoA [5],
and also in concert with interference cancellation and ToA estimation [6]. Pat-
wari and Kasera [7] propose a system that uses the channel impulse response
and channel estimates of probe tones to detect when a device has moved, but it
does not address localization problem. Geo-fencing [8] utilizes directional anten-
nas and a frame coding approach to control APs indoor coverage boundary.
SpotFi have been proposed in [16] to obtain centimeter-level localization, but
the coherent signals are not considered.

In this paper we propose a novel indoor localization system that can be
deployed on commodity Wi-Fi infrastructure. The system incorporates spatial
smoothing algorithm that can accurately estimate AoA of multipath components
even when the access point (AP) has only three antennas. Then, we use clustering
algorithm to classify multipath components in indoor multipath environment.
After that, we use weighting factor to identify the direct path among multiple
paths, moreover we can discern identify LoS and NLoS propagation. Finally, the
target can be localized by least squares (LS) algorithm with several direct path
AoA.

The organization of this paper as follows: the system design is presented in
Sect. 2. Our experimental evaluation is presented in Sect. 3. Then, we conclude
this paper in Sect. 4.

2 System Design

In this section, we detail three techniques: super-resolution AoA estimation algo-
rithm, direct path identification and propagation recognition algorithm. The
super-resolution AoA estimation algorithm mainly solves the problem of limita-
tion of the number of physical antennas by using a spatial smoothing technique,
and then we can realize precise AoA estimation of indoor multipath signals with
commodity AP equipped with only three antennas. The direct path recognition
algorithm uses the AoA and ToA computed by the super-resolution algorithm
to classify the path with clustering algorithm and then selects the direct path
by means of weighting analysis method.

2.1 Channel Model Description

The Wi-Fi signal in 802.11n standard use orthogonal frequency division mul-
tiplexing (OFDM) modulation. OFDM is an encoding method using multiple
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carriers and widely used in wireless communication. It divides the channel into
many orthogonal sub-channels in the frequency domain and then transmit data
with subcarriers in parallel. For OFDM modulation signal, channel frequency
response (CFR) can be used to describe the channel parameters including atten-
uation and delay of multipaths. It can be denoted as

Y
(
ejw

)
= H

(
ejw

)
X

(
ejw

)
+ N (1)

where Y
(
ejw

)
and X

(
ejw

)
are the received and transmitted signal in frequency

domain, respectively. H
(
ejw

)
denotes CFR, N denotes white Gaussian noise.

At the transmitter, the original data is converted into symbol sequence and
inverse fast Fourier transform (IFFT) algorithm is used to realize the orthogonal
subcarrier modulation and the cyclic prefix is added to the radio frequency (RF)
emission. At the receiver, the frequency conversion of the RF signal is carried out
first, after removes cyclic prefix fast Fourier transform (FFT) algorithm is used
to demodulation the orthogonal sub-carrier. Next, system carries on channel
estimation according to the incoming leading signal (Pilot), the obtained value
is the CFR measured value for each sub-carrier. According to the IEEE 802.11n
standard, the 40 MHz bandwidth uses 114 subcarriers, and the corresponding
subcarrier measurements are outputted during signal processing.

2.2 Super-Resolution AoA Estimation Algorithm

MUSIC algorithm [9] requires that the number of array antennas is greater than
the number of multipath components or the signal and noise subspace cannot be
separated. Moreover, the performance of MUSIC algorithm degraded severely
in indoor environment because of the signal subspace diffusing into the noise
subspace when the source is coherent.

Super-resolution AoA estimation algorithm uses spatial smoothing technol-
ogy to create a virtual antenna array. The CFR in different subcarrier is writ-
ten as

CFR [fn] =
K∑

k=1

αke−j2π(f0+nΔf)τk (2)

where K is the number of propagation paths, αk is the complex attenuation
of the kth path, τk is the time delay of the kth path, and fn = f0 + nΔf is
carrier frequency of subcarrier, Δf is the subcarrier spacing. We implemented
our system on Intel 5300 commodity Wi-Fi card, which can measure CFR at 30
of the subcarriers while data is sent on 114 subcarriers for 40 MHz bandwidth.

We assume there are K paths arriving at receiver, so CFR measurement
matrix of 30 subcarriers on three antennas can be expressed as follows:

H = [h1,1, . . . , h1,N , h2,1, . . . , h2,N , . . . , hM,1, . . . , hM,N ]T (3)

where hm,n is the CFR of nth subcarrier at mthantenna. And then, H is given by

H = AX + N (4)
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where matrix N is additive white Gaussian noise of zero mean and covariance
σ2IMN can be write as N = [n1,1, . . . n1,30, n2,1, . . . n2,30, n3,1, . . . n3,30]

T, and
attenuation coefficient vector X is given by

X = [α1, α2, . . . αK ]T (5)

The matrix A is a steering matrix which can be written as:

A = [a(θ1, τ1),a(θ2, τ2), . . . ,a(θk, τk)] (6)

where a (θ, τ) expressed as:

a (θ, τ) = [α1 (θ, τ) , α2 (θ, τ) , . . . , αm (θ, τ)]T (7)

where αm (θk, τk) = [αm,1 (θk, τk) , . . . , αm,n (θk, τk)]T is the steering vector of
the kth subcarrier at mth antenna, am,n (θk, τk)=e−j2π[(n−1)Δfτk+d(m−1) sin θk/λ]

and Δf is subcarrier frequency spacing, τk and θk are the TOA and AOA of the
kth path, respectively, d is antenna spacing.

The covariance matrix of measured CFR is given by

R = E
{
H × H†} (8)

where (.)† represent the transpose-conjugate operator. A prior work [17] has
noted that the minimal eigenvectors are orthogonal to the steering matrix A.
So, the spatial spectrum of multipath components, which respect to AoA and
ToA is written as:

Pmusic =
1

αH (θ, τ) ENEN
Hα (θ, τ)

(9)

where EN is the noise subspace eigenvector of covariance matrix R.
MUSIC algorithm can determine AoA only when the received signals are

incoherent with each other. But the received signals include many coherent sig-
nals that can degrade the performance of MUSIC in indoor environment. Prior
work [16] propose a novel method to get several dependent snapshots by recon-
structing CFR measurements, but the coherent signals are not be considered. In
order to decorrelate the coherent signals, we propose a two-dimensional spatial
smoothing algorithm.

Indeed, one could check that the total number of overlapping subarrays is
equal to L1 × L2, where L1 = M − Msub + 1 and L2 = N − Nsub+1. The CFR
measurement Nsub1 = 2 and Nsub2 = 15, and therefore a total of L1 × L2 = 32
subarrays. The 2D spatial smoothed covariance matrix is given by

R =
1

L1 × L2

L1∑

m=1

L2∑

n=1

Rm,n (10)

where Rm,n is the CFR covariance matrix of subarray {(i, j)}i=m...Msub+m−1
j=n...Nsub+n−1 .

Plug Eq. (9) into MUSIC algorithm to estimate each path AoA and ToA.
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(a) with no decorrelate. (b) with decorrelate.

Fig. 1. (a) Plots the AoA and ToA of five coherent signals in typical algorithm and
(b) plots the AoA and ToA of five coherent signals in spatial smoothing.

Simulation results are presented to show the validity of 2D spatial smoothing.
Simulations have been done with M = 3 antennas and N = 30 subcarriers.
The antenna spacing d is half a wavelength. The subcarrier spacing is chosen
1.25 MHz and carrier frequency is 5.2 GHz.

We have fixed s = 5 coherent signals, where there corresponding angles and
times of arrival are (θ1, τ1) = (−10◦, 20 ns), (θ2, τ2) = (20◦, 40 ns), (θ3, τ3) =
(40◦, 80 ns), (θ4, τ4) = (−50◦, 100 ns), (θ5, τ5) = (−30◦, 60 ns). Figure 1 shows
the determine result of no spatial smoothing and spatial smoothing. It is shown
that the 2D spatial smoothing technology can accurately estimate AoA and ToA.

2.3 Identifying Direct Path AoA

Phase Correction: In multipath propagation indoor environment, the spatial
spectral function calculated by the MUSIC algorithm has more than one peak
which stands for the existence of the multipath signal. According to triangu-
lation principle, it is necessary to determine the direct path for each LoS AP.
To the best of knowledge, there are some conventional direct path identification
using the shortest ToA or biggest spectral peak to determine the direct path.
The signal with shortest ToA is treated as the direct path in [11,12] since the
sender and receiver are time synchronization and the accuracy of ToA estima-
tion is nanosecond level. But for the current Wi-Fi network cannot achieve so
high accuracy. Moreover, in Wi-Fi networks each received packet introduces a
random packet detection delay (PDD) which introduces an additional delay for
all multipath components.

The PDD is different for each received data packets and the additional phase
shift at subcarrier caused by PDD is −2πΔf (n − 1) τ presented in [13]. Usually,
τ is the additional delay with 3 to 6 sample times. For 20 MHz bandwidth Wi-Fi
signal, the signal is sampled once every 50 ns. Thus, τ is 75 to 150 ns which is
much larger than the normal ToA of WiFi signal in indoor environment. Conse-
quently, the CSI phases between subcarriers are approximately linear. However,
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all the RF channels in the same Wi-Fi chip are fully synchronized, so the phase
shift at a particular subcarrier is same across all antennas. We use least squares
linear fit algorithm to estimate and then eliminate the effect of PDD on CFR
phase for each subcarrier. Assuming Φi (m,n) is the nth subcarrier CFR phase in
the ith packet received at mth antenna. The least squares fit using CFR phases
of 30 subcarriers at 3 antennas is given by

τ̂i = arg
τi

min
30∑

n=1

3∑

m=1

(Φi (m,n) + 2πΔf (n − 1) τi + β)2 (11)

Then, we correct the CFR phase as following:

∧
Φ
i
(m,n) = Φi (m,n) + 2πΔf (n − 1)

∧
τ
i

(12)

Identifying Direct Path and NLoS/LoS Environment: After obtain sev-
eral clusters corresponding to each physical paths [14,15], we need to identify
the clustering belongs to direct path. In this paper, we use a weight based direct
path identification scheme proposed in [16]. We assign weights for each path as:

wk = f(ωcCk − ωθσθk
− ωτστk − ωsτk) (13)

where f is an increment function, Ck, σθk
, στk and τk are the number of extreme

points, angle variance, time variance and mean time of the kth clustering, respec-
tively. And ωc, ωθ, ωτ and ωs are weight factor of extreme points, angle variance,
time variance and time mean, respectively. Then, we select path with the largest
weights as the direct path and the average angle of the clustering as the direct
path AoA.

Usually there is no direct path between target and APs due to obstacle
blocking in complex indoor environment. So the selected direct path by the
foregoing step is incorrect, so as to avoid this case we need to distinguish LoS and
NLoS condition before locating the target. We conduct data collection campaign
in LoS and NLoS environment, respectively. The maximum weights calculated
by the Eq. (15) were extracted from LoS and NLoS environment respectively,
and then we calculate a threshold which can class LoS and NLoS environment.
In fact, LoS/NLoS identification can be formulated as a class binary hypothesis
test with LoS condition and NLoS condition as following:

{
H0 : w ≤ wth

H1 : w > wth
(14)

where wth is the optimal threshold.

2.4 Localizing the Target

We use the AoA of direct paths of multiple APs to locate the target and we
assume there are R receivers in which receivers are in LoS environment. We
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measure the deviation using standard least squares cost. Mathematically, we
find the location that minimizes the following objective function:

location = min
Rlos∑

i=1

(
θ̂i − θi

)2

(15)

where θi is the true direct path AoA of ith AP, and θ̂i is the estimated direct
path AoA at ith AP.

3 Experimental Evaluation

We implemented our system in a typical indoor environment, and we deploy
four ProBox23 MS-B083 mini PCs equipped with Intel 5300 commodity Wi-
Fi cards which act as access points and one PC in tester act as the target.
Each AP possesses an antenna array consisting of three omnidirectional antennas
with spaced by half a wavelength and no further hardware modification. The
locations of every access points are measured accurately using laser range finder
when we install APs on the wall. We use Linux CSI toolkit [10] to collect CFR
measurements and then ship the measurement to the localization engineer acted
by a computer and Fig. 2 shows our testbed.

Fig. 2. Experiment tested showing the target locations (red spots) and the AP locations
(blue rectangles). The region covering 12.5 m × 7.5 m area, represents typical indoor
office environment. (Color figure online)

Estimating direct path AoA: Figure 3 shows the clustering and spatial spec-
trum at one AP and the test point P1. The data collected at test point P1
is transmitted to the central server. The performance of AoA estimation our
algorithm is shown in Fig. 4. From this figure, we can find that our algorithm
outperforms the conventional MUSIC algorithm used by SpotFi. Our algorithm
is able to achieve the median angle error 5◦ better than that achieved by SpotFi
in the actual static indoor environment. Since our algorithm can resolve more
coherent signals comparing to the SpotFi, so the multipath components have
lower interference on the AoA estimation of direct path.
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(a) Spatial Spectrum.
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Fig. 3. Plots spatial spectrum and AoA-ToA clusters respectively.
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Fig. 4. Plots CDFs of AoA estimation error achieved by proposed algorithm and SpotFi
in this paper for the same data.

Identifying LOS/NLOS environment: We create a NLoS environment
between AP4 and the target at test point P1. Figure 5 shows the result of path
clustering with the AP4 at test point P1 in LOS environment and NLoS environ-
ment respectively. The clustering result present that the angle clustering map is
concentrated in LOS environment while dispersed in NLoS environment.

Localizing the target: Figure 6 shows the localization error accumulation
curve in LOS environment and NLOS environment respectively. We can see
that in LOS environment median location errors is 0.8 m with proposed super-
resolution angle estimation algorithm and the location accuracy reaches sub-
meter level while 1.7 m with typical MUSIC algorithm. In NLOS environment,
the median location error is 1.3 m with proposed environment recognition algo-
rithm while 2.7 m with typical algorithm.
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(a) LOS Environment. (b) NLOS Environment.

Fig. 5. AoA-ToA clusters in LOS environment and NLOS environment respectively.

(a) LOS Environment. (b) NLOS Environment.

Fig. 6. The CDFs of localization error by proposed algorithm and compare with loca-
tion error by typical algorithm for the same data in LOS environment and NLOS
environment respectively.

4 Conclusion

We have presented a sub-meter accuracy indoor localization system only use
commodity AP with three antennas. The system firstly provides an OFDM signal
based super-resolution AOA estimation algorithm. The algorithm can accurately
estimate AoA of multipath signal with no additional hardware modification. And
then using a clustering based direct path detection algorithm to pick out direct
path. We also expand the direct path information to the scene recognition that
can improve the robustness of the localization system. Since the system using
multiple antennas and the characteristics of the OFDM signal, such that the
algorithm of the present system is readily ported to the LTE system and the
upcoming 5G communication system.
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Abstract. Deep learning is employed to detect defects in photovoltaic
(PV) modules in the thesis. Firstly, the thesis introduces related con-
cepts of cracks. Then a convolutional neural network with seven layers is
constructed to classify the defective battery panels. Finally, the accuracy
of the validation set is 98.35%. Besides, the thesis introduces a method
in which a single battery cell can be extracted from the Electro Lumi-
nescence (EL) image of the PV module. This method is very suitable for
automatic inspection of photovoltaic power plants.

Keywords: Convolutional Neural Network · PV module cracks
Defect detection · Deep learning

1 Introduction

Photovoltaic power generation has become the most widely used way of gener-
ating new energy. In December 2016, National Energy Administration of China
announced that by the end of 2016, cumulative installed capacity of photovoltaic
power of China had reached 77.42 million kilowatts. In accordance with national
requirements, China’s photovoltaic power capacity will reach more than 150 mil-
lion kilowatts in 2020 (see [1]). The core component of the whole photovoltaic
power plant is the solar panel. The inevitable defects in the production and
installation process will affect the efficiency of the plant. Thus, it is necessary
to carry out defect detection for solar panels. The existing detection methods
which are relatively mature in application are Infrared Thermal Imaging (ITI)
and Electro Luminescence (EL). Infrared thermal imaging is suitable for a wide
range of detection, but generally this approach only detects hot spot defects.
The Electroluminescence method is suitable for detecting defects in a single PV
module. Compared with infrared thermal imaging, it can show the details of the
defects more clearly. It is generally used for the detection of the hidden cracks in
the single module. At present, for large-scale photovoltaic power plants, manual
sampling method is generally adopted, which costs a lot of labor and time. In
terms of the current method of manual sampling, this paper proposes a kind
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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of automatic detection method based on deep learning, which can realize the
automatic detection and classification of the hidden cracks of PV modules.

Convolutional Neural Network is a classic deep learning framework inspired
by the biological perception of natural visual perception. Convolutional neural
networks, characterized by translational invariance, shared values and pooling,
are effective in reducing network parameters, which renders it outstanding per-
formance in many areas like image processing, video and voice (see [4]). In this
paper, a CNN with seven layers is established to identify and classify the hidden
flaws. The final classification accuracy reaches 98.35%.

The thesis introduces related concepts of cracks and the hazards and clas-
sification of hidden cracks in the Sect. 2. The theory of CNN, including the
establishment of data set, the structure of neural network, the algorithms and
so on, is introduced and the obtained results are shown in the Sect. 3. Section 4
describes how to extract a single battery cell from a single PV module.

2 Cracks

When the battery cell (component) is subjected to greater mechanical or thermal
stress, the invisible crack probably comes into being, which is difficult to detect
(see [10]). Different from hot spots, cracks only lead to battery disconnection,
thus affecting the power output. Different types of cracks have different effects
on the panels. As the hidden crack is difficult to directly observe with eyes, EL
test is necessary for observation.

2.1 The Hazards and Classification of Cracks

The current flow path in the battery is that the collected current is transmitted
to the main grid line by the fine grid line and is led out through the bus bar and
the junction box. The current of the battery chip is proportional to the area of
the power generation. If part of the current can not be transmitted to the main
grid line due to cracks, the power output of the PV module will be affected.
Thus, the main hazard of crack is forming failure area and affecting the output
power (see [11,12]). Figure 1(a) shows that the hidden crack runs through the
battery unit, but does not form a failure area, so the impact on the power output

(a) Liner cracks (b) Broken cracks

Fig. 1. Different cracks.
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Fig. 2. From left to right, the types of cracks are normal, linear, cross, flaky and broken.
The impact on output power is from weak to strong.

is less. Figure 1(b) shows that the battery cell has a failure area, therefore there
is a worse impact on the power of the PV module.

Therefore, according to the magnitude of hazards, the cracks are divided into
five categories, respectively: normal, linear, cross, flaky and broken cracks, based
on the impact on power output from weak to strong, as is shown in Fig. 2.

2.2 Electroluminescence Mechanisms

When the crystalline silicon cell is applied with a forward bias voltage, the
carrier traverses the PN junction so that the carrier concentration exceeds the
thermal equilibrium value to form an excess carrier. Excessive carrier recom-
bines and the energy is released in the form of heat and light (photon). In the
photon emission, the electrical energy is transformed into light, which is called
injection electroluminescence (see [9]). Emission spectrum is mainly concentrated
between 1000 nm–1300 nm. The brightness of electroluminescence is proportional
to the total number of minority unbalanced carrier, the minority-carriers diffu-
sion length and the current density. The minority diffusion length is lower where
there is a defect, so the image is dark relatively. Thus, the defect can be judged
from the light and shade. Figure 3 shows the EL mechanisms of test equipment.
The camera used for the experiment is OPT-M311, the main chip of which is
Sony EXPEED4, 24 million pixels. Figure 4 shows the image acquired by the EL
detector.

Fig. 3. Electroluminescence mechanisms.



Deep Learning and Defect Detection 125

Fig. 4. Images acquired by EL detector. Defects can be judged from the light and
shade.

3 Convolutional Neural Network

3.1 Image Data Set

The dataset includes the EL images acquired during the practical process. The
EL image of each component is divided into images of single battery cell and
processed to grayscale images with a size of 100 × 100. The original data can
not be directly input to the neural network. Standardization is required and the
method is as follows:

y =
(x − mean)

stddev
(1)

where x, y are the pixel values at any point of the original image before and
after the transformation. mean is the mean of the image. stddev is the standard
deviation of the image.

It should be noted that the input image can not be uniform, otherwise there
will be a division by 0 error. The entire data set storage structure is shown in
Fig. 5.

Fig. 5. The storage structure of data set

The establishment of the data set refers to the format of the MNIST database
of handwritten digits (see [14]), consisting of file headers, labels, pictures. The
headers record the number and the ranks of images. In this way, the labels and
images are combined together. Although the establishment process is slightly
cumbersome compared to the data sets where labels and pictures are separated,



126 M. Sun et al.

this way has its own advantages. Firstly, data sets can be read into the memory
block by block, avoiding the lack of memory when the data set is too large
and avoiding the waste of time by reading pictures one by one. Secondly, it can
facilitate the expansion of data. Comparatively speaking, data sets where labels
and pictures are separated can only be read into memory all at once, and it is
difficult to expand the data set.

3.2 Data Augmentation

Small data sets easily lead to over-fitting, while large data sets are difficult to
obtain. Regarding this, data augmentation is quite essential (see [3]). The main
methods include rotating the images, adjusting the brightness, conducting hori-
zontal transformation and blurring the images. Rotating the images once every 5◦

from −10◦ ∼ 10◦ can enhance the effect from the slight tilt of the captured image.
In addition, it is necessary to rotate 90◦, 180◦ and 270◦ in turn. This will reduce
the influence of the main grid lines on the classification accuracy, as the main line
is easily recognized as a defect. Brightness and blurring are adopted to simulate
the common situations of capturing images with cameras in order to enhance the
generalization ability of neural network. Different methods of data augmentation
are shown in Fig. 6. Finally, the entire data set has a total of 6120 pictures, of
which 5120 images are used as training set and 1000 images are for validation.

Fig. 6. The methods of data augmentation. From left to right: original image, rotating
90◦, increasing brightness, mirror transformation, rotating 5◦.

3.3 Network Architecture

The CNN constructed in this paper is a multi-layer structure referring to [5],
including two convolutional layers (C1, C3), two pooling layers (S2, S4), and a
fully connected network. The overall network structure is shown in Fig. 7. As
is shown, this network is relatively simple. It is mainly because the features of
hidden cracks are obvious and easy to identify. This shallow network can achieve
better results and effectively reduces the amount of calculation and the difficulty
of training, thus this network is of engineering practicability.

The input image is a 100×100 grayscale image. After convolving with sixteen
5 × 5 kernels, sixteen 96 × 96 feature maps (C1) are obtained. After 2 × 2 max-
pooling, sixteen 48 × 48 maps (S2) are acquired. Next, sixteen 46 × 46 feature
maps (C3) are obtained with sixteen 3 × 3 kernels and then with max-pooling,
layer S4 is produced. Finally, followed is a three-layer structure of fully connected
network with 128 neurons in C5 layer and F6 layer. The last layer is the output
layer with five neurons meaning five categories.
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Fig. 7. The structure of CNN

Apart from the last layer using the Sigmoid activation function, the network
uses the ReLU activation function (see [4]). The advantages are:

1. The essence of ReLU is a piecewise linear model. Forward calculation is very
simple without calculation like exponent calculation.

2. ReLU is easy to calculate partial derivatives in back propagation.
3. ReLU is easy to train. The derivative will not tend to zero like Sigmoid

activation function.
4. When input is less than 0, ReLU outputs 0. Thus many neurons output

is 0, making the network become sparse, which can reduce the over-fitting
phenomenon.

As the total output value of Softmax is 1, which means that the growing prob-
ability of one term will inevitably lead to the reduction of others, that is, output
results of softmax are exclusive, the last layer does not use the Softmax function.
However, a variety of defects may exist on the same cell of the battery. Softmax
may lead to that the probabilities of different defects are all very small. Assum-
ing that there are three defects on the battery chip, the output probabilities of
defects may be 0.3, 0.3 and 0.4. Then it is not easy to judge what flaws are.

3.4 Training and Results of Neural Network

As mentioned earlier, increasing the training samples is one way to reduce over-
fitting. Another is L2 normalization (weight decay). The idea of L2 normalization
is to add an additional item to the loss function (see [13]). The regularization
term shown in Eq. 2 is added to the cross entropy loss function which is used in
this thesis.

C = − 1
n

∑

xj

[
yj ln aL

j + (1 − yj) ln(1 − aL
j )

]
+

λ

2n

∑

w

w2 (2)

where x is the input sample, a is the actual output vector of the neural network,
y is the desired output vector for the neural network, w is the weight. The first
term in Eq. 2 is just the usual expression for the cross-entropy. The second term,
namely the sum of the squares of all the weights in the network is added to
the cross-entropy. This is scaled by a factor λ

2n , where λ > 0 is known as the
regularization parameter.
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In the practical training process, the dropout method is also applied [3]. The
dropout rate is 50%, which means that the connection layer neuron output is set
to 0 randomly. In this way, the corresponding weight will not be updated, which
can help reduce over-fitting. The training method applies the Nesterov gradi-
ent acceleration (NAG) method, which is slightly different from the momentum
update and stochastic gradient descent and has become more popular now [2].
Nesterov can guarantee a stronger theoretical convergence for convex function
and the practical performance is better than momentum and stochastic gradient
descent. The core idea of Nesterov is to accelerate in the same gradient direction
and decelerate in the changing gradient. The momentum update formula is Eq. 3.

ΔVt = ρΔVt−1 − η [∇C (Vt−1)]
T (3)

The momentum update includes two parts: one is the updated value ρΔVt−1,
which has been calculated at last moment and is known at this moment; the
other is calculated gradient η (∇C)T based on the current position. Nesterov
accelerated gradient points out: since it is known that the update at this time
will go ρΔVt−1, then go ρΔVt−1 first and correct according to the gradient there.
Therefore, the gradient calculated in this method is not on a basis of old position,
but is forward-looking.

ΔVt = ρΔVt−1 − η [∇C (Vt−1 − ρΔVt−1)]
T (4)

The NAG update formula is shown in Eq. 4. In Eq. 4, the learning rate is set
to 0.005, the momentum factor is set to 0.9, the batch size is set to 64, with a
total of 2000 steps, that is 25 epochs.

Figure 8 shows the relationship between the accuracy of the classification and
the number of training steps. The solid line indicates the accuracy rate of the
training set. The test is to extract 1000 images randomly from the training set
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Fig. 8. Accuracy on the training and validation data set.
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Fig. 9. The loss function is changing with the number of steps on the training and
validation data set. The value of the loss function is small, indicating that the neural
network has achieved better performance.

Fig. 10. Testing a single picture. The horizontal coordinate represents the probabilities
predicted by the neural network and vertical coordinate represents the types of cracks.

to test the accuracy every 50 training steps. At Step 2000, the accuracy of the
training set is 98.40%. The dotted line indicates the accuracy of the validation
set. During the training process, there is validation on validation set every 200
steps. The final accuracy is 98.35%. As is shown, the network have achieved
relatively good results on the test set and the validation set. The results indicate
that the network is reasonable and is of strong generalization ability without
over-fitting. This point can be seen from Fig. 9. The loss function finally reached
a very small value of 0.2. Figure 10 shows the probabilities of different defects
when testing a single image.
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4 Acquirement of the Battery Unit EL Images

As is shown in Fig. 3, the first thing is to obtain crack images from the camera,
and then use the neural network to identify the crack. The camera captures the
EL image of the entire PV module, but the neural network requires an image
of a single cell. So it is necessary to pre-process the acquired EL images. The
processing steps are shown in Fig. 11.

Fig. 11. The process of images processing

First, the morphological closed operation is used to fill the small voids in
the foreground, especially reducing the effect of the two main grid lines on each
cell. Otherwise, the two main grid lines will cause negative effects on border
extraction. Second, use the bilateral filter algorithm to filter the pictures (see
[8]). Bilateral filtering algorithm is a nonlinear filtering method, the advantage
of which is to retain the edge information when filtering. This is favorable for
the edge extraction. Next, use Canny edge detection to extract the edges (see
[6]). Finally, adopt the method in literature [10] to extract the boundaries of
each cell. The whole result is shown in the Figs. 12 and 13.
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(a) Input image (b) Closing operation (c) Bilateral filtering

(d) Extract the edges
with canny algorithm

(e) Extract the bor-
der

Fig. 12. The images (a)–(e) in turn show the results obtained after each step of image
processing

Fig. 13. Final recognition of results. To show clearer images and results, the images
above are clipped from the input images. Thus, part information is missing and some
cracks in the image are not detected.

5 Conclusion

The system first obtains the image data of each battery cell through a series of
image processing algorithms, and then puts it into a well-trained neural network
for classification. The accuracy of recognition reaches 98.40%. The characteristic
of the whole system is that the algorithm can accurately extract the correspond-
ing information and accurately identify the defects in the EL image collected
from the camera no matter how much angle the PV modules rotate or when the
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modules tilt in the range of −20◦ ∼ 20◦. Thus, the system is very suitable for
auto-inspecting the photovoltaic power plant, such as using a unmanned aerial
vehicle (UAV) equipped with cameras to inspect power station.
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Abstract. In indoor positioning system based on fingerprint, the tra-
ditional fingerprint database construction method consumes much man-
power and time cost. To solve this problem, we propose an effective
method for constructing fingerprint database by using Microelectro
Mechanical System (MEMS) to assist Bluetooth Low Energy (BLE),
which overcomes the low efficiency of traditional methods. Meanwhile,
the method achieves the comparable positioning accuracy and reduces
workload more than 70%. In the optimization procedure, we use affine
propagation clustering, outlier detection and filtering of Received Signal
Strength Indication (RSSI) to optimize fingerprint database. Finally, the
BLE positioning error conducted by the effective database is about 2 m.

Keywords: Indoor positioning
Fingerprint database construction method · BLE

1 Introduction

With the development of wireless positioning technology, the demand for Loca-
tion Based Service (LBS) is becoming popular. At present, the Global Positioning
System (GPS) technology can not meet the needs of indoor positioning accuracy
[1]. Aiming at the complex signal propagation environment, many indoor posi-
tioning technologies have been proposed, such as Bluetooth [2], MEMS sensor [3]
and Wire Local Area Networks (WLAN) [4]. The cost of equipment, scalability
and accuracy limit the development of WLAN positioning technology. Mean-
while, the traditional fingerprint database constructing method receives RSSI at
Reference Points (RPs), which is not suitable for large indoor scenes. The BLE
technology is of low power consumption, low cost and short delay, which greatly
reduces the cost of the BLE anchor. And compared with WLAN signal, the BLE
signal is more stable.

To solve the inefficiency of traditional database constructing method, we pro-
pose an effective BLE fingerprint database constructing system based on MEMS.
Firstly, the test staff holds the mobile phone and goes along the designated path,
RSSI and MEMS data are uploaded to the server. The server tracks the change
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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of heading angle and signal peak of RSSI propagation model to determine the
coordinate of the beacons, which are used for correcting Pedestrian Dead Reckon-
ing (PDR). Then, we use affinity propagation clustering, outlier detection and
RSSI filter to eliminate noise and generate fingerprint sub-database. Thus in
positioning phase, we firstly determine the sub-database and then do fingerprint
positioning, which also reduces the server load.

The remainder of the paper is organized as follows. Section 2 reviews some
related work about effective construction methods of fingerprint database. In
Sect. 3, we introduce the proposed algorithm in detail. Section 4 shows the exper-
imental results. Finally, the conclusion is provided in Sect. 5.

2 Related Work

In recent years, the effective construction methods of fingerprint database have
been widely concerned. An automatic database construction system based on
crowdsourcing is introduced in [5]. In the system, fixed landmark nodes, invisi-
ble landmarks and particle filtering technology are used to correct crowdsourcing
path. However, the system does not filter low quality data, which can not guar-
antee that all fingerprints are valid. In order to reduce the labor cost of the
off-line phase, a method is proposed to solve fingerprint identification in [6].
The off-line analytical fingerprint database is generated automatically by the
server, which avoids the link of the actual survey and construction. However,
this method requires a low SNR in environment, and the data from MATLAB
simulation experiments are not verified by the actual project. In [7], the system
uses a relative RSSI value vector group to replace the absolute RSSI value as the
fingerprint data, but failed to solve the problem of low efficiency of traditional
method. The main contribution of this paper is that we construct a more effec-
tive and accurate fingerprint database by using beacons to constantly correct
the PDR trajectory, which reduces the error of the fingerprint coordinate. At
the same time, we also use clustering, sub-database generating and filtering algo-
rithm to further optimize the fingerprint database, which improves the efficiency
of online fingerprint matching.

3 Algorithm Description

3.1 Algorithm Overview

The overall framework of the system is shown in Fig. 1, which includes the speed
and heading reckoning module, the fingerprint database generation module and
the fingerprint database optimization module. Firstly, based on the accelerom-
eter, gyroscope and magnetometer data from MEMS sensor, gait detection and
pedestrian attitude heading reckoning are used to get the speed and heading
of the target. Secondly, the beacons are determined by observing the change
of heading angle and the peak of signal propagation model. The beacons are
used to correct PDR trajectory, and then the fingerprint coordinates and RSSI
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Fig. 1. The BLE fingerprint database construction method block.

are successively stored into the fingerprint database. Thirdly, the optimization
steps include affinity propagation clustering, outlier detection and RSSI filter.
In the BLE positioning phase, we firstly compare the real-time RSSI with all
sub-database, and then position the target.

3.2 Speed and Heading Angle Estimation

The system uses 3-axis accelerometer, 3-axis magnetometer and 3-axis gyroscope
in smartphone to estimate the speed and heading angle of the target.

Speed estimation. In order to avoid additional error caused by the difference
of equipments, we firstly calculate the total acceleration of the 3-axis acceler-

ation as once smoothing filter, atotal
i =

√
(ax

i )2 + (ay
i )

2 + (az
i )

2, (ax
i , ay

i , a
z
i ) are

accelerometer value at point i. From [8], the acceleration is of sinusoidal varia-
tion, so we judge the pedestrian step by comparing the peak of atotal

i with the
given threshold. The sampling frequency of the MEMS sensor is fs, the num-
ber of sampling points between adjacent peaks is ΔN , the time required for
pedestrian step k is tk = ΔN/fs, Pk is the step size of pedestrian step k, the
corresponding average velocity is

vk =
Pk

tk
=

Pkfs
ΔN

(1)

Heading angle estimation. To estimate the heading angle, we update the
attitude angle matrix through quaternion [9]. The mutual relation between the
quaternion and attitude angle is in [10], so we estimate the parameters of quater-
nion and then solve the corresponding attitude angle matrix. Thus, we can get
the real-time attitude angle of the carrier. The attitude information of gyro is
corrected by the observation data of the gravity vector and the geomagnetic vec-
tor of the geomagnetic sensor. Finally, the quaternion is updated by EKF model
[11], the target heading angle is

ϕ = arctan(− 2(q1q2 + q0q3)
q20 + q21 − q22 − q23

) (2)
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3.3 BLE Fingerprint Database Generation

Standard fingerprint database generation. At the beginning of database
constructing phase, standard fingerprint coordinates are generated

{
Xi = x0 + i ∗ Lstep x

Yi = y0 + i ∗ Lstep y
(i ∈ 1, 2,...,

|xend − x0|
Lstep x

) (3)

In the formula, (x0, y0) and (xend, yend) are starting coordinate and ending coor-
dinate of each trajectory. Lstep x and Lstep y are interval constant between two
RPs. In our system, the interval constant is 0.6 m.

Location estimation and correction. In the process of dynamic acquisition
of fingerprint data, PDR algorithm is used to calculate corresponding coordinates
of each RSSI. With the increase of time, PDR trajectory will be offset, which
leads to the error of the estimated coordinate, so its necessary to correct the
error {

xi = x0 +
∑i

n=1 vxn +
∑i

n=1 εxn

yi = y0 +
∑i

n=1 vyn +
∑i

n=1 εyn
(4)

In the formula, (xi, yi) is the corrected coordinates at point i, vxn and vyn are
the estimated velocity at point n, εxn and εyn are respectively the coordinate
correction of x and y at point n.

{
εxi = vxi∑end

n=1 vxn
(Lx − Lxpdr)

εyi = vyi∑end
n=1 vyn

(Ly − Lypdr)
(5)

In the formula, (Lx, Ly) is the coordinate of beacon, Lxpdr =
∑end

n=1 vxn and
Lypdr =

∑end
n=1 vyn are respectively the projection of the PDR trajectory on the

X axis and Y axis, vxi and vyi are respectively the projection of velocity at point
i on the X axis and Y axis

{
vxi = vi sin(headi)
vyi = vi cos(headi)

(6)

Standard fingerprint database generation. By formula (4), we get the
estimated coordinate and perform Nearest Neighbor (NN) algorithm between the
estimated coordinate and the standard coordinate. RSSI is stored in standard
database at each second and then we seek the mean value of RSSI.

RSSIn =
∑M

i=1 rssii
M

(7)

In the formula, RSSIn represents the RSSI at point n, rssii is the RSSI received
at point n, at the i time, we store the fingerprint data M times at point n.
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3.4 Optimization of the Fingerprint Database

The fingerprint positioning method includes offline and online phases. The offline
phase includes database construction and optimization, which includes affinity
propagation clustering, outlier detection and RSSI filter, the online phase mainly
determines the coordinate of the target. To save the time cost of fingerprint
matching, we use the affine propagation clustering algorithm [12] to separate the
fingerprint database into sub-database. In the online phase, we match the real-
time RSSI with each sub-database center and select the optimal sub-database for
position calculation. The RSSI collected by the effective construction method is
easily affected by factors such as signal jitter and environmental noise, so we filter
the fingerprint. The specific process is: traverse each fingerprint sub-database for
outlier detection [13], when the outlier factor of a certain point is greater than a
given threshold, we judge that the point is a outlier. And update the RSSI of the
point according to the k adjacent RSSI. The flowchart for separating fingerprint
sub-database is shown in Fig. 2.

Assuming that density(x, k) and rel density(x, k) indicate the density and
relative density of point x about their adjacent points

density(x, k) =

⎛
⎜⎝

∑
y∈N(x,k)

distance(x, y)

|N(x, k)|

⎞
⎟⎠

−1

(8)

rel density(x, k) =
density(x, k)∑

y∈N(x,k)

density(y,k)
|N(x,k)|

(9)
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RSSI of 
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YES

NO
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Fig. 2. The fingerprint sub-database separating flowchart.
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In the formula, distance(x, y) is the Euclidean distance between x and y, N(x, k)
is a collection of k nearest neighbor points of point x, |N(x, k)| indicates the
number of elements of N(x, k).

4 Performance Evaluation

4.1 Experimental Setup

To investigate the performance of the proposed approach, we conducted experi-
ments in a real indoor environment with the size of 62 m by 62 m on the third floor
of an office building, as shown in Fig. 3. The shadow section is the test area, and
10 Anchors are arranged in the whole location area. We design the BLE Anchor
independently, which contains a Bluetooth signal transmitting antenna and is
powered by a lithium battery. We select TI company’s CC2540 as its built-in
chip and HUAWEI mate9 mobile phone as terminal equipment, in which inte-
grates BLE, accelerometer, gyroscope and magnetometer module. At the same
time, we design an application for the acquisition of RSSI and MEMS data, and
the application uploads data to the server periodically. The hardware platform
of the system is shown in Fig. 4.

Figure 5 shows the change curve of RSSI within 30 min from an Anchor 1.5 m,
it is clear that in such a long time, the BLE signal floats in a fixed range,
so the stability of BLE signal is good. However, from previous analysis, the
WLAN signal is likely to hop because of the pedestrian interference and other
factors, so the stability is not as good as BLE signal. Figure 6 is a test of the
signal strength and distance change of a BLE Anchor, the abscissa represents
the distance between the test terminal and Anchor, the ordinate indicates the
signal strength of Anchor received by terminal. We can find that the signal

Fig. 3. Physical layout of target environment.



An Effective BLE Fingerprint Database Construction Method 139

(a) The BLE Anchor (b) The Android APP in-
terface

Fig. 4. The system hardware platform.

is attenuated obviously in the range of 10 m, and accords with the propagation
model of the theoretical signal. Therefore, the BLE signal is reliable and suitable
in RSSI estimation at each point. Above all, we use the BLE signal for fingerprint
database construction and positioning.
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Fig. 5. The change curve of RSSI in a
long time.
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Fig. 6. The test result about the sig-
nal strength and distance change of the
same Anchor.

Figures 7 and 8 show the clustering results before and after the original
database denoising, respectively. Obviously, after removing singular points, the
fingerprints of each region are comparatively pure. Therefore, denoising is bene-
ficial to get the physical neighborhood RPs into a same cluster, which improves
the efficiency of fingerprint matching in the online phase.

In view of the fingerprint database based on traditional fingerprint database
construction method and the effective construction method proposed in this
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Fig. 7. Fingerprint database clustering
result before de-noising.
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Fig. 8. Fingerprint database clustering
result after de-noising.
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Fig. 9. The CDF of BLE positioning
error with the traditional fingerprint
database.
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Fig. 10. The CDF of BLE position-
ing error with the effective fingerprint
database.

paper, we research the accuracy and time cost in BLE positioning. We select
three tracks for BLE positioning test, Figs. 9 and 10 are cumulative distribution
function (CDF) based on two kinds of database. We can find that the BLE
positioning accuracy based on effective fingerprint database has declined, but
the 2.5 m accuracy under the condition of confidence rate of 70% is still able to
meet the needs of indoor pedestrian positioning. Figure 11 shows the time cost
on two methods of constructing fingerprint database in two test areas. Obviously,
the effective BLE fingerprint database construction method saves a lot of time,
and greatly improves the efficiency of database construction phase.
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Fig. 11. The time cost of two kinds of database construction methods in different areas.
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5 Conclusion

In order to solve the inefficiency of the traditional database construction method,
an effective BLE fingerprint database construction method based on MEMS is
proposed. In the process of constructing fingerprint database, we use the bea-
con point to correct PDR trajectory, which avoids the error caused by the large
offset of PDR in a long time and improves the accuracy of fingerprint database.
Then we use affine propagation clustering, outlier detection and RSSI filter to
optimize the fingerprint database, and the sub-database saves much time on
fingerprint matching. According to the experimental results, the effective fin-
gerprint database construction method saves about 70% of the time cost and
keeps the BLE positioning accuracy without significant decline, so the effective
method is of great application prospect.
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Abstract. The JPEG (Joint Photographic Experts Group) file format is cur-
rently one of the most widely used image formats. The study on JPEG
steganography and steganalysis is a hotspot in the field of information hiding.
With the matrix coding and some new adaptive embedding strategies having
been put forward, the detection of stego images is becoming more and more
difficult. In recent years, a series of new feature extraction methods have been
proposed in the field of steganalysis. However, the detection accuracy rate can
only be increased by 1–2% points or even less. Based on those existing ste-
ganalytic algorithms, a new feature merging method is proposed in this paper.
Via merging features extracted from different domains, the detection accuracy
rate of those existing JPEG steganalytic algorithms can be improved by 3%
points or even higher. Considering about that the feature dimension is so high
after feature merging and thus it may bring difficulties in the feature extraction,
training and classification process, a new feature selection method is also pro-
posed in this paper. Experimental results demonstrate that it can not only
achieve reduction of the dimensionality, but also maintain a high detection
accuracy rate.

Keywords: Steganography � Steganalysis � JPEG � Feature merging
Feature selection

1 Introduction

Steganography is a technique for invisible communication. Its purpose is to embed
secret messages into digital covers, such as digital images, for covert communication
through public communication channels [1]. Conversely, steganalysis is a technique for
detecting the presence of hidden messages in cover objects.

Due to the common use of JPEG images in recent years, JPEG image steganog-
raphy has been proposed one by one, e.g., YASS [2, 3], NPQ [4], DF-US [5], UED [6],
UERD [7], J-UNIWARD [8]. Therefore, how to effectively detect the JPEG stegano-
graphic algorithms is one of the most urgent practical problems. Currently, researches
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on steganalysis can be divided into two classes: special steganalysis and universal
steganalysis. Special steganalysis [9–11] is designed for a specific hiding technique,
while universal steganalysis [12–21] is generally designed for a series of stegano-
graphic methods simultaneously. Due to the diversity of the current steganographic
techniques, universal steganalysis is more adaptable in practical applications.
Accordingly, the universal steganalysis has attracted extensive attention.

The universal steganalysis is based on machine learning and therefore, the key issue
is to find distinguishing features that can classify cover images and stego images. This
process has two important aspects. The first one is the design of feature extraction. The
selected features should react sensitively to the embedding changes but insensitive to the
image content. The second one is to propose an effective classifier with low computa-
tional complexity. This paper focuses on the first one, namely the design of feature
extraction. In terms of feature extraction, it is believed in [13] that the best (most
sensitive) features for steganalysis are obtained when they are calculated directly in the
embedding domain. Thus, for JPEG images, the features were generally chosen from the
quantized discrete cosine transform (DCT) domain for classification in the early study.
For example, an effective Markov process (MP) based JPEG steganalysis scheme
proposed in [14] utilized both the intrablock and interblock correlations among DCT
coefficients; Fridrich et al. extended the 23 DCT features vector [15] to form a
274-dimensional feature vector [16] by merging Markov and DCT features and later,
this 274-dimensional feature vector was extended to twice its size by Cartesian cali-
bration [17]; Kodovský et al. extracted a 7850-dimensional feature vector [18] and used
a rich model of DCT coefficients to form a 22510-dimensional feature vector [19].
Recently, in addition to extracting features from the DCT domain directly, some new
steganalytic methods extracted features from the other domains were also studied. For
example, Fridrich extracted a 34671-dimensional feature vector [20] from the spatial
domain to attack the JPEG steganographic algorithms. Besides, features can be extracted
from the undecimated DCT domain. For example, in [21], Holub et al. introduced a
novel feature vector of which features were engineered as first-order statistics of
quantized noise residuals obtained from the decompressed JPEG image using 64 kernels
of the DCT coefficient matrix (the so-called undecimated DCT). Obviously, the features
of these universal steganalyzers above are selected from a single domain, such as the
DCT domain, the spatial domain, the undecimated DCT domain.

Based on those existing steganalytic algorithms, a new feature merging method is
proposed in this paper. In recent years, though a series of new feature extraction
methods have been introduced in the field of steganalysis, the detection accuracy rate
can only be increased by 1–2% points or even less compared with those previously
proposed methods. In this paper, we firstly propose that those features extracted in
different domains can be merged together to form a more powerful steganalyzer, and
the experimental results demonstrate the detection accuracy rate can be improved by
3% points or even higher. However, considering about that the feature dimension is so
high after feature merging and thus it may bring difficulties to the feature extraction,
training and classification, a new feature selection method is also proposed according to
some properties introduced in [22]. Our experimental results demonstrate that this new
feature selection strategy can not only reduce the dimensionality of the feature vector,
but also maintain a high detection accuracy rate.
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This paper is organized as follows. In Sect. 2, we present how to merge features
extracted from different domains, such as the DCT domain, the spatial domain and the
undecimated DCT domain. The new feature selection method is also proposed in
Sect. 2. Experiments and results are then given in Sect. 3. Finally, we summarize this
paper in Sect. 4.

2 Feature Merging and Feature Selection

2.1 Characteristics of Difference Images in Different Domains

Due to the intrusion characteristics of steganography, some distortion must be intro-
duced to the cover image. In this place, one image randomly selected from BOSSbase
ver. 1.01 [23] is exemplified to illustrate the influence of message embedding on the
statistical distribution of the JPEG image. First, the image coming from the BOSSbase
is compressed with JPEG quality factor (QF) 75, and then used as the cover as shown
in Fig. 1(a). The stego image is generated via using the most representative
J-UNIWARD JPEG steganographic algorithm [8]. The embedding rate is 0.4 bpnc (bits
per non-zero DCT coefficients)and the stego image is shown in Fig. 1(b).

Figure 2(a)–(c) illustrate the difference images between the stego image and the
cover image in spatial domain, DCT domain, and undecimated DCT domain, respec-
tively. The white points indicate that in these positions the elements (pixels/
coefficients) have been modified, whereas the black points represent in those positions
the elements keep untouched in the embedding process. It is observed from Fig. 2 that
even if the same steganographic algorithm is applied, the obtained difference images
have different statistical distribution characteristics. As we all know, the steganalytic

Fig. 1. The cover image and the stego image corresponding to the J-UNIWARD algorithm.
(a) The cover image. (b) The stego image with the embedding rate of 0.4 bpnc.
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features are extracted to discriminate the difference between the cover and stego
images. In general, the features extracted from different domains may complement and
reinforce each other. Thus, the detection accuracy rate can be improved via merging
features extracted in different domains, such as the DCT domain, the spatial domain,
and the undecimated DCT domain.

2.2 Characteristics of Feature Vector

As introduced in our previous work [22], the difference between cover and stego
images should consistently increase with the increase of embedding rate. Some
experimental results corresponding to the steganographic scheme J-UNIWARD are
illustrated in Fig. 3. The cover image is shown in Figs. 1(a) and 3(a)–(d) show the
modifications that have been made by using the J-UNIWARD algorithm with different
embedding rates.

As seen in Fig. 3, even if embedding rates are different, most of the modifications
are made in the same edge areas or complex texture regions. And the difference
between cover and stego images will become greater with the increase of embedding
rate. As is known, the most basic principle of steganalytic features is to capture the
difference between cover and stego images. Via extracting the appropriate features,
these two types of images can be classified. In our opinion, if the extracted feature
value changes in one direction (consistently decrease or increase) with the increase of
embedding rate, this extracted feature should be selected for classification. On the
contrary, if the extracted feature presents a randomly decreasing or increasing char-
acteristic, this kind of extracted feature may confuse the classifier and should be
excluded from the original feature vector in the steganalytic process. The specific
selection method of effective features will be detailed in Sect. 2.3.

Fig. 2. The difference images between the cover and stego image obtained in different domains
with the J-UNIWARD algorithm. (a) The spatial domain. (b) The DCT domain. (c) The
undecimated DCT domain.
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2.3 Feature Merging and Feature Selection

Based on the characteristic described in Sects. 2.1 and 2.2, it is obvious that the
modifications introduced by embedding messages present different characteristics in
different domains and thus steganalysis features in different domains may have different
detection ability. The detailed realization of our proposed feature merging method and
feature selection method are given in the following.

2.3.1 Merging Features Extracted in Different Domains
Suppose that there are At t ¼ 1; 2; . . .ð Þ feature extracted domains. According to our
previous analysis, today’s modern steganalytic algorithms generally extract features
from one of the domains. Assume that Ft;j t ¼ 1; 2; . . .ð Þ denotes the value of the jth

Fig. 3. Difference images between the cover and stego images regarding to different embedding
rates. (a) The difference image with the embedding rate of 0.1 bpnc. (b) The difference image
with the embedding rate of 0.2 bpnc. (c) The difference image with the embedding rate of 0.3
bpnc. (d) The difference image with the embedding rate of 0.4 bpnc.
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dimensional feature which is extracted from an image in domain At. Ft which denotes
the feature vector extracted from the image in domain At is defined as

Ft ¼ Ft;jj1� j�Nt
� �

; ð1Þ

where the parameter Nt denotes the total number of features extracted from an image in
domain At.

And F which denotes the new feature vector obtained by merging features extracted
in different domains is represented as

F ¼ F1 F2. . .½ �: ð2Þ

2.3.2 New Feature Selection Method
Without loss of generality, the merged feature set C extracted from cover image set is
defined as

C ¼ Ci;j 1� i�M; 1� j�Nj� �
: ð3Þ

And the merged feature set Sa extracted from stego images is defined as

Sa ¼ Sai;j 1� i�M; 1� j�Nj
n o

: ð4Þ

In Eqs. (3) and (4),M denotes the number of images in the image set, N denotes the
total number of features after merging features extracted from an image in different
domains. The parameter a represents the embedding rate.

Then we can obtain Pj as follows, which denotes mean value of all the jth

dimensional features extracted from images in the image set.

Pj ¼
Xi¼M

i¼1
Ci;j

� �
=M; ð1� j�NÞ: ð5Þ

And a new variable is defined as

Ta
j ¼

XM

i¼1
f Sai;j � Pj

� �
; ð6Þ

where

f xð Þ ¼ 0; x� 0
1; x[ 0

�
: ð7Þ

According to our previous analysis in Sect. 2.2, if the value of Ta
j in Eq. (6)

consistently decreases or increases with the increase of embedding rate a, the jth

dimensional feature will be selected as effective feature.
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Some experimental results corresponding to the steganalysis scheme JRM are
shown in Table 1. We randomly select 5000 images from BOSSbase ver. 1.01, which
are compressed as the cover images with QF = 75. Then 5000 stego images are created
by using the most representative steganographic algorithm J-UNIWARD with different
embedding rates. The cover feature set and stego feature set are extracted from cover
and stego images using JRM steganalytic algorithm. We calculate Ta

j using Eqs. (5)
and (6), where the parameters M and N are equal to 5000 and 22500 respectively. The
three Ta

j j ¼ 6; 11; 19ð Þ values (i.e., the 6th dimensional feature, the 11th dimensional
feature and the 19th dimensional feature) extracted by JRM from 5000 stego images
with different embedding rates are shown in Table 1.

It is observed from Table 1 that Ta
6 corresponding to the 6th dimensional feature

(Ta
19 corresponding to the 19th dimensional feature) consistently decrease (increase)

with the increase of embedding rate a. Whereas for Ta
11 corresponding to the 11th

dimensional feature, it may decrease or increase randomly with the increase of
embedding rate a. According to our previous analysis, these kinds of features (e.g., the
6th dimensional feature and 19th dimensional feature) may be effective and should be
selected in the steganalytic process. However, those kinds of features (e.g., the 11th

dimensional feature) may confuse the classifier and can be excluded from the original
feature set in the steganalytic process.

As a result, if Ta
j value consistently decreases or increase with the increase of

embedding rate a, this extracted jth dimensional feature may be effective and should be
selected. Thus, in our proposed method, the extracted feature may be selected as an
effective feature in these two cases as follows. Here, a parameter d is introduced to
control the number of selected features.

Case 1: Ta
j values consistently decrease with the increase of embedding rate a. The

extracted features from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., a1; a2; . . .; an. For 0\a1\a2\ � � �\an n ¼ 1; 2; 3; . . .ð Þ, if
the jth dimensional feature is considered as the effective feature and can be
selected for classification, the Ta

j values should consistently decrease with the
increase of embedding rate a, namely the following inequality (8) must be sat-
isfied, i.e.,

Table 1. characteristic of the same feature of difference images with different embedding rates

Embedding rates Ta
j values

j = 6 j = 11 j = 19

a = 0.1bpnc 2290 2387 2302
a = 0.2bpnc 2278 2393 2315
a = 0.3bpnc 2275 2368 2325
a = 0.4bpnc 2271 2400 2346
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Ta1
j [ Ta2

j [ � � � [ Tan
j ð8Þ

(2) For any given embedding rate, if the jth dimensional 1� j�Nð Þ feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

0� Ta1
j �M � d

0� Ta2
j �M � d

..

.

0� Tan
j �M � d

The parameter d ð0\d\1Þ is used to control the number of selected valid clas-
sification features. In this paper, we can select d ¼ 0.45–0.50. Generally, the number of
effective features may increase with the increase of d.

Case 2: Ta
j values consistently increase with the increase of embedding rate a. The

extracted feature from the original high dimensional feature set must satisfy the fol-
lowing two conditions.

(1) For any given image set to be tested, the stego images are obtained with different
embedding rates, i.e., a1; a2; . . .; an. For 0\a1\a2\ � � �\an n ¼ 1; 2; 3; . . .ð Þ, if
the jth dimensional feature is considered as the effective feature and can be
selected for classification, the Ta

j values should consistently increase with the
increase of embedding rate a, namely the following inequality (9) must be sat-
isfied, i.e.,

Ta1
j \Ta2

j \ � � �\Tan
j ð9Þ

(2) For any given embedding rate, if the jth dimensional 1� j�Nð Þ feature is
effective, the following inequalities must be satisfied to control the number of
selected features.

M � 1� dð Þ� Ta1
j �M

M � 1� dð Þ� Ta2
j �M

..

.

M � 1� dð Þ� Tan
j �M

Similarly, we can select d ¼ 0.45–0.50.
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3 Experimental Results

3.1 Experiment Setup

In this paper, we utilize the BOSSbase ver. 1.01 [23] image data set for all of our
experiments. It consists of 10000 gray-scale images with the size 512 � 512, which are
compressed as the cover images with QF = 75. The stego images are generated by
using the most representative JPEG steganographic algorithm J-UNIWARD with dif-
ferent embedding rates. Four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc and 0.4 bpnc, are selected in our testing. The ensemble classifier [18] is used for
classification. We randomly select 5000 images for training and the remaining 5000
images are used for testing.

3.2 Experiment #1

In this experiment, algorithm SRM [20] is applied to extract features from JPEG stego
images in A1 domain (the spatial domain). The dimension of the SRM feature vector is
N1 N1 ¼ 34671ð Þ. Algorithm JRM [19] is applied to extract features from JPEG stego
images in A2 domain (the DCT domain). The dimension of the JRM feature vector is
N2 N2 ¼ 22510ð Þ. Algorithm DCTR [21] is applied to extract features from JPEG stego
images in A3 domain (the undecimated DCT domain). The dimension of the DCTR
feature vector is N3 N3 ¼ 8000ð Þ. A new feature vector is obtained by merging features
extracted in two or three different domains. The ensemble classifier [18] is used for
classifying JPEG cover images and JPEG stego images. The efficiency of our proposed
feature merging method is shown in the Table 3. In comparison, the efficiency of the
features extracted in a single domain is shown in the Table 2. In this case, three
different steganalysis schemes, i.e., SRM, JRM and DCTR and four different embed-
ding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3 bpnc, 0.4 bpnc are tested.

From the Tables 2 and 3, it is obvious that the detection accuracy rate can be
improved via merging features extracted from different domains. For example, when
the embedding rate is 0.4 bpnc, the testing error of the steganalysis scheme SRM is

Table 2. Features dimension and testing error for four different embedding rates in different
single domain

Embedding rates (bpnc) Testing error
SRM JRM DCTR

Dimension 34671 22510 8000
0.1 0.4514 0.4725 0.4383
0.2 0.3797 0.4177 0.3408
0.3 0.2857 0.3411 0.2368
0.4 0.1988 0.2585 0.1504
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0.1988 with the feature dimension of 34671, while the testing error of the steganalysis
scheme JRM is 0.2585 with the feature dimension of 22510, and the testing error of the
steganalysis scheme DCTR is 0.1504 with the feature dimension of 8000. However,
when combines SRM features and JRM features together, the testing error works out to
be 0.1667 with the feature dimension of 57181. This indicates that the new feature
merging method achieves to a higher classification rate by 3% points or even higher
compared to the JPEG steganalytic algorithms SRM and JRM. Furthermore, when
combines the SRM features, JRM features and DCTR features simultaneously, the
testing error can be decreased to 0.1352 with the feature dimension of 65181. That is to
say, its detection accuracy rate can be improved by 2–3% points or even more.

3.3 Experiment #2

Based on experiment 1 presented in Sect. 3.2, this experiment is to demonstrate the
efficiency of our new method for dimensionality reduction, and the results are shown in
Table 4. In this experiment, four different embedding rates, i.e., 0.1 bpnc, 0.2 bpnc, 0.3
bpnc, 0.4 bpnc are tested. In the training process, the effective features are selected
according to the control parameter d (d is selected as 0.45, 0.46, 0.47, 0.48 or 0.49 in
our testing) and a series of classifiers can be obtained. Then these obtained classifiers
are used for testing.

As shown in Table 4, the proposed feature selection method can not only reduce
the dimensionality of the merged feature vector, but also maintain a high detection
accuracy rate. For example, when d ¼ 0:49 and the embedding rate is 0.4 bpnc, for the
merged feature set “SRM + JRM”, the dimension can be reduced from 57181 to
13482. Though the testing error is increased from 0.1667 to 0.1717, the detection
accuracy rate is still better than using SRM (the testing error is 0.1988) and JRM (the
testing error is 0. 2585) separately. When d ¼ 0:49 and the embedding rate is 0.4 bpnc,
for the merged feature set“SRM + JRM + DCTR”, the dimension can be reduced from
65181 to 16518. Though the testing error is increased from 0.1320 to 0.1340, the
detection accuracy rate is still better than SRM (the testing error is 0.1988), JRM (the
testing error is 0. 2585) or DCTR (the testing error is 0. 1504) separately.

Table 3. Features dimension and testing error of merging features

Embedding
rates (bpnc)

Testing error
SRM + JRM SRM + DCTR JRM + DCTR SRM + JRM + DCTR

Dimension 57181 42671 30510 65181
0.1 0.4464 0.4445 0.4385 0.4385
0.2 0.3585 0.3395 0.3370 0.3378
0.3 0.2664 0.2344 0.2309 0.2214
0.4 0.1667 0.1397 0.1402 0.1320
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Table 4. Features dimension and testing error of effective features

Embedding rates (bpnc) Testing error

SRM + JRM SRM + DCTR JRM + DCTR SRM + JRM + DCTR

0.1 d ¼ 0:49 Dimension 13482 10406 9148 16518
Testing error 0.4510 0.4393 0.4357 0.4356

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.4510 0.4417 0.4358 0.4358

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.4513 0.4418 0.4428 0.4367

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.4515 0.4465 0.4446 0.4407
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.4527 0.4467 0.4509 0.4419
0.2 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.3562 0.3287 0.3358 0.3278

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.3588 0.3368 0.3369 0.3307

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.3611 0.3418 0.3500 0.3421

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.3646 0.3534 0.3570 0.3461
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.3670 0.3599 0.3711 0.3492
0.3 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.2566 0.2279 0.2285 0.2189

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.2592 0.2360 0.2317 0.2225

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.2604 0.2407 0.2455 0.2310

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.2683 0.2514 0.2527 0.2389
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.2754 0.2609 0.2745 0.2442
0.4 d ¼ 0:49 Dimension 13482 10406 9148 16518

Testing error 0.1717 0.1398 0.1432 0.1340

d ¼ 0:48 Dimension 11557 8661 8382 14300
Testing error 0.1722 0.1463 0.1459 0.1385

d ¼ 0:47 Dimension 9890 7122 7604 12308
Testing error 0.1746 0.1524 0.1579 0.1452

d ¼ 0:46 Dimension 8348 5780 6940 10534

Testing error 0.1820 0.1596 0.1686 0.1534
d ¼ 0:45 Dimension 7092 4742 6392 9113

Testing error 0.1912 0.1733 0.1862 0.1565
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4 Conclusions

In this paper, we propose a new universal JPEG steganalyzer. The contributions of this
paper are as follows.

(1) A new feature merging method is proposed in this paper. Via merging features
extracted from different domains, the detection accuracy rate of those existing
JPEG steganalytic algorithms can be improved by 3% points or even higher.

(2) Considering about that the feature dimension is so high, a new feature selection
method is also proposed in this paper. Experimental results demonstrate that it can
not only achieve reduction of the dimensionality, but also maintain a high
detection accuracy rate.
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Abstract. Detection of double JPEG compression plays an increasingly
important role in image forensics. This paper mainly focuses on the sit-
uation where the images are aligned double JPEG compressed with two
different quantization tables. We propose a new detection method based
on the fusion features of Benford features and likelihood probability ratio
features in this paper. We believe that with the help of likelihood proba-
bility ratio features, our fusion features can expose more artifacts left by
double JPEG compression, which lead to a better performance. Compar-
ative experiments have been carried out in our paper, and experimental
result shows our method outperforms the baseline methods, even when
one of the quality factors is pretty high.

Keywords: Double compression detection · DCT coefficients
Likelihood probability ratio features · Benford features

1 Introduction

With the development of technology and the popularity of the digital image
editing softwares, people can arbitrarily tamper, repair and adjust images with
different purposes, which brings significant concern over the integrity of digital
images, especially in the field of image forensics. Therefore, how to guarantee
the authenticity and reliability of digital images is of great importance. As a dig-
ital image compression standard, JPEG is now widely used in digital cameras.
Considering the essential positions of JPEG compression in image capturing and
processing, the JPEG image forensic has been attracting more and more atten-
tion recently. In this paper, we focus on the research of double JPEG compression
detection.

According to whether the two compressed blocks are aligned, double JPEG
compression can be divided into aligned double JPEG compression (A-DJPG)
and non aligned double JPEG compression (NA-DJPG). This paper considers
the case of aligned double JPEG compression with two different quantization
tables. Now there are already numerous methods to detect aligned double JPEG
compression with different quantization tables. Fu et al. [1] noted that the first
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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digit of the DCT coefficients follows the Benford’s law and the characteristics of
the image will be destroyed after compression. Li et al. [2] made an improvement
on this basis, and proposed a special model to measure the first digital distribu-
tion. Feng and Doerr [3] observed the periodicity and discontinuity contained in
the double compressed JPEG images and extracted these features from the pixel
histograms to detect the aligned double JPEG compression. Popescu and Farid
[4] and Popescu [5] had experimentally found that double JPEG compressed
images show periodic characteristic on JPEG coefficients, which can be consid-
ered as a clue to distinguish single compressed images from double compressed
images.

After further analysis of double JPEG compression, Ramesh et al. [6] found
that the JPEG coefficients histograms would show a double peak obviously when
the two JPEG compression quantization tables are different. Lukáŝ and Fridrich
[7] extracted the features according to this phenomenon for double JPEG detec-
tion. However, since the high frequency components of the JPEG coefficients
have a large number of zeros, the algorithm only extracts the histogram features
from the nine positions in the low frequency AC coefficients, which includes 144-
D features. Chen et al. [8] calculated the difference matrix of the JPEG coeffi-
cients in four directions, and then extracted features from the Markov transition
probability of the difference matrix. In their work, a total of 243-D Markov fea-
tures were extracted and a decent detection result of double JPEG compression
was achieved. A recent work is [9], Shang et al. improved the traditional first-
order Markov transition probability algorithm and proposed a method based on
content analysis and high order statistic features, which obtain a higher detec-
tion accuracy. It is worth mentioning that double JPEG compression with the
same quantization matrix can also be detected nowadays [10], but this situation
is not within the scope of this study.

In this paper, we propose a double JPEG compression detection method
based on the fusion features of Benford features and likelihood probability ratio
features. The likelihood probability ratio features are based on the distribution
of the DCT coefficient, which show the probability of each image block of being
doubly compressed, and the Benford features are based on the digital statistical
properties of the DCT coefficients. We believe that the combination of this two
kinds of features can expose more artifacts left by double JPEG compression,
and therefore lead to a better performance.

The rest of this paper is organized as follows. In Sect. 2, we give a brief review
of the process of single and double JPEG compression and model the DCT
coefficients after double compression. In Sect. 3, we introduce how to extract the
two kinds of features used in our experiments in detail. And several comparative
experiments are carried out in Sect. 4 to show the effectiveness of our proposed
method. Conclusions are drawn in Sect. 5.

2 Aligned Double JPEG Compression

In this section, we briefly review the process of JPEG compression and introduce
the statistical model used to characterize A-DJPG artifacts.



160 F. Yang et al.

2.1 The Process of JPEG Compression

JPEG, Joint Photographic Experts Group, is a widely used image compres-
sion standard for grayscale images and color images. JPEG compression can be
divided into lossy compression and lossless compression. Where lossless compres-
sion means that the decompressed image is the same as the original image in a
single scan, and lossy compression generally uses a DCT transform and obtain
a JPEG image with higher compression rate based on the Huffman encoding.
The JPEG image has high compression ratio and small memory, which makes it
widely used in digital cameras. The JPEG image compression can be modeled
by four basic steps: the conversion of color space, 8 × 8 sub-block DCT trans-
formation of the image pixels, quantization of DCT coefficients according to a
certain quantization table, and encoding of the quantized values. The process of
decompression of JPEG images is just the opposite of the above process. First,
the JPEG compressed image is decoded according to the coding table, and then
the image of YCbCr mode is obtained by inverse quantization and inverse DCT
transformation. The image is transformed into a true color image of RGB mode
at last. We generally consider that quantization is achieved by dividing each
DCT coefficient by a proper quantization step Q and rounding the result to the
nearest integer, whereas inverse quantization is achieved by simply multiplying
by Q. This process can be modeled as follows:

Di =
⌊⌊

di

Q

⌋
Q

⌋
(1)

where di denotes the DCT coefficients of the original image, Di is the DCT coef-
ficients after inverse quantization, and Q is the quantization step used for JPEG
compression. Since the quantized DCT coefficients are obtained by rounding,
it is only the approximate value of the original value. We can not recover the
original DCT coefficients accurately.

2.2 The Process of Aligned Double JPEG Compression

This paper considers the case of aligned double JPEG compression with two
different quantization tables. Given an uncompressed image I, the single com-
pressed image I1 is obtained by compression of image I with quality factor Q1.
Then I1 is decompressed, and compressed again by another quality factor Q2,
where the corresponding block DCT is perfectly aligned. The DCT coefficients
after double compression can be modeled as:

C2 = Q2 (D00I1) = Q2 (D1 (Q1 (U)) + D00E1) (2)

where U = D00I are the unquantized DCT coefficients of I, Q1 and Q2 denotes
different quantization tables used in compression, and E1 is the error introduced
by rounding and truncating.
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3 Proposed Method

Based on the above analysis, we propose a detection method for double JPEG
compression based on the fusion features in this section, which consist of Ben-
Ford features and likelihood probability ratio features. The block diagram of
our method is shown in Fig. 1. The method mainly consists of three parts: DCT
coefficients calculation, fusion features extraction and classification. Firstly, the
DCT coefficients are calculated from the given images, and then the likelihood
probability ratio features and the Benford feature are extracted. The two features
are fused into a SVM classifier to train a model to detect double JPEG compres-
sion. In the following, we will introduce the features used and their extraction
methods in detail.

Test Set
Likelihood 
Probability

Ratio Fearures

Benford
Features

DCT 
Coefficents

SVM
Classifier

Detection
Results

Train Set

Fig. 1. The block diagram of the proposed method.

3.1 Benford Features

The fusion features consist of two parts: Benford features and likelihood proba-
bility ratio features. First, Benford law is a well-known natural statistical phe-
nomenon, it is mainly used to count the frequency of occurrence of natural
numbers from 1 to 9 and can be expressed as:

P (d) = log10

(
1 +

1
d

)
(3)

where P (d) is the probability of the occurrence of the number d. The distribution
of digital statistics follows an interesting law called Benford Law, where the
frequency of 1 appears about one-third, and the probability of occurrence of
2, 3, 4, . . . , 9 decreases in turn.

Fu et al. [1] found that the first digit of the JPEG image before the quanti-
zation of the DCT coefficients follow the Benford rule. For a JPEG compressed
image, the first digital distribution of the quantized DCT coefficients do not
follow the Benford rule strictly, while the first digital distribution of the DCT
coefficients is similar to the logarithmic distribution of the Benford rule. They
referred to this phenomenon as generalized Benford distribution, which can be
expressed as follows:

P (x) = N log10

(
1 +

1
s + xq

)
, x = 1, 2, . . . , 9 (4)
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where N is the normalization parameter, s and q is the parameters of Benford
rule model that changes with the JPEG compression quality factor. For a double
JPEG compressed image, the first digit of the DCT coefficients will no longer
satisfy the generalized Benford distribution. Based on the difference of distribu-
tion, Fu et al. [1] took the first digital distribution of the DCT coefficients as
features to detect double JPEG compression. Amerini et al. [11] used Benford
features to detect whether an image is locally compressed. In this paper, the
Benford feature vector from [11] is used.

3.2 Likelihood Probability Ratio Features

The likelihood probability ratio features are based on the variation of the DCT
coefficients distribution. Bianchi and Piva [12] proposed likelihood probability
ratio to generate likelihood map to detect image forgery localization. The ratio
shows the probability of each image block of being doubly compressed, which can
be used in double JPEG compression detection. Assuming I is an uncompressed
image, I1 is a single JPEG compressed image with quality factor Q1, then I1
can be expressed as follows:

I1 = D−1
00 D (Q (D00I)) + E1 = I + R1 (5)

where Q00 represents the DCT transform of 8× 8 block in the upper left corner,
Q(•) and D(•) represents the quantization and inverse quantization respectively,
E1 is the error introduced by rounding and truncation, and R1 is the total error
in the whole JPEG compression process.

When image I1 is compressed again with another quality factor Q2, we can
get a double JPEG compressed image. The DCT coefficients after double com-
pression can be modeled as:

C2 = Q2 (D00I1) = Q2 (D1 (Q1 (U)) + D00E1) (6)

where U = D00I are the unquantized DCT coefficients of image I, Q1 and Q2

denote the different quantization tables used in the process of double JPEG
compression. Since JPEG compression tables contain 64 quantization steps, the
above formula Eq. (6) can be expressed as follows:

pDQ (x; q1, q2) =
q2x+q2/2∑

ν=q2x−q2/2

p1 (ν; q1) ∗ gDQ (ν) (7)

where q1 and q2 are the first and second quantization steps respectively, gDQ (ν)
is the rounding and truncation error in DCT domain, and ∗ means convolution.
And the following formula models the distribution of the DCT coefficients after
quantization and inverse quantization by Q1:

p1 (ν; q1) =

⎧⎨
⎩

∑ ν + q1/2
μ = ν − q1/2p0 (μ) ν = kq1

0 elsewhere
(8)
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where p0 (μ) represents the distribution of the unquantized coefficients. The
rounding and truncation error in the spatial domain is a independent and iden-
tically distributed random variable. According to the central-limit theorem, sat-
isfies the Gaussian distribution as shown in Eq. (9):

gDQ (ν) =
1

σe

√
2π

e−(ν−μe)
2/σ2

e (9)

If the JPEG image is not double compressed, the Eq. (7) shall be expressed
as follows:

pNDQ (x; q2) =
q2x+q2/2∑

ν=q2x−q2/2

p0(ν) (10)

Now, given an image I, if x is the pixel value of I in spatial domain, then
its conditional assumption probability distribution can be expressed as follows
respectively:

{
p (x |H0 ) = pNDQ (x; q2)
p (x |H1 ) = pDQ (x; q1, q2)

(11)

where p(x|H0) and p(x|H1) denotes the probability distributions of x conditional
to the hypothesis of being singly and doubly compressed. Thus, the likelihood
ratio can be obtained as : Γ (x) = p (x |H1 ) /p (x |H0 ). And if the likelihood ratio
is greater than 1, then x is double-compressed, otherwise it is not.

4 Experiments and Results

4.1 Image Database

To prove the effectiveness of our proposed method, we carried our experiments
on a public database BOSSBase [13], which consists of 10,000 uncompressed
grayscale images with size of 512 × 512. We randomly select 500 images to
conduct our experiment, some of the image samples used in the experiment are
shown in Fig. 2.

These images are firstly compressed into JPEG images with quality factor
Q1 vary from 50 to 95 with a step of 5. Thus we get 5000 single compressed
images. Then these 5000 single compressed images are compressed again with
quality factor Q2 = 50, 55, 60 . . . , 95, respectively, to form the set of double
JPEG compressed images.

We randomly select 300 images with quality factor Q1 of single compressed
images and 300 double compressed images with quality factor Q1 followed by
quality factor Q2 to form the training set, and the remaining 200 images of
the single and double compressed images are aggregated into testing set. In our
experiment, we only consider the situation when Q1 �= Q2. In this way, we can
get 90 groups of training and testing sets.
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Fig. 2. Six image samples in BOSSBase dataset.

4.2 Performance Evaluation

To have a fair comparison, Benford method [11], GLDH method [14], and our
proposed method are carried out with the same database and experimental envi-
ronment mentioned above. The experimental results are listed in tables below.

Table 1 shows the result of GLDH method. We can see that the detection
accuracy is pretty high nearly 100% when Q2 > Q1, and the accuracy is higher
than 99.25% in most case when Q2 < Q1, except for some special case when
Q1 = 50, Q2 = 55 or Q1 = 55, Q2 = 50.

Table 1. Detection results based on GLDH features [14].

Q1 Q2

50 55 60 65 70 75 80 85 90 95

50 – 50 100 100 100 100 100 100 100 100

55 69 – 99.5 100 100 100 100 100 100 100

60 100 95.25 – 99.5 100 100 100 100 100 100

65 100 100 99.25 – 97.75 100 100 100 100 100

70 100 100 99.5 97.25 – 100 100 100 100 100

75 97 99.5 100 100 99.5 – 100 100 100 100

80 99.5 99.25 96.75 100 100 97.25 – 100 100 100

85 97.25 94.5 99.75 99.25 98.5 100 98.5 – 100 100

90 99 99.75 97.25 96.75 99 99.75 95.75 99.25 – 100

95 99.75 99.75 99.75 99 98.75 99 99.25 96 99.25 –



Double JPEG Compression Detection Based on Fusion Features 165

Table 2. Detection results based on Benford features [11].

Q1 Q2

50 55 60 65 70 75 80 85 90 95

50 – 100 100 100 100 98.25 100 99.25 99.25 98

55 100 – 100 100 100 100 100 99.25 78.75 95.25

60 100 99.5 - 100 100 100 97.25 98.5 97.25 95.75

65 100 100 100 – 100 100 100 100 100 97.75

70 100 100 100 100 – 100 100 100 99.75 99.5

75 100 100 100 100 100 – 100 100 100 97.75

80 99.75 100 100 100 100 100 – 100 99.75 99.5

85 100 100 100 100 100 100 100 – 100 100

90 100 100 100 100 100 100 100 100 – 99.5

95 100 100 100 100 100 100 100 100 100 –

Table 3. Detection results based on fusion features.

Q1 Q2

50 55 60 65 70 75 80 85 90 95

50 – 100 100 100 100 100 100 99.75 100 100

55 100 – 99.5 100 100 100 100 99.25 100 99.75

60 100 99.75 – 100 100 100 99.75 100 100 100

65 100 100 100 – 100 99.75 100 100 100 100

70 100 100 100 100 – 100 100 100 100 100

75 100 100 100 100 100 – 100 100 100 100

80 100 100 99.75 100 99.75 100 – 100 100 100

85 100 100 100 100 100 100 100 – 99.5 100

90 100 100 100 100 100 100 100 100 – 100

95 100 100 100 100 100 100 100 99.5 100 –

Also, to prove the effectiveness of our fusion features, the detection accuracy
of Benford feature alone is listed in Table 2. Contrary to Table 1, the method
performs quite well when Q2 < Q1, but when Q2 is higher, the detection accuracy
decreases a little bit. The reason is that when the images are recompressed with
a higher quality factor Q2, the artifact left by double compression is much more
difficult to track by Benford features.

Table 3 shows the detection results of our proposed method, which outper-
forms that of work [11,14]. The detection accuracy is 100% in most case, and
most others higher than 99.75%. The lowest detection accuracy is 99.25% when
Q1 = 60, Q2 = 80. Figure 3 shows the detection results of the three methods with
different Q1 when Q2 = 95, while Fig. 4 shows the detection results of the three
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Fig. 3. Detection accuracy with different Q1 when Q2 = 95.

Fig. 4. Detection accuracy with different Q2 when Q1 = 95.

methods with different Q2 when Q1 = 95. It is quite obvious that the method
proposed in this paper outperforms the baselines, Benford based [11] and GLDH
based [14] methods.

5 Conclusion

In this paper, a set of effective fusion features combined Benford features and
likelihood probability ratio features are proposed to detect double JPEG com-
pression. Likelihood probability ratio features show the probability of each image
block of being doubly compressed, and thus our fusion features can expose more
artifacts left by double JPEG compression and therefore lead to a better per-
formance. Comparative experiments show that our method outperforms that of
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work [11,14], even when the first quality factor or the second quality factor is
pretty high.
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Abstract. Sensor patter noise (SPN) has been proved to be an unique
fingerprint of a camera, and widely used for camera source identification.
Previous works mostly construct reference SPN by averaging the noise
residuals extracted from images like blue sky. However, this is unrealistic
in practice and the noise residual would be seriously affected by scene
detail, which would significantly influence the performance of camera
source identification. To address this problem, a complexity based sam-
ple selection method is proposed in this paper. The proposed method is
adopted before the extraction of noise residual to select image patches
with less scene detail to generate the reference SPN. An extensive com-
parative experiments show its effectiveness in eliminating the influence of
image content and improving the identification accuracy of the existing
methods.

Keywords: Camera source identification · Sensor pattern noise
Sample selection · Image complexity

1 Introduction

With the continuous advancement of technology, it is very convenient to get
access to various image acquisition devices, and digital images make an impor-
tant role of lives. However, the emergence and prevalence of a variety of image
editing softwares makes it easier than ever before to temper and forge digital
images. In recent years, the tampering and forging events have risen a concern
about the authenticity and originality of digital images, which is called digital
image forensics. As an important branch of digital image forensic, camera source
identification focus on the originality of digital images, which can be divided into
two branches: (1) model-based, and (2) device-based camera source identifica-
tion. In this paper, we mainly discuss the latter.

In last decade, several methods were proposed to solve the problem of camera-
based source camera identification, such as sensor patter noise [1], sensor dust
characteristics [2], and defects in CCDs [3]. The key idea of these methods is
to extract unique characteristic features introduced by the hardware of image
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acquisition devices. Among them, SPN has been widely considered as a reliable
fingerprint because of its universality and stability.

Lukas et al. [1] first extracted SPN from digital images using a wavelet-
based Wiener de-noising filter. To reduce the false acceptance probability, Goljan
et al. [4] proposed the Peak to Correlation Energy ratio (PCE) instead of the
normalized correlation to estimate the correlation between the reference and test
SPN. Considering computational cost, Hu et al. [5] proposed a new method only
taking the large components of SPN into account. Recently, Li et al. [6] proposed
an effective feature extractor based on the Principal Component Analysis (PCA)
de-noising algorithm [7] to reduce the size of camera fingerprint and significantly
improve the performance of several existing methods.

However, the reference SPN extracted through the methods above will be
unavoidably affected by scene details, which would significantly influence the
accuracy of source camera identification. To solve this problem, Wu et al. [8]
introduced an edge adaptive SPN predictor to reduce the influence of images
content residual based on content adaptive interpolation, and also proved that
the reference SPN with less scene noise could achieve a higher identification
accuracy. Recently, Li et al. [9] proposed a framework based on random subspace
method (RSM) and majority voting (MV) to suppress the interference of image
content.

Different from the methods discussed above, we propose a complexity based
sample selection method to obtain more accurate reference SPN. Firstly, we
adopted image complexity as the representation of amount of scene details. Then,
the sample selection method is used before the extraction of noise residual to
select image pathes with less scene detail to generate reference SPN. After the
construction of reference SPN, different methods are performed to verify the
effectiveness of the proposed method.

The rest of this paper is organized as follows. Section 2 firstly introduce the
measurement of image complexity, and then propose the sample selection method
based on image complexity. In Sect. 3, experimental results show the effectiveness
and applicability of the proposed method, and finally, conclusion is drawn in
Sect. 4.

2 Proposed Method

Previous works suggested that SPN should be extracted in several pure images,
such as a dark or white one [8]. They insisted that the noise residual extracted
from those images with less scene detail is much more pure and reliable. As
shown in Fig. 1, the image scene detail obviously differs in different area of an
image. In most cases, there are always some regions containing less image con-
tent, which means lower image complexity, and the SPN generated from these
regions is much more reliable. Inspired by this, a new complexity based sam-
ple selection method is proposed in this section, by quantitatively analyzing the
image complexity.
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(a) (b)

(c)

Fig. 1. (a) An image taken by Canon Ixus70. (b) Reference SPN of Canon Ixus70. (c)
The noise residual extracted from (a).

2.1 Image Complexity Measurement

There are many kinds of image complexity measurements, in which texture fea-
tures are widely used and quite effective. Textures are characterized by the rela-
tionship of the intensities of neighboring pixels ignoring their color, which means
they are a representative pattern of spatial distribution of image intensities. They
contain fatal information about the structural arrangement of surfaces and their
relationship to the surrounding environment. Since the textural properties of
images appear to carry useful information of image content, it is reasonable to
consider texture features as the representation of image complexity.

In various methods of texture analysis, the gray level co-occurrence matrix
(GLCM) proposed by Haralick and Shanmugam [10] is considered as the most
widely used algorithm because of its adaptability and robustness in different
scenes. In our paper, the GLCM is adopted to analyze the texture features of
the image, considering as the complexity of the image patches.

The co-occurrence matrix is defined over an image according to the distribu-
tion of co-occurring values for a given offset. More specifically, GLCM calculates
how often a specified pixel with gray-level value occurs either horizontally, ver-
tically, or diagonally to the adjacent pixels. Mathematically, the co-occurrence
matrix C, defined over an m×n image I and parameterized by an offset (Δx,Δy),
is calcultated as:

CΔx,Δy (p, q) =
m∑

i=1

n∑

j=1

{
1, if I (i, j) = p and I (i + Δx, j + Δy) = q
0, otherwise (1)

where p and q are pixel values of the image, and i, j is the spatial posi-
tions in the given image I. What’s more, the offset (Δx,Δy) depends on the
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direction adopted and the distance at which the matrix is computed. Haral-
ick et al. extracted 14 parameters form GLCM to describe the textural prop-
erties of a given image, but some of them show redundancies, and the com-
monly used parameters are energy, contrast, entropy, homogeneity and correla-
tion coefficients.

As discussed above, the texture features of the whole image can be expressly
represented by the combination of those GLCM parameters. However in this
paper, our goal is to simply measure the complexity of image patches and find
the patch of smallest complexity to extract more pure SPN, rather than precisely
describe the sharpness and depth of the texture. So we just select correlation
coefficient as the representation of image complexity. The definition of correlation
in GLCM is given by:

cov =
∑

i,j

(i − μi) (j − μj) G (i, j)
σiσj

(2)

where μi, μj is the mean of the GLCM elements along the horizontal and vertical
direction respectively, and σi, σj is the variance matrix of ith row and jth column.

Correlation coefficient measures the consistency of image textures. Usually,
the patch with less scene detail will has a high correlation coefficient. In other
words, the higher the correlation coefficient, the lower image complexity. As
shown in Fig. 2, it is obvious that the upper left patch of the image, whose
correlation coefficient is highest, has less scene detail.

(a) (b)

14.9606 11.7036 8.6227 9.4348

2.1603 0.1516 4.3974 0.4487

0.1999 0.1249 0.1335 0.2457

0.0858 0.0821 0.0443 0.0951

Fig. 2. (a) An image taken by Canon Ixus70. (b) The image complexity of each patch.

2.2 Image Complexity Based Sample Selection

Lukas et al. [1] firstly proposed to extract the reference SPN from digital image
by averaging noise residuals. They adopted a wavelet-based Wiener de-noising
filter to extract the residual signals from the wavelet high frequency coefficients:

ri = Ii − F (Ii) (3)
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where Ii is the original image and F is the de-noising filter. Then the reference
SPN is given by:

R =

N∑
i=1

ri

N
(4)

where N is the number of images to generate reference SPN. But the averaging
method has an limitation, the image to generate reference SPN are mostly blue
sky, which is not realistic in practice.

To address this problem, image patch selection is adopted before the extrac-
tion of noise residual. Assuming there are n images denoted by Ii (i =
1, 2, 3, ..., n) taken by the same camera. Firstly, every image is segmented into
several non-overlapping blocks with the size of 256× 256 pixels. Then, the com-
plexity coefficient cov is calculated using Eq. 2 of each image block to form a
complexity matrix, as shown in Fig. 2. For all images in the experiment database,
complexity coefficients of the same location are then added together to form a
new complexity matrix N . For the purpose of using the region with less scene
detail to generate the reference SPN, the block with maximum value in N is
selected to extract noise residual for construction of reliable reference SPN using
method in [1]. The block diagram of complexity-based SPN generation is shown
in Fig. 3.

RSM

...

Camera N

Camera 1

Sample Selection

Basic SPN

PCA+RSM

PCA

Reference SPN

Complexity matrix

Fig. 3. The block diagram of complexity based sample selection.

3 Experimens and Results

3.1 Experimenal Setting

In order to evaluate the performance of the proposed method, we carry out our
experiments on the Dresden mage Database [11]. A total of 1200 images from
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10 cameras are considered in the experiments, which are all taken indoors and
outdoors with variety of natural scene sight. The 10 cameras devices belong to
four camera models, and each model has 2–3 different devices. Table 1 lists the
details of the 10 cameras used in the experiments.

Table 1. Camera used in the experiments.

Cameras Size Abbr.

Canon Ixus70 0 3072× 2304 C1

Canon Ixus70 0 3072× 2304 C1

Canon Ixus70 1 3072× 2304 C2

Canon Ixus70 2 3072× 2304 C3

Nikon CoolPixS710 0 4352× 3264 N1

Nikon CoolPixS710 1 4352× 3264 N2

Samsung L74wide 0 3072× 2304 S1

Samsung L74wide 1 3072× 2304 S2

Samsung L74wide 2 3072× 2304 S3

Olympus mju 1050SW 0 3648× 2734 O1

Olympus mju 1050SW 1 3648× 2734 O2

For each camera, 120 images are divided into two subsets for training and
testing, of which 50 images are used to construct the reference SPN, and the
test set is consisted of the remaining 70 images. For a fair comparison, the
basic SPN [1], PCA [6]and RSM [9] method mentioned above are respectively
performed with and without the proposed sample selection method. Considering
the computational cost, the experiments without sample selection are performed
on the central block with the size of 256× 256 cropped from the original image.

3.2 Performance Evaluation

As described in Sect. 2, the image complexity based sample selection method is
performed before the extraction of SPN. We first cut the images into the size of
2048×2048 from the upper left corner of the original images. Then, the cropped
images are segmented into 64 patches with size of 256 × 256. For all images in
the experiment database, correlation coefficients of the same locations are then
added together to form the complexity matrix of whole database, which is shown
in Table 2.

As we can see from Table 2, the patch of 1st row and 2nd column has the
largest correlation coefficient, which also means minimum image complexity and
less scene detail. So, we select this patch as the representation of images to
extract SPN. In order to verify the effective of the proposed method, we carried
out several comparative experiments with and without sample selection, and the
experimental results are shown in tables below.
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Table 2. Correlation coefficients of image database.

Corrlation coefficient(×104)

1.3610 1.5925 1.4586 1.2352 1.4163 1.2155 1.5770 1.3235

1.4200 1.2593 0.9244 1.2302 0.9442 1.2868 1.5716 1.3474

1.0984 0.8087 0.7612 1.0199 1.2054 1.0570 1.2178 1.1123

1.1353 0.6064 0.5761 0.6027 0.8489 0.7015 0.5064 0.7193

0.5969 0.4425 0.3381 0.6384 0.4943 0.3305 0.2352 0.7417

0.4119 0.4034 0.4896 0.4890 0.2098 0.1629 0.2229 0.2415

0.4419 0.5472 0.7511 0.5914 0.3907 0.3329 0.3395 0.3156

0.6491 0.5252 0.7422 0.6516 0.7076 0.5305 0.4543 0.4978

The basic SPN method of image source identification is to directly extract
noise residual from several images to form reference SPN by averaging. Then,
the correlation coefficient between the reference and test noise residual is cal-
culated. The test image is belong to the origin whose correlation coefficient is
highest. The experimental results are shown in Tables 3 and 4. When adopted
the proposed sample selection method, the average identification accuracy of
basic SPN method has an improvement of 0.42% from 87.29% to 87.71%. The
average identification accuracy of three other methods are also listed in Table 3.

Table 3. Average identification accuracy with and without sample selection.

Method Basic SPN PCA RSM SPN PCA RSM SPN

Without SS 87.29 86.87 87.01 87.41

With SS 87.71 87.62 87.85 87.96

Table 4. Identification accuracy of basic SPN with and without sample selection (%).

Method C1 C2 C3 N1 N2 S1 S2 S3 O1 O2 Ave.

Basic SPN 98.57 98.57 100 65.71 92.86 91.43 77.14 88.57 77.14 82.86 87.29

SS SPN 95.71 94.29 98.57 81.43 88.57 84.29 88.57 85.71 77.14 72.86 87.71

PCA is a widely used method to reduce the dimension of camera finger-
print while represent the original data as well as possible. When selecting an
appropriate proportion of principal components, there should be a certain extent
improvement of identification accuracy. The results of the experiment are shown
in Table 5. It is easy to find that the identification accuracy of SS PCA has
an obvious improvement compared with the PCA without sample selection,
especially when the proportion of principal components G(T) is smaller. When
G(T) = 0.99, the SS PCA shows its highest accuracy of 88.14%, and the average
improvement of identification accuracy is 0.78%. Table 5 also lists the identifica-
tion accuracy of each device respectively when G(T) = 0.99.
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Table 5. Identification accuracy of PCA SPN with and without sample selection (%).

G(T) 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1.0 Ave.

PCA 85.86 85.86 86.43 86.29 87.00 87.14 87.43 87.86 88.00 87.43 86.84

SS PCA 87.29 87.29 87.57 87.57 87.43 87.29 87.71 88.14 88.14 88.14 87.62

Method C1 C2 C3 N1 N2 S1 S2 S3 O1 O2 Ave.

PCA 98.57 98.57 100 67.14 94.29 92.86 77.14 90.00 77.14 84.29 88.00

SS PCA 97.14 84.29 98.57 80.00 88.57 84.29 88.57 97.14 77.14 75.14 88.14

In work [9], random subspace method and majority voting is used to improve
the identification accuracy. There are two parameters which would affect the
identification performance: the dimension of each random subspaces M and the
number of random subspaces L. According to [9], we empirically set L = 600
while M/d various from 0.1 to 1, where d is the size of entire feature space. It
is worth mentioning that the performance of RSM method is the same as that
of basic SPN method when M/d = 1, which has been proved by the results
shown in Table 6. The highest identification accuracy of RSM method and SS
RSM method is 87.29% and 88.14% respectively, and the average improvement
is 0.84%. Similar with Table 5, the improvement is more obvious when M/d
is smaller. Also, Table 6 shows the identification accuracy of each device with
highest average identification accuracy when M/d = 0.6 (for RSM) and 0.3 (for
SS RSM).

Table 6. Identification accuracy of RSM SPN with and without sample selection (%).

M/d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 Ave.

RSM 87.00 85.93 86.64 87.21 87.36 87.29 87.14 87.00 87.29 87.29 87.01

SS RSM 87.93 88.07 88.14 87.64 87.79 88.07 87.64 87.79 87.71 87.71 87.85

Method C1 C2 C3 N1 N2 S1 S2 S3 O1 O2 Ave.

RSM 98.57 98.57 100 65.00 92.14 91.43 78.57 89.29 76.43 82.86 87.29

SS RSM 96.43 95.00 98.57 80.71 88.57 83.57 90.00 95.71 77.14 75.71 88.14

Then another experiment combining sample selection, PCA and RSM with
L = 600 and G(T) = 0.99 is performed to see whether the identification accuracy
would be further improved. Table 7 shows the experimental results. The highest

Table 7. Identification accuracy of PCA RSM with and without sample selection (%).

M/d 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 Ave.

PCA RSM 86.00 87.00 87.07 87.50 87.71 87.79 87.64 87.64 87.79 87.68 87.38

SS PCA RSM 88.00 88.00 87.57 87.79 88.07 88.07 87.71 88.14 88.07 88.10 87.95

Method C1 C2 C3 N1 N2 S1 S2 S3 O1 O2 Ave.

PCA RSM 98.57 98.57 100 65.00 93.57 92.14 78.57 90.71 76.43 84.29 87.79

SS PCA PSM 97.14 94.29 98.57 80.00 88.57 84.29 88.57 97.14 77.14 75.71 88.14
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accuracy of SS PCA RSM method is 88.14%, whose average accuracy improve-
ment is 0.57%. Table 7 also shows the identification accuracy of each device with
highest average identification accuracy when M/d = 0.6 (for PCA RSM) and
0.8 (for SS PCA RSM).

4 Conclusion

An effective complexity based sample selection method for camera source identi-
fication is proposed in this paper. Considering the noise residual extracted from
natural images may be seriously affected by scene details, we adopt a sample
selection method based on image complexity to select image patches with less
image content to generate reference SPN, which could significantly enhance the
credibility of reference SPN. An extensive comparative experiments are carried
out to prove the effectiveness of the proposed method. And the experimental
results show that the proposed method can eliminate the influence of image
content and improve the identification accuracy of the existing methods.

Acknowledgments. This work is supported by the National Science Foundation of
China (No. 61502076) and the Scientific Research Project of Liaoning Provincial Edu-
cation Department (No. L2015114).
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Abstract. For reducing the complexity of equalization, linear equalization can
be adopted for generalized spatial modulation (GSM) which is a special case of
multiple-input-and-multiple-output (MIMO). However, because of its inferior
performance, linear equalization may be infeasible for practical GSM systems
which has large number of antennas and constellation. On the other hand,
lattice-reduction (LR) is an effective method to improve the performance of
linear equalization. The lattice reduction can’t be utilized by GSM directly,
because signals on some antennas don’t exist. For tackling this problem, we
propose a compatible 8-QAM constellation scheme integrating LR-aided linear
equalization with GSM effectively. Next, we prove that LR-aided linear
equalizers collect the same diversity order as that exploited by the ML detector
under Rayleigh fading channels, and implement some simulations. Simulation
results show the superior of the proposed 8-QAM over traditional 4-QAM and
8-QAM under Rayleigh fading channel. Moreover, our scheme obtains the full
receive diversity under correlated channel.

Keywords: Generalized spatial modulation � Lattice reduction
Linear detection � 8-QAM

1 Introduction

Spatial modulation (SM) has been recognized as a promising MIMO transmission
technology to develop energy-efficient, low-complexity solutions that satisfy target
throughput requirements in future mobile networks [1]. Comparing with traditional
MIMO scheme, SM only activates one antenna according to the information bits per
channel use. So only one RF chain is needed, corresponding results are that the
hardware implementation cost reduces, inter-channel interference is avoided, and
inter-antenna problem doesn’t exist. These merits make the SM become the research
focus of MIMO.

The spectral efficiency of SM is increased logarithmically with the number of
transmit antenna, which cannot satisfy the demand for higher throughput under the
fixed transmit antenna number. For tackling this problem, generalized spatial modu-
lation (GSM) activating more than one antenna during each transmission is introduced
[2–4]. Now, there exists two types of GSM, One is that all active antennas send the
same modulated symbol simultaneously [2, 3], and the other is that different active

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 181–194, 2018.
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antennas send different modulated symbol independently [4]. For convenience, we call
the former single symbol generalized spatial modulation (SS-GSM), the latter multiple
symbol generalized spatial modulation (MS-GSM). It is worth to notice that GSM
eliminates the demand that the transmit antenna number must be a power of two.
Moreover, SS-GSM completely keep the advantages of single RF chain obviously, and
MS-GSM have a higher spectral efficiency. However, ICI and IAS problems still exist
in MS-GSM.

For MIMO receiver, maximum likelihood (ML) detection can obtain the best
bit-error rate (BER). However, the huge computation complexity make ML infeasible
in practical system. At the same time, linear equalization has an inferior performance
while low complexity. Considering the important factors impacting the linear receiver
is column coherence of channel matrix, and lattice reduction can reduce the depen-
dency among column effectively, some researchers propose LR-aided linear equal-
ization for Vertical Bell Laboratories Layered Space-Time (V-BLAST) architecture [5].
However, LR is not suitable for GSM, because only a portion of antennas are activating
during each transmission, and receiver cannot obtain the consecutive integer lattice
point in I-Q constellation diagram. For tacking this problem, we propose a compatible
8-QAM constellation scheme for SS-GSM and MS-GSM, which meets the requirement
of lattice reduction. Sequentially, we prove that LR-aided linear equalizers can collect
the same diversity order as that exploited by the ML detector and the simulations are
implemented to corroborate our theoretical claims.

The remainder of this paper is organized as follows. Section 2 describes system and
signal models. Section 3 extends the proposed equalizations to GSM and proposes a
compatible 8-QAM constellation. Section 4 gives performance analyze. Section 5
shows the simulation results, followed by concluding remarks in Sect. 6.

2 GSM System Model

Consider a GSM system with Nt transmit antennas and Nr receive antennas. For each
symbol time, only Na transmit antennas is activated to send symbols, where
2�Na �Nt. Obviously, there are CNa

Nt
kinds of possible active antennas combinations,

among them, at most N kinds of combinations can be used to transmit log2 N bits

information, where N ¼ 2 logCNa
Nt

� �
and �b c is the floor function. In the context of this

paper, we call the N kinds of combinations a spatial constellation and any one of them a
spatial symbol. The transmitted symbol vector can be written as

X ¼ Eis; ð1Þ

where Ei is a Nt � Na matrix which contains Na columns chosen from the Nt � Nt

identity matrix and is the matrix form expression for a spatial symbol. Definitely, the
spatial symbol can also be represented in combination indices form as Ij ¼
j1; j2; � � � ; jNaf g; where every element jk, k 2 1; 2; � � � ;Na½ � denotes the antenna index

which is arranged in ascending order for convenience. As a result, the spatial con-
stellation in combination indices form can be written as I ¼ I1; I2; � � � ; INf g.
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The ordinals of columns in Ei are chosen according to the antenna indices in each
spatial symbol, so there are totally N kinds of Ei that make up of the spatial constel-
lation in matrix form e, where e ¼ E1;E2; � � � ;ENf g. s ¼ s1; � � � ; sNa½ �T is the
power-normalized Na � 1 signal symbol vector namely E ssH½ � ¼ INa . For SS-GSM, the
Na signal symbols are the same, namely s1 ¼ s2 ¼ � � � ¼ sNa 2 S, where S is the
conventional QAM constellation. As to MS-GSM, the Na signal symbols are inde-
pendent, which means s 2 S � S � � � S ¼ SNa . Definitely for M-QAM, in each symbol
time, SS-GSM can transmit log2 Nþ log2 M bits whereas MS-GSM can transmit
log2 N þNa log2 M bits.

Assume that the channel is flat-fading quasi-static, where the channel matrix is
invariant during a frame and changes independently among frames, and each entry of
the channel matrix H follows an independent and identically distributed (i.i.d) complex
Gaussian distribution CN 0; 1ð Þ with mean 0 and variance 1. The received signal vector
can be represent as

y ¼ HEisþ n ¼ HXþ n; ð2Þ

where n 2 C
Nr�1 is the additive noise vector following complex Gaussian distribution

with mean zero and covariance matrix E nnH½ � ¼ r2INr . Let HEi ¼ HEi and it is easy to
know that HEi 2 H ¼ HE1 ;HE2 ; � � � ;HENf g is sub-channel matrix including Na col-
umns chosen from the channel matrix H: Equation (2) can be rewritten as:

y ¼ HEi
sþ n: ð3Þ

At the receiver, the ML detector provides the optimal performance by exhaustively
searching through spatial constellation and signal constellation. The output for
SS-GSM can be written as

Êi; ŝ
� � ¼ arg min

HEi2H;s1¼s2¼���sNa2S
y�HEi

s
�� ��2

2; ð4Þ

and

Êi; ŝ
� � ¼ arg min

HEi2H;s2SNa
y�HEi

s
�� ��2

2 ð5Þ

for MS-GSM.

3 LR-Aided Linear Equalization for GSM MIMO System

3.1 Lattice Reduction

Considering that the problems involved in wireless communications are mostly com-
plex valued, we only introduce the complex lattice and complex lattice reduction here
[6, 7]. A complex-valued lattice of rank m in the n-dimension complex space C

n is
defined as
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L, xjx ¼
Xm
l¼1

zlbl; zl 2 Zj

( )
; ð6Þ

where bl 2 C
n are complex basis vectors and Zj ¼ Zþ jZ is the set of complex

integers that are also called Gausses integers. The complex basis vectors can be
arranged into an n� m complex matrix B which can be simply called the basis of the
lattice, thus any element x in the lattice can be represent as x ¼ Bz: It can be show that
there exist infinitely bases which can be chosen for a specific lattice. For different
bases, the same lattice can have different orthogonality defect, which defined as

n Bð Þ ¼ 1� det BHB
� �

QNt
n¼1 bnk k2 : ð7Þ

There is 0� n Bð Þ� 1 for all B: n Bð Þ ¼ 1 if B is singular and n Bð Þ ¼ 0 if the columns
of B are orthogonal to each other. Lattice reduction algorithms are to reduce the
orthogonality defect of a lattice by column swaps and size reductions, while hold the
same lattice. The implementation process of these algorithms is using a unimodular
matrix to multiply the original basis, the corresponding equation is given as:

L BLRð Þ ¼ L Bð Þ , BLR ¼ BT; ð8Þ

where all elements of T are Gausses integers, det Tð Þ ¼ �1; and n BLRð Þ\n Bð Þ:
A powerful and famous reduction criterion for arbitrary lattice dimensions is

introduced by Lenstra et al. [8], and the algorithm they proposed is known as the LLL
(or L3) algorithm. Since the signal and channel matrix are complex valued, we use
complex LLL algorithm (CLLL) provided in [9].

3.2 LR-Aided Linear Equalization

With the channel matrix after lattice reduction HLR ¼ HT; the received signal can be
written as

y ¼ HXþ n ¼ HTT�1Xþ n ¼ HLRZþ n: ð9Þ

The idea of LR-aided linear equalization is to apply linear equalization to Z instead of
X and calculate X by X ¼ TZ: The estimation of Z are obtained as:

ẐZF ¼ Q1 HH
LRHLR

� ��1
HH

LR

� �
y

� �
; ð10Þ

ẐMMSE ¼ Q1 HH
LRHLR þ r2INt

� ��1
HH

LR

� �
y

� �
; ð11Þ

where Q1 �ð Þ denotes the component-wise rounding operation. The estimation of X is
given as:
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X̂ZF ¼ Q2 TẐZF
� � ¼ Q2 TQ1 HH

LRHLR
� ��1

HH
LR

� �
y

� �� �
; ð12Þ

X̂MMSE ¼ Q2 TẐMMSE
� � ¼ Q2 TQ1 HH

LRHLR þ r2INt

� ��1
HH

LR

� �
y

� �� �
; ð13Þ

where Q2 �ð Þ restricts the symbols to lie in the constellation. If we extend the original
channel matrix and received signal vector as

~H ¼ H
rINt

	 

; ~y ¼ y

0Nt�1

	 

; ð14Þ

the result of MMSE can also be written in the ZF form:

X̂MMSE ¼ Q ~H
H ~H

� ��1
~H
H
~y

� �
; ð15Þ

For V-BLAST MIMO system, formula (12) and (13) represent the whole detection.
However, for SM system, the spatial symbol and signal symbol must be separated
according to estimated vector X̂ZF or X̂MMSE. For the brevity, we use X̂ to stand for X̂ZF

or X̂MMSE.
Considering the entries corresponding to inactive antennas in estimated vector

should approach zero, we choose the largest Na entries in X̂:
x̂i1 ; x̂i2 ; � � � ; x̂iNa
� �

; x̂ikj j 	 x̂mj j, ik 2 ~I ¼ i1; i2; � � � ; iNaf g;m 2 U � ~I
� �

;U ¼
1; � � � ;Ntf g and arrange the corresponding antennas indices combination in ascending

order: i1\i2\ � � �\iNa . The estimation of spatial symbol is given as

Îj ¼ Q3 ~I
� � ¼ Q3 i1; i2; � � � ; iNaf gð Þ; ð16Þ

where Q3 �ð Þ forces the Îj to lie in the spatial constellation. After estimating the spatial
symbol, choose the entry of X̂ corresponding to the first active antenna index as the
estimation of signal symbol for SS-GSM:

ŝ1 ¼ ŝ2 ¼ � � � ¼ ŝNa ¼ x̂i1 ; ð17Þ

As to MS-GSM, choose the entries of X̂ corresponding to the entire antenna index of
the spatial symbol Îj as the estimation of signal symbol:

ŝ ¼ x̂i1 ; x̂i2 ; � � � ; x̂iNa
 �

: ð18Þ

Considering that the MMSE equalizer is equal to the ZF equalizer in the form of the
extended system (15), we summarize the main steps of the LR-aided ZF equalization to
represent the LR-aided linear equalization detector for GSM systems in Table 1.
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3.3 A Compatible 8-QAM Constellation for GSM

Based on the theory of lattice, X should stem from the infinite integer space [10].
Considering the necessary condition of the lattice reduction is consecutive integers
lattice, in [10, 11], square M-QAM constellation is translated into a finite consecutive
integers set by proper scaling and shifting for V-BLAST MIMO system. However, the
general expression of GSM which includes zero entries in transmitted vector don’t
satisfy this condition. For example, a 4-QAM constellation in GSM as shown in Fig. 1,
which includes the original point, and scaling and shifting operation cannot turn points
of constellation into consecutive integers. So the lattice reduction isn’t suitable for
GSM. For tacking this problem, we propose an 8-QAM constellation which can satisfy
the complex consecutive integer requirement for X; as depicted in Fig. 2. The proposed
8-QAM constellation is made up of two orthogonal real integers set: K� K, where
K ¼ �1; 0; 1f g (Fig. 3).

Table 1. The main steps of LR-aided ZF equalization detector for MIMO GSM system.

S1 At the receiver, perform the CLLL algorithm to get the more orthogonal channel matrix
and the unimodular matrix: HLR;T½ � ¼ CLLL Hð Þ

S2 In formula (10), use ZF equalization to equalize the received signal vector, and obtain Ẑ
S3 In formula (12), recover the transmitted symbol vector X
S4 In formula (16), estimate the spatial symbol Îj from X̂
S5 According to Îj, estimate the signal symbol ŝ for SS-GSM or MS-GSM. in formula (17)

or (18)

Fig. 1. A 4-QAM constellation in GSM.
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4 Performance Analyze

The LR-aided linear detectors for MIMO V-BLAST system can collect the same
diversity order as that exploited by the ML detector [13], based on this, the diversity
order of LR-aided linear detectors for MIMO GSM system is analyzed here.

Proposition 1: Given the signal model in (1), system model in (2), the proposed
8-QAM constellation in Sect. 4.2, channels consisting of i.i.d complex Gaussian dis-
tributed entries with zero mean and unit variance, the diversity order collected by
LR-aided ZF equalization for GSM is Nr.

Fig. 2. Proposed 8-QAM constellation.

Fig. 3. Contrasting 8-QAM constellation
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Proof: Substitute (9) for y in (10), the equalization result in step S2 of Table 1 can be
rewritten as:

ẐZF ¼ Q1 Hy
LRy

� �
¼ Q1 Hy

LRHLRZþHy
LRn

� �
¼ ZþQ1 Hy

LRn
� �

: ð19Þ

As a result, the estimation of transmitted symbol vector can be expressed as:

X̂ZF ¼ Q2 TẐZF
� � ¼ Q2 T ZþQ1 Hy

LRn
� �� �� �

¼ XþQ2 TQ1 Hy
LRn

� �� �
: ð20Þ

Definitely, there will be X̂ZF ¼ X if Q1 Hy
LRn

� �
¼ 0: The correct estimation of X will

lead to correct estimate of Ij and s according to the method described in Sect. 4.1.
Therefore, the symbol error probability for a given H is upper-bounded by

PejH � 1� P Q1 Hy
LRn

� �
¼ 0 Hj

� �
ð21Þ

~H
y
can be represented as a1; a2; . . .; aNt½ �T, where aTi , i 2 1;Nt½ � is the ith row of ~H

y
.

The upper bound can be rewritten as

PejH � P max
1� i�Nt

aTi n
�� ��	 1

2
Hj

� �
: ð22Þ

According to Lemma 1 in [12], we obtain the inequality:

max
1� i�Nt

aTi
�� ��� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� n HLRð Þp � min
1� i�Nt

~hi
�� �� ; ð23Þ

where ~hi; i 2 1;Nt½ � is the i th column of HLR. Consider that

max
1� i�Nt

aTi n
�� ��� max

1� i�Nt

aTi
�� �� � nk k� nk kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� n HLRð Þp � min
1� i�Nt

~hi
�� �� ; ð24Þ

PejH is further bounded by

PejH � P
nk kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� n HLRð Þp � min
1� i�Nt

~hi
�� �� 	 1

2
Hj

0
@

1
A ð25Þ

Since HLR is derived from H by using the CLLL algorithm with parameter d, and H is
full rank with probability one, we can obtain the following inequality according to
Lemma 1 in [9]:
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n HLRð Þ

p
	 2

Ncol
2

2
2d�1

� ��Ncol Ncol þ 1ð Þ
4

:¼ cd; ð26Þ

where Ncol is the number of columns of H: Use hmin to stand for the minimum non-zero
norm vector in the lattice generated by H: Because HLR spans the same lattice as H; we
have

hmink k� min
1� i�Nt

~hi
�� ��: ð27Þ

Substitute (26) and (27) into (25), and the (25) can be simplified as:

Pe Hj �P nk k	 cd hmink k
2

Hj
� �

: ð28Þ

Average (28) with respect to the random matrix H; we have

Pe ¼ EH PejH
 ��EH P nk k2 	 c2d hmink k2

4
Hj

 !" #

¼ En P hmink k2 � 4 nk k2
c2d

 !
nj

" #
:

ð29Þ

nk k2 is a central Chi-square random variable with 2Nr degrees of freedom and mean
Nrr2 since n is an Nr � 1 complex white noise vector with zero mean and covariance
matrix r2INr . According to Lemma 2 in [12], we have

P hmink k2 � e
� �

� cNrNte
Nr ; ð30Þ

where cNrNt is a finite constant depending on Nr and Nt. Then Pe can be further bounded
as:

Pe �En cNrNt

4
c2d

� �Nr

nk k2Nr

" #
: ð31Þ

Calculate the Nr th moment of Chi-square random variable nk k2, we get the final result:

Pe � cNrNt

4
c2d

� �Nr 2Nr � 1ð Þ!
Nr � 1ð Þ!

1
r2

� ��Nr

: ð32Þ

Therefore, the diversity order of the LR-aided ZF detector for GSM is greater than or
equal to Nr. Since the maximum diversity order for the GSM MIMO system is Nr, the
LR-aided ZF detector for GSM collects diversity Nr. The result is easy to extend for
LR-aided MMSE detector. �
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5 Simulation Results

In this section, we will testify three conclusion by Monte Carlo method with
MATLAB: (1) under the condition that GSM system adopts the LR-aided linear
detector, compared with the contrasting 8-QAM constellation depicted in Fig. 5 and the
4-QAM constellation depicted in Fig. 2, the proposed 8-QAM constellation has
inherent performance superiority; (2) the proposed detector obtains full receive
diversity order; (3) simulation results with Kronecker Model show that the proposed
method still can collect receive diversity on correlated channel. Except (3), all simu-
lations are implemented under the channel described in Sect. 2.

Figures 4 and 5 show the simulation results of BER performance among three
kinds of signal constellation using MMSE or LR-aided MMSE detector for SS-GSM
and MS-GSM system. The antenna configuration for these two system is Nt ¼ 4;Na ¼
2;Nr ¼ 6: It is easy to know that the spectral efficiencies are RSS�4�QAM ¼ 4 bit/s/Hz;
RSS�8�QAM ¼ 5 bit/s/Hz for SS-GSM system and RMS�4�QAM ¼ 6 bit/s/Hz;
RMS�8�QAM ¼ 8 bit/s/Hz for MS-GSM system. We can see that the simulation results
of SS-GSM is nearly the same as those of MS-GSM. While under the condition that the
spectral efficiency of three schemes are identical, the proposed 8-QAM have superior
BER at lower Signal Noise Ratio (SNR) compared with the contrasting 8-QAM: the
improvement stage starts at 10 dB for the proposed 8-QAM while lattice reduction
takes effect from 15 dB for the contrasting 8-QAM. Although the BER improvement of
the proposed 8-QAM adopting lattice reduction is merely 0.5 dB, the spectral effi-
ciency of 8-QAM is apparently higher than 4-QAM. In summary, the proposed 8-QAM
constellation is superior to the contrasting 8-QAM and the contrasting 4-QAM when
using the LR-aided MMSE detector.

Fig. 4. BER performance of MMSE and LR-MMSE detector among three kinds of constel-
lations for SS-GSM MIMO system.

190 C. Liu et al.



Figures 6 and 7 compare the performance of LR-aided linear detector with the joint
ML detector for SS-GSM and MS-GSM system while using the proposed 8-QAM
constellation. The antenna configuration is Nt ¼ 4;Na ¼ 2;Nr ¼ 6: As we can see from
the figures, regardless of the SS-GSM or MS-GSM system, the advantage lattice
reduction presenting appears when SNR is higher than 10 dB and finally collect receive
diversity. Compared with SS-GSM MIMO system, LR-aided linear detector works
better on MS-GSM: the performance gap between the LR-aided linear detector and the
optimal detector is about 6 dB for SS-GSM while nearly 3 dB for MS-GSM. It also
should be noted that lattice reduction faster the unification of ZF and MMSE equal-
ization at high SNR [11].

Fig. 5. BER performance of MMSE and LR-MMSE detector among three kinds of constel-
lations for MS-GSM MIMO system.

Fig. 6. BER performance of linear equalization detector, LR-aided equalization detector and
ML detector employing the proposed 8-QAM constellation for SS-GSM MIMO system.
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Figure 8 compares the BER performance under uncorrelated fading channel and
correlated channel generated according to Kronecker Model. The antenna configuration
of the MS-GSM system adopting the proposed 8-QAM constellation is Nt ¼ 5;Na ¼
2;Nr ¼ 6: The correlation coefficient among the transmitting antennas and receiving
antennas is 0.2, namely rtransmiter ¼ rreceiver ¼ 0:2: As we can see from the Fig. 8, the
LR-aided MMSE detector can effectively alleviate the impact of channel correlation:
the SNR gap between uncorrelated and correlated channel is nearly 8 dB for MMSE
detector while merely 3 dB for LR-aided MMSE detector. Moreover, the LR-aided
MMSE detector still can collect the receive diversity under the correlated channel.

Fig. 7. BER performance of linear equalization detector, LR-aided equalization detector and
ML detector employing the proposed 8-QAM constellation for MS-GSM MIMO system.

Fig. 8. BER performance under uncorrelated fading channel and correlated channel that employ
the Kronecker Model.
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6 Conclusion

In this paper, we introduce the LR-aided linear detector into GSM modulation and
prove the method can collect the full receive diversity. Considering the characteristic of
the transmit vector of GSM system, a compatible 8-QAM constellation is proposed to
meet the LR requirement that the coefficient of the lattice base should be consecutive
integers. Compared with the contrasting 4-QAM and 8-QAM, simulation results verify
the superiority of the proposed 8-QAM on BER performance. At last, we also find that
the LR-aided detector is more robust when dealing with the correlated channel.

In this paper, there are still some inadequacies to be study further. First, the the-
oretical analysis only proves that the LR-aided linear detector can collect the full
receive diversity and does not further reveal how to affect the BER of GSM. Second,
the performance gap between the LR-aided linear detector and ML detector is con-
siderable, which need more effort to further promote the performance of linear detector
for GSM system under the constraints of low complexity requirement.
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Abstract. The Radio frequency fingerprinting (RFF) generation mechanism is
analyzed in this paper. It is proved to be a secure means for network security
access. At the same time, the method of RFF extraction is also given. The
characteristics of RFF are analyzed theoretically. Then, a high-precision fin-
gerprint feature identification method based on Kalman filter is proposed. The
results of the experiments show that the proposed system can work effectively in
the environment where the signal-to-noise ratio (SNR) is higher than 10 dB, and
the achieved identification rate is higher than 90%.

Keywords: Radio frequency fingerprinting � Identification method
Identity authentication

1 Introduction

With the constantly emerging information countermeasure in the complex electro-
magnetic environment, soft attack can be achieved to deceive, disruption, and even
control the enemy’s information space by using open air interface. Accordingly, the
advanced information security technology has become increasingly prominent in
wireless communications. At present, there is still flaw in the security protocol. It is
very important to study the new physical layer security technology on the theoretical
basis of security, which is of urgent military demand and military application value.

Radio frequency fingerprinting (RFF) is derived from the inconsistency in the
production process of the components in wireless transmitters, which is reflected by a
subtle feature in the launch signal. This subtle difference identifies the different char-
acteristics of the transmitters, similar to human fingerprints, with the uniqueness. RFF
can be used for physical layer authentication to protect against replicating, tampering,
forgery and other attacks. It can support large-scale concurrent security access
authentication and seamless security switch. It can guarantee that the node identity is
maintained credibly and the service is maintained continuously.

2 Uniqueness of RFF

The tolerance in the production of the components of radio transmitters is the main cause
of RFF. The possible sources of the tolerance include internal electrical components,
printed circuit boards, power amplifiers, antennas and other transmitter components.
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Even the components with the same standard values have different actual values. The
actual value is generally distributed within the tolerance range centered on the standard
value and subjects to a certain probability distribution. Due to the presence of com-
ponent tolerances, the transmitter output signal is different even with the same input
excitation. Thus the RFF is formed.

Since the tolerance is slow time-varying, the actual value can be modeled as a
random variable, with a mean value of the standard value and subjecting to a certain
probability distribution within the tolerance, expressed as mi, i ¼ 1; 2; 3; � � �.

The baseband signal is translated into an intermediate frequency (IF) signal by
quadrature modulation. Then it is converted to an radio frequency (RF) signal via the
up-conversion module and the power amplifier. Finally it is eradiated into the radio
environment through the antenna. The RFF identification system receives the RF signal
from the radio channel, and then is transformed into two baseband signals, namely the
in-phase (I) and the quadrature (Q) components, through filtering, amplification and
demodulation processing. Then the recognition algorithm will deal with the I and Q
components.

The part between the transmitted signal f ðtÞ and the received signal yðtÞ can be
modeled as a constant invariant continuous system with an impulse response of hðtÞ.
Since hðtÞ is determined by the internal electronic components, it is equivalent to RFF [1].

The transmitter element mi is a random variable, and the recognition system is the
same for different transmitters. So the recognition system component value is modeled
as a constant invariant quantity. At any time t, hðtÞ is a definite function of the random
variable mi, expressed as hðmi tj Þ, which subjects to the determined probability distri-
bution, whose probability density function is pdf ðhðmi tj ÞÞ

The uniqueness of the RFF is equivalent to the uniqueness of hðtÞ, that is, the
probability of Dhðmi tj Þ ¼ 0.

P ¼ p Dhðmi tj Þ ¼ 0f g
¼

Z
Dhðmi tj Þ¼0

pdf ðhðmi tj ÞÞdhðmi tj Þ ¼ 0 ð1Þ

That is, at any time, the RFF of arbitrary wireless transmitter is unique.

3 Extraction Method and Feature of RFF

3.1 Extraction Method

The procedure of RFF extraction is as follows: Firstly, the demodulated baseband
signal is preprocessed and the signal is processed by the coarse synchronization module
to obtain the frequency offset of the received signal roughly. Then the frequency offset
of the received baseband signal is corrected coarsely. Afterwards, the frequency offset
of the received baseband signal is corrected accurately through the precise synchro-
nization module. Finally, the baseband signal is compensated by the sampling rate
offset estimation module.
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The signal is then compensated with the estimated phase shift by carrier phase
synchronization module after the synchronization of the frequency offset and the
sampling rate. After a series of synchronization and compensation operations described
above, a stable baseband signal is obtained. The constellation trajectory feature, time
domain feature and frequency domain feature are obtained from the constellation tra-
jectory, the time-domain waveform and the frequency-domain of the baseband signal.
The wireless target identification is carried out in multiple dimensions and multiple
time resolutions [2, 3] (Fig. 1).

3.2 Fingerprint Features

Offset Quadrature Phase Shift Keying (OQPSK) is a kind of high efficiency constant
envelope digital modulation technique which is suitable for band-limited nonlinear
channels. It is widely used in wireless communication systems. In this paper, OQPSK
is used to analyze the characteristics of RFF.

After preprocessing and frequency/phase offset correction, the constellation tra-
jectory is shown in Fig. 2.

It can be seen from Fig. 2 that although the frequency offset has been estimated and
compensated, there is still residual frequency offsets. Accordingly, the directly received
constellation is blurred. But we can take a split circle to extract the coordinates of the
circle in the trajectory of the constellation. Using this method, the results are shown in
Fig. 3.

As can be seen from Fig. 3, we can identify two devices very well through the
analysis of the constellation. At the same time, the device has been repeatedly mea-
sured with the results of a high degree of consistency. The time domain waveform
contains three dimensional information, the time axis, I axis and Q axis, as shown in
Fig. 4.

Baseband signal preprocessing

Coarse synchronization

Accurate synchronization

Carrier phase synchronization

Draw a time-domain 
waveform

Draw a constellation 
chart Spectrum analysis

Time domain feature 
extraction

Constellation feature 
extraction

Frequency domain 
feature extraction

Fig. 1. RFF extraction workflow
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The time domain feature can also be used to construct a feature extraction method
for wireless objects with multiple temporal resolution to accommodate different symbol
rates and different channels.

The frequency domain power spectrum is drawn by segmenting the received signal
according to a certain length and then the Fourier transform. The spectrum can be
analyzed after the Fourier transform, to extract the feature in the frequency domain
(Fig. 5).

The spectrum feature is mainly to collect the characteristics of the received signal
inside the signal bandwidth and outside the signal bandwidth, so as to obtain the
auxiliary wireless target identifying feature.

a) OQPSK device 1 b) OQPSK device 2

Fig. 2. Collected OQPSK constellation trajectory map

Fig. 3. Analysis of distortion degree of circular for two devices
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4 High Precision Identification Method for RFF

In the second section, the extraction method of the RFF is given. The next step is to
select the appropriate identification algorithm to realize the correct identification of the
RFF for different devices. Since the RF characteristics collected in practice are affected
by the distortion of the amplifier and the distortion of the channel multipath effect, it is
necessary to establish an easily recognizable identification model, to estimate the
non-linear characteristics of the amplifier and the channel transmission characteristics,
and select the appropriate identification vector, in order to achieve a higher identifi-
cation rate.

Fig. 4. Time-domain waveform which contains three dimensional information

Fig. 5. Frequency-domain spectrum of the two devices

Radio Frequency Fingerprint Identification Method 199



According to the definition of RFF in [4, 5], the identification vector of RFF
features is modeled as follows.

RFF ¼ h2b
h1b

����
����; h3b

h1b

����
����; � � � ; hMb

h1b

����
����

� �T

ð2Þ

Since the extended channel is time invariant, that is

hbn ¼ hbðn�1Þ ð3Þ

Kalman filter is designed to calculate hb, and then we can obtain RFF.
The state equation and the measurement equation are as follows.

hbn ¼ hbðn�1Þ
yn ¼ Unhb þ vn

�
ð4Þ

The Kalman filter algorithm can be decomposed. The decomposition formula of
optimal predictive value is as follows.

ĥbðn=n�1Þ ¼ ĥbðn�1Þ ð5Þ

The decomposition formula of the predictive error covariance is:

Pn=n�1 ¼ Pn�1 ð6Þ

The decomposition formula of the filter gain is:

Kn ¼ Pn=n�1U
H
n ðUnPn=n�1U

H
n þ RÞ�1 ð7Þ

The decomposition formula of the estimated error covariance is:

Pn ¼ ð1 � KnðUnPn=n�1U
H
n þ RÞÞPn=n�1 ð8Þ

The decomposition formula of the optimal filter value is:

ĥbn ¼ ĥbðn=n�1Þ þ Kn � yn � Un � ĥbðn=n�1Þ
� � ð9Þ

where Un is the measurement matrix and R is the correlation matrix of measurement
noise. According to the observed value yn obtained at the nth time, the nth state esti-
mation ĥbn can be estimated. When the extended channel hb is estimated, the RFF can
be calculated and classified.

A software radio platform is used to establish the experiment system. The Zigbee
wireless modules are used as target to be identified. In this experiment, different
CC2530 Zigbee templates were used to simulate different wireless targets. The software
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radio platform receives the modulation signals transmitted by different CC2530
modules and identifies the different CC2530 modules.

A channel simulator is used for the simulation of the wireless channel. The rec-
ommended parameters of ITU-R M.1225 are used. The equivalent multipath delay
parameter is: [0, 50, 110, 170, 290, 310] (ns). The amplitude parameter is: [0, −3, −10,
−18, −26, −32] (ns).

Using the identification vector given by Eq. (2), hb can be recursively calculated
with the Kalman filter method. Then the identification vectors of different CC2530
devices can be calculated.

By adding different sizes of white noise, the performance of the algorithm can be
evaluated. The results of the measurement are shown in Fig. 6.

As can be seen, the system can work effectively in the environment where the
signal-to-noise ratio (SNR) is higher than 10 dB. And the identification rate is higher
than 90%. The identification rate approaches 100% when the SNR reaches 28 dB. The
traditional method is to draw the constellation map with the normalization process, and
look for the appropriate threshold for device identification. When the SNR is higher
than 15 dB, the identification rate of the system is up to 90%.

5 Conclusion

In this paper, the RFF extraction method is given, and the uniqueness of the fingerprint
feature is verified from the results of the experiments. A high precision identification
method of RFF is proposed and verified by experiments. RFF identification technology
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Fig. 6. Error recognition rate with the changes of the signal to noise ratio
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in military communications has broad application prospects, and can be combined with
protocol layer security mechanism to greatly improve the wireless communication
network security performance. Besides, fingerprint features of wireless transmitter can
be used to distinguish between different transmitters, which can also be used to
determine the equipment production process consistency.
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Abstract. In the mobile network, building a prediction based network traffic
model is of great significance for mobile network optimization, so that the
operators is able to schedule the resources adaptively. In the paper, multi-
plicative seasonal Autoregressive Integrated Moving Average model (ARIMA)
and Holt-Winters model are proposed for modeling of traffic predication, where
the historical traffic series of a typical tourist area are utilized to verify the
performance. The two methods analyze the trend of mobile network traffic per
hour, build and validate models. Then predict mobile network traffic within a
given period of time. The error rate of different models predictions is analyzed to
provide certain decision basis for the allocation of network resources.

Keywords: Traffic model � Multiplicative seasonal ARIMA � Holt-Winters
Short term prediction

1 Introduction

With the continuous development and popularization of mobile communication tech-
nology and intelligent terminals, the demand of extracting dynamic information
whenever and wherever possible is increasing. Keeping wireless networks with good
and stable performance and reducing the occurrence of wireless network failures are
becoming more important. Massive user groups increase the difficulty of operation and
maintenance, and operators must allocate network resources reasonably to ensure the
user experience. Low network load settings in hot spots may lead to increased con-
gestion, decreased call quality and even paralysis of the system. Excessive network
load will waste network resources. Therefore, the prediction of traffic in hot spots can
provide a reasonable basis for decision-making and optimize the allocation of network
resources.

Through the signaling analysis platform of both radio access network (RAN) and
the core network that carriers deployed to collect mobile network signaling. The net-
work and terminal data is intercepted from the signaling, and the data are cleaned and
structured, and finally the data is acquired as time series. Researches on time series and
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prediction have been discussed in [1]. In [2] authors proposed ARIMA model to
process historical data of cells in mobile networks and generate reliable forecasting
results. Traffic characterization is analyzed in [3] to be used to build models. In [4]
authors proposed traffic prediction technique relies on analysis of traffic data on cells by
using Holt-Winter’s exponential smoothing. The traffic prediction accuracy of machine
learning techniques - Multi-Layer Perception (MLP), Multi-Layer Perception with
Weight Decay (MLPWD) and Support Vector Machines (SVM) are investigated in [5].
A hybrid traffic prediction model is introduce to forecasts the workload of base stations
by utilizing historic traffic traces in [6]. In this paper, Holt-Winters and multiplicative
seasonal ARIMA are used to model and validate the user data, and then traffic in the
next period is predicted. The two models are popular models based on mathematic
theory for time series short-term prediction. This article takes a typical tourist area as an
example to build models and verify the performance.

2 Research Models

Time series is a sequence of data in equal intervals which mainly include long-term
trend, seasonal variation and irregular change. The main purpose of time series analysis
is to predict the future based on existing historical data. This section explains the
principle of ARIMA and Holt-Winters.

2.1 ARIMA Model

ARIMA model doesn’t consider the influence of other factors. It only explores the
change rule of the sequence itself. The model can be conducted to predict short-term
and long-term data. But the precision of short-term forecast is higher [7]. The ARMA
formula is:

/ðBÞrdxt ¼ hðBÞet; ð1Þ

where fxtg is the observed time series, fetg is a white noise sequence that satisfies a mean
of zero and constant variance, B is the backward shift operator, and d is order of the
difference. r ¼ 1 � B. /ðBÞ ¼ 1 � Pp

i¼1 /iB
i, hðBÞ ¼ 1 � Pq

j¼1 hjB
j where p and

q is the order of AR and MA model, f/jg, fhjg is the coefficients of AR and MA model.
The seasonality of time series is a common pattern that repeat over S time period.

Multiplicative seasonal ARIMA is designed to fit model that has trends, seasonal
characteristics and adjacent sequence correlation. Multiplicative seasonal ARIMA
ARIMAðp; d; qÞ � ðP; D; QÞS includes seasonal and non-seasonal factors where P,
D, Q are order of seasonal AR, seasonal difference and seasonal MA respectively. The
formula is:

/ðBÞUðBsÞrdrD
s xt ¼ hðBÞHðBsÞet; ð2Þ

where UðBÞ ¼ 1�Pp
i¼1 UiBiS, HðBÞ ¼ 1 � Pq

j¼1 HjBjS and fUjg, fHjg is the
coefficients of AR and MA model.
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2.2 Holt-Winters Model

Seasonal Holt-Winters smoothing fits data with trends and seasonality. The model can
be applied to linear, exponential and damped trend. Holt-Winters includes the additive
seasonal model and the multiplicative seasonal model. The additive seasonal model
implies that seasonality and other trends are additive relation. Assume that a, b,
c 2 ½0; 1� are smoothing parameters, at is the smoothed level, bt is the trend, ct is the
seasonal smooth, and x0tþ k is k steps ahead forecasted value. The formulas [8, 9] are:

at ¼ aðxt � ct�sÞþ ð1� aÞðat�1 þ bt�1Þ
bt ¼ bðat � at�1Þþ ð1� bÞbt�1

ct ¼ cðyt � atÞþ ð1� cÞct�s

x0tþ k ¼ at þ btkþ ctþ 1þðk�1ÞmodS

: ð3Þ

The multiplicative seasonal model is used to fit data have multiplicative seasonality.
The formulas [8, 9] are:

at ¼ aðxt=ct�sÞþ ð1� aÞðat�1 þ bt�1Þ
bt ¼ bðat � at�1Þþ ð1� bÞbt�1

ct ¼ cðyt=atÞþ ð1� cÞct�s

x0tþ k ¼ ðat þ btkÞctþ 1þðk�1ÞmodS

: ð4Þ

Holt-Winters is based on recursive relations, which suggests that start values need
to be set before using. But start values have little effect on future calculations. For
seasonal models, start values are detected by performing a simple decomposition in
trend and seasonal component using moving averages.

3 Research Results

This section selects traffic data from 0:00 July 15, 2015 to 8:00 August 14, 2015 per
hour as modeling data to explain the process of modeling. Forecast traffic data between
9:00 and 17:00 August 14, 2015. The experimental environment is R language with the
version of 3.3.3.

3.1 ARIMA Modeling

The first step of model identification is to study the stationarity of time series. Sta-
tionary time series usually have a random fluctuation near a constant value, and the
range of fluctuation is bounded with no obvious trend or seasonal characteristics.
Non-stationary sequences tend to have different mean values at different time periods.
The autocorrelation of stationary sequences decrease rapidly. The paper uses ADF
(Augmented Dickey-Fuller Unit Root Test) to confirm whether time series are sta-
tionary. Null hypothesis forecasts the existence of unit root. If P value is smaller than
5%, the model test result reject the null hypothesis, and it can be assumed that time
series satisfy stationarity. The function adf.test in R package tseries is used to run the
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ADF test. The p value is less than 0.01, so the null hypothesis is rejected and the
sequence is stable.

The second step is to determine the order of the model. Model order estimation is
not only considering the fitting degree of the model to the original data, but also taking
the number of undetermined parameters in the model into account, and take a rea-
sonable tradeoff between the two. AIC (Akaike information criterion) is applicable to
the order determination. Try to choose the minimum AIC value within a certain range.
And Try to avoid over fitting as much as possible. Several excellent models and their
AIC values are shown in Table 1. According to the simulation results, the H2

parameter of ARIMAð1; 0; 2Þ � ð1; 0; 2Þ24 is 0.0680 approximately zero, the t value is
not significant, and the AIC value is close to ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24. In order to
simplify the complexity, ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24 is applied. Model identifica-
tion is completed.

Using MLE (Maximum Likelihood Estimation) to estimate parameters of the
model. These parameters are shown in Table 2.

After the completion of model identification, order determination and parameter
estimation, next step is to estimate the validity of the chosen model. The validity test of
the model is essentially to examine whether the residual sequence is a white noise
sequence. The time series diagram of residuals should be a rectangular scatter plot
without any trend around zero. The mean value of residuals is calculated to be about
0.09. And residual sequence meets the requirements according to Fig. 1. The auto-
correlation function (ACF) of residual sequence is calculated. The correlation coeffi-
cients of the residuals are small except the zeroth order in Fig. 1, which means the
residuals satisfy the independence. ACF only considers the existence of a certain lag
order. The Ljung-Box test is based on a series of lags to determine the correlation of the
sequence. The p values in Fig. 1 are all greater than 0.05, so the null hypothesis cannot
be rejected, which means the residual sequence is a white noise sequence.

Table 1. Several models and their AIC values

Model AIC

ARIMA(1, 0, 2)(1, 0, 2)[24] 4107.25
ARIMA(1, 0, 2)(1, 0, 1)[24] 4108.32
ARIMA(2, 0, 1)(1, 0, 1)[24] 4109.03
ARIMA(1, 0, 1)(1, 0, 2)[24] 4112.04

Table 2. Parameters of ARIMAð1; 0; 2Þ � ð1; 0; 1Þ24
u1 h1 h2 /1 H1 Intercept

0.7424 0.5933 0.1113 1 −0.9854 21.4832

208 Y. Gao et al.



Once the model is identified, future values can be predicted from past and present
values of the time series. Minimum mean square error estimation is commonly used in
prediction. Confidence intervals, predictive values and actual values are displayed in
Fig. 2.

3.2 Holt-Winters Modeling

The additive Holt-Winters model is used to analysis data. This section analysis and
predict the same period of time series as previous section.

The model uses following parameters: 0.102 for a, 0.004 for b, and 0.231 for c. The
value of B is approximately 0, indicating that the slope of the estimated trend com-
ponent is essentially constant. The value of ‘a’ and ‘c’ indicate that the level and
seasonality based on recent observations and historical observations. The ACF of
residual sequence is calculated in Fig. 2. Based on the additive Holt-Winters model, the
prediction of time series is calculated and displayed in Fig. 3.
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Fig. 1. This shows three figures consisting of standardized residuals (first), ACF of residuals
(second), and p value for Ljung-Box statistic (third).
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4 Conclusion

Accurate traffic prediction is beneficial to balance the resources of mobile network
according to the different characteristics of busy and idle time. Prediction helps to avoid
excessive network load or waste of network resources. Depending on the data structure,
different approaches can be tried. The paper presented the analysis of mobile network
traffic. Multiplicative seasonal ARIMA model and Holt-Winters model are provided.
The two models build and validate models and predict future values respectively. The
forecast error of Holt-Winters model is lower than ARIMA in this situation. The order
determination of ARIMA is more complex. Holt-Winters model is better than
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multiplicative seasonal ARIMA model in this situation. However, the model adopted in
reality is decided by the different characteristics of the specific data, and a model can
not always be the optimal model.
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Abstract. Aiming at the problem of side obstacles on the transmission path, an
algorithm for more accurate prediction of field strength has been proposed. The
algorithm uses the slant profile which is determined by the antenna line and the
minimum Fresnel radius to gather the information of the side obstacles, deter-
mine the Fresnel clearance and calculate the diffraction loss. The simulation
results show that the side obstacles can produce the diffraction loss in the radio
wave propagation as same as the vertical obstacle can, and verify the correctness
and rationality of the attenuation calculated by the method in the case of the side
obstacle.

Keywords: Radio wave propagation � Field strength prediction
Side obstacles � Propagation attenuation

1 Introduction

In free space, the propagation of electromagnetic waves is a relatively simple natural
phenomenon, but the propagation prediction of surface electromagnetic waves is a
relatively complicated process because of the diversity of the surface environment. The
propagation of electromagnetic waves in different ground environment also has a
different process [1]. The ITU-R P.526 model [2] mainly calculates the loss of radio
wave propagation based on the vertical profile of the ground, but can not obtain the
information of the side obstacles. However, the propagation of electromagnetic waves
in space is not just presented in the vertical section, which leads to deviation of
propagation prediction. In view of this problem, this paper considers the existence of
side obstacles on the transmission path, and provides a better way to predict the
wireless communication field strength.
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2 Basic Theory

2.1 The Spatial Fresnel Zones of Wave Propagation

The main channel of the radio wave propagation is not a straight line, but a rotating
ellipsoid. Thus, even though the obstacle does not block the geometric rays between the
two points, they have entered the first Fresnel zone. At this point, the field strength of
the receiving point has been affected, so the propagation cannot be regarded as free
space propagation between the two points [3]. In practical engineering applications, it
can be assumed that the waves propagate freely between the two points as long as at
least 55% of the first Fresnel zone, which is called the minimum Fresnel zone, is not
blocked.

First Fresnel radius:

R1 ¼ 550½ d1d2
ðd1 þ d2Þf �

1=2 ð1Þ

Minimum Fresnel radius:

R0 ¼ 0:577R1 ð2Þ

In the formula, f is the frequency (MHz); d1 and d2 are the distance (km) from the
point to the transmitter and the receiver on the elliptical radius.

2.2 ITU-R P.526 Model

The distance between the straight line connecting the two ends of the path and the
highest point of the ground obstacle is defined as the Fresnel clearance h (Fig. 1).
When the line is below the obstacle, h is positive ((a) on Fig. 1) and the radio has a
large diffraction loss. When the line is above the obstacle, h is negative ((b) on Fig. 1).
When −1 < h / R0 � 0, part of the minimum Fresnel zone is blocked, but it still
generates a large diffraction loss. When h / R0 < −1, the minimum Fresnel zone is not
blocked, so the receiving point receives the free space field strength [4, 5].

(a) (b)

Fig. 1. Single knife-edge diffraction
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V is the normalized geometric parameter of the marker obstacle:

v ¼ 0:0316h
2ðd1 þ d2Þ
kd1d2

� �1=2
ð3Þ

In the formula, h is the Fresnel clearance (m); d1 and d2 is the distance (m) between
the top of the obstacle and the ends of the path; k is the wavelength (m) (Fig. 2).

The relationship between the diffraction loss J(v) and v is [6]:

JðvÞ ¼ 6:9þ 20log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v� 0:1ð Þ2 þ 1

q
þ v� 0:1

� �
v[ � 0:78

0 v� � 0:78

8<
: ð4Þ

The diffraction loss for a single rounded obstacle is [8]:

Lv ¼ v0 a� Hc=H0ð Þ
v0 ¼ 14:42þAv uj � 1:4j1:5�20 lg u

H0 ¼ �F1=
ffiffiffi
3

p

8<
: ð5Þ

Where:

Lv is the diffraction loss (dB) for the single rounded obstacle.
v0 is the diffraction loss (dB) when h = 0.
F1 is the first Fresnel radius (m).
Hc is the Fresnel clearance (m).
u is the terrain parameter.

2d1d

1α 2α

h

R

d

Fig. 2. Single rounded diffraction

Table 1. Av relationship with u

u 0.6–0.79 0.8–1.09 1.1–1.9 1.91–2.2 2.21–2.9

Av 5.5 3.3 2.0 1.8 1.6
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2.3 Side Obstacle

As shown in Fig. 3, there is an obstacle on the side of the transmitter T and the receiver
R’s connection path, which is adjacent to the vertical profile of the propagation path,
causing interference to the propagation of the side waves. The wave produces a
diffraction attenuation when it travels on the side of the path. So the obstacle is called
the side obstacle (Table 1).

3 CalculationMethod ofWaveDiffractionLoss in the Presence
of Side Obstacles

Radio waves are propagated in a three-dimensional space, not only in the transmitter
and receiver path profiles. On both sides of the path of the transmitting and receiving
antenna, there may be obstacles in the first Fresnel zone, which affect the propagation
of the radio waves. The vertical profile on the propagation path does not contain
information about the side obstacles. Therefore, the calculation of the attenuation of the
side obstacles is required to analyze the geographic information on the slant profile [7].

3.1 Analysis of Ground Type

The ground type analysis mainly determines whether there is an obstacle in the vertical
cross section of the transmission path by comparing the terrain irregularity parameter
Δh with the first Fresnel radius maximum value Rmax in the propagation path. Specific
steps:

1. Calculate Δh. The terrain irregularity parameter Δh is a parameter that characterizes
the change of part or all of the ground height on the propagation path. It is usually
defined as the difference between more than 90% of the terrain height and more than
10% of the terrain height when the path specified part is sampled at equal intervals.

2. When Δh > 0.1Rmax, it is consumed that one or more isolated obstacles in the
terrain profile of the propagation path. In this case, it should be calculated according
to the ITU-R P.526 model. At this point the impact of side obstacles is small. Even
if Δh � 0.1Rmax, the propagation path could not simply be thought as the smooth
earth. Because it is not possible to determine whether there is an obstacle in the first
Fresnel zone, it is necessary to decide whether there are side obstacles [9].

3.2 Determination of Side Obstacles

The main channel of the wave propagation is an ellipsoid whose focuses are the
transmitting and receiving antenna. b is a flat in the ellipsoid that contains the straight
line connecting the two ends of the path and has the largest projection of the ellipsoid
on the ground. Combined the geographic information on the vertical profile of the
propagation path with the slope b to determine whether there is an obstacle in the first
Fresnel zone. There are many sampling points on the propagation path of the trans-
mitter and the receiver. The set of all points with the minimum Fresnel radius from the
sampling points make the projection of the minimum Fresnel zone boundary. Since the
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minimum Fresnel zone is the extreme distance of the obstacle occlusion, it is stipulated
that there is a side obstacle in the smallest Fresnel zone when the elevation value of the
boundary projection coordinates is larger than the antenna’s connection height of the
corresponding sampling point. Specific steps:

1. Take the same interval sampling method to get the coordinates of each point on the
path when we know the location of the transmitter T and receiver R. Take a point a,
and we can get the coordinates of the point b whose vertical distance from a is R0. It
is indicated that there is an obstacle in ab’s section when b’s elevation value Hb is
larger than the height of the antenna connection Ta at point a, as shown in Fig. 3.

2. We can get the ab’s profile data, when we know the location coordinates of point
a and point b. According to the analysis of the ground type, there are no obstacles in
the vertical section of TR, so the elevation data of the point a is smaller than the
antenna height Ta. There must be a point on the ab’s section with the same height of
Ta because of the continuity of the elevation value of the terrain. And the distance
from this point to point a is the Fresnel clearance h of the point. Or else h = 0, if
there are no obstacles.

3. And so on, we can calculate the Fresnel clearances corresponding to each point on
the path. The set of all Fresnel clearances make the projection of the side obstacle
on surface b, as shown in Fig. 4. Thus, the path profile analysis for the side obstacle
can be equivalent to the analysis on the vertical profile.

3.3 The Shape and Number of Side Obstacles

As the ITU-R P.526 model, isolated obstacles are divided into two types: blade shape
and circle. The obstacle type is determined by the terrain parameter u. If u � 3, it is
the ideal blade shape. If u < 3, it is a circular obstacle [10]. The mathematical
expression for terrain parameter u calculation is:

hd1 d2

T R

H0

Fig. 4. Analysis of side obstacles profile

T

R

h
Ta

Hba

b
R0

β

Fig. 3. Side obstacles diffraction

216 L. Chen et al.



u ¼ 2:02½ d1d2
ðd1 þ d2Þr0�

2
3 ð6Þ

In the formula, d1 and d2 are the horizontal distance from the vertex of the obstacle
to the transmitter and the receiver. The meaning of the parameter r0 is the width of the
obstacle, which is at the distance H0 below the vertex of the obstacle, in the direction of
the connection path of the transmitting and receiving antenna, where H0 ¼ R1=

ffiffiffi
3

p
(R1 is the first Fresnel radius).

Unlike the vertical obstacle, since the side obstacle does not have continuity
between various obstacles, it does not have to take into account the multimodal situ-
ation. As long as the minimum Fresnel zone in the propagation path is not blocked, it
can be considered as free space propagation. However, the superposition of obstacles
on both sides of the antenna will be considered. Specific steps:

1. Find the maximum position of the path in the lateral section, that is, the maximum
position of the Fresnel clearance (h < 0, h is the largest distance from the obstacle
recently, and the diffraction loss is the largest) as the main peak of the topographic
profile curve.

2. Extend H0 horizontally in the main peak. And do a vertical section paralleling to the
antenna connection over the point. Compare the height to the antenna connection
height, and take the higher part to determine the width r0 and type of obstacle
(Fig. 4).

3. Look for obstacles on both sides of the antenna connection. Calculate and sum the
diffraction loss.

3.4 Loss Calculation of Various Situations

The wave propagation attenuation includes both the free space attenuation Lbf and the
side obstacle diffraction attenuation Ls. Total attenuation L is:

L ¼ Lbf þ Ls ð7Þ

The Free Space Attenuation. The free space attenuation can be calculated by the free
space attenuation formula, which is modified by the empirical data in the COST-231
model [11]:

Lbf ¼ 42:6 þ 20log f þ 26log d ð8Þ

In the formula, f is the frequency (MHz); d is the transmission path distance (km).
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The Side Obstacle Diffraction Attenuation. Calculate the Fresnel clearance h of the
main peak of the side obstacle and the terrain parameter u to determine the type of
obstacle. The formulas (3) and (4) are for the single knife-edge obstacle and the
formula (5) is for the circular obstacles. Finally, calculate the total propagation
attenuation.

4 Simulation Verification

Construct two simulation terrains which are in the case of the vertical obstacle and side
obstacle respectively. Their profiles are the single peak blade obstacle, whose Fresnel
clearance is 5 m and locate in the midpoint of the propagation path. Initialize
parameters: set the transmission antenna’s height ht and receive antenna’s height hr to
15 m, frequency f to 460 MHz, and the transceiver antenna distance to 1500 m. The
minimum Fresnel radius at the midpoint is calculated to be 9.42 m, so diffraction
attenuation is bound to occur. Compare the wave propagation attenuation of the vertical
and the lateral obstacle respectively.

The wave propagation attenuation of the vertical obstacle based on the ITU-R
P.526 model and the lateral obstacle based on the proposed algorithm are shown in
Table 2. Compare them with free space attenuation. It can be seen from Fig. 5:

1. In the vicinity of 800 m, the attenuation of radio waves increases dramatically
because of the presence of obstacles nearby, resulting in diffraction loss. On the
whole, the attenuation of the radio waves increases with the increase of the path
distance, and the change trend is in accordance with the actual attenuation’s
characteristics.

2. When the vertical obstacle and side obstacle have the same Fresnel clearance, the
two attenuation curves are basically consistent. It is shown that, in the process of the
radio wave propagation, the side obstacle will block the first Fresnel zone and
produce diffraction loss as the vertical obstacle will do.

3. The Fresnel clearance of the vertical obstacle calculated by the ITU-R P.526 model
and the Fresnel clearance of the lateral obstacle calculated by the method are
−4.9682 m and −4.9364 m, when the ideal Fresnel clearance is 5 m, and the
resulting diffraction loss are 2.3092 dB and 2.3311 dB. The data of the two groups
and the attenuation curve are basically consistent, which proves the correctness of
the method.

Table 2. Path parameters and attenuation prediction results

Name In vertical case In lateral case

Transmission path length d (m) 1500 1500
Fresnel clearance h (m) at the vertex of the obstacle −4.9682 −4.9364
Obstacle diffraction attenuation Ls (dB) 2.3092 2.3311
Path propagation in the vertical direction Lbf (dB) 115.1781 115.1781
Total attenuation of radio wave propagation L (dB) 117.4872 117.5091
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5 Conclusion

On the basis of ITU-R P.526 model, this paper presents an algorithm to calculate the
diffraction attenuation of side obstacles. By analyzing the geographic information of
the obstacle on the oblique section, we can determine the type and number of the side
obstacle, and then calculate the diffraction attenuation. Simulation results show that the
algorithm is feasible and reasonable. In the process of radio wave transmission,
especially under the condition of irregular terrain, this method can accurately analyze
and predict the loss of electromagnetic wave.

References

1. He, J.H., Feng, J.F., Li, Y.X.: Analysis of wave propagation. Model Radio TV Broadcast
Eng. 33(12), 57–59 (2006)

2. Recommendation ITU-R P.526–11: Propagation by diffraction. International Telecommu-
nication Union (2009)

3. Hu, H.B., Jiang, Y.J., Fu, W.B.: Study on prediction of attenuation characteristics of radio
propagation in irregular terrain. J. Air Force Radar Acad. 22(4), 271–274 (2008)

4. Ou, Y.J.: Research and application of communication model in mobile communication
system (2011)

5. Cheng, R.T.: Study on propagation of multi-blade radiation and the ITU-R P.526 Model.
China Radio 10, 51–53 (2006)

100

110

120
A

tt
en

ua
tio

n/
dB

Distance d/m
500 600 700 800 900 1000 1100 1200 1300 1400 1500

6

8

10

A
lti

tu
de

/m

Lateral obstacle total attenuation

Vertical obstacle total attenuation

Free space attenuation

obstacle

Fig. 5. Contrast of total attenuation under three kinds of conditions

Calculation Method of Field Strength in the Case of Side Obstacles 219



6. Liu, Y., Zong, X.Z., Ke, H.F.: Effect of the roughness of the ground-surface on the
line-of-sight propagation. Telecommun. Eng. 43(5), 103–106 (2003)

7. Xu, X.Q.: Tactical network planning based on 3D visualization of geographic information.
Harbin Institute of Technology, pp. 40–50 (2015)

8. Jin, M.Y., Sang, L.: Analysis of diffraction loss algorithm in wireless network planning.
Mod. Sci. Technol. Telecommun. 7, 32–37 (2012)

9. Sun, Y.: Radio wave propagation prediction based on electronic map. Xidian University,
pp. 41–45 (2010)

10. Yang, D.: Wave propagation prediction based on electronic map. Inf. Commun. 2, 11–12
(2013)

11. Li, D.W.: Research on modeling and simulation technology based on wireless mobile
channel. Radio Commun. Technol. 2, 32–35 (2013)

220 L. Chen et al.



Variable Dimension Measurement Matrix
Construction for Compressive Sampling

via m Sequence

Jingting Xiao(&), Ruoyu Zhang, and Honglin Zhao

Communication Research Center, Harbin Institute of Technology,
Harbin 150001, China

hitxjting@163.com, hitzhangruoyu@163.com

hlzhao@hit.edu.cn

Abstract. Signal acquisition in ultra-high frequency is a challenging problem
due to high cost of analog-digital converter. While compressed sensing
(CS) provides an alternative way to sample signal with low sampling rate, the
construction of measurement matrix is still challenging due to hardware com-
plexity and random generation. To address this challenge, a variable dimension
deterministic measurement matrix construction method is proposed in this paper
based on cross-correlation characteristics of m sequences. Specifically, a lower
bound of the spark of measurement matrix is derived theoretically. The proposed
measurement matrix construction method is applicable to compressive sampling
system to improve the quality of signal reconstruction, especially for modulated
wideband converter (MWC) architecture. Simulation results demonstrate that
the proposed measurement matrix is superior to random Gauss matrix and
random Bernoulli matrix.

Keywords: Measurement matrix � Compressed sensing
Modulated wideband converters � M sequence optimum pairs

1 Introduction

Signal processing and communication technology will inevitably involve the sampling
process. Nyquist sampling theorem is recognized as basic theory in sampling theory,
and it reveals that the required sampling frequency must be greater than or equal to
twice the highest frequency sampling signal.

Communication signals always have certain structures and characteristics. For
sparse signal processing, compressed sensing (CS) [1] is a revolutionary technology in
recent years. It is a kind of effective signal acquisition method that sample signal at a
much lower frequency than the Nyquist sampling frequency if signal is sparse in some
domain. According to small amount of observations, the original signal can be
recovered with high accuracy.

Designing measurement matrix is an important research direction. In order to
ensure that the signal is not lost in the process of observation, measurement matrix
needs to satisfy certain properties. RIP (Restricted Isometry Property) [2] is a sufficient
condition for measurement matrix to be satisfied. However, it is proved that
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measurement matrix satisfies RIP property is a combinatorial problem, and there is no
effective method to verify whether measurement matrix satisfies RIP property in
polynomial time. A feasible alternative is to evaluate mutual coherence of measurement
matrix. It is proved that the smaller cross-correlation value of the measurement matrix
is, the more likely the measurement matrix satisfies RIP. The widely used measurement
matrix are random Gauss matrix, Bernoulli matrix, partial Fourier matrix, partial
Hadamard matrix, Toeplitz matrix and so on. Random matrix such as random Gauss
matrix and Bernoulli matrix, their dimension can be arbitrarily generated and their
performance are good. It requires large storage space and high complexity of hardware
implementation, which limit CS using in practical application. Partial orthogonal
matrix such as partial Fourier matrix, partial Hadamard matrix and structured matrix
such as Toeplitz matrix, their hardware complexity are greatly reduced compared with
random matrix. However, the dimension of these measurement matrix is fixed, which
limits actual engineering application in signal acquisition. Moreover, the accurate
probability of signal recovery needs to be improved.

In this paper, a variable dimension deterministic measurement matrix construction
method is proposed based on cross-correlation characteristics of m sequences. Firstly,
the proposed method can sample signal with variable dimension compared with
existing methods [3]. Then, it reduces hardware complexity especially in the block
diagram of MWC system. Meanwhile, the signal reconstruction performance can be
further improved by using proposed method, so as to alleviate the number of required
measurements.

2 Compressed Sensing Overview

If x 2 R
N can be sparsely represented in orthonormal basis W 2 R

N�N , f 2 R
N can be

recovered from y 2 R
M which is a small number of data MðM � NÞ.

The sampled signal via compressive sensing can be expressed as:

y ¼ Uf þ z¼UWxþ z ð1Þ

If the N dimensional time domain signal f 2 R
N�1 can be expanded in a linear

group w ¼ wif gNi¼1, we can get formula (2).

f ¼
XN
i¼1

wixi ¼ wx ð2Þ

where x is coefficient of the N dimensional vector, KðK � NÞ is the number of
nonzero elements. The measurement matrixUM�N is used to observe x in time domain.

y ¼ Uf ¼ UWx ¼ Hx ð3Þ

where UW ¼ H.
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Because x is K-sparse, the process of recovering x through observations y can be
transformed into solving the following linear programming problem:

min
x

xk k0 s: t: y ¼ Hx ð4Þ

where min
x

xk k0 , i : xi 6¼ 0f gj j denotes l0 -norm of x. l0 -minimization problem is a

NP hard problem. In CS, it is usually transformed into l1 -minimization problem which
is tractable.

min
x

xk k1 s: t: y ¼ Hx ð5Þ

where min
x

xk k1 , i : xi 6¼ 0f gj j denotes l1 -norm of x. (5) is l1 -norm optimization to

solve x, and we can get reconstruction signal bf at the same time. In order to obtain the
accurate reconstruction of f , measurement matrix should satisfy RIP.

Definition 1. If and only if a given constant e 2 ð0; 1Þ meet:

ð1� eÞ fk k22 � Ufk k22 � ð1þ eÞ fk k22 ð6Þ

If K-sparse signal f satisfies (6), we call matrix U satisfies RIP ðN;K; eÞ. It is quite
difficult to judge whether a matrix satisfies RIP. In addition to RIP, mutual correlation
can be utilized to measure the ability of measurement matrix U for reconstructing
sparse signal [4], which is defined as follows:

q ¼ max
s 6¼t

U sð Þ;U tð Þh ij j
U sð Þk k2 U tð Þk k2

ð7Þ

where U sð Þ, U tð Þ is column s and column t of U respectively, � ; �h i is inner product
of two column vectors. The smaller q is, the stronger non-correlation of U is.

The RIP condition is consistent with the uncorrelated constraint condition in the
physical sense. (6) requires that sub matrix composed of arbitrary K columns should be
approximately orthogonal. That is to say, correlation coefficient of U is small [5].

Definition 2. The spark of U is

Spark Uð Þ ¼def min nk k0: n 2 UNullspR�
� � ð8Þ

where UNullspR� ¼
def

n 2 RN : Un ¼ 0; n 6¼ 0
� �

. It can be proved that if and only if
Spark Uð Þ[ 2k, k sparse signal x can be obtained by solving l0- minimization problem
with exact approximation [6].
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3 Variable Dimension CS Matrix Construction and Analysis

The m sequence is also called the longest linear feedback shift register sequence, which
is pseudo randomness, sharp autocorrelation and small cross-correlation. In the con-
struction of CS measurement matrix, we mainly use the good correlation property. The
cross-correlation function of a sequence is defined as follows:

Ra;b sð Þ ¼
XM�1

i¼0

aibiþ s ð9Þ

where the cycle of a a0; a1; � � � ; aM�1ð Þ and b b0; b1; � � � ; bM�1ð Þ are M. The
cross-correlation coefficient is defined as:

qa;b sð Þ ¼ 1
n

XM�1

i¼0

aibiþ s ð10Þ

3.1 Construction Process of CS Matrix

The construction process of measurement matrix in this paper is shown in Fig. 1.
According to the actual length of signal is N, appropriate sub matrix dimension

P� P is selected which satisfies N=2�P�N.
On the basis of signal cycle P, m sequence optimum pairs a ¼ fa1 a2 a3 � � � aP�1g

and b ¼ fb1 b2 b3 � � � bP�1g are generated by correlation verifying. Where P ¼ 2r � 1
and r is the number of shift registers.

The following Toeblitz matrix A and B are achieved by circular shift of m sequence
optimum pairs a ¼ fa1 a2 a3 � � � aP�1g an b ¼ fb1 b2 b3 � � � bP�1g respectively.

Toeblitz matrix          
is obtained by circular 
shift of  m sequence

Toeblitz matrix          
is obtained by circular 
shift of  m sequence 

Generate m sequence optimum pairs
and

Cascade 
matrix

and
obtained      

Selecting the 
first      

column 
constitutes

Generate      subsets                                      
randomly according to the number of observations

Calculate  cross-correlation values for each subsets

            
Calculate

            

Select the corresponding 
row sequence based on 

Obtain 
observation 

matrix      with        
dimension 

Fig. 1. Construction process of measurement matrix
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A¼

a0 a1 a2 � � � aP�1

a1 a2 a3 � � � a0
a2 a3 a4 � � � a1
..
. ..

. ..
. . .

. ..
.

aP�1 a0 a1 � � � aP�2

2
666664

3
777775;B¼

b0 b1 b2 � � � bP�1

b1 b2 b3 � � � b0
b2 b3 b4 � � � b1
..
. ..

. ..
. . .

. ..
.

bP�1 b0 b1 � � � bP�2

2
666664

3
777775; ð11Þ

Cascade matrix A and B in the following manner to form U1. The dimension of
Matrix U1 is P� 2P.

ð12Þ

Selecting the first N column constitutes U2.

U2 ¼ ½u1 u2 u3 � � � uN 	: ð13Þ

If we have sampled M observations, we can randomly generate S subsets Ci 

1; 2; � � � ;Nf g; i ¼ 1; 2; � � � ; S that meet Cij j ¼ M. Calculate li:

li ¼ max
1� k; l�N

k 6¼ l

\uCi;l;uCi;k [

uCi;l

�� ��2
2
uCi;k

�� ��2
2

�����
�����; i ¼ 1; 2; � � � ; S: ð14Þ

Then, choose opt ¼ argminflig; i ¼ 1; 2; � � � ; S, and Copt is the optimal subset.
Selecting the corresponding line in U2 on the basis of Copt, measurement matrix is
constructed.

H ¼ U2ðCopt; :Þ: ð15Þ

3.2 Analysis of the Proposed CS Matrix

It is easily got that m sequence optimum pairs has three cross-correlation values
by theory analysis.

Ra;b sð Þ 2 �1;�1� 2
rþ 2ð Þ
2b c;�1þ 2

rþ 2ð Þ
2b cn o

ð16Þ

where r is an even number that cannot be divisible by 4. �b c is rounding down the
objective. The maximum cross-correlation value of the measurement matrix can be
obtained. [7]
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l Urð Þmax¼ max
1� l 6¼k�N

\ul;uk [
ulk k22 ukk k22

�����
����� ¼ max

1
n
;
1þ 2

rþ 2ð Þ
2b c

n
;
�1þ 2

rþ 2ð Þ
2b c

n

 !

¼ 1þ 2
rþ 2ð Þ
2b c

n
ð17Þ

The lower bound of the spark value of the constructed measurement matrix can be
calculated.

S Uð Þ� 1þ 1
l Uð Þmax

; ð18Þ

where r cannot be divisible by 4.
We can obtain S Uð Þ=2� k from the previous theoretical analysis, then

k\
1
2

1þ n

1þ 2
rþ 2ð Þ
2b c

 !
: ð19Þ

If (18) is satisfied, signal can be reconstructed exactly. For variable dimensional
matrices H, rows with small cross correlation values are selected based on M, so that
the upper bounds may be reduced.

k\
1
2

1þ n

1þ 2
rþ 2ð Þ
2b c

 !
or

1
2

1þ n

�1þ 2
rþ 2ð Þ
2b c

 !
: ð20Þ

4 Performance Evaluation

In this section, we use MWC to show the performance of the proposed measurement
matrix described in the previous section. MWC for sub-Nyquist sampling system [8] is
shown in Fig. 2. The sampled signal passes through m parallel channels, and each row
of measurement matrix corresponds to each parallel channel. Signals are multiplied in
each channel with modulation sequence. Then, they pass through low pass filter, and
finally it sample at a low rate. These is the signal acquisition process.

Suppose function expression of the original analog signal is:

xðtÞ ¼
XN=2
n¼1

ffiffiffiffiffiffiffiffiffiffi
EnBn

p
sincðBnðt � snÞÞcosð2pfnðt � snÞÞ: ð21Þ

The energy coefficient En and the time delay sn are randomly set. Signal bandwidth
is Bn ¼ 50 MHz, and the carrier frequency fn is randomly distributed in ½0; 5	 GHz,
which means that Nyquist sampling frequency of the signal is fN ¼ 10 GHz at least.
According to the number of parallel channels MWC is 50, the original analog signal
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spectrum can be divided into 195 equivalent blocks, and this sets cutoff bandwidth for
low-pass filter in each channel and sampling frequency for low speed analog-to-digital
converter. Therefore, the total sampling rate of MWC is 50� 51:3 � 2:565 GHz, and
the dimension of measurement matrix needed for MWC is 50� 195. The m sequence
cycle is P ¼ 127 ¼ 27 � 1, which means requiring 7 stage shift registers. Select m
sequence optimum pairs x7 þ x3 þ x2 þ xþ 1 and x7 þ x3 þ 1. Then H 2 R

50�195 is
constructed based on the steps of Sect. 3. In this paper, measurement matrix con-
struction requires only two pairs of cyclic shift registers to obtain m sequences. The
mixing sequences of other channels can be obtained by cyclic shifts of the generated m
sequences. Compared with the traditional random measurement matrix, measurement
matrix constructed in this paper greatly reduces the required storage space and is easy
to implement by hardware.

In this article, all simulations are based on MWC for sub-Nyquist sampling sys-
tem. Reconstruction algorithm is Orthogonal Matching Pursuit (OMP) algorithm [9]
(Fig. 3).
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Fig. 2. Block diagram of modulated wideband converter (MWC)
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Figure 4 shows the time domain and frequency domain waveform of reconstructed
signal which uses the measurement matrix constructed in this paper. The measurement

matrix constructed in this paper is used as mixed function PiðtÞ. When the sampling
frequency is only 1/4 of Nyquist frequency, the original analog signal can be restored
almost without distortion.

Figure 5 compares the probability of successful recovery of the signal under dif-
ferent frequency band between the proposed measurement matrix and the Bernoulli
measurement matrix for signal acquisition. It can be seen clearly that when frequency
band number of analog signals is 6, the signals can still recover almost 100% using the
proposed measurement matrix. When frequency band of original analog signal con-
tinues to increase, success rate of analog signal restoration using the proposed mea-
surement matrix is still higher than that of Bernoulli measurement matrix. Compared
with Bernoulli measurement matrix, the designed measurement matrix occupies less
storage and hardware resources. At the same time, it shows better performance, high
recovery probability and high reliability in practical applications.

The recovery probability of Gauss signal and 0–1 signal under different sparsity is
conducted. Figures 6 and 7 are comparisons of success reconstruction ratio of the
proposed measurement matrix and the random Gauss measurement matrix under Gauss
signal and 0–1 signal respectively. The dimension of measurement matrix is 50� 195.
For Gauss signal, random Gauss measurement matrix cannot guarantee accurate
reconstruction of the signal when sparsity is 40. However, the measurement matrix
designed in this paper still guarantee success rate of reconstruction approaching 100%.
For 0–1 signal, performance of signal reconstruction is worse than Gauss signal.
However, compared with the random Gauss measurement matrix, the maximum
reconstruction probability gain is 45% if using the proposed measurement matrix in this
paper.
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5 Conclusion

To alleviate the hardware complexity of random measurement matrix. A variable
dimension measurement matrix construction method is proposed in this paper based on
characteristics of m sequences. A lower bound of the spark for the proposed matrix is
obtained by theoretical derivation, which shows the proposed matrix is feasible for
signal measurement. Additionally, the method of measurement construction can be
extended to partial orthogonal matrices and Toeplitz matrices to realize variable
dimension measurement matrix, which is a variable dimension construction framework
for measurement matrix. Simulation results demonstrate that the proposed measurement
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matrix is superior to random Gauss measurement matrix and random Bernoulli matrix
for both Gaussian and 0–1 signals in terms of the probability of success reconstruction.
For sub-Nyquist sampling architecture MWC, it saves hardware storage resources
significantly due to high reconstruction probability.
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Abstract. Detecting signal interference and assessing signal quality are
essential tasks to ensure the normal communication within an area. As
for traditional methods, we have to take field measurements after setting
up a base station which needs to obtain huge data in low efficiency.
Aiming at this particular problem, this paper proposed to assess signal
quality by compressed sensing. Method of compressed sensing used in
signal quality assessment is firstly discussed. After that, we introduced
the specific process when assessing. At last the results of reconstructing
the measured data and the predicted data separately shows that it could
met the accuracy requirements of signal quality assessment.

Keywords: Wireless communication · Signal quality assessment
Compressed sensing · Field measurements

1 Introduction

Whether for military network or civil network, with the increase of network
equipments, factors on interference of signal quality is more and more, espe-
cially in the complex electromagnetic environment, thus ensure the quality of
wireless signals within range of base station has become a key problem [1]. In
many complex environment, it is unrealistic for assessing signal quality with field
measurement everywhere. In addition, before the erection of base station, if not
predict the signal quality within range of it in advance, it may result in the risk
of demolition and reerection because of a terrible erection position. Therefore we
need to assess signal quality in advance until find out a good erection position.
Thus, consider to sample sparse point and look for an appropriate algorithm to
recover the signal quality of whole area. Compressed sensing theory has broken
the traditional Nyquist Sampling Theorem. It does not consider the frequency
characteristics of signals, but using the sparsity of signal in a transform domain,
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project the signal to a low dimensional space by using a measurement matrix
irrelated with basis matrix, to reconstruct the signal by solving a convex opti-
mization problem [2,3]. The reason of choosing this method is that nobody has
used compressed sensing to assess signal quality through the literature retrieval,
aimed to solve the contradiction between large amount of signal data and lim-
ited resources in complex network environment. Considering the detected signal
strength is sparse under natural conditions, collecting a small number of sig-
nal strength data can recover the high-precision signal quality map by using
reconstruction algorithm based on compressed sensing theory. This paper will
introduce the key problems of compressed sensing and the method of detect-
ing electromagnetic interference, then combine these two term, and construct a
sparse model of signals to realize the signal quality assessment.

2 Signal Quality Assessment Method Based
on Compressed Sensing

2.1 Construct Regional Sparse Model

The premise of compressed sensing is that signal can express sparsely under
the selected basis matrix, so how to select a reasonable basis matrix makes the
original signal become sparse after transformation is the key problem. For a
one-dimensional signal X ∈ RN , which can be linear representation as X =
ΨS on the basis matrix ΨT = [Ψ1, Ψ2, . . . , ΨN ], where S is called the sparse
coefficient [4,5].

In the actual situation, assuming an area is grid distribution, then divide it
into I × J homogeneous areas. Due to the electromagnetic wave signal has a
spatial correlation, so each area after divided is considered as a sample point.
After that, convert I × J regional matrix into one-dimensional N × 1 matrix
X(N = I × J), to facilitate the measurement matrix to measure. Considering
the sparsity of electromagnetic wave signal, we chose the Fast Fourier Transform
as a basis matrix. Specifically, if S is the two-dimensional Fourier Transform
of X, it can get s = Wx, with s = vec(S), x = vec(X). (If V is a k × 1
matrix, then vec(V ) means the kl × 1 vector stacked by columns of V, that is
vec(V ) = [v11, . . . , vl1, . . . , v1k, . . . , vkl]T ). W is the Discrete Fourier Transform
matrix W [m, k] = e−j2πmk/l, s is sparse.

2.2 Construction of the Unit Measurement Matrix

The construction of measurement matrix is the core problem of compressed sens-
ing. One of the focuses is to measure and preserve most of the useful information
of original signal, so that the reconstruction and recovery are meaningful. Other-
wise once the information is missing while doing measurement, we can foresee the
recovery signal must be far from the original signal. Another focus of construct-
ing measurement matrix is to ensure it is not related with the vast majority
of basis matrix, and can be used for the majority of compressed signal [6,7].
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Currently, the measurement matrix which satisfy these conditions and has been
widely applied includes Fourier matrix, Bernoulli random matrix, Gaussian ran-
dom matrix, etc.

Combined with the previously constructed sparse model, this paper uses a
special measurement matrix transformed by the unit matrix [8], specific steps
are as follows:

1. Ramdomly disturbing a unit matrix of N × N and extract M rows, get a φ
matrix of M × N (a subset of unit matrix), 1 only shows up one time in each
row with others are all 0.

2. Multiplying φ by X, then get the matrix Y of M × 1 after measurement. Due
to the characteristics of φ, its each row multiplied by X makes only one value
be retained, the others are 0. It means we only select one area from X, and
the characteristics of φ would determine the selection will not be repeated
later.

2.3 Signal Reconstruction Algorithm

When reconstruct the signal, the length of measurement value M is far less than
the length of original signal N, thus the reconfiguration problem is essentially
a problem of solving underdetermined equations, that is the minimum 0 norm
problem [9]. Such as shown in formula (1).

min‖ΨT X‖0 s.t. AX = φΨX = Y (1)

Superficially, it seems to be a NP hard problem. But because the signal
is compressible and it has been proved that if the measurement matrix meet
the property of RIP(Restricted Isometry Property), this L0 problem can be
transformed to L1 problem by Candes, Tao and Donoho, such as formula (2)
shows.

min‖ΨT X‖1 s.t. AX = φΨX = Y (2)

Based on the above problems, new reconstruction methods are proposed con-
tinually. Now it mainly including greed tracking algorithm, convex optimization
algorithm and reconstruction algorithm based on bayesian framework, etc. [10].

Considering the greedy tracking algorithm has characteristics of high recovery
rate and it is easy to implement, OMP (Orthogonal Matching Pursuit), as the
reconstruction algorithm, is chosen to prove the validity of the project [11,12].
According to the selected areas of the observation matrix we can get these Y
signal strength values, then reconstruct the signal of I × J by OMP.

3 Signal Quality Assessment

For a large scale of communication network, there may be multiple base stations,
radios and other communication equipments in an area. In this complex elec-
tromagnetic environment, as the communication network topological structure
and spectrum allocation been finished, there may not have a good communica-
tion quality within the scope of cover. Thus, assessing the quality to ensure the
rationality of the communication network construction is necessary.
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3.1 Electromagnetic Wave Propagation Attenuation Analysis

In actual communication, considering the attenuation between transmitting end
and receiving end because of complex terrain, the transmission process is more
complex. Thus the electromagnetic wave model of free space transmission must
be modified based on these factors. According to the result of field measurement,
compared the predicted results of deterministic model (ITU-RP.526) with the
semi empirical and semi deterministic model (Longley-Rice), it shows that the
predicted result of ITU-RP.526 model is closer to the actual result as shown in
Fig. 1. So ITU-RP.526 model can take the place of field measurement to compare
with reconstructed signal. Specific steps are as follows:

1. To start with, analyze the ground type and determine the irregularity of the
terrain with Δh. The terrain is smooth if Δh ≤ 0.1 × Rmax, otherwise exists
obstacles, where Δh is the height difference between transmitter and receiver,
Rmax is the maximum radius of the first Fresnel region on the propagation
path.

2. Suppose the terrain is smooth, then judge whether the horizon is blocked with
dlos =

√
2ae(

√
h1 +

√
h2). If the distance between transmitter and receiver

d ≥ dlos, so calculate the diffraction attenuation by out of horizon path,
otherwise using the horizon path.

3. If there are obstacles on the terrain, then judging the type of obstacle firstly,
which is divided into blades and circles. After that, calculate the number of
obstacles.

4. Finally, for the different types of obstacle models, calculate the diffraction
attenuation Lp of electromagnetic wave refer to the ITU-RP.526 proposal [13].

Fig. 1. The result of comparison between field measurements and prediction of simu-
lation models.
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3.2 Frequency Deviation Inhibitory Factor

For a large scale of communication network, multiple base stations are usually
set up in an area. Because of the limitation of frequency resources, different base
stations may be assigned to different working frequencies. It may cause interfer-
ence signals to fall into the receiver’s frequency band which can affect the signal
quality that can hardly communicate. Therefore, it is neccessary to introduce
the frequency deviation inhibitory factor(OCR), which is used to measure the
suppression of the receiver’s selective curve to the interference spectrum [14]. It
is defined as formula (3):

OCR(Δf) = −10 log

∫ ∞
−∞ P (f)|H(f + Δf)|2 df

∫ ∞
−∞ P (f) df

(3)

Then, the signal quality can be assessed by formula (4).

SNR = Pd −
n∑

i=1

Pi (dB) (4)

The Pd and Pi are according to formula (5) to calculate.
{

Pi = Pt + Gt + Gr − Lp − OCR(Δf)
Pd = Pt + Gt + Gr − Lp

(5)

where the Pi is interfering signal strength, Pd is useful signal strength, Pt is
transmitting power, Gt is transmitter antenna gain, Gr is receiver antenna gain,
Lp is attenuation values, OCR is frequency deviation inhibitory factor.

4 Experiment and Simulation Analysis

4.1 Simulation of Field Measurements Data

In order to verify the correctness of the proposed signal quality assessment
scheme based on compressed sensing, the actual data measured by a certain
area is used to take experimental comparison.

In Table 1, the base station is located at 80.94219◦E, 41.07261◦N , with the
antenna basic parameters of the down-tilt angle is 2◦, the azimuth is 150◦, the
height is 58 m, and the carrier power is 150 W. The original data and the recon-
structed result are shown in Fig. 2.

Because the data of field measurements is useful signal strength, thus it can
be used to reconstruct the SNR. From the Fig. 3, it can be seen that as the
number of samples increases, the error of the reconstruction decreases, although
there are some cusps on the curve caused by bad samples. When the sampling
point is more than 80%, the original signal is basically perfectly reconstructed,
but at the cost of time and resource.
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Table 1. Part of signal strength of field measurements

Longitude (◦E) Latitude (◦N) Distance from
the base
station (m)

Signal
strength
(dB)

Predicted
results
(dB)

Reconstructed
results (dB)

80.94202000 41.07396167 151 −80.13 −79.50 −77.43

80.94194667 41.07422833 182 −59.69 −56.71 −62.85

80.94190500 41.07436333 197 −57.63 −58.37 −54.71

80.94185667 41.07450333 214 −57.00 −59.58 −56.53

80.94174167 41.07479167 247 −59.50 −62.20 −61.88

80.94167333 41.07494167 265 −63.67 −61.74 −66.04

80.94159833 41.07509333 284 −72.13 −74.51 −74.85

80.94151500 41.07524833 302 −78.64 −77.98 −75.90

80.94132667 41.07556667 342 −67.29 −70.21 −71.60

80.94122333 41.07573000 363 −65.00 −66.14 −63.53

Fig. 2. Reconstructed result with 75% sampling point, Pe = 0.0287.
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Fig. 3. Sampling proportion versus reconstruction error.
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4.2 Simulation of Predicted Data by ITU-RP.526 Model

In order to ensure the practicality of the scheme, the signal quality of the sur-
rounding area can be estimated before set up the base station, and verify it by
the ITU-RP.526 model. The result shows as Fig. 4.

Fig. 4. Reconstructed result of prediction of ITU-RP.526 model, Pe = 0.0737.

The jammers are located at

1. 12.31342◦E, 50.23786◦N , frequency is 150.42 MHz, power is 40 W.
2. 12.30368◦E, 50.24468◦N , frequency is 150.61 MHz, power is 30 W.
3. 12.30154◦E, 50.22156◦N , frequency is 150.35 MHz, power is 20 W.

The useful receiver is located at 12.33161◦E, 50.23611◦N , frequency is
150.55 MHz, power is 30 W.

The results show that when sampling points are 25%, it is already clear to
distinguish the area of high SNR from low SNR. It meets actual demand and
proves the correctness of the scheme.

5 Conclusion

The paper introduced an estimate method based on compressed sensing. The
method can solve the enormous data problems benefits from the advantage of
compressed sensing, which works well on data reconstruction and compression.
The results show that the new algorithm meets our demand both in field mea-
surement and model prediction. The future work is to solve the problem of the
reconstruction error caused by terrain mutation.
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Abstract. For multi-antenna system, the difficulties of preforming spectrum
sensing are high sampling rate and hardware cost. To alleviate these problems,
we propose a novel utilization of distributed compressive sensing for the
multi-antenna case. The multi-antenna signals first are sampled in terms of
distributed compressive sensing, and then the time-domain signals are recon-
structed. Finally, spectrum sensing is performed with help of energy-based
sensing method. To evaluate the proposed method, we do the corresponding
simulations. The simulation results proves the proposed method.
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1 Introduction

Spectrum sensing is the base of cognitive radio. At present, some known methods
mainly conclude Energy-based algorithm, cyclostationary detection and eigenvalue-
based algorithm [1, 2]. Generally speaking, these methods are applied in the individual
antenna case. However, with the growing requirements of date rate and the improve-
ment of wireless communication technologies, multi-antenna technologies have already
been applied in many wireless communication systems. Subsequently, spectrum
sensing under the multi-antenna circumstances become a problem to be solved. Cur-
rently, some multi-antenna based spectrum sensing methods were proposed, such as
random matrix based methods and GLRT (generalized likelihood ratio test) methods
[3–7]. For random matrix based methods, the signals sampled from multiple antennas
are comprised of a random matrix, and then some parameters, such as eigenvalue, are
extracted to perform spectrum sensing.

GLRT-based methods are a kind of technologies as solving the problem of
multi-antenna spectrum sensing. In [4–6], some eigenvalues of sampled covariance
matrix are used as test statistic. In literature [7], GLRT is exploited directly as test statistic,
and the idea is evaluated in OFDM and MIMO system. It is well known that
multi-antenna technology bring some advantages for the wireless communication. On the
other hand, some disadvantages have also been introduced inevitably, such as too much
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data and high sampled frequency. Fortunately, compressed sensing provides a practical
idea to deal with these difficulties. In 2006, compressed sensing is proposed [8], and then
it has been fast applied to many fields, including the wireless communication, signal
processing and image processing. In the view of compressed sensing, sample and
compression are performed simultaneously, and the signal is sampled based on the signal
sparsity but not the bandwidth used in the Nyquist sampling theorem, which can alleviate
the computational complexity and hard cost. Meanwhile, in order to fully exploit the
correlation of inter-signal and intra-signal, the framework of distributed compressed
sensing is built on the base of the joint sparse model [9, 10], which bridge between
multi-antenna based wireless communication and compressed sensing. More impor-
tantly, computational complexity is further reduced because of the correlation structure.

In this paper, we obtain the sampled signals in terms of distributed compressed
sensing, which can reduce the hard cost and further decrease the subsequent compu-
tational complexity, and then the energy-based spectrum sensing is adopted. Because of
the utilizing of the correlation of multiple antennas, the sparsity in single antenna case
is extended to the multiple antenna case by virtue of joint sparse model. It follows that
higher reconstruction probability is obtained with the constriction of the same sensing
measurement.

2 The Description of the Proposed Method

2.1 Distributed Compressive Sensing

We suppose that the number of antennas is J, and the received signal ensemble can be
expressed as X ¼ x1 x2 � � � xJ½ �T , where xi 2 RN . In the framework of distributed
compressive sensing, the compressed measurements are written as

Y ¼ UX ð1Þ

where Y ¼ y1 y2 � � � yJ½ �T , U ¼
U1 0 � � � 0
0 U2 � � � 0
..
. ..

. . .
. ..

.

0 0 � � � UJ

2
6664

3
7775. For the individual sig-

nal, yi ¼ Uixi, where yi 2 RM ; Ui 2 RM�N .
It is well known that the concept of common sparsity is built on the single signal.

For multiple antennas, however, the multiple signals possess intra-signal and
inter-signal correlation. Joint sparse models (JSM), called common/innovation com-
ponent JSMS, were introduced to describe these characteristics, which includes three
specific models, named JSM-1, JSM-2 and JSM-3. Therefore, in the framework of
distributed compressive sensing, JSM is written uniformly as

Xj ¼ ZC þ Zj; j 2 f1; 2 � � � Jg ð2Þ

where ZC denotes the common component, and Zj is the innovation component.
Specifically, they can be sparsely represented as
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ZC ¼ WC �HC; HCk k0¼ KC

Zj ¼ Wj �Hj; Hj

�� ��
0¼ Kj

ð3Þ

where �k k0 denotes the l0-norm, e.g., the number of nonzero values of signal vector. In
this setting, the signal ensemble X can be rewritten as

X ¼ WH ð4Þ

where W ¼

WC Hj 0 � � � 0
WC 0 Hj � � � 0

..

. ..
. ..

. . .
. ..

.

WC 0 0 � � � Hj

2
6664

3
7775, H¼ HT

C HT
1 HT

2 � � � HT
J

� �T
.

The different sparsity assumptions regarding the common and innovation compo-
nent correspond to different models. When both of the common and innovation com-
ponents are sparse, we call it JSM-1 model. When there exist no common components in
the signal ensemble, we refer to it as JSM-2 model. In this model, each innovation
component of signal ensemble is sparse, and all the signals possess the same sparse
support but have different nonzero values in the same locations. A practical scenario
well-modeled by JSM-2 model is MIMO communication system we often encounter in
this paper. If the common component is not factorized sparsely, we name the model as
JSM-3 model. It is widely recognized that the signal ensemble from multiple antennas of
MIMO satisfy the condition of the common and innovation component. It follows that
we restrict out attention on JSM-2 model. Currently, the recovery algorithms in the
framework of JSMmodel are categorized into trivial pursuit and iterative greedy pursuit,
such as DCS-SOMP arisen from conventional OMP algorithm.

2.2 The Proposed Algorithm

In order to interpret the proposed method, we first show the block diagram in Fig. 1.
We can find from Fig. 1 that the proposed method consists of DCS, DCS-JOMP and
energy-based detection algorithm. We will introduce them in the following section,
respectively.

RF

RF

DCS JudgeSNRDCS-
JOMP

1x

2x

Jx

1 1 1y x= Φ

2 2 2y x= Φ

J J Jy x= Φ

1 'y

2 'y

'Jy threshold

0H

1H

Fig. 1. The block diagram of the proposed method
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For multi-antenna signals, the received signals fit with JSM-2 model. Therefore,
distributed compressed sensing can be applied to sample the multi-antenna signals.
Supposed that the sparsity of signal is K, the sampled signals in the framework of
compressed sensing can be expressed as

y1 ¼ U1x1 ¼ U1Wh1
y2 ¼ U2x2 ¼ U2Wh2
� � �
yJ ¼ UJxJ ¼ UJWhJ

8>><
>>:

ð5Þ

where xi; i ¼ 1; � � � ; J denotes the received signal from ith antenna. Ui; i ¼ 1; � � � ; J is
measurement matrix, W is the sparse basis, and h1 is sparse representation in the sparse
basis.

Joint reconstruction of distributed compressed sensing (DCS-JOMP) is described as
follows:

(1) Initialize. k is the times of iteration, X is the space spanned by coefficients vector
to be reconstructed. rj;k is the residual error. Let X ¼ ½�, rj;0 ¼ yj.

(2) Judgment of the correlation. The column corresponding to the biggest correlation

with rj;k�1 is picked out from UjW, i.e., nk ¼ arg max
n2 1;2...Nf g

PJ
j¼1

rj;k�1;/j;n

� ��� ��. Then
the space X is be updated to X ¼ ½X nk�.

(3) Updating of residual base, Kj;k ¼ Uj;X. Where Uj;X is the group of the selected
column of measurement matrix based on X ¼ ½X nk�.

(4) Updating of the residual error. The sparse representation after the each iteration is
denoted as hj;k ¼ ðK0

j;kKj;kÞ�1K0
j;kyj, so the residual error is expressed as

rj;k ¼ yj � Kj;khj;k.
(5) Stopping the iteration. When k[K, we stop the iteration.

By exploiting DCS-JOMP algorithm, we obtain the time-domain signals. And then
the error and noise are estimated to compute the SNR, further set the threshold. Finally,
energy-based method is employed to perform spectrum sensing. Specific process is
described in the following section.

For the conventional energy-based method, the test statistic is Z ¼ P2TW
n¼1

x2ðnÞ.
Where 2TW is the length of the received signals, T is the time interval, and W is the
bandwidth. The received signal is xðnÞ ¼ sðnÞþwðnÞ.

For simplification, but without loss of generality, we normalize the received signal
by the noise covariance, i.e., w0ðnÞ ¼ wðnÞ=rw, s0ðnÞ ¼ sðnÞ=rw. Therefore, the test

statistic reduces to Z ¼ PN
n¼1

y0ðnÞ2. In this situation, the binary hypothesis test can be

expressed in the form
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Z ¼

X2TW
n¼1

w0ðnÞ2; H0

X2TW
n¼1

s0ðnÞþw0ðnÞð Þ2; H1

8>>>><
>>>>:

ð6Þ

By analyzing (6), we can conclude that the received signal follows the central
chi-square distribution when no signal exists. Inversely, the received signal follows the
non-central chi-square distribution with the non-central parameter

d ¼
X2TW
n¼1

s0ðnÞ2 ¼
X2TW
n¼1

sðnÞ
rw

� 	2

¼
P2TW
n¼1

sðnÞ2

r2w
¼ 2TWPs

Pn
¼ 2TWc ð7Þ

Correspondingly, we can compute the detection probability and the false-alarm
probability

Pd ¼ PðZ[ k H1j Þ ¼ Quð
ffiffiffi
d

p
;

ffiffiffi
k

p
Þ ð8Þ

Pf ¼ PðZ[ k H0j Þ ¼ Cðu; k2Þ
CðuÞ ð9Þ

where Cð:Þ is Gamma function, Cð:; :Þ is the incomplete gamma function, Quð:; :Þ is the
generalized Marcum Q function, the k is the predetermined threshold. u ¼ TW is the
production of time and bandwidth. Generally speaking, we refer to the false-alarm
probability as constant, i.e., constant false-alarm probability, and then compute the
decision threshold. Finally, substitution of threshold into (8) yields the detection
probability.

3 Numerical Simulation and the Corresponding Analyzing

We first analyze the reconstruction error of compressed sensing and distributed com-
pressed sensing for the various number of antennas. In the simulation, we assume that
the signal is spare in the discrete cosine base, the length N = 64, the sparsity K is 4. The
noise follows the Gaussian distribution, SNR = 10 dB. The times of Monte Carlo is
500. The reconstruction algorithm of compressed sensing and distributed compressed
sensing are OMP algorithm and DCS-JOMP algorithm. The results are shown in
Fig. 2.

It can be seen that the reconstruction error reduces with the increasing of the
number of sensing measurements, which fit with the theoretical analysis. Additionally,
for distributed compressed sensing, the reconstruction error is inversely proportional to
the number of antennas. For example, for M = 20, the reconstruction error is 33.8%
when compressed sensing is adopted, the reconstruction error is 10.6% and 7.4% for 2
antennas and 4 antennas when we exploit distributed compressed sensing.
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To further evaluate the performance of the proposed method under the different
antennas, we as before take 2 antennas and 4 antennas as the example. SNR is 3 dB. In
the simulation, we use the detection probability under constant false-alarm probability
to measure the performance of the proposed algorithm. The simulation results are
illustrated in Fig. 3.

It is obviously observed that the detection probability of multi-antenna distributed
compressed is higher than that of compressed sensing, and the detection probability
varies with the number of antennas. For example, when M = 20, the detection prob-
ability is 82.1% when compressed sensing is adopted, the reconstruction error is 97.3%
and 99.4% for 2 antennas and 4 antennas.

In the following, we evaluate the detection probability under the different SNR.
The SNR varies from −15 dB to 10 dB. In addition, to compare with the conventional
energy-based detection algorithm, its detection probability is also provided. In this
simulation, the false-alarm probability is 0.05, the number of antenna J is 4. The
number of sensing measurements is M = 16, and the sparsity is 4. We compute the
threshold using (8), and then obtain the detection probability illustrated in Fig. 4.

It can been seen from Fig. 4 that the detection probability increases with the
increasing of SNR. Generally, the performance of the conventional time-domain
detection algorithm outperforms that of the proposed method. This is because that
compressed sensing leads to the wastage of the signal energy. For example, when the
detection probability reaches 100% for the conventional time-domain detection, SNR is
5 dB, and the sampled number is 64. For the proposed method, however, the number of
antennas and sensing measurements are 4 and M = 13 respectively when the detection
probability reaches 100%.
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Fig. 2. The relationship between the number of measurements and the reconstruction error
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4 Conclusions

To solve the problem of high sampling rate and hardware cost, we exploit the
intra-signal and inter-signal to sample the MIMO multi-antenna signals, which obvi-
ously decrease the sampling rate and hardware cost. Combining with energy-based
sensing method, we proposed a novel spectrum sensing. The proposed method perform
the nearly similar to the conventional time-domain spectrum sensing.
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Abstract. Electromagnetic spectrum, the main medium of wireless communi-
cation has been over-crowded. Accompanied by the arrival of big data era, the
problem of the spectrum scarcity has received people’s attention. The emergence
of cognitive radio improves the utilization of the spectrum and provides an
effective solution to break the limitations of the traditional static allocation.
Radio Environmental Maps (REM) is an enabling technology of cognitive radio
which can be intuitive, multi-dimensional display of spectrum information. It
provides a visual basis while accessing dynamic spectrum and sharing spectrum.
In this paper, the various aspects of REM are studied from the perspective of
cognitive radio. Based on the concept of REM, the recent research progress of
REM is summarized, and a series of challenges in the construction of spectrum
pattern are also highlighted.

Keywords: Cognitive radio � Radio environment map � Spectrum trend
Spectrum dynamic access � Spectrum sharing

1 Introduction

With the rapid development of radio technology and business, the demand for radio
spectrum resources is exploding. The mobile traffic is expected to increase by a factor
of 1,000 over the next decade. In order to meet the huge traffic growth, the next
generation mobile network is expected to achieve 1,000 times the capacity growth
compared with the current wireless network deployment [1]. So the work of radio
spectrum resource management is becoming complicated. National radio management
departments have been fully aware of the important resources of spectrum, the eco-
nomic and social development, and national defense construction. The Federal Com-
munications Committee (FCC) established the Spectrum Task Force in 2003 and
formally approved the use of dynamic spectrum access equipment in 2010. The Next
Generation (XG), funded by the Defense Advanced Research Project Agency
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(DARPA), studies dynamic spectrum management through flexible spectrum policies.
In addition, DARPA has introduced an advanced radio map to achieve real-time
sensing of the radio spectrum in frequency, space and time [2].

At present, the existing spectrum allocation mechanism is static which is at the
division of the partition. Each segment of the spectrum is fixedly assigned to different
authorized users. Most of the spectrum resources have been exhausted. It is difficult for
new business to provide a large section of available spectrum resources. So, the
dynamic sharing of spectrum resources and promoting the integration of heterogeneous
networks of cognitive wireless technology are considered to improve the spectrum
utilization of promising ways [3]. The term Cognitive Radio (CR) is proposed by Dr.
Joseph Mitola in 1990. In general, CR allows unauthorized sub-users to access the
unoccupied spectrum of the authorized primary user [4]. The core purpose of cognitive
radio is to detect the free spectrum of the radio environment and use these idle spec-
trums intelligently without affecting the main user system to achieve the effect of
improving the spectrum utilization. Therefore, we need to build and manage the
spectrum database to obtain time, space and other multi-dimensional spectrum avail-
ability information [5]. Radio Environmental Maps (REM) is a promising tool for the
realization of cognitive radio network (CRN). REM is an integrated database that
includes information about the radio frequency (RF) signal environment, the relevant
laws and regulations, the strategy, the physical location of the equipment, the available
services and relevant historical experience [6]. With REM, the primary user and the
secondary user can better understand their radio environment, help secondary users
access the main user free frequency band, reduce the hidden node problem, improve the
overall network performance. In this paper, we summarize the recent research progress
of REM, and we elaborate the various aspects of REM in detail through the whole view
in order to provide a comprehensive framework for how to use REM for spectrum
dynamic access and spectrum management.

As shown in Fig. 1, the structure of this paper is as follows: The second part defines
REM and generalizes the application scenario of REM. The third part introduces the
theory and method of spectrum trend from several key technologies of spectrum trend,

Fig. 1. Various aspects of REM
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and introduces the application of spectrum potential perception, spectrum trend gen-
eration and spectrum trend respectively. Part four provides guidelines and research
challenges for future work. Finally, we make a conclusion in part five.

2 Various Aspects of REM

2.1 Definition of REM

The concept and model of REM was first proposed in 2006 [7]. By using geographic
location database multi-domain information, spectrum usage characteristics, geo-
graphic terrain model, propagation environment and rules, it builds a cognitive radio
network integrated map. The vision is to design a cognitive radio network (CRN) that
makes simple devices without advanced cognitive functions can be perceived and
operated in an efficient manner by REM. The simulation results in [8] show that the
utilization rate of idle spectrum can be increased by more than 50% in the case of REM
support. Spectrum analysis based on radio environment map has become the main
research direction of dynamic spectrum management. As shown in Fig. 2, REM is
considered to be an integrated database for characterizing real-world radio scenarios.

In Fig. 2, REM can be divided into local REM and global REM. Global REM
provides a wide range of processing capabilities, while local REM improves system
responsiveness. More dynamic parameters of the radio environment will preferably be
stored in the local REM, as this will facilitate REM updates. Mainly including radio

Fig. 2. REM is considered to be an integrated database for characterizing real-world radio
scenarios.
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propagation related information, such as propagation loss, signal strength, mobile
terminal/monitoring node location information. The information stored in the global
REM includes Quality of Service (QoS) metrics, information about available WiFi
access networks, and so on. Local REM is synchronized with global REM, and REM
synchronization is critical to the accuracy and reliability of the information provided.

It is impractical to acquire the spectrum data from the node MCD having the
spectral sensing capability, since the measurement is performed at each position in the
entire operation area. So the data is subjected to completion processing so as to esti-
mate interference level at the position without measurement data, implement the data
storage, processing/integration and ultimate visualization, and provide users with the
radio environment information intuitively [9]. The REM database consists of three
services: a primary user/secondary user registration, a database that stores persistent
services and user information, and a query service. The data query service means that
the secondary user obtains the best and allowed operating parameters by submitting a
query to the REM manager. Because the historical data and current spectrum occu-
pancy information are stored in the REM, the secondary user can query to obtain the
current/historical state and some statistics.

2.2 REM Application Scenario

TV White Spectrum (TVWS) is a part of the UHF and VHF bands that appear after the
digital shift from analog to digital. It has become an effective catalyst for the first
practical application of cognitive radio networks (CRNs) [10]. As the broadcasting
industry is primarily concerned with the protection of existing television services, the
rules developed by regulators are too conservative, thus greatly reducing the utilization
of television white space [11]. For example, the FCC developed a monitoring signal
strength of −114 dBm for the primary user, which makes the primary user’s channel
protection threshold too conservative that is not conducive to the dynamic sharing of
the spectrum and the loss of a large number of spectral resources. At present, the
database-based white spectrum equipment trial operation has been taken into consid-
eration by the United States and the relevant departments of the United Kingdom. In
November 2009, the FCC issued a call for the regulatory authorities of the database.
And it passed 10 companies to operate in 2010, of which four in 2013 completed the
trial operation of the test. So the application of cognitive radio network in the white
band of television has a very high practical significance.

The radar band is also a potential candidate band for real-time sharing of spectrum
sharing. Because the radar band currently occupies a large part of the radio spectrum
below 6 GHz, these bands provide better propagation conditions and reduce the cost of
semiconductor devices. However, due to the wide application of radar systems, dif-
ferent types of radar are used in aviation, astronomy, military, weather and law
enforcement and many other areas. So different radar systems require different tech-
nologies, different operating modes and different interference protection standards [12].
Therefore, a single method cannot be used to share spectrum with all the different radar
systems. From the perspective of radar system spectrum sharing, the existing shared
model can be divided into two categories:
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1. A spatial dimension-based sharing model: Geo-restricted (GEZ) model and
dynamic frequency selection (DFS) model.

2. A region-based sharing model: looking for potential sharing opportunities in space
and time dimensions. There are a around the rotary radar is divided into three areas.
In zone 1, the secondary user access is prohibited, because it will cause interference
to the radar system. In zone 2, time sharing occurs where the secondary user can
transmit each time the primary beam of the radar is pointing in the other direction.
In zone 3, the secondary user is free to use the spectrum.

In [13], the radar-based radar band shared spectrum access innovation framework is
introduced in detail, and the sharing details and the challenges are summarized through
the actual measurement activities. In the literature [14], further proposed three different
types of rotary radar system and the Internet of things to achieve the spectrum sharing
framework. It can be seen that the radar band has great potential for the realization of
spectrum sharing, so some countries have opened part of the S and C frequency band,
contribute to the rational use of spectrum resources.

3 The Main Research Stage of Spectrum Situation

At present, the research of spectrum situation is mainly focused on three aspects:
spectrum situation sensing, spectrum situation generation, and spectrum situation
application.

Fig. 3. The key techniques of spectrum situation
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As shown in Fig. 3, spectrum sensing is the premise of spectrum situation gener-
ation and application. It is mainly responsible for obtaining the current state of spec-
trum space, including spectral cavity information, spectral radiated power information,
spectrum modulation mode, and spectrum access protocol. Spectrum situation gener-
ation is based on the spectrum of the situation, the analysis, forecasting the compre-
hensive situation of the spectrum space and the future development trend. Spectrum
situation application is our ultimate goal, is an important part of the spectrum of the
overall situation. Through the dynamic allocation of spectrum resources, spectrum
sharing, abnormal value monitoring, indoor positioning and other fields of application
of the spectrum of the situation more practical significance.

3.1 Spectrum Sensing

Spectrum sensing, in which the current state of the time slot spectrum and spectrum
hole can be obtained, is the essential factor to implement dynamic spectrum access. In
Cognitive Radio Networks (CRN), users can be divided into two categories according
to whether they have authorization: primary users (PU) and secondary users. Primary
users have the priority right to use the authorized frequency band, while the secondary
users need to monitor the spectrum information in the surrounding environment via
spectrum sensing to share the spectrum with primary users. The spectrum cavity can be
obtained in frequency domain, time domain, airspace, angle domain, code domain, etc.,
leading to multi-dimensional spectrum perception. As a result, multi-dimensional
information is exploited to increase the efficiency of spectrum access. A detailed review
of methods and challenges in cognitive radio spectrum sensing is illustrated in [15].

Wide-area spectrum situational perception includes three aspects: deployment
optimization of spectrum sensing network, convergence of compressed spectrum and
aggregation and fusion of mass spectrum data. Firstly, we optimize the deployment of
spectrum sensing network to minimize the deployment cost of the network. Then we
use the compression sensing technology to improve the robustness of spectrum sensing.
Finally, we use the efficient convergence theory to converge and fuse the massive data
in data center to ensure the transmission capacity and reliability, and reduce the delay
of aggregation transmission. There are several types of spectrum sensing methods, such
as energy detection (ED), matched filter detection, cyclic smoothing, and eigenvalue
detection. Energy detection method is widely used in dynamic spectrum access,
because it is easy to achieve and easy to calculate the cost [16].

3.2 Spectrum Situation Generation

Spectrum situation generation is to further analyze and predict the comprehensive
situation and future development trends of spectrum based on the spectrum perception.
The content includes multi-dimensional spatial spectrum completion, spectrum trend
multi-angle rendering, high-dimensional frequency potential analysis, spectrum pre-
diction and so on.

The spectral spectrum graph can collect the spectral data of the monitoring nodes in
the network, collect data from the monitoring equipment regularly and make decisions
based on the spectrum trend graphs to achieve reliable data fusion. However, if we

252 J. Li et al.



want to get spectral data for each location in a cognitive radio network, it is impractical
to estimate the remaining unknown nodes by known nodes. At present, the main
construction method of the spectrum can be divided into two categories: based on
spatial statistics and based on the determined source location.

1. The method based on spatial statistics is to characterize the characteristics of a given
region by mining the spatial correlation. Using spatial statistics and spectral data at
a specific location, the missing data is estimated from the function of known data.
Table 1 lists the more commonly used interpolation method [17]. Recently, in the
literature [18], the authors proposed a data recovery method by combining a fixed
point continuation algorithm (FPCA) with a popular k-nearest neighbor (KNN) al-
gorithm. Simulation results show that the proposed approach has a better perfor-
mance in the TVWS database recovery than the traditional FPCA.

2. The method based on the determined source location can infer its performance by a
priori information such as the location of the source, and then estimate the signal
strength value for each location by applying the propagation model. Since the

Table 1. There are several commonly used interpolation techniques.

Method Description

1. Kriging [19] The key to the Kriging method is the determination of the
weighting factor. The method dynamically determines the value
of the variable according to an optimization criterion function in
the interpolation process, so that the interpolation function is in
the best condition

2. Nearest neighbor [20] This method is to find the k nearest neighbors of the unknown
sample point, and obtain the attribute of the unknown sample
point by assigning the weight of the attribute of these neighbors

3. Inverse distance
weighted [21]

This method assumes that each input point has a local effect, and
this effect is weakened as the distance increases

4. Trend surface Trend surface uses polynomial to represent lines or surfaces,
carrys out data fitting according to the least squares principle,
which can be used to estimate the value of other points

5. Thin plant splines [22] The surface of the control point is established by the sheet spline
function and the slope of all points is minimized. That is, the
minimum curvature surface fitting control point

6. Discrete smooth
interpolation [23]

A network of interconnected networks is established between
discretized data points. If the known node value on the network
satisfies a certain constraint, the value on the unknown node can
be obtained by solving the linear equation

7. Joint tensor
completion [24]

Model the multi-dimensional spectrum data from the perspective
of a spectrum tensor. Improve the low rank tensor completion
algorithm, and evaluate it by comparing the improved spectrum
tensor completion, the original one, and the spectrum matrix
completion scheme
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method based on the location of the transmission source is based on the main user
location data, the required spectral data is greatly reduced as compared with the
spatial statistics-based method. In the literature [25], the existing algorithms are
compared and a new method based on the determined source location is proposed.
In the literature [26], the spectrum of the spectrum of the generation method were
compared and summarized.

After the situation is completed, the data will be presented at multiple angles, which
can be divided into the following four steps: 1. The data is unified and normalized. 2.
For the time, empty dimension of the property to reduce the dimension and projection.
3. The spectral data are aggregated and depolymerized according to the time dimen-
sion, the spatial dimension and the frequency dimension. 4. Design is different from the
visual model, to achieve high-dimensional trend of visual presentation. Finally, we can
visually analyze the current radio environment by visualizing the spectrum trend, and
through the analysis of historical data and evolution laws, we can predict the trend of
complex multidimensional spectrum environment.

3.3 Spectrum Situation Application

Spectrum is widely used in the cognitive radio network. Carrying out the observation
and analysis of the spectrum situation can achieve the dynamic allocation of spectrum
resources, obtain the effective management of spectrum resources, improve the spec-
trum utilization, and guide the realization of spectrum sharing between primary users
and secondary users or among various primary users [27]. As the spectral trend graph
directly characterizes the mapping between the physical position and the signal energy,
a signal strength database corresponding to the known position is established. There-
fore, the spectrum of the map can also be applied to indoor positioning.

In addition, with the rapid development of Internet of things, the electromagnetic
spectrum environment is also increasingly complex, malicious users also increased,
such as: “black radio”, eavesdropping, radio cheating and other illegal equipment is
harmful to people’s normal life, the use of spectrum, the monitoring of abnormal
values, positioning, as an effective means to protect the spectrum of security. The
spectrum trend has different applications in different scenarios. In [28], the application
of spectrum profiles in different scenarios is described in detail.

4 Challenges

In the 5G era and the Internet of Things (IoT) environment, the intensive use of
networks and the use of network heterogeneous technologies require a deeper under-
standing of the radio environment. REM provides a multi-dimensional, visual radio
environment map, intuitive to provide users with spectrum occupancy information. In
this section, we discuss a series of challenges in the construction of REM.

1. Multidimensional Sampling: It is necessary to design samples carefully on multiple
dimensions, such as time, frequency, and space, to obtain the required data at the
same time when measuring activity on an area with multiple devices.
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2. Big data management and analysis: Multidimensional sampling challenges the
real-time processing of data storage, the management and measurement of data. Big
data problems and associated large computationally analyzed loads are being
addressed by advances in computer technology, so it is necessary to make plans for
rational storage of spectral data and data size.

3. Tradeoff between accuracy and efficiency: Increasing the resolution of any
dimension will improve the accuracy of the results, but will also reduce the effi-
ciency of the calculations. Therefore, it is necessary to dynamically balance the
accuracy and efficiency based on the available computing resources.

4. Signaling overhead: In a dynamic scenario with a mobile transmission device, the
data needs to be transmitted more frequently than in a fixed scene. And the local
database needs to be synchronized with each other in order to keep the information
in each data fresh and accurate. So in REM, signaling overhead is also a meaningful
challenge.

5. Economic considerations: The number of MCDs is the main cause of high costs
associated with the deployment and maintenance of REM, and is directly related to
the resolution and reliability of the spatial spectrum occupancy of REM. So opti-
mizing the MCD deployment will help reduce costs. In the literature [18], in order
to determine the optimal position for sensing the main activity, an iterative clus-
tering technique using tree structured vector quantization is used.

6. REM update rate: The REM update rate defines the granularity level of the spec-
trum occupancy rate in the time domain. It is necessary to frequently update the
REM and the resulting spectrum occupancy change needs to be propagated to the
SU with the lowest delay. This will impose a strong demand on the REM server
processing speed and the MCD server interface channel quality.

7. Safety and visualization: In order to ensure the results to be accurately and suc-
cessfully communicated to people who need different backgrounds of information,
we need a safe, reliable and standardized database to provide users with better
service. So the standardization of REM is also an important challenge.

5 Conclusion

This paper reviews various aspects of REM in the field of spectral cognition. Firstly,
proposed the definition of REM and application scenarios. And then analyzed the
spectrum sensing, spectrum situation generation, spectrum situation application of the
various stages in detail. Finally, a series of challenges in REM construction are given,
which provide a research direction for further research.
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Abstract. In order to eliminate downlink interference and improve system
performance, we proposed a method to eliminate inter-distract downlink inter-
ference based on the non-overlapping nature of the signal in autocorrelation
domain. In this method, multi-antenna technology was used and spectrum
resource was not additionally occupied, without requiring channel conditions.
The simulation result showed that this method is suitable for the removal of
strong downlink interference in the mobile station at the edge of the distract.

Keywords: Downlink interference � Autocorrelation � Mobile station

1 Introduction

The main purpose of signal processing is to identify and separate the useful signals and
the interferences in the special transform domain. The typical transform domains are
time domain, frequency domain, code domain, and spatial domain. There is an obvious
advantage in the method of distinguishing signals based on the non-overlapping nature
in the autocorrelation domain, i.e., the interfering signal may be eliminated no matter
how strong it is, and the channel state information is not necessary to be supplied to the
receiver. In this paper, the correlation function matching algorithm was applied to the
downlink cellular system. The non-overlapping nature of the signal in the autocorre-
lation domain was achieved by preprocessing the autocorrelation function of signals that
transmitted by the base station [1–7]. In the receiver, the inter-distract downlink Inter-
ference may be eliminated after passing through the autocorrelation matching filter.

2 Design of System

2.1 System Model

In this paper, each of the base stations is equipped with a single transmitting antenna,
and each of the mobile stations is equipped with Nr receiving antennas, thus the
downlink channel may be seen to be a SIMO channel model. The typical system model
is given in Fig. 1.
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At the base station sender, the original signal to be transmitted is processed by a
prefilter, so the autocorrelation function of the transmitted signal is linearly indepen-
dent. At the mobile station receiver, the inter-distract downlink interference in the
received signal was eliminated after passing through the receive filter W, and then the
original signal was recovered by inverse filter. The receiver filter W was designed
according to the autocorrelation function of the transmitted signal and the received
signal. This is a blind algorithm, and the channel state information is not involved.

2.2 Signal Model

Both large scale fading and small scale fading are considered in the channel parameters.
Assuming that the receiving antenna is properly placed, so that the large scale fading is
of the same and the small scale fading is different between transmitting antenna and
each receiving antenna of the base station. According to the system model of Fig. 1, the
received signal of a mobile station in this distract B0 can be expressed to be,

yðtÞ ¼ ffiffiffiffiffi
P0

p
h0m0ðtÞþ

X6
i¼1

ffiffiffiffiffi
Pi

p
f isiðtÞþ nðtÞ ð1Þ

In formula (1),
P0 is large scale fading power between the mobile station and the base station of

this local distract;
Pi is large scale fading power between the mobile station in this local distract and

the base station in adjacent distract;
h0 is the Nr-dimensional small scale fading power vector between the mobile

station and the base station in this local distract;
f i is the Nr-dimensional small scale fading power vector between the mobile

station in this local distract and the base station in adjacent distract;
m0ðtÞ is the L-dimensional transmitted signal vector of the base station in this local

distract;

Fig. 1. System model
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siðtÞ is the L-dimensional transmitted signal vector of base station in the adjacent
distract;

nðtÞ is Nr-dimensional complex vector of white Gauss noise that obeys Nð0; 1Þ;

The sum on the right side of formula (1) represents the downlink interference
received by the mobile station in this local distract.

Assume F ¼ ½f1; � � � ; f6�; P ¼ diag½ ffiffiffiffiffi
P1

p
; � � � ; ffiffiffiffiffi

P6
p �; SðtÞ ¼ diag½s1ðtÞ; � � � ; s6ðtÞ�T ,

then the received signal in formula (1) can be expressed as,

yðtÞ ¼ ffiffiffiffiffi
P0

p
h0m0ðtÞþFPSðtÞþ nðtÞ ð2Þ

Assume the channel matrix h0 F½ � is a matrix of full column rank, then channel
estimation is not needed for the receiver to obtain the channel parameters. At the
receiver of the base station, based on the autocorrelation function of the transmitted
signal and the received signal, the filter W, as a Nr-dimensional complex vector, was
designed, in which the downlink interference may be eliminated. The output signal of
the filter W is,

ŷðtÞ ¼ ffiffiffiffiffi
P0

p
W�h0m0ðtÞþW�FPSðtÞþW�nðtÞ ð3Þ

If the filter meets W�F ¼ 0, the inter-distract downlink interference may be com-
pletely eliminated.

2.3 Design of Transmitted Signal

In this paper, different autocorrelation functions were used to distinguish signals. If the
N autocorrelation sequences are linearly independent, the N signals may not overlap in
the autocorrelation domain, then they can be transmitted at the same time with the same
frequency and the same spreading spectrum sequence, and they can not be confused.
The original signals were processed through the prefilter in Fig. 1, so that the trans-
mitted signal of the base station in this local distract and the signals from the adjacent
distract are linearly independent. The following FIR filters are used as prefilter.

HðzÞ ¼ 1þ z�f ð4Þ

In formula (4), HðzÞ is the system function of the filter. Different f corresponds to
different FIR filters. For the same filter, if the input signal is a white random signal, the
output signal has the same autocorrelation sequence. If the mean value of the input
signal is 0, the output signal has autocorrelation function values ( 6¼0) when s ¼ f,
otherwise the autocorrelation function of the output signal is 0. For different filters, the
autocorrelation sequence of the output signal is linearly independent. Substitute
f6 � . . .� f1 � f0 � 1 into the formula (4), and seven filters were designed for Biði ¼
0; 1; . . .; 6Þ in Fig. 1, which was used as a prefilter on the sending end of the base
station. Both signal m0ðtÞ and siðtÞ outputted by the prefilter are not overlapped in
autocorrelation domain.
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Define their autocorrelation sequences and the autocorrelation matrix,

rm0 ¼ ½rm0ðf0Þ; . . .; rm0ðf6Þ�T ð5Þ

rsi ¼ ½rsiðf0Þ; . . .; rsiðf6Þ�T ð6Þ

T = ½rm0rs1 . . .rs6 � ¼
rm0ðf0Þ rs1ðf0Þ . . . rs6ðf0Þ

..

. ..
. . .

. ..
.

rm0ðf6Þ rs1ðf6Þ � � � rs6ðf6Þ

2
64

3
75 ð7Þ

Assume that the original signal xiðtÞ is a white random signal with a mean value of
0 and a variance of 1, then the autocorrelation matrix can be further simplified,

T ¼
rm0ðf0Þ 0 � � � 0

0 rs1ðf1Þ � � � 0

..

. ..
. . .

. ..
.

0 0 � � � rm6ðf6Þ

2
6664

3
7775 ð8Þ

In matrix (8), T is a diagonal matrix of 7 * 7. Obviously, T is also a matrix of full
column rank. So rm0 and rsi are independent linearly. Therefore, the transmitted signal
m0ðtÞ of base station in this local distract and the transmitted signal siðtÞ of base station
in the adjacent distract are not overlapped in the autocorrelation domain.

2.4 Design of Receive Filter

Assume that m0ðtÞ, sðtÞ and nðtÞ are uncorrelated each other. Given s� 0, the auto-
correlation function of the received signal in formula (2) can be obtained,

RyðsÞ ¼ P0rm0ðsÞh0h�0 þFPRsðsÞP�F� þRnðsÞ ð9Þ

In formula (9), RyðsÞ ¼ E yðtÞy�ðt � sÞ½ �, RsðsÞ ¼ E sðtÞs�ðt � sÞ½ �, RnðsÞ ¼
E nðtÞn�ðt � sÞ½ �. nðtÞ is white Gauss noise. RnðsÞ ¼ 0 when s[ 0. Since the trans-
mitted signals were uncorrelated each other, the co-variance matrix of sðtÞ can be
further written to be,

RsðsÞ ¼ diag½rs1ðsÞ � � � rs6ðsÞ� ð10Þ

Substitute it into formula (9),

RyðsÞ ¼ P0rm0ðsÞh0h�0 þ
X6
i¼1

PirsiðsÞf if�i s[ 0 ð11Þ

Elimination of Inter-distract Downlink Interference 261



By formula (8), rm0ðsÞ ¼ 0 when s[ f0,

RyðsÞ ¼
X6
i¼1

PirsiðsÞf if�i s[ f0 ð12Þ

In the autocorrelation function of the received signal, only the downlink interfer-
ence information is left. In addition, by formula (8),

RyðfiÞ ¼ PirsiðfiÞf if�i 1� i� 6 ð13Þ

Construct a 6Nr � Nr matrix R as follows,

R ¼
Ryðf1Þ

..

.

Ryðf6Þ

2
64

3
75 ¼ diag½P1rs1ðf1Þf1; � � � ;P6rs6ðf6Þf6�F� ð14Þ

Both the diagonal matrix and F are all matrix of full column rank with rank 6 in
formula (14). F�W ¼ 0 when R�W ¼ 0. If W�F ¼ 0, Receiving filter W can be
obtained directly by singular value decomposition of R, as follows,

R ¼ U
P

0
0 0

� �
V V?� � ð15Þ

In formula (15),
P

is non-zero singular value diagonal matrix. Both U and
½V V? � are unitary matrix. Since the rank of matrix R is 6, it can be computed at last,

W ¼ V?c ð16Þ

In the formula (16), V? is a Nr � ðNr � 6Þ dimensional matrix, and c is any
one-dimensional vector. Therefore, the filterW is solvable when the Nr is larger than 6.
Therefore, at least 7 receiving antennas are required in the present method. After
passing through the filter W, the inter-distract downlink interference was eliminated.
The resulting signal was obtained,

x̂ðtÞ ¼ ffiffiffiffiffi
P0

p
W�h0m0ðtÞþW�nðtÞ ð17Þ

Finally, the original signal x0ðtÞ can be recovered by the inverse filter F�1ðzÞ of
formula (4).

3 Eliminate the Downlink Interference Between Two
Adjacent Distracts

The necessary condition for the existence of receiving filter is that the number of
receiving antenna is larger than six. That is, if the interference from the six adjacent
distracts is to be eliminated, the mobile station must be equipped with at least seven
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receiving antennas. However, this is not realistic for the design of mobile station. The
downlink interference received by the mobile station is closely related to the distance
between the mobile station and the base station in the adjacent distracts. The distances
between the mobile station and the base stations in the six adjacent distracts are
different, as a result, the strengths of the six downlink interference are different.
A nearer base station has a stronger interference to the mobile station. If the strongest
downlink interference is eliminated by using fewer receiving antennas, then the system
performance may be greatly improved. Especially for the users at the edge of the
distract, the interference from adjacent distract is as strong as the signal transmitted by
the base station in its own distract. Therefore, if the downlink interference from the
adjacent distract was to be eliminated, the SINR of the mobile station may be greatly
improved. Next, an improved method is proposed. By using two receiving antennas,
the single strongest downlink interference from adjacent distract may be eliminated.
The system model, the signal model and the signal design of transmitter were adopted
in the base station in Sect. 2. The receiving filter of the mobile station was redesigned.
In order to eliminate the downlink interference when the signal from the adjacent base
station B6 is s6ðtÞ, a new receiver filter should be adopted in the mobile station, meeting
the requirements W�f6 ¼ 0. When s[ 0, the autocorrelation function of the received
signal (2) is,

RyðsÞ ¼ P0rm0ðsÞh0hH0 þ
X5
i¼1

PirsiðsÞf if�i þP6rs6ðsÞf6f�6 ð18Þ

Since the autocorrelation sequences of the transmitted signals from each base
stations are independent of each other, and meet the requirements of formula (8), then
when s ¼ f6,

Ryðn6Þ ¼ P6rs6ðn6Þf6f�6 ð19Þ

The Ryðn6Þ is a Nr � Nr-dimensional matrix. f�6w ¼ 0 when Rxðn6Þw ¼ 0. The
receiver filter that meet W�f6 ¼ 0 may be obtained directly by making the singular
value decomposition of Ryðn6Þ as follows,

Ryðn6Þ ¼ U1

P
1 0

0 0

� �
V1 V?

1

� � ð20Þ

In formula (20),
P

1 is non-zero singular value diagonal matrix. U1 and V1 V?
1

� �
are all unitary matrix.

Since the rank of matrix f6f�6 is 1, then,

W ¼ V?
1 c1 ð21Þ

In formula (21), V?
1 is a Nr � ðNr � 1Þ-dimensional matrix, and c1 is any ðNr � 1Þ-

dimensional vector. As a result, the filter W is solvable when Nr is larger than 1. After
passing through receiving filter W, the resulting signal is,
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ŷ0ðtÞ ¼ ffiffiffiffiffi
P0

p
W�h0m0ðtÞþ

X5
i¼1

ffiffiffiffiffi
Pi

p
W�f isiðtÞþW�nðtÞ ð22Þ

In the improved method, the mobile station only needs to be equipped with two
receiving antennas, which can eliminate the strongest downlink interference between
this local distract and adjacent distract. It is realistic that the mobile station is equipped
with two receiving antennas. In fact, the improved method may be used to eliminate the
downlink interference from any of the six adjacent distracts. For example, if you were
to eliminate the downlink interference si from the base station in distract Bi, substitute
s ¼ fi into formula (18), then,

RyðfiÞ ¼ PirsiðfiÞf if�i ð23Þ

Similarly, a reception filter satisfying w�
i f i ¼ 0 may be obtained in making the

singular value decomposition of RyðfiÞ.
In the two methods in Sects. 2 and 3, the solution of receiving filter is only related

to the autocorrelation function of the received signal and the autocorrelation function of
the transmitted signal of each base station. The solution of the receiving filter is
independent of signal strength and channel parameters. Consequently, the method of
eliminating downlink interference based on signal autocorrelation technology is a blind
algorithm, the downlink interference may be effectively eliminated no matter how
strong its power is.

4 Simulation Analysis

When there is a downlink cellular system in the seven distracts, the system parameters
[8] are present in Table 1.

The mobile station is equipped with two receiving antennas, the single strongest
downlink interference from adjacent distract is eliminated by using the improved
method proposed above. By using Monte and Carlo simulation, the SINR of the signal
was compared and analyzed before and after the method was used. In the simulation,
the following three SINR parameters are involved:

Table 1. System parameters

Distract
radius

Path loss
constant

Path loss
index
factor

Shadow
fading
factor

Noise
power

Small-scale fading
(Rayleigh fading
model)

2 km −137 dB 4 8 dB −129 dB h * CN(0, 1)
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(1) the SINR of the signal before receiving the filter W:

SINRb ¼
E P0 h0m0ðtÞj j2
h i

E
P6
i¼1

ffiffiffiffiffi
Pi

p
f isiðtÞÞ

����
����
2

" #
þE nðtÞj j2

h i ð24Þ

(2) the SINR of the signal after being processed by the filter W:

SINRa ¼
E P0 wHh0m0ðtÞj j2
h i

E
P6
i¼1
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(3) the SINR of the received signal after a single strongest downlink interference from
adjacent distract was theoretically removed:

SINRn ¼
E P0 h0m0ðtÞj j2
h i

E xðtÞ � ffiffiffiffiffi
P0

p
h0m0ðtÞ �

ffiffiffiffiffi
P6

p
f6s6ðtÞ

�� ��2h i ð26Þ

In formula (26), the SINR was used to compare the effectiveness of filter W. When
the mobile station was located at the edge of the distract, the SINR of the received
signals was compared before and after the improved method was used. As can be seen
from Fig. 2, after using the improved method, the SINR of mobile station is obviously
improved, no matter how strong the transmitter power is.
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Fig. 2. SINR comparison for different transmit power of the base station
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It is apparent that SINRa is very closed to SINRn in Fig. 2. This indicated the
strongest downlink interference from adjacent distract may be effectively eliminated
after passing the filter W.

Assume the transmitting power of the base station was 20 W and the mobile station
moved toward the distract edge when the mobile station was 1 km away from the base
station in the distract. In Fig. 3, the SINR of the received signals was compared before
and after the improved method was used when the mobile station was located in
different positions in the distract. When the mobile station is close to the base station in
the local distract, the power of useful signal from this base station was relatively
stronger and the downlink interference from adjacent distract is relatively weaker, so
the downlink interference may be ignored. With the mobile station moved away from
the base station in the local distract, the power of useful signal was reduced and the
power of downlink interference was increased, resulting in a decrease in SINR. Using
the improved method, the SINR was improved and the improvement in SINR was more
apparent when the mobile station was farther away from the base station in the local
distract. This is because the single strongest downlink interference was increased when
the mobile station was near the edge of the distract, and its ratio in total interference
was increased. Consequently, a larger improvement in SINR was achieved when the
single strongest downlink interference was eliminated. in Fig. 3, SINRa approaches
SINRn when the mobile station was nearer the edge of the distract, and the precision of
the receiving filter W was gradually improved. When the mobile station was on the
edge of the distract, SINRa and SINRn were nearly overlapped. This showed that the
strong interference was effectively eliminated. Consequently, the improved method was
very effective in eliminating the interference for the user on the edge of the distract.
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5 Conclusion

In this paper, a method of eliminating inter-distract downlink interference based on
signal autocorrelation was present. In this method, each base station is equipped with a
transmitting antenna, and each mobile station is equipped with a plurality of receiving
antennas. The prefilter was used to process the signal at the transmitter of base station.
The transmitted signals did not overlap in the autocorrelation domain. Therefore the
processed signal can be transmitted at the same time with the same frequency and
spreading sequence. In the receiver of mobile station, the received signal passed
through the receiving filter, and then recovered to the original signal through the
inverse process of prefilter. The receiving filter was designed according to the auto-
correlation function of the transmitted signal and the autocorrelation function of the
received signal, no channel state information and the intensity of interference were
involved. In order to eliminate the downlink interference from the adjacent distracts,
the mobile station needed to be equipped with receiving antennas more than those
equipped in the adjacent distracts. This makes the design of mobile station more
difficult. In the improved method present in this paper, only two receiving antennas are
required in the mobile station to eliminate the single strongest downlink interference
from the adjacent distract. The simulation result indicated that this method is especially
suitable for the mobile station located in the edge of the distract.
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Abstract. Wireless networks have been widely used in various indus-
tries, e.g., the subway communication system. However, there are many
technical problems that are still unsolved. One of the most important
issues about the problem is the reliability of “train-to-earth” communi-
cation. Therefore, to enhance the stability and reliability of the subway
wireless communication system, we dispose the dual gateways and sta-
tions, and propose a dual-stations collaborative communication scheme.
Implementation between dual gateways and dual stations are required
to design a state testing scheme. Therefore, the system reliability is
improved as it can detect the system malfunctions. There are three
kinds of work modes where each mode has been designed to solve the
stated problems previously. The experiment results show that the pro-
posed scheme can reach the expected requirements, thus achieving the
reliable and secure “train-to-earth” communication.

Keywords: Dual-stations · State testing scheme · Reliability
Communication scheme

1 Introduction

As far as we know, the subway plays an important role of urban transport as
a rail transmit system. At the same time, wireless networks with the superior
flexibility and convenience get more and more mature in the network applica-
tions. Moreover, wireless networks have played an increasingly important role
and penetrated into all aspects of human life. Subway communication system is
one of the important application [1].

However, although wireless networks are widely used in many industries,
there are still many technical problems to be solved for the reliability of the
requirements in the subway communication system. This is mainly determined by
the particularity of the subway train-to-earth wireless communication environ-
ment. The main features are as follows: (1) Environmental complexity. Subway
communication environment is quite complex, coupled with climate, tempera-
ture and other conditions, so the subway wireless communication mechanism in
the design and use of the process must be taken into account the signal coverage
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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model and the anti-jamming capability. (2) Reliability. The data in the subway
environment is divided into two kinds, i.e., one is the control command data of
the subway, and the other is the subway user access service data. For control
commands, it is necessary to achieve high reliability and real-time performance
in relation to the safe travel of the train. For users’ service data, such as voice
over internet protocol, high reliability must be also achieved. However, because
of the variety of environmental interferences and noises in the process of the wire-
less signal transmission, its channel bit error rate is relatively high. Therefore,
it is important to achieve the reliability and real-time vehicle communication
in the subway communication system. (3) Security. Due to the particularity of
the data transmission in the subway communication system, it is necessary to
ensure that the network has sufficient security, otherwise it will be terrible if the
criminals get the data [2–4].

Then, the above characteristics can be combined into the usability, that is,
a kind of ability to complete the specified function of a product in a specified
period of time, under the specified conditions and at a certain time [5,6]. The key
issue that needs to be solved in the current metro traffic is to provide a wireless
communication mechanism with strong fault handling capability to achieve high
availability [7].

In general, based on the existing wireless networks researches and communi-
cation protocols, this paper presents an improved and feasible method which
is called dual-stations cooperative communication mechanism to achieve the
expected reliability standards for the subway train-to-earth wireless communi-
cation environment. The rest of this paper is structured as follows. In Sect. 2, we
introduce the design of the dual-Stations communication mechanism. In Sect. 3,
we apply our framework to an experiment to show that this scheme can reach
the expected requirements. At last, we conclude the paper in Sect. 4.

2 Design of Communication Mechanism
with Dual-Stations

In the subway communication system, because of the need to send the train
control information, the system requires a high standard of reliability. There-
fore, the system has designed a variety of redundant settings [7]. It can achieve
high reliability and high availability through the provision of redundant commu-
nication gateway, redundant core switches, redundant station, and redundant
wireless signal coverage [8].

The dual-stations cooperative communication mechanism runs between dual
communication gateways and dual stations. The program is started with the
device. It automatically detects the heartbeat information at regular intervals
and discovers the system faults in order to improve the reliability of the system.
On the basis of the state detection program, this mechanism sets three working
modes for the system: hot standby mode (HSM), load balancing mode (LBM)
and hot standby redundancy mode (HSRM). Each communication gateway and
stations must be set to one of the hot standby mode, the load balancing mode and



Application of Cooperative Communications with Dual-Stations 273

the hot standby redundancy mode at the same time. The operating mode can
be set manually by the manual application according to the actual application
requirements [9–11]. Next, we will discuss three modes in detail.

2.1 Hot Standby Mode

Figure 1 shows the hot standby mode. Under normal circumstances, the main
communication gateway and the main station (STA) are in the action state. The
slave communication gateway and the slave station (STA) are in the standby
state and do not provide services. The uplink data is transmitted by the main
station and the main communication gateway to the vehicle personal computer,
and the downlink data is transmitted through the main communication gateway
and the main station too. The main communication gateway and the commu-
nication gateway detect each other’s working state through the state detection
program. When one of the devices detects failure of the other operation of the
equipment, it will transfer the main communication gateway’s work by the pre-
designed strategy so that the system can continue to provide services. Therefore,
the user does not feel any problems. The main station and the slave station keep
working through the same way.

Fig. 1. Hot standby mode.

When the system fails in the hot standby mode, the processing flow of the
stations is as follows (the processing flow of the communication gateway can be
analogous to the station):
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(1) Main stations troubleshooting process: If the interface of application port
or communication port fails, we can exchange the IP address and MAC
address of the main station (STA) application and the communication port
with them of the slave station (STA) application port. Then the next hop
routing information of the slave station to application server will be changed
to the main communication gateway communication port’s address. After
the fault processing is completed, the uplink data is transmitted from the
slave station and the main communication gateway, and the downlink data
is also transmitted through the main communication gateway and the slave
station.

(2) Slave stations troubleshooting process: Report the information about failures
to the application server, and do not need to deal with anything.

2.2 Load Balancing Mode

Figure 2 shows the function diagram of the load balancing mode. Normally, the
main communication gateway, the slave communication gateway and the main or
slave stations are all in working condition. In order to achieve the load balancing
of the wireless link, the system will divide the network traffic of the main station
(STA) and the slave station (STA) into two parts. So the data transmission
and reception of the personal computer will be completed through two wireless
links to break through the limited bottleneck of the wireless link bandwidth.
For the vehicle personal computer, the uplink data is transmitted through the
main station and communication gateway, and the downlink data is transmitted

Fig. 2. Load balancing mode.
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through the slave station and communication, thereby improving the overall
throughput of the system and reducing the possibility of network congestion.
The main communication gateway and the communication gateway detect each
other’s working state through the state detection program. When one of the
devices detects failure of the other operation of the equipments, it will transfer
the main communication gateway’s work by the pre-designed strategy so that
the system can continue to provide service. Meanwhile, the user does not feel
any problems. Note that the main station and the slave station also through the
same way to work.

When the system fails in load balancing mode, the processing flow is as
follows (the processing flow of the gateway can be analogous to the station):

(1) Main stations troubleshooting process: If the interface of application port or
communication port fails, we exchange the IP address and MAC address of
the main station (STA) application and the communication port with them
of the slave station (STA) application port. Then the next hop routing infor-
mation of the slave station to the application server will be changed to the
main communication gateway communication port’s address. After the fault
processing is completed, the uplink data is transmitted from the slave station
and the main communication gateway to the vehicle personal computer, and
the downlink data is transmitted through the slave communication gateway
and the slave station.

(2) Slave stations troubleshooting process: It can be analogous to main stations.
If the interface fails, we can exchange the IP address and MAC address. Then
the next hop routing information of the slave station to the application server
will be changed to the main communication gateway communication port’s
address. After that, the uplink data is transmitted from the main station
and the main communication gateway to the vehicle personal computer.
On the other hand, the downlink data is transmitted through the slave
communication gateway and the main station.

2.3 Hot Standby Redundancy Mode

Figure 3 shows the hot standby redundancy mode. Under normal circumstances,
both the main communication gateway and the slave communication gateway
are in the action state. With regard to the vehicle personal computer, the uplink
data is transmitted through the main station (STA). When the data arrive at the
main station (STA), the main station copies the data to the slave station, and
then the data are sent to the application server through both the main and the
slave communication gateways respectively. The upper layer of the application
server will deal with the repetitive packets. The downlink data will be sent
to the main communication gateway through the application server. The main
communication gateway will copy the data to the slave communication gateway,
and then both the main and the slave communication gateway will send the data
to the vehicle personal computer through the main station and the slave station
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Fig. 3. Hot standby redundancy mode.

respectively. Of course, it will deal with the repetitive packets too. Moreover,
the state detection mechanism is analogous to the mode before.

When the system fails in hot standby redundancy mode, the processing flow
is as follows (the processing flow of the gateway can be analogous to the station):

(1) Main stations troubleshooting process:
a. The interface of application port fails. We can exchange the IP address

in the same way before. After that, the uplink data is transmitted from
the slave station and the communication gateway, and the downlink data
is transmitted through the main communication gateway, the slave com-
munication gateway and the slave station.

b. The interface of communication port fails. Do not need to deal with
anymore. The uplink data is transmitted from the slave communication
gateway, the slave station, and the main station. The downlink data is
transmitted through the main communication gateway, the slave commu-
nication gateway and the slave station.

c. The interface of application port and communication port all fail. The
method is same as method in the fails about the interface of application
port.

(2) Slave stations troubleshooting process: Report the information about fail-
ures, and do not need to deal with anything.

3 Experiments

The network topology shown in Fig. 4 is used to simulate the dual-stations coop-
erative communication in wireless mobile environment of the subway. Set up dual



Application of Cooperative Communications with Dual-Stations 277

communication gateways and dual stations, which is distinguished with main
and slave, in order to achieve three kinds of related work modes. The two access
points’ working channel are set as two channels, equipped with two wireless
cards. And they are both in the station (STA) mode, using directional antennas,
pointing to the vehicle in the two directions, respectively, in the 3-channel and
7-channel.

Fig. 4. The experiment network topology.

There are some criteria about the three kinds of working modes proposed
in this paper, such as the networks delay, throughput and fault response time.
In order to test these criteria, this paper designed four sets of test experiments:
throughput comparison experiment of three kinds of work mode under normal
or faulty circumstances; response time comparison experiment of three kinds of
work mode under normal or faulty circumstances;

By the test conditions, the failure rate of the three working modes is deter-
mined by the continuous operation of the system for 12 h. No fault has occurred
for each working mode after ten consecutive days of testing. Therefore, the fault
rate of the system can be considered as 0 in this case.

Tables 1 and 2 show the throughput and the average response time experi-
ment results (unit: Mbps) under normal circumstances. In each mode, TCP and
UDP are tested with 1 KBytes, 10 KBytes and 100 KBytes packets for 30 min.

Figures 5 and 6 show the comparison of the data in Tables 1 and 2. It can
be seen from the figures that the mode with the maximum throughput and
minimum average response time is the load balancing mode in the use of TCP
protocol. Next is the hot standby mode, and hot standby redundancy mode is
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Table 1. Comparison of throughput under normal conditions (unit: Mbps)

Packet HSM-TCP HSM-UDP LBM-TCP LBM-UDP HSRM-TCP HSRM-UDP

1K 7.979 6.376 8.275 6.882 7.542 5.833

10K 16.404 11.863 18.524 14.579 15.404 10.863

100K 17.949 16.155 24.949 19.155 15.949 13.155

Table 2. Comparison of average response time under normal conditions (unit: s)

Packet HSM-TCP HSM-UDP LBM-TCP LBM-UDP HSRM-TCP HSRM-UDP

1K 0.001 0.001 0.001 0.001 0.001 0.001

10K 0.003 0.004 0.003 0.005 0.004 0.005

100K 0.031 0.040 0.021 0.038 0.035 0.048

the last. Meanwhile, the UDP protocol also have the same rule. Thus, the load
balancing mode uses two links to send and receive data at the same time to
achieve a balanced load of the link to improve the system throughput. But the
hot standby redundancy mode send same packet twice so that the burden of
system increases and the network throughput decreases.

Fig. 5. Throughput comparison under
normal condition.

Fig. 6. Response time comparison
under normal conditions.

Tables 3 and 4 show the results under faulty circumstances. There is a total
of 16 types of faults include the fault of either the communication interface or
the application interface in either the communication gateway or the station
and the heartbeat overtime fault. The interface failure is manually by closing
the corresponding network card, and the heartbeat overtime fault is manually
by the machine closed. Each type is completed within one minute.

Figures 7 and 8 show the comparison of the data in table before. It can
be seen from the figures that the mode with the maximum throughput and
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Table 3. Comparison of throughput under faulty conditions (unit: Mbps)

Packet HSM-TCP HSM-UDP LBM-TCP LBM-UDP HSRM-TCP HSRM-UDP

1K 5.528 5.197 5.890 5.497 5.955 5.429

10K 13.433 8.836 14.021 9.528 14.481 10.563

100K 13.988 10.545 15.236 12.102 15.583 12.799

Table 4. Comparison of average response time under faulty conditions (unit: s)

Packet HSM-TCP HSM-UDP LBM-TCP LBM-UDP HSRM-TCP HSRM-UDP

1K 6.240 6.850 6.331 6.533 4.211 4.311

10K 6.402 6.833 6.890 6.998 4.221 4.821

100K 7.158 8.034 8.513 9.211 5.332 5.522

minimum average response time is the hot standby redundancy mode. Thus,
the hot standby redundancy mode can keep at least one package be successfully
reached in the event of most of the failure so as to achieve a higher throughput.
Load balancing mode and hot standby mode only can continue delivery package
when the fault has been completed.

Fig. 7. Throughput comparison under
normal condition.

Fig. 8. Response time comparison
under normal conditions.

The above experiment results show that the dual communication gateways
and dual-stations can be used for cooperative communication.

In the normal case, the load balancing mode can achieve the highest through-
put and the lowest average response time. Obviously, it has the best performance,
the hot standby mode is the second, and the hot standby redundancy mode is
the worst. Transmission delay are controlled within 500 ms, and the uplink and
downlink bandwidth are maintained more than 400 Kbps. In the faulty case,
the hot standby redundancy mode can achieve the highest throughput and the
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lowest average response time. Meanwhile, the hot standby mode is the second,
and the load balancing mode is the worst. The fault response time is controlled
within 10 s and the uplink and downlink bandwidth are maintained more than
400 Kbps. Therefore, the three modes can meet the expected requirements of
the subway wireless communication system, and each has its advantages and
disadvantages. It can be chosen according to the current system to achieve the
performance criteria.

4 Conclusion

This paper makes an in-depth study on the reliable wireless communication
mechanism in the subway environment. In order to ensure the stability and reli-
ability of the wireless transmission of the subway control signal, a dual-stations
cooperative communication mechanism is proposed. Moreover, by running the
state detection program between the dual communication gateways and dual
stations, the system reliability is improved. Based on this, the communication
gateway and station will be set up in three working modes, i.e., the hot standby
mode, the load balancing mode and the hot standby redundancy mode. In the
event of system failure, the corresponding methods to solve the problem are pro-
vided for the three modes of operation to achieve the dual-stations cooperative
communication, which can guarantee the reliability of the wireless communica-
tion networks.
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Abstract. A direction recognition attendance system based on RFID (Radio
Frequency Identification) is designed in the paper. Using multiple card readers
(a master and more slave), the system can recognize the direction of the card-
holders effectively. Firstly, to read the RFID cards held by passersby and
vehicles, multiple card readers must be installed in the region. Secondly,
according to reading the difference of recorded time by multiple card readers, the
direction of passage can be decided. Synchronism of the master-slave card
readers are achieved using the time hack command, which ensure the accuracy
of the decided direction. Finally, the access records will be packaged and
transmitted to the server by the mobile network from the master card reader. The
system can decide the direction of passage and calculate the passing time of the
passersby and vehicles, making it a highly intelligent and efficient attendance
management system.

Keywords: RFID � Card reader � Direction of passage � Attendance system

1 Introduction

Personnel attendance is one of the most important parts of the Enterprise Management
System, and how to fulfill attendance in an easy but efficient way is what the company
cares. In previous, staffs were asked to clock in and out or recording manually by the
companies. It was inefficient and error-prone. Now, with the development of RFID tech
and the enterprises informatization construction, it is being a trend for a company using
the RFID tech to deal with the personnel attendance work [1, 2].

RFID is a kind of non-contact, automatic identification technology [3]. It has some
advantages, such as lower cost, more stable signals and longer distance for reading.
RFID is widely applied in areas such as industrial automation, communication and
transportation, etc. [4]. For example, traffic monitoring, item management and checking
in/out as well as attendance system are using RFID technology [5, 6].

As we all know, it is common to use RFID in personnel attendance system. Per-
sonnel attendance can be completed via a card reader reading a RFID card [7]. But
some problems might be occurred in certain occasions like large-scale mine factories.
For instance, most systems are using proximity card-reading devices which request our
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staffs to check manually and closely, causing inefficiency if high pass rate needed in the
factory. Another instance is that although system of large-scale mine factories can
recognize a target, while they cannot tell which direction the target’s heading. Thus, the
system cannot monitor or manage the staff’s clock-in or clock-out automatically. And
people need to do statistics and manage the condition of passersby [8].

In order to enhance the efficiency of personnel attendance and solve the problem
that the attendance system cannot decide the direction of the passage, a RFID-based
direction identification system is designed. We need to install a few of card readers to
read the RFID cards on the passersby or vehicles in areas which needed to be decided
in this system. According to reading the difference of recorded time by multiple card
readers, the direction of passage can be decided. Then the data by the card readers will
be transmitted to the server for storage and recording via mobile communication net-
works. In this system, we adopt the active RFID technology, which is stable with signal
and can be read in a long distance with little interference [9]. This design for personnel
attendance system based-on RFID technology can tell the direction that people or
vehicles are heading. And can calculate the passing time and working time information
and so on, which will contribute to more intelligent personnel attendance system for
large-scale mine factories.

2 Composition of the System

Figure 1 shows an installation diagram for a large-scale mine factory’s personnel
attendance system. The volume of the card readers installation is up to the reading
distance and the width of the gate of the factory (If the width of the gate is shorter than
the distance which the readers can cover, we need a pair of card readers. Otherwise, we
need several pairs.). One is the master card reader, others are slave readers. To elab-
orate easily, 2 pairs of card readers are installed in the paper. The master card reader 1
and the slave card reader 3 are in the front of the gate. Slave card reader 2 and 4 are
behind the gate. The master card reader 1 and slave card reader 2 constitute a pair of
card readers, slave card reader 3 and 4 become the other pair. With the help of cards
working in pairs installed in the front door and back door, the system can calculate the
time difference. Card readers are connected with wired Ethernet and data are trans-
mitted by it. The master card reader is connected to the remote servers via mobile
communication base station and Internet, then it will send card-reading records and
access records to the remote servers.

Slave card readers read RFID information in their covering ranges, then pack the
data and transmit it to the master card reader. The master card reader also reads RFID
information in its own covering range. At the same time, it accepts information from
the slave card readers and analyses them. The system can decide the directions of the
RFID cardholders by calculating the time difference from the front/back card readers,
the system can decide the directions of the RFID cardholders. And it is requested the
master-slave card readers must keep time synchronous.
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3 Design of Card Readers

3.1 Composition of a Card Reader

As shown in Fig. 2, the constitution of the card reader includes: power module, MCU,
RAM, FLASH, clock module, Long-wave-time-service module, acousto-optic indi-
cating unit, RFID card-reading module, configuration interface, Ethernet interface
module, and mobile communication module.

Power module: to supply other modules with power.
MCU: control other modules, process data, decide the direction, upload information

and other secondary functions.
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Fig. 1. The installation instruction of attendance system
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RAM: cache the to-be-processed data.
FLASH: to preserve data that mustn’t be lost when the power is being cut-off,

including configuration figures of the card-reader, unsent reading records, unsent
access records.

Clock module: to provide card readers standard time, produce card-reading records
and access records timestamp. Slave card readers preferentially adopt the clock time
from the master card reader to keep in time synchronization.

Long-wave-time-service module: to proofread the clock module of the card readers.
Adopting BPL time service [10], this module receives standard signals from
long-wave-time-service launcher, then demodulates the time-serving signals, via
electric level signals output by the timers’ pins. The MCU can synchronize the system
clock according to the electric level time periods, then provide card readers with
relatively accurate time, thus realizing time synchronization with the master-slave card
readers. The key of direction recognizing is to synchronize the time of every card
reader, adopting long-wave-time-serving module preferentially [11]. When long wave
time serving signal can be received, this system can use the time service to synchronize
time of every card reader. When interference appears or owing to the restrictions the
environment, the card readers cannot receive the time-serving signals, this system can
use the clock module to synchronize time of every card reader by networking syn-
chronization. The master card reader can obtain the standard time by connecting
time-serving servers via mobile communication base stations. Then, via Ethernet, the
master card reader can give instructions to slave card readers, the slave card readers can
keep in time synchronization with the master card reader.

Acousto-optic indicating unit: to indicate the working status of the card reader via
LED and buzzers.

RFID card-reading module: to complete reading information of the RFID cards.
Configuration interface: providing standard interface to deploy the working

parameters for card readers.
Ethernet interface module: to provide data communication between the

master-slave card readers.
Mobile communication module: process the aerial interface between remote servers

and card readers, fulfill the data uploading tasks.

3.2 Programming Flow of the Card Reader

The working process of a slave card reader is showed as Fig. 3. Once electrified, this
system will decide the current device is a slave card reader from the systematic con-
figuration, then start up the overtime timer.

The processing flow of the slave card reader: the card reader will go to interrupt if it
gets data. The serial port will save the data in the UART (Universal Asynchronous
Receiver/Transmitter). Then the main loop of the card reader could read and analyze
data in the UART queue. If analyzed successfully, the data will be transferred into
records by reading the current time using the time module, then the records will be
saved in the RAM. If the records fulfill a page of FLASH, it will be saved in the
FLASH. And overtime timer will be reset every time the reading record is generated.
When the data in the UART queue is finished and no new card-reading data arrival, the
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overtime timer will run over because of no reset, then the procedure will jump into the
timeout interrupt, timeout interrupt reads card-reading records from the FLASH and
sent the records via Ethernet to the master card reader, at the same time, receiving the
response from it. If the master card reader receives rightly, the record will be removed
from the slave card readers.

During the slave readers working period, if the network receives the interrupt which
is the time order from the master card reader, the time checking operation is triggered.
If not, the procedure will return to the main loop to continue.

The processing flow of the master card reader is showed as Fig. 4. Once electrified,
this system will decide the current device is a master card reader and start the timeout
timer.

The working process of the master card reader: it is similar to the slave card readers,
the difference is that the program will jump to timeout interrupt to execute, when the
overtime timer overflow. The timeout interrupt read the access records from FLASH
and send them to server via Mobile communication network, at the same time it will
receive the server’s response, if the server receives the records of the master card reader
rightly, the master card reader should delete the transmitted records.

In the working process of the master card reader, if the network receives an
interrupt which is the record of transportation from the slave card readers to the master
card reader, the master card reader will receive records and store in the FLASH,
otherwise, it will return to the main loop to continue.
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4 Direction Recognition Algorithm

In order to decide the direction of the passersby and vehicles, this paper proposed the
algorithm of the direction recognition. As shown in Fig. 5.
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(1) Card-reading data generates card-reading records

All card readers get data from reading the RFID cards, then sort the data based on
the ascending array in the same RFID card. The card-reading data timestamp is the
timing of the reader read RFID cards. Because of passersby or vehicles take time to go
through a single card-reader area, the same RFID card will be read repeatedly, which
will cause the data redundancy, so, the redundancy need to be removed to generate new
records.

The redundant data will be processed as below: for the same card (identified with
card ID), the first time the card is read, record the card-reading time as t1, when read the
I times, record as ti. The system will set a overtime as TOT, which should be designed
less than the passing time from the front/back (or back/front) card-reader. Then com-
bine the data with this RFID card, if:

ti � t1 [ TOT : ð1Þ

The card-reading records will be recorded and saved as ti, if not, the card-reading
data will be considered as redundant data and it will be deleted. The procedure will
cycle like this until the card-reading records generated. As shown in Fig. 6.

(2) Master card reader assembles the card-reading records.

The slave card readers transport the card-reading records via LAN to the master
card reader. The master card reader will assemble the records, then assort them based
on the card ID and order the records in the ascending rule of timestamp in each part.
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(3) Removing the redundant records by the master card reader

For the generation of card-reading records is independent between card readers, one
RFID card may be read by different card readers at the same time and saved as
card-reading records, so once the records were combined together, there will be repeat
records, which should be processed as below: compare every item after summary and
make a decision according to the different card readers but with the same RFID card:
compare the absolute D-value of the first record with second record, if the D-value is
smaller the TOT, delete the second record, then compare the third record with the first
one, looping like this to remove the redundant records in the same RFID card. This
procedure is the same with data redundancy removing, just the difference of data and
records.

(4) Pick up access records

Search the trip point (from the front to the back/from the back to the front)
according to the ID of RFID card after processing the redundant records. Pick up the
records before and after the trip point as one piece of access records, so will decide the
direction of accessing. After picking up the position of readers in couple, mark the
record in position of “front-back” as “enter”, and mark the record in position of
“back-front” as “leave”.

(5) Save the last card-reading record

Removing the redundant records in the master card reader, pick up and save the last
one to be used as accessing records in the next implement.

5 Conclusion

A direction recognition attendance system based on RFID is designed in the paper.
Multiple card readers must be installed in the region. With the cooperation of
master-slave card readers, the system can decide the direction of the card holders by the
time difference from a pair of card-readers. Also calculate the access time and working
time. The information by card readers will be recorded and saved in the server via
mobile communication module. Compared to the traditional attendance system, this
paper can decide the direction of accessing people, increase the efficiency and shorten
the passing time.
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Abstract. As the development of economy and industry, air quality decreases
as one of the exchanges of our achievements. Although air pollution has already
been considered as a global and critical issue over the past decades, there has not
been much innovation on the way people monitor and check the quality. Most of
the air quality data today is provided by government or professional sensors set
up in cities, which does not provide more detailed status in smaller geo locations
with finer granularity, such as specific villages, schools, and shopping malls. In
this project, we use machine learning to make a mathematical model which
could be used to predict the air quality for small geo locations with accuracy and
fine granularity. Through series of experiments and comparisons, the most
accuracy mathematical model was found, which had a difference percentage less
than 20% with the real data.

Keywords: Machine learning � Air quality prediction � Internet-of-Things

1 Introduction

Air quality has received much attention in recent years due to the development of
industry and environmental protection sense of people. There is a data said that from
2008 to 2013, the air pollution increased about 8% among the cities around the world.
Air pollution perplexes everyone, there are about 5.5 million people died due to the air
pollution. According to the report of American Lung Association, half of the American
population live in an environment which has the danger of air pollution. 6 of the most
polluted cities in the United States are in California. Published by UNICEF on October
31, 2026, “Clear the Air for Children” said there are about 300 million children living
in extreme polluted environment.

The standards of measurement in determining the air quality are PM 2.5, PM 10, O3,
NO2, SO2. PM 2.5 were Fine particles which were 2.5 lm in diameter or smaller, and
can only be seen with an electron microscope. PM 10 were coarse dust particles which
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were 2.5 to 10 micrometers in diameter. O3 were group of pollutants emitted during the
combustion of fossil fuels. Nitrogen dioxide is an important air pollutant because it
contributes to the formation of photochemical smog, which can have significant impacts
on human health. SO2 results from the burning of either sulfur or materials containing
sulfur. One way to detect air quality is to put professional sensors everywhere around
world in every area in every city. However, although the governments and some
websites are doing this, the data are not real time and with high cost. In addition, these
professional sensors only cover a limited number of big cities, leaving the air quality for
most of areas unavailable. For instance, Fig. 1 shows a popular website that displays the
PM 2.5 information for various locations in the world. However, the website mostly
covers the major big cities, leaving the small regions and areas unprocessed.

In this paper, we propose to use machine learning to build a mathematical model
which could be used to predict the air quality for small geo locations with accuracy and
fine granularity. Machine learning is a type of artificial intelligence (AI) that provides
computers with the ability to learn without being explicitly programmed [11]. In order
to get the real air quality input data, we also built a cost-effective Internet-of-Things
(IoT) solution that can monitor air quality data and send the data through the Internet at
real-time. Internet of things is the internetworking of items embedded with electronics,
software, sensors, actuators, and network connectivity that enable these objects to
collect and exchange data [10]. When making the air quality predictions, there are some
variables that can affect the result such as the layout of the deployed monitor devices,
the number of deployed monitor devices and the layout of the geo location. The goal is
to use very few air quality sensors to make accurate predictions using machine learning
approaches.

The rest of the paper is organized as follows: Sect. 2 gives the details on how we
built the system including the architecture design and the specific components; Sect. 3
focuses on the machine learning experiments and discusses the results; Sect. 4 presents
a few related work in this area, following by giving the conclusion remarks in Sect. 5,
as well as pointing out the future work.

Fig. 1. A screenshot from https://waqi.info that displays city PM 2.5
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2 System Overview and Implementation

The system workflow includes building sensor monitors, collecting data and predicting
air quality, as well as visualizing the data. This whole system can use the limited
measured data from sensors, and through machine learning to find a suitable model to
predict real time air quality. Figure 2 shows an overview of the system.

In order to get the most accurate mathematical model, an Internet-of-Things
application has been built to collect air quality data, make air quality predictions and
display air quality result. The application contains two modules:

Module 1. The hardware device that monitor the data and send those data to database,
which allows data to be processed, followed by sending out the data to the cloud server.
Module 2. The web-based server application that receives the data, and fits them in the
mathematical model to make air quality predictions in other places using machine
learning algorithms. A web-based frontend user interface has been built to visualize the
air quality data and periodically refresh it (Fig. 3).

The PM 2.5 sensor used in this project is dfRobot laser dust sensor SEN0177.
PM2.5 laser sensor is a digital sensor used to obtain the amount of suspended matter in
air with value range from 0.3 to 10 microns. In order to read the sensor data, Arduino
[2] is used. It is an electronics platform which can interact with many sensors for
different purposes. Arduino is used as a single-board microcontroller programed by C
or C++. One of the major limitations of the Arduino is that it is not easy to send and
receive data from the Internet. Thus, Raspberry PI [3] is used to upload the data to the
database.

Fig. 2. The system overview
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In this project, Google Firebase is used as the database. It allows the users to upload
the data from a device and get access of those data at any devices. Firebase’s initial
product was a real-time database, which allows developers to store and sync data across
multiple clients [4].

Server here plays an important rule; it fits the data into the mathematical model and
return the prediction result. The server is implemented using Python Flask [5].

In order to give out a more user-friendly experience, a web site is created to
visualize the air quality data result as shown in Fig. 4. The website is based on google
map. The color shown in the website represents the magnitude of pollution, red rep-
resents bad, and green represent good.

Fig. 3. The system architecture

Fig. 4. The web user interface to visualize the air quality data for the city of Irvine, CA
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3 Geo-Based Prediction of Air Quality

The core part of the system is to apply machine learning algorithms to predict the air
quality for geo locations with fine granularity. The accuracy of the prediction model
depends on the following factors:

Factor 1. The machine learning algorithm used to generate the model
Factor 2. The layout of input air quality data for known locations
Factor 3. The usage of special features (e.g. highways, population density).

Thus, to answer the question of what the best model is to predict the air quality
data, a series of experiments are conducted to analyze the correlations between these
factors and the accuracy.

For each experiment, we use a set of known data set as the input data, followed by
running the machine learning algorithm to predict the unknown data set. Then, we
compare the predicted data set values with the real actual data set, and calculate the
error rate. The error rate will be based on the following formula:

E = (|Vexperimental – Vactual|)/((Vexperimental + Vactual)/2)

3.1 Experiment 1 - Machine Learning Algorithm Comparison

In this experiment, we chose 3 different common machine learning algorithms – linear
regression [7], SVM [6] and polynomial interpolation [8], using the same set of air
quality data we obtained from the application, we can calculate the accuracy (i.e.,
percentage error rate) of each machine learning algorithm.

The Table 1 shown above is a sample experiment data used to evaluate the accu-
racy of linear regression. Using only 5 of the input data samples, we are able to predict
the rest of the data cells using linear regression. By comparing the predicted data with
the actual data values, it shows the percentage error to be: 36.53%. Using the same
technique, the other two algorithms have been evaluated as shown in Fig. 5.

Table 1. The input matrix with known air quality values (left) and the output matrix with air
quality values being predicted (right) using linear regression

A Geo-Based Fine Granularity Air Quality Prediction 295



3.2 Experiment 2 - Input Data Layout Comparison

In this experiment, 4 different layouts of input air quality data are used as shown in
Fig. 6. Using the best two mathematical model from Experiment 1, we can calculate
the difference percentage of each layout.

It can be seen from Fig. 7 that the second type of layout with a balanced input data
points works better than the others.

Fig. 5. Comparing the error rate of three different machine learning models

Fig. 6. Different data input layout used for the known data cells

Fig. 7. Comparing the error rate of four different layouts
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3.3 Experiment 3 – the Impact of Applying Special Features

As we analyze the real data set, it can be found that one factor that affects the air quality
data is the highways and traffic, because the areas that are close to highways generally
have slightly higher PM2.5 index than the areas without the highways. Therefore, in
order to further improve the accuracy of the machine learning algorithm, we decided to
add the area factor into the machine learning algorithm. Specifically, for each input data
set, we also calculate the distance between the area and the highway, which will be
added as the 3rd dimension to the data model. In this experiment, the locations of
layouts of input air quality data are being concerned. Using the best two mathematical
model from experiment 1, and best layout of air quality data from experiment 2, we can
calculate the difference percentage of each model as shown in Fig. 8.

From the result in experiment 1, we can conclude that SVM is not an appropriate
mathematical method for predicting air data, considering the fact that SVM is typically
used to perform classification, rather than the value calculation. As the result shown in
experiment 2, a series of comparison are made to get the most accurate layout for
predicting air data, and we found that the second one is the most accurate. After two
series of experiments, we found out that the percentage difference with actual air data is
still very high. So for the third experiment, we think that environment of the predicting
place is important, a geo-based perimeters are made and added into the prediction. As
the result the third experiment, a mathematical mothed with percentage error of 18.71%
was the best mothed that can be used for predicting air quality.

4 Related Works

There are quite a few initiatives by organizations and researchers to perform air quality
related model construction and monitoring.

Polynomial interpolation:18.71% Polynomial interpolation: 33.94%

Fig. 8. Comparing the error rate of applying the special feature or not
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U-Air [11, 12] – “when urban air quality inference meets big data”, uses the
concept of big data to infer air quality information. They showed the usage of five
sensors in Beijing and shanghai, which is a distance about 2 h by plane, and through
the data they collected for both the historical and real-time to infer a real-time air
quality information. However, we used a more efficient way which only takes the
real-time data from the censors and other factors, through machine learning to get a
very detailed air-quality data. In addition, building the cost-effective PM 2.5 sensor is
another key contribution from our work.

The website waqi.info [13] displays air quality on a google map. The source of the
data used by this website is unknown. However, the main limitation of this website is
that the granularity of the data is not fine enough to cover most of the small cities and
suburb areas. This is the main motivation for our work to predict and present the air
quality data in those areas.

5 Conclusion and Future Work

In this paper, we present a machine-learning based approach to predict the air quality
value with a limited number of data input points. A prediction model can be found to
predict the air quality with high accuracy as hypothesis stated at the beginning of the
paper. As we can see from the result shown above, the following conclusions about
these different factors can be made: The polynomial interpolation model with con-
cerning of locations and layout of contain both data at corners and center are the best
model in the combinations made in the experiments. When comparing the model with
the linear regression or SVM model, it turns out that the polynomial interpolation was
the best model because the air quality prediction is not a simple linear problem. In
addition, when the locations were being concerned, the difference percentage between
prediction result and real values changed dramatically, this is because the resources of
the pollution were related with these locations.

The experimental design can be improved in the model selecting. We believe that
more optimized and similar mathematical model might be found to compare, partic-
ularly using deep learning, which will be one of the major works for the near future.
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Abstract. This paper studies the combination of information network tech-
nologies like Internet of Things (IoT) and big data with traditional Chinese
medicine (TCM) to build a system framework oriented to TCM smart service.
TCM-oriented knowledge representation technology is also explored so as to
realize computer recognition and calculation of TCM health service, the
self-learning reasoning technology of system is further studied, and TCM
knowledge fuzzy model and modified BP neural network algorithm are intro-
duced into TCM smart service system to conduct machine learning and smart
judgment upon various diseases. These technologies will promote the scientific
research and artificial intelligence aided diagnosis of TCM.

Keywords: Big data � Traditional Chinese medicine � Self learning
Knowledge representation � Fuzzy processing � System framework

1 Introduction

Due to the problems in TCM like secluded development, lack of innovation and brain
drain, a great number of TCM theoretical essences, academic ideas and experience
have failed to be promoted [1], hence making TCM walk on a path of rapid decline.
Furthermore, the development of internet of things, big data and mobile internet has
exerted a profound influence upon society, and also changed our ways of production,
living and working, not only promoting the updating of various traditional sectors but
also driving the innovative development of society.1 It serves as a huge opportunity in
TCM history of development as to how to utilize information network technology to
combine TCM with big data [2] and further develop it.

1 The work is supported by the national 973 project of China under Grants 2013CB329104, the
Natural Science Foundation of China under Grants 61427801, the Natural Science Foundation of the
Jiangsu Higher Education Institutions (Grant No. 13KJB520029), the Jiangsu Province colleges and
universities graduate students scientific research and innovation program CXZZ13_0477, NUPTSF
(Grant No. NY217033).
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X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 300–314, 2018.
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The combination of information network technologies and TCM will bring revo-
lutionary changes to the latter, and the development of TCM will step into a new era. It
is expected to combine advanced technology like big data, internet of things and
internet+ with TCM [3] so as to use a huge database to store previous wealth, inte-
grating and categorizing rich data, timely collecting and processing new information to
realize system self learning and reasoning functions, and achieving information
transparency and resources sharing with internet [4]. By such a way, the problems like
TCM informationization, networking and lack of intelligence will be solved.

Part two of this paper introduces related work on TCM’s informationization and
networking. Part three presents TCM smart service oriented system framework studies.
Part four and five introduce TCM oriented knowledge representation and system rea-
soning model. The last part brings the summary and expectation.

2 Related Work

Many scholars have done a lot of related work on TCM’s informationization, net-
working and datamation. In 2010, Chen developed a data digging method to study
related TCM therapies of clinical cancer cases as well as herbal medicine dosage. It was
proposed that scientific research methods of TCM were suitable not only for cancer but
also for other diseases [5]. In 2010, Cui expounded that data digging should be
regarded as a useful technology that can be applied into the discussion of TCM studies
of treatment rules, and used to detect treatment principles through established network
as well as relevance between herbal medicine and suitable technologies of TCM [6]. In
2012, Wen developed a development information management system able to satisfy
TCM hospital function features when studying the building mode of TCM hospital
informationized management system, hence laying data foundation for medical
administrative management, medical insurance and TCM treatment based on symp-
toms. Up-to-date computer and network technology can be effectively utilized to build
TCM hospital informationized management system with TCM characteristics to uplift
modern management level of TCM hospitals [7]. In 2012, Zhou introduced the concept
of fuzzy information granulation into TCM smart diagnosis system and developed a
computer-aided smart diagnosis prototype with a combination of database technology.
The system had self-learning function, with diagnostic precision of sexual precocity
child diseases reaching 96% [8]. In 2016, Li used the collected big data pulse condition
features and three-layer forward-type BP network in building TCM pulse condition
recognition smart judgment model. Self-adapting learning speed method and
momentum factor were introduced to optimize the enormous pulse condition connec-
tion weight and threshold; as a result, precise pulse condition recognition judgment
results were obtained. Tests showed that using big data pulse conditions could improve
the precision in TCM disease recognition judgment [9]. In 2016, Ma proposed a topic
model to help capture the relation between symptom and disease, with the view to
informationizing it with computer obtained medical knowledge to help doctors for
symptom diagnosis [10].
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This paper studies the key technology of TCM smart service system, in which the
IoT-based four-layer system framework conducts informationized collection of
observation, listening, inquiry and pulse feeling (four methods of diagnosis in TCM).
This system stores TCM theoretical essences, academic ideas and previous experience
into database. For convenience of computer recognition and calculation, TCM disease
knowledge is to be expressed through informationization. This system is also equipped
with self learning and reasoning ability, which can ensure constant information
updating in it, helpful for machine learning, saving cost and improving efficiency,
hence convenient for realizing resources sharing through internet. TCM, after com-
bining solid model of western medicine, is no longer a traditional phenomenological
model [11], thus solving the issue of TCM westernization.

3 TCM Smart Service Oriented System Framework

By referring to the four-layer system framework of internet of things [12], TCM smart
service system framework includes four layers, namely smart perception layer, network
transmission layer, information layer and application service layer. As shown in Fig. 1.

3.1 Smart Perception Layer

Smart perception layer is the foundation of TCM smart service system. It is mainly
consisted of information collection equipment and network building equipment.
Through collecting relevant information about patient complexion, breath, symptom

Fig. 1. Architecture of TCM intelligent diagnostic service system
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and pulse with information collection equipment, the four methods of diagnosis of
“observation, listening, inquiry and pulse feeling” were realized. Then the collected
information will be transmitted to network transmission layer with network building
equipment. Information collection equipment recognizes human body and collects data
through means like camera, e-questionnaire, and sensor; network building equipment
constructs information collection equipment into network and then aggregates and
transmits to the next layer with infrared, site bus, bar code, Bluetooth, RFID, etc. [13].

3.2 Network Transmission Layer

Network transmission layer is the “courier” in TCM smart service system for data
transmission, conveying the data obtained at smart perception layer. The information
can be transmitted through internet, company intranet, mobile communication network,
small size LAN, various private networks and wireless mesh network. Data trans-
mission layer works as a bridge by undertaking the data from the smart perception layer
below and initiating the information layer above, and thus realizing the precise
transmission of data.

3.3 Information Layer

Information layer is the “brain” of the whole TCM smart service system, a database
containing enormous resources like TCM theoretical essences, academic ideas and
previous experience and formulizing TCM disease knowledge representation. Self
learning, self representation and self reasoning can be realized of the enormous data in
the database through relevance, perceptibility and traceability. After going through
network transmission layer, data will extract relevant information from the database at
information layer for representation.

3.4 Application Service Layer

Application service layer is the “envoy” in TCM smart service system, which will
realize intelligence and informationization according to patient needs. Application layer
can realize the integration of basic data in TCM smart service system and feedback the
results to patients. Application service layer provides interface for application inter-
action between humans and various devices. This layer is responsible for data inte-
gration and results feedback, including camera surveillance, GPS positioning, results
calculation and bills payment. It serves as further incorporation of IoT and mobile
internet technology into TCM smart service system [14].

4 TCM Oriented Knowledge Representation Technology

4.1 Observation for Diagnosis

Observation for diagnosis means using eyes to observe the surface conditions of
patients, including complexion, normality of five sense organs, tongue and connection
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position of different parts. The visual sense involved therein is replaced by computer
visual image processing.

Steps are as follows:

Step1: Store all images of face and tongue characterizing TCM diseases into
information layer database of smart service system;
Step2: Use camera equipment to take pictures of patient face and tongue;
Step3: Transmit images to main network through short distance transmission
technology like RFID, bar code, site bus, Bluetooth and infrared and further to
database;
Step4: Process the images at application service layer, and output corresponding
face and tongue features based on images with high similarity to patient images.

4.2 Listening for Diagnosis

Listening for diagnosis refers to using ears for diagnosis mainly for patient utterance,
breath and coughing sound. According to Inner Canon of Yellow Emperor, the five
internal organs of humans can produce five notes like nature [15–17]. Yu proposed a
set of five notes frequency decomposition method based mathematical model suitable
for any kind of periodic time domain sound signals, which could be used for five notes
decomposition of human physiological signals, putting in place a new mathematical
model for TCM diagnosis [18]. The five notes are the same as the “gong (do), shang
(re), jue (mi), zhi (sol), yu (la)” in ancient times; their difference lies in the tones, which
can be shown in a sine cosine function. That is to say, the sounds produced by human
body can be decomposed into the expression formula containing five notes frequency
components, through which human sounds can be expressed via mathematical formulas
and transformed into the language that can be recognized by computer.

First of all, the basic rule of the five notes frequency is given [10–13]. Assuming
that one “gong” sound is produced by an ideal object which can be seen as a particle,
then the rule of its amplitude changing with time can be expressed with a sine function:

fg tð Þ ¼ asin xtþuð Þ ð1Þ

If the translation can be increased on time, then it can also be expressed with a sine
function:

fg tð Þ ¼ msinxt ð2Þ

According to the rules of Pythagorean intonation, the object can be divided into
three sections. The sound generated by the remaining two sections after abandoning
one is “zhi” [10–13]. Then the sound of “zhi” can be expressed as:

fz tð Þ ¼ msin
3
2
xt ð3Þ
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The object producing the sound “zhi” is further divided into three parts with
another one added, and then the sound will be “shang” [10–13]. Then the sound of
“shang” can be expressed as:

fs tð Þ ¼ nsin
3
2
� 3
4
xt ð4Þ

If the object producing the sound of “shang” is kept, then the sound produced will
be “yu”. Then the sound of “yu” can be expressed as:

fy tð Þ ¼ nsin
3
2
� 3
4
� 3
2
xt ð5Þ

If the sound of “yu” is added, then the sound produced will be “jue” [19–21]. Then
the sound of “jue” can be expressed as:

fj tð Þ ¼ nsin
3
2
� 3
4
� 3
2
� 3
4
xt ð6Þ

On the basis of “gong”, five notes of “gong, shang, jue, zhi, yu” can be obtained
through two times of decrease and three times of increase.

Every kind of periodic sound can be seen as a function of particle amplitude.
According to Fourier series expansion rules, this kind of sound is consisted of several
sine waves with different frequency. The sine waves of several different frequencies are
different five notes frequencies.

The frequency value of a series of five notes produced through the above five notes
generation principles is the different powers of the basic frequency fraction as shown
below:

gk1 tð Þ ¼ mksin
3
2

� �k 3
4

� �k�1

ð7Þ

gk2 tð Þ ¼ nksin
3
2

� �k 3
4

� �k

xt ð8Þ

Then based one above rules, the sounds obtained through listening for diagnosis
can be expanded by a trigonometric function with a series of five notes frequency:

f tð Þ ¼m0

2
þmsinxtþ n cosxtþ

Xþ1
k¼1

½mk sinð3
2k�1

23k�2Þw0tþ nk sinð3
2k

23k
Þxt

þ pk cosð3
2k�1

23k�2Þxtþ qk cosð3
2k

23k
Þxt�

ð9Þ

To obtain the coefficient of expansions, expand the series to k0 term and obtain the
coefficient for each term:
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mk ¼ 1
p

Z p

�p
f tð Þ sin 4 � 32k�1� �

x � dx

¼ 1
p

Z p

�p
f

x � 23k0
x

� �
sin 4 � 32k�1� �

x � dx
ð10Þ

Similarly, we can get

nk ¼ 1
p

Z p

�p
f

x � 23k0
x

� �
sin 32k

� �
x � dx ð11Þ

pk ¼ 1
p

Z p

�p
f

x � 23k0
x

� �
cos 4 � 32k�1� �

x � dx ð12Þ

qk ¼ 1
p

Zp

�p

f
x � 23k0

x

� �
cos 32k

� �
x � dx ð13Þ

When the series is expanded to k0 term, the value for the following calculation of
the integral:

Z p
x

�p
x

f tð Þdt ¼
Z p

x

�p
x

m0

2
dt ð14Þ

Then:

m0 ¼ 1
p

Z p

�p
f

x
x

� �
dx ð15Þ

In the same way, the value for the successive multiplication at both sides followed
by integral:

m ¼ 1
p

Z p

�p
f

x
x

� �
sinxdx ð16Þ

n ¼ 1
p

Z p

�p
f

x
x

� �
cosxdx ð17Þ

Mathematical language is used to describe the rules of Pythagorean intonation, and
formulas for any periodic time domain sound signals decomposed into several five
notes frequency signal combinations are given. Through five notes decomposition
method, human physiological signals can be analyzed and processed, providing an
effective mathematical model conforming to TCM theory for TCM diagnostic
equipment and further promoting its development. In this way, in TCM diagnosis
diagnostic equipment can collect sounds and transform them into five notes frequency
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expansions, which are mathematical knowledge formulas recognizable by computers.
Hence, the modernization and informationization of TCM knowledge representation
can be realized, so as to keep up with the times and promote the development of smart
diagnosis.

4.3 Inquiry for Diagnosis

Inquiry for diagnosis means inquiring about patient conditions carefully. TCM smart
service system, apart from inquiring about patient conditions orally, can also adopt
e-forms or machine language expression for inquiry. In this way, diagnostic equipment
voice recognition function can be utilized to transmit keywords of patient conditions
into database through network transmission network and use other diagnoses of
application service layer to process informationized results, so as to obtain corre-
sponding diagnostic results and treatment methods.

4.4 Pulse Feeling for Diagnosis

Pulse feeling for diagnosis means feeling and examining the pulse. According to the
state of pulse condition, it can be divided into eight types, namely surface pulse–
floating; internal pulse–sinking, solid and hidden; cold pulse–delay, slow, solid and
intense; hot pulse–frequent, moving, rapid and hurried; feeble pulse–feeble, weak,
slight, scattered, short; solid pulse–solid, long, slippery; qi pulse–flooding, moist; blood
pulse–tiny, elastic, unsmooth, hollow [22].

Pulse feeling for diagnosis is very important in TCM. Factors like human respi-
ration, mental state and disease can all affect the results, so there are many variations
for human pulse signals, because using singular spectrogram cannot conduct complete
representation for common features of one pulse condition is determined by various
spectrograms. Hence, Lei Li chose 8 feature parameters out of three major spectrogram
features (power spectrum, cepstrum and transfer function spectrum) as the basis for
TCM pulse condition recognition and judgment. Feature parameters included (1) power
spectrum fundamental frequency, basic frequency of pulse beating; (2) cepstrum fea-
ture RC that can describe the type of pulse cepstrum wave; (3) cepstrum null com-
ponent that can describe the strength of pulse beat; (4) spectrum energy ratio that can
describe the relation between pulse energy and frequency; (5) ratio between cepstrum
wave amplitude and cepstrum null component that can describe the smoothness of
pulse beat; (6) average distance of formant that can describe the average distance of
formant in transfer function; (7) number of formant in transfer function that can
describe the features of formant in human pulse conditions; and (8) harmonic wave
number in power spectrum that can describe human pulse beat rhythm [24].

5 System Self Learning and Reasoning Model Technology

After completing TCM knowledge representation, TCM self-learning reasoning model
is also needed to realize TCM smart service system.
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System self learning reasoning model is based on the database containing enormous
TCM theoretical essences, academic ideas and previous experience. This model can
imitate professional TCM judgment processes and conduct self learning and reasoning
based on TCM knowledge and experience to aid human expert judgment to ultimately
reach the effect of smart diagnosis. This model regards physiological indexes of patient
as input parameters, mobilizes knowledge in database and utilizes reasoning mecha-
nism for diagnosis (Fig. 2).

Self-learning and reasoning model of TCM system contains two parts, namely
TCM knowledge fuzzy model and modified BP neural network algorithm.

BP neural network adopts self-adapting learning process of external environment,
approximates to non-linear relationship with high precision, so it can be used for
non-linear system [23]. However, due to the large influence of feature parameters upon
neural network layer to be input, the modeling output effect of BP neural network will
be affected if feature parameters are fuzzy without extracting fuzzy information therein,
so the difference to expectation will be large and precision be affected [23]. Therefore,
fuzzy processing has to be conducted of input layer of BP neural network in advance.

5.1 TCM Knowledge Fuzzy Model

(1) Fuzzy Membership Function

Assuming that there is one fuzzy set on the area to be discussed, there is one correct
pair of membership for any element there. The mapping relationship is:

lA : U ! 0; 1½ � ð18Þ

u ! lA uð Þ ð19Þ

This mapping is the membership function of the fuzzy set. The evaluation scope is
0; 1½ �, and it shows the membership degree of elements [24]. Larger evaluation of
membership indicates that this element has a higher affiliation degree to current fuzzy
set.

Fig. 2. Self learning and reasoning model
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In this way, TCM knowledge fuzzy set can be characterized by membership
function, which can be determined according to the type of TCM diagnosis. For
example, before the 8 feature parameters of the above pulse conditions are input in BP
neural network, fuzzy processing is needed. Function can be resorted to in obtaining
the membership degree of each node.

(2) Fuzzy Rules

There are many fuzzy concepts in the expression of TCM knowledge. Fuzzy rules
can help understand the fuzzy meaning of TCM knowledge. Rules are effective tools
for quantitative modeling of word or sentence in natural or artificial language, in which
reasoning based on rules can be used to draw conclusion from one set of fuzzy rule and
known facts. There are two parts for fuzzy rules, namely IF, precondition for fuzzy
rules, and THEN, conclusion for fuzzy rules [23]. Commonly seen rules have two
forms, namely Mamdani fuzzy rules and T-S fuzzy rules [25]. Among them, T-S fuzzy
rules are those applied for non-linear system recognition. Given that big data based
TCM smart diagnostic service in most cases is non-linear system, T-S fuzzy rules are
adopted in our system. The general form of T-S fuzzy rules is:

R j : IFx1 is A
j
1and x2 is A

j
2. . .xm is A j

m: ð20Þ

Then

y ¼ c j0 þ c j1x1 þ . . .c jmxmj ¼ 1; 2. . .r ð21Þ

Where, Rj is item of fuzzy rule, and xm is input and output variables of fuzzy
system, Aj

i is output subset of item of ith rule, r is total number of rules, and c jm is
coefficient of input variables.

It can be seen that one experience of TCM can be seen as a fuzzy rule. That is,
when the priori condition of experience is satisfied, it will output in the form of
non-linear combination. After the database stores TCM theoretical essences, academic
ideas and previous experience, it possesses fuzzy rules for TCM disease reasoning.

5.2 Modified BP Neural Network Algorithm

BP neural network algorithm is one kind of multi-layer feed-forward neural network
algorithm, composed of forward propagation and back propagation. Forward propa-
gation is the weight and function calculation from signal input at input layer to hidden
layer to be output through output layer. Back propagation is the feedback output error
signals with forward propagation to network. Through BP algorithm and based on error
signal, when error signal becomes smaller, weight and threshold at each node have to
be modified. This solves the problem of difficulty in training inside multi-layer forward
and back networks, which can facilitate further expansion of neural network.

BP neural network includes input layer, hidden layer and output layer. Interlayer
connection between neurons at each layer is there, but no connection inside layers. The
diagram is as shown below (Fig. 3):
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Input vector of input layer is X ¼ x1; x2; . . .; xmð ÞT , output vector of hidden layer is
O ¼ o1; o2; . . .; olð ÞT , actual output vector of output layer is Y ¼ y1; y2; . . .; ykð ÞT ,
expected output is Yd ¼ yd1; yd2; . . .; ydkð ÞT .

xijis the connection weight of nodes in mode, xik is the connection weight between
nodes at different layers in model, a and b are the threshold of nodes between hidden
layer and output layer.

Hidden layer:

oj ¼ h zj
� � ð22Þ

zj ¼
Xm

i¼1
xijxi � aj ð23Þ

Output layer:

yk ¼ h zkð Þ ð24Þ

zk ¼
Xi

j¼1
xjkoj � bk k ¼ 1; 2; . . .;m ð25Þ

Where, h is excitation function. The error between actual output and expected
output should be kept low, so as to ensure high precision for BP neural network. Error
is described through error of mean square:

E ¼ E yd � yð ÞT yd � yð Þ� 	 ð26Þ

Fig. 3. The three-layer BP network structure diagram

310 Y. Guo et al.



Weight and threshold of each node are adjusted through the steepest descent
algorithm. Then the Kþ 1 iteration

xjk kþ 1ð Þ ¼ xjk kð Þ � g
@Ek

@xjk
ð27Þ

bk kþ 1ð Þ ¼ bk kð Þ � g
@Ek

bk
ð28Þ

Obtain partial derivative to get output layer results:

xjk kþ 1ð Þ ¼ xjk kð Þþ gdkoj ð29Þ

bk kþ 1ð Þ ¼ bk kð Þþ gdk ð30Þ

In the same way, obtain the hidden layer output results:

xij kþ 1ð Þ ¼ xij kð Þþ gdjxi ð31Þ

aj kþ 1ð Þ ¼ aj kð Þþ gdj ð32Þ

Where, dk is inverse transmission error of output layer:

dk ¼ ydk � ydkð Þh0 zkð Þ ð33Þ

dj Is inverse transmission error of hidden layer:

dj ¼ h0 zkð Þ
Xl

k¼1
dkxjk ð34Þ

Although BP neural network enjoys sound precision in seeking optimal solution,
we still find out that it also has long convergence time, and the optimal solution
obtained is most likely to be the local optimal solution instead of global optimal
solution [26]. Therefore, the above BP neural network has to be modified. Hereby the
concepts of momentum factor and learning rate are introduced.

The momentum factor c is introduced when modifying the weight of nodes from
input layer to hidden layer.

Dxij kþ 1ð Þ ¼ 1� cð Þadjxi þ cDxij kð Þ ð35Þ

Daj kþ 1ð Þ ¼ 1� cð Þadj þ cDaj kð Þ ð36Þ

Where, xij is connection weight between nodes, c is momentum factor, a is self
adapting learning rate, xj is error signal, xj is the input quantity at node, ai is threshold
detected at node.

In the same way, the modification of weight and threshold from hidden layer to
output layer is completed.
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The following formula can be used to self-adaptingly regulate learning rate:

a kþ 1ð Þ ¼
1:05a kð Þ E K þ 1ð Þ\E kð Þ

0:7a kð Þ E Kþ 1ð Þ[ 1:04E kð Þ
a kð Þ others

8<
: ð37Þ

To establish formula (35), the following restrictions have to be satisfied.

c ¼
0:95 E kð Þ\E k � 1ð Þ
0 E kð Þ[ 1:04E k � 1ð Þ
c others

8<
: ð38Þ

5.3 Observation for Diagnosis

Neural network processing information scope and ability are expanded through
introducing TCM knowledge fuzzy reasoning model into modified BP neural network
algorithm. Therefore, the combination of TCM knowledge fuzzy reasoning model and
modified BP neural network algorithm constitutes the self learning and reasoning
model for TCM smart diagnostic service system.

This model firstly builds T-S fuzzy rules based on TCM theoretical essences,
academic ideas and previous experience through conducting fuzzy processing of initial
variables to be input to obtain input layer variable and then using modified BP neural
network algorithm to establish the neural network between input and output variables.
Then it obtains the weight and threshold of each node in network through self learning
function of network and ultimately builds self learning and reasoning model. The
structure diagram of self learning reasoning model is shown as follows (Fig. 4):

Fig. 4. Self learning and reasoning structure diagram
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6 Conclusion

This paper discusses the key technology of TCM smart service system, in which
advanced technologies like internet of things, big data and mobile internet are com-
bined with TCM, conducting informationized collection by machine from observation,
listening, inquiry and pulse feeling, and storing TCM theoretical essences, academic
ideas and previous experience into database. This system can build self learning rea-
soning model through TCM knowledge fuzzy model and modified BP neural network
algorithm, so as to enable it to update information in database and keep up with the
times. The updated database resources and informationized expression of TCM
knowledge will facilitate machine learning and diagnosis of various diseases. The
buildup of TCM database will also provide a shortcut for realizing resources sharing
through internet, hence saving cost and improving efficiency. With these technologies,
medical equipment can realize more comprehensive, thorough and deeper smart
judgment, further promoting development of TCM and providing higher service quality
for patients. The informationization, intelligence and networking of the system can
solve the problems like TCM westernization and lack of innovation through machine
with the philosophy of “high efficiency and supreme quality.” These technologies will
no doubt realize lasting prosperity and booming development.
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Abstract. The development of technology in large strides has enabled wireless
sensor network to extensively supersede traditional wired sensor network
(WSN), which is accompanied with its application to every aspect of life and
production. In terms of smart buildings, presently the mainstream direction in
the research is combining wireless sensor network with IOT technology and
internet technology, etc. In this paper, based on ZigBee wireless sensor network
(WSN) combined with Java, Android, etc., developed to monitor building
real-time environmental data of intelligent building system, and can achieve the
combination of automatic and manual household appliance control platform.

Keywords: WSN � Smart buildings � ZigBee technology � Java Web
MySQL � Android

1 Introduction

So-called smart buildings [1] are product of combining traditional architectural tech-
nology with internet technology and communication technology, etc. Mainly oriented
towards office buildings, schools, hospitals, traffic, residences, shopping malls, etc.,
which are outfitted with smart and automatic functions to make our life, work, study
and entertainment more comfortable and sustainable.

Wireless sensor network (WSN), a distributed sensing network, is the result of
combining sensor with wireless communication technology. Its features of small vol-
ume, low power dissipation and a strong ad hoc network capacity, etc. have made it
gradually replace traditional wired sensor network and become the mainstream direc-
tion for present scientific research and development for use. The sensors are widely or
even randomly dispersed over monitored area, and the information collected by sensor
is transferred via ad hoc and multiple hop wireless communication modules with low
power dissipation to upper computer for related processing. The today’s wireless
communication technology is extensively applied to military, agricultural, traffic, and
medical domains [2], etc. People’s demands in everyday life dramatically boosted
upgrading of traditional sensors, with multimedia sensor emerging as the times require
in such domains as medical treatment and traffic, etc. The collected information is no
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longer traditional temperature and humidity, etc. but is multimedia information such as
audios, videos and pictures, etc. Combination of wireless communication modules
(GPRS, Bluetooth, ZigBee, etc.) with sensors substituted traditional wired sensor
network to save substantive resources. With advantages of high scalability, ad hoc
property, low power dissipation, high integration, etc., wireless sensor network is fully
applied in monitored regions with sparse population and complicated geologic envi-
ronment [3].

2 Introduction of ZigBee Technology

ZigBee technology is a LAN wireless communication technology with low power
dissipation, low latency, a strong ad hoc network capacity and quick reaction rate. Its
communication protocol is based on 802.15.4 standard, and network topological
architecture is mainly divided into three types: star topology, tree topology and mesh
topology, wherein the star topology consumes the least energy. In ZigBee technology,
the primary routing protocol algorithms are Cluster - Tree, AODVjr, and Cluster -
Tree + AODVjr. Many scholars improved the three routing protocols to create many
new and more efficient routing protocols, which will not be described in details here.
The ZigBee network mainly comprises three parts: co-ordinator, router and end device,
which are selected according to network topology styles. For example, the star network
structure needs no router. The co-ordinator must be a global functional device, while
end device allows two-way selection and can be both a global functional device and a
device with simplified functions. Compared with Bluetooth and WIFI, notwithstanding
relatively shorter transmission distance, this leads to lower dissipation of energy for
ZigBee network. Besides, in terms of quantity of network connections, ZigBee network
support more than 65,000 nodes [4–7].

3 Application of ZigBee Technology in Smart Building
System

The smart building system based on ZigBee technology can realize automation and
intellectualization of buildings by dint of low power dissipation, low cost and high
integration of ZigBee. Terminal node is integration of sensor and ZigBee module to
transfer the collected data to coordinator node which integrates data and submit it to
upper computer. In the meanwhile the coordinator node issues the device operation
directive of upper computer to control nodes to finish control of home appliances. The
general frame is as shown in Fig. 1:

3.1 Acquisition of Sensor Data

The acquisition process of sensor data in intelligent building system is to transfer data
collected by sensors to coordinator nodes through ZigBee module for summarization
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and processing. The coordinator sends the processed data through the serial port, WIFI,
GPRS and other networks to the designated ports on the server and monitor the start of
server of this port starts. The data packets are processed and stored in the database by a
communication protocol in advance. Its architecture is mainly divided into 3 parts.

(1) Information acquisition and transmission layer: By using ZigBee network, various
environment data information sensors are formed into an information acquisition
and transmission network. The sensors are distributed at specific detection points
in the monitoring area. The ZigBee module transfers the collected data to the
coordinator node.

(2) Information summarization and upload layer: The ZigBee coordinator sends the
data uploaded by the lower computer to the ARM chip so that the data can be
summarized and processed according to specific network protocols. Finally, it is
uploaded to the designated server IP via the serial port, WIFI or GPRS (depending
on the environment).

(3) Information analysis and processing layer: The data uploaded by the lower
computer is parsed by monitoring the service of designated port server. The
analysis is based on the network protocol corresponding to the information
summarization and upload layer. The parsed data stream is then stored in the
database for the use of the server and visual end.

3.2 Communication Protocol

Communication protocol refers to rule and regulations that both parties must comply
with in order to complete communication or service. The protocol defined the format
used by data unit, information and meaning that information unit should include,
connection mode, sequence of information transmitting and receiving so as to ensure
data in the network to be transmitted to a certain place smoothly.

Fig. 1. General frame
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Network protocol in this paper includes message header, data layer and message
ending. Message header mainly includes lead code, data length, equipment tag, mes-
sage type, etc. and represents the beginning of a piece of message. Message ending
includes weighted sum verification and ending symbol.

The function of data layer is to cover the type of sensing data of a piece of message
and data value so as to form a data package. On the server, it is analyzed into different
data flows and saved to different lists in database. Specific network protocol is shown in
the Fig. 2:

3.3 Hardware Design

The smart building system based on wireless sensor network adopts ZigBee module on
wireless collection transmission terminal. ZigBee chip is CC2530, which supports
global free wave band of 2.4 GHz. The network type is star network and mesh net-
work, with the largest network capacity being 65, 535 nodes, transmission range being
800 m and emissive power being 4.5 dbm. The core controller of coordinator adopts
STM32F103RBT6 chip, which is a 32-bit microcontroller launched by STMicroelec-
tronics NV, with 64 pins. It has a Flash capacity of 128 k bytes, working temperature
of −40 °C–85 °C and is packaged by way of LQFP.

In agricultural detection system based on ZigBee, the simple hardware circuit
diagram for coordinator node is as shown in Fig. 3.

Fig. 2. Specific network protocol

Fig. 3. Coordinator node

318 M. Xia and D. Song



The simple hardware circuit diagram for sensor node is as shown in Fig. 4.

3.4 Software Design

Software end mainly comprises three aspects: processing and storage of collected data,
server of visual terminal, and visual terminal (Android mobile).

Processing and storage of collected data adopt C++ language and MySQL database,
with primary functions as follows: hardware unit transfers via network the collected
date to daemon written with C++ for resolving using communication protocol com-
monly defined with hardware unit to get the desired data. The data is not only collected
environmental data, but also includes IP address of data source i.e. collection terminal.
Lastly the information is stored in MySQL database.

In data processing course, the daemon process filters and screens the data. Data size
received by the daemon process is huge, but data error may appear owing to limitation
of hardware equipment, network time delay, network capacity, network throughput
capacity. The daemon process calculated calculates all data of one type of sensor and
gets the average value of sensing data at one time node. When there is great difference
between data uploaded by the sensor and average value, the daemon process will
abandon such item of data and insert the average value to database. Moreover, the
daemon process also makes comparison according to the preset sensing range of sensor
in database so as to screen the wrong data.

Fig. 4. Sensor node
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Visual server is developed using lightweight Java-Web, with three major functions:

(1) Real-time data, history data and equipment status value are issued to visual
terminal.

(2) Collect and store the information fed back by the visual terminal. Related control
operations for the equipment are finished via the feedback.

(3) Combine real-time data and fixing algorithm (threshold algorithm, etc.) to finish
control of equipment.

Wherein the priority for (2) and (3) is (3) is higher than (2), i.e. the server terminal
makes algorithm evaluation and controls the equipment with priority, then modifies the
equipment state via the operational data fed back by visual terminal. The flowchart is as
shown in Figs. 5 and 6:

Start

Get sensor data

Data parsing and 
splitting

Data storage

Bring the data 
into the algorithm

Is it greater than the 
upper threshold?

Is it less than the 
lower threshold?

End

Complete the 
equipment 

operation and 
store the device 

status value in the 
database

Yes

No

Yes

No

Fig. 5. Data acquisition flow chart
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The database mainly comprise five tables: i.e. collector table, collection area table,
environmental data table, user information table and equipment state table, etc. Wherein
the collector table (collector) stores relevant information of collector, including: ID, IP
address, heartbeat frequency, equipment mac address, etc. Table definitions are as
shown in Table 1 below:

Start

Receive login 
request

Success or not 

Registered 
Websocket

Send real-time 
data

Receive the 
JSON string of 

the relevant 
functionality and 

parse it

JSON parsing 
successful or not

The server 
completes the 

operation

End

Fig. 6. Visual terminal flow chart

Table 1. Collector table (collector)

Field name Data type Whether is
master key

Whether is
external key

Description

collectorId Int Yes No Collector ID
rate Int No No Heartbeat frequency
last Datatime No No The last uploading time
mac Varchar(32) No No Mac address of equipment
binding Int No No Binding state
areaId Int No No ID for bound collection area
areaName Varchar(50) No No Name of bound collection area
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Collection area table, also called office area table (area), mainly stores: area ID, area
name, area address, area description, ID of bound user, etc. The Table definitions are as
shown in Table 2 below:

The environmental data table (data) mainly stores relevant information of sensor
and collected data, etc., mainly comprising: data ID, collector ID, sensor type, sensor
value, time of uploading sensed amount, upper and lower limits of sensed amount, etc.
The table definitions are as shown in Table 3 below:

User information table (user) mainly comprises all personal information of users,
through which, collector can be bound. For example, the user in office block on the
second floor is bound with relate sensor and home appliances of the second floor, so he
cannot control the equipment on the third floor. The table definitions are as shown in
Table 4 below:

Table 2. Office area table (area)

Field name Data type Whether is
master key

Whether is
external key

Description

areaId Int Yes No ID of collection area
areaName Varchar(50) No No Name of collection area
address Varchar(12) No No Address of collection area
setTime Datetime No No Time of creating
userId Int No No ID of bound user
userName Varchar(50) No No Name of bound user
unit Float No No Area

Table 3. Environmental data table (data)

Field name Data type Whether is
master key

Whether is
external key

Description

Id Int Yes No Data ID
collectorId Int No No Collector ID
sType Int No No Sensor type
sValue Varchar(2) No No Sensor value
Date Datetime No No Time of uploading sensed

amount
rMax Decimal(8, 2) No No Maxima of measuring range
rMin Decimal(8, 2) No No Minima of measuring range
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Equipment table is similar to collector table, mainly storing: equipment ID,
equipment name, current state of equipment (0, 1), ID of bound office area, etc. The
table definition is as shown in Table 5 below:

The visual terminal is App software developed based on Android OS, which runs
on mobile and tablet computer, with major functions of: checking real-time data;
checking history data; checking equipment status and control equipment. The user
cannot only check real-time data of current sensor on the visual terminal, but also can
obtain history data via history data interface, and get the current state of home appli-
ances, thereby making secondary regulation according to actual condition.

3.5 Test of Smart Building System

Test showed that the fundamental functions of wireless smart building system based on
ZigBee can be realized. Test of networking and communication succeeded, environ-
mental data was successfully inserted into database, the database data is shown in

Table 4. User information table (user)

Field name Data type Whether is
master key

Whether is
external key

Description

userId Int Yes No User ID
userName Varchar(50) No No User name
type Int No No User type
pwd Varchar(32) No No User code
realName Varchar(50) No No Real name
tele Varchar(12) No No Tel.
email Varchar(30) No No Email
userAddress Varchar(20) No No Address

Table 5. Equipment table (equipment)

Field name Data type Whether is
master key

Whether is
external key

Description

equipmentId Int Yes No ID of home appliance
rate Int No No Heartbeat frequency
last Datatime No No The last uploading time
mac Varchar(32) No No Mac address of equipment
state Int No No Current state value
areaId Int No No ID for bound collection area
areaName Varchar(50) No No Name of bound collection

area
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Fig. 7. The visual terminal displays normally. The issuing time of data is averagely 2 s.
The time interval between issuing of control directive and finishing of actual control
operation is averagely 3 s, indicating functions of wireless smart building system are
basically enabled.

4 Conclusion

The increasingly higher economic level is coupled with increasing of people’s demands
for life quality. The rise of IOT and development of e-technology provide a better
foundation for smart home and smart buildings, etc. via use of sensors, server and other
electronic devices clustered in a large scale, the smart buildings provide convenience
for people in entertainment and work, etc. The paper introduces a wireless smart
building system which combines ZigBee wireless networks and mobile development
technology and is applicable to office environment. Next, the author will continue to
research networking communication of wireless sensor network, data transfer, and
practical application and expanding, etc. to underpin technically the smart building
domains such as building automation and office automation in a better way.
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Abstract. Distributed system is more complicated compared with other sys-
tems due to its concurrency and distribution. Moreover, the traditional system
development process is usually informal, and a large number of tests are
required. On the other hand, the formal methods have been applied in many
system development fields and many achievements have been made. In this
paper, a method which combines SysML requirement diagrams and Event-B to
model distributed system is proposed, including their mapping relations.
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1 Introduction

Compared with the traditional centralized system, the distributed system is more
complicated due to its concurrency and distribution. Though the distributed system has
developed rapidly with kinds of specifications and standards in recent years, there still
exists some shortcomings. Because these specifications and standards usually lack solid
theoretical foundation, it’s difficult to give a formal specification of distributed systems
as well as the correctness verification. As the distributed system becomes increasingly
complicated, the formal methods are needed to help overcome these shortcomings in
development.

The formal methods are used to help model complex system in a mathematic way
[10]. In formal development method, the text-based requirements are formalized, and
with the help of formal developing tools, hazards and errors can be automatically
detected. Event-B is a formal specification language for modeling and verifying system
requirements [1]. The basic idea that distinguishes Event-B from other formal methods
is its refinement mechanism. In Event-B refinement process, the abstract specifications
can be transformed into concrete specifications gradually until all requirements in the
specification contained in the model. Besides, a set of proof obligations (POs) are
generated after every refinement stage, which are used to verify the consistency from its
abstract model and to make sure that the functional requirements have been correctly
added [9].
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Although Event-B provides a refinement mechanism to gradually model the sys-
tem, one of the major problem is that there is no standard guideline to use the
refinement mechanism. When modeling complex systems, it is difficult for developers
to organize the refinement steps. On the other hand, the main weakness of using formal
method in system modeling is the gap between text-based requirement and the initial
specification. Thus, before modeling, a preliminary study of requirement analysis
should be considered. There are several requirements engineering approaches used to
describe requirements such as KAOs [11] and i* [13], but most of them stop at the
requirements analysis stage, and do not involve later development process. Besides,
SysML [2] is a modeling language for system engineering. Except for the basic dia-
gram of UML, SysML also inherits the extensibility mechanism and provides some
new diagrams, such as the requirement diagram and the parameter diagram. In [3], the
author proposed to extend the SysML requirement diagram with goal model in KAOs
method, and established a mapping relationships between the extended requirement
diagram and the B method [12]. Considering that the B method is mainly applicable to
software modeling, and the author didn’t mention the consistency of the model. This
paper proposes to combine SysML requirement diagram with Event-B modeling pro-
cess, the paper mainly focuses on the contains relationship of SysML requirement
diagram. First we use the requirement diagram to build the hierarchical relationships of
requirements, then we translate these hierarchical relationships into the modeling
process of Event-B, and verify the consistency of the model.

The organization of this paper is as follows, Sect. 2 gives some related knowledge
of Event-B and SysML requirement diagram. Section 3 describes the methods that
translates typical relationship of SysML requirement diagram into Event-B framework.
Section 4 is a case study to illustrate the proposed approach. And Sect. 5 gives con-
clusion and future work.

2 Background

2.1 SysML

SysML [2] is a unified modeling language for complex system analysis and specifi-
cation. As an extension of UML subset, some new diagrams are proposed such as
requirement diagram and parametric diagram. In this paper, we focus on the require-
ment diagram. A requirement is represented by a specific identifier and a text-based
description in requirement diagram. There are two kinds of relationships in requirement
diagram, the relations verify, satisfy, and refine describe the relationship between
requirements and other model elements [3]. The relation contains represents that a
sub-requirement is a part of its composite requirement. The relation derive relate a
derived requirement to its source requirement, for example a sub-system requirement
may derived from a system requirement. The relation copy expresses that one
requirement is the same version of another requirement. And these relations can be
depicted as follows (Fig. 1):
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2.2 Event-B

Event-B is a formal method for discrete system development based on first-order logic
and set theory, which is evolved from the classical B method [1]. There are two main
components in Event-B: context and machine. Context describes the static properties of
the model. Machine describes the dynamic behavior of a model. Another important
concept is the refinement mechanism in Event-B. A refinement process means more
detailed properties introduced into the concrete model from the abstract model. The
elements and the relationships of Event-B model can be shown as Fig. 2.

In general, Event-B is a state-based discrete system modeling language, the
mathematic model defined in machine is represented by states and its transition
mechanism, i.e. the event. The state is represented by the value of the variable, and the
property that states should always hold in a machine is invariant. In Event-B machines,
events are used to update the state, the main elements of event are guards and actions.
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Satisfy Verify Refine
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Fig. 1. Relations in SysML requirement diagram
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Guards are conditions that the transition should satisfy, and actions are behaviors that
update current states. A common form of an event is:

e, any x where G s; c; x; vð Þ then BA s; c; x; v; v0ð Þ ð1Þ

x is the parameter of the event, G s; c; x; vð Þ is a set of conditions for triggering
events, s is the carrier set and c is the constant, and v is the current value of the variable,
respectively. The body of event e is BA s; c; x; v; v0ð Þ, where v0 represents the updated
value of the current state.

Through the refinement mechanism of Event-B, the abstract machine can be refined
into a more specific machine. To maintain the consistency of the refinement chain in
the model, a set of proof obligations (POs) should be proved, which is generated from
the specification. There are two types of consistency in Event-B model, the model’s
self-consistency and the consistency with its abstract machine. If all POs are dis-
charged, then the consistency of the model is confirmed.

After the model is built, it is necessary to prove that all the properties have been
correctly added into the model. However, in a large project, the number of proofs may
be up to thousands. Obviously, it is not possible to solve these proof manually. Rodin
[4] is a development platform for Event-B, and it is based on eclipse. In rodin platform,
many plug-ins are included for development, such as POs generator and prover, the
first one is used to analyze the model and automatically generate corresponding proof
obligations. The other is used to prove them.

3 From SysML Requirement Diagram to Event-B

Since the requirement in SysML requirement is textual and informal, it is not possible
to directly translate requirement from requirement phase to formal specification phase.
We propose to define rules to derive a refinement framework from the requirement
diagram.

The main idea is to decompose the initial requirement into two different types, the
functional requirement and the domain requirement. These two kind of requirement can
be specified by contains relationship. The functional requirement is used to specify the
intended behaviors that system will achieve, the domain requirement specifies the static
environment factors such as the physical law the system should obey. As we have
mentioned before, Context describes the static property, while machine describes the
dynamic behavior of the system. Context can be extended with more properties while a
domain requirement in SysML requirement diagram can be decomposed into more
detailed sub-requirement [8]. The static property in domain requirement can be
described by the axiom in context. In Event-B, the dynamic behavior is expressed by
events and the invariants, in which the invariant is to make sure that the state converted
by event is consistent with the model. The basic mapping relation from SysML
requirement diagram to Event-B models is illustrated in Fig. 3.
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3.1 Event-B Machine Consistency

In order to verify whether the model satisfies specified properties, Event-B defines a set
of proof obligations that need to be discharged. And some POs involve the consistency
and deadlock-freeness of model, such as Feasibility (FIS), invariant preservation (INV),
deadlock-freeness (DLF). FIS is used to make sure that actions in events are feasible,
INV is used to ensure that each event in machine maintains the property preserved in
invariants, and DLF is to ensure that there are always some enabled events during the
execution. The formal forms of these proof obligations are shown as follow:

FIS: A s; cð Þ ^ I s; c; vð Þ ^ G s; c; v; xð Þ ‘ 9v0 � BA s; c; v; x; v0ð Þ ð2Þ

INV: A s; cð Þ ^ I s; c; vð Þ ^ G s; c; v; xð Þ ^ BA s; c; v; x; v0ð Þ ‘ inv s; c; v0ð Þ ð3Þ

DLF: I s; c; vð Þ ‘
_n

i¼1
9xi � G xi; vð Þð Þ ð4Þ

A s; cð Þ is the axiom in context, I s; c; vð Þ is invariants in machine, and inv s; c; v0ð Þ
are invariants that involve variables in BA s; c; v; x; v0ð Þ. According to the proofs in [14],
the consistency property can be verified by discharging FIS and INV proof obligations.
Meanwhile, with the help of plug-ins in rodin platform, these proof obligations can be
automatically generated and discharged.
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4 Case Study: A Leader Election Algorithm

The object of this section is to illustrate the approach through a common leader election
algorithm from [1]. As we know that the leader node is a coordinator of a bunch of
servers, there should be only one leader node and all servers should recognize the
leader. In a word, the leader election is used to elect a leader node in a group of process.

In this paper, we consider to model a simple distributed system, the ring network.
Each process in this ring network have their own id, and is able to send a message to
the next process in this ring network, in addition, all processes can store the message in
their buffers. In the algorithm, the process only accepts the message which is no less
than its own id and rejects messages that have smaller id. The algorithm stops when a
process receives its own id from other node, and this node is the leader node.

4.1 The Initial Model

At the beginning, we have an initial requirement described as “A leader node should be
elected in a ring network”. From this initial requirement, we can derive two sub
requirements, shown as Fig. 4.

The sub-requirement “Leader Elect” and “Environment” can be mapped into
Event-B machine and context, respectively. Here, we consider to build a simple net-
work which contains a set of nodes, and the corresponding specification in Event-B
context is shown as Fig. 5.

In this context, we defined a constant Num to include nodes with different id. The
axm4 means that there should always be a node that have the biggest id. Moreover, we
don’t consider about the ring structure. It will be refined into next refinement.

And the next requirement is “Leader Elect”, in this event, maxId is a variable that
can be assigned as the largest id in all nodes. The basic form can be shown as follows
(Fig. 6):

Text=“A leader node should be elected 
in a ring network.”
Id=“S1”

«requirement»
Distributed computing

Text=“A leader node should 
be elected.”
Id=“S1.1”

«requirement»
Leader Elect

Text=“Each node in the 
network has its own id.”
Id=“S1.2”

«requirement»
Environment

Fig. 4. Initial requirement diagram
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4.2 First Refinement

From the initial model, we have built a simple model that contains only one event and
don’t consider the ring structure. The requirement diagram should be extended further,
as the requirement can be explained in a detailed way. In the following refinement a
ring structure should be added into the context, and the requirement environment will
be extended as follows (Fig. 7):

And the corresponding context in Event-B model is shown as Fig. 8.
The constant next is a function that maps one node to another node.

@axm1 
@axm2 
@axm3 
@axm4 

Fig. 5. Initial context in Event-B

event elect
then 

@act1 
end

Fig. 6. Event elect

Text=“Each node can send message 
to its neighbor in a ring structure”
Id=“S1.2.1”

«requirement»
refEnv

Text=“Each node in the network 
has it s own id.”
Id=“S1.2”

«requirement»
Environment

Fig. 7. Extend the Env requirement
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Also, the requirement Leader Elect will be refined into three more concrete
requirements, accept, reject and refElect, which can be depicted as follows (Fig. 9):

In this requirement diagram, three refined requirements are contained in the Lea-
derElect. The requirement Accept means that nodes in the ring network only receive
message that has bigger id. On the contrary, the requirement Reject rejects message that
is smaller than its own id. And the requirement RefElect details the operation in
LeaderElect. The corresponding events in the refined machine are described partially as
follows (Figs. 10 and 11):

axm1_1:

axm1_2:

Fig. 8. Extended context in Event-B

Text=“A  node’s id will be 
accepted if it’s greater than 
current id.”
Id=“S1.1.1”

«requirement»
Accept

Text=“A node’s id will be 
rejected if it’s smaller than 
current id.”
Id=“S1.1.2”

«requirement»
Reject

Text=“once the node 
accept an id which is the 
same as itself is the 
leader 
Id=“S1.1.3”

«requirement»
RefElect

Text= “A leader node should be  
elected.”
Id=“S1.1”

«requirement»
Leader Elect

”

Fig. 9. Extended Leader Elect

event Accept
any 
where 

@grd1_1  
@grd1_2  

then 
@act1_1 

end 

Fig. 10. Event Accept
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In these events, variable buffer is used to store the nodes that are not rejected, and
the invariant is shown as follows (Fig. 12):

With this refinement step, a concrete model which contains more detailed infor-
mation can be built. The next step would be considering the consistency of this model.

4.3 Model Verification

Although the ring network model has been built through refinement, we still have to
verify the consistency and correctness of our model. In Event-B modeling, there are set
of proof obligations that should be proved while the model has been build. For
example, after the Accept event has been executed, we have to proof that the new value
of variable a is still consistent with the corresponding invariant such as inv1_1. And the
proof process can be shown as follows (Fig. 13):

Event RefElect
any 
where 

@grd1_1 
@grd1_2  

then 
@act1_1 

end 

Fig. 11. Event RefElect

Inv1_1: 

Inv1_2: 

Fig. 12. Invariants in refined machine

⊢⊢
Inv1_1 
Guards of event 
Accept 

Modified invariant Inv1_1 

Fig. 13. Event Accept INV1_1 proof obligation
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If all the proof should be proved manually, it would be a long time and becomes
difficult. Rodin [4] is a platform for Event-B modeling, it provides not only a devel-
opment environment, but also some tools that can automatically prove POs of the
model, which simplified the proof procedure [5, 6]. The ring network we have built is
automatically proved by Rodin platform, which can be shown as follows (Fig. 14):

5 Conclusion and Future Work

As a formal specification language, Event-B is capable for complex system modeling.
However, one of the major problem is that there is no standard guideline to use the
refinement mechanism. On the other hand, SysML requirement diagram gives a pre-
liminary analysis of requirements, and the hierarchical structure of requirements is
built. In this paper, we propose mapping relationships between SysML requirement
diagrams and Event-B refinement process. And since these relationships are partial, a
more precise semantic should be added in SysML requirement relations. Here, we plan
to extended SysML requirement diagram with goal model in KAOs method. Goals in
goal model can be specified into LTL formula, as LTL can describe both safety
property and liveness property, we will give a more precise preliminary analysis of
requirements. Our future work will mainly concentrate on the translation of extended
requirement diagram and Event-B model elements.
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China (863 Program) under Grant No. 2015AA015303; Project 61272083 supported by National
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Abstract. With the rapid development of space networks, new space
communications protocols are emerging, for which emulation is an essen-
tial step during design and test. In this paper, we propose a lab-based
testbed, in which software and hardware tools are utilized together to
emulate full network protocol stack. A software protocol gateway is
implemented to preform protocol conversion like IP over CCSDS in Data
Link Layer. A specified hardware, Cortex CRT-Q is adopted for accu-
rate emulation of space links, which connects upper layers with Physical
Layer. Thus, our testbed benefit from both the fidelity provided by hard-
ware and flexibility brought by software.

Keywords: Lab-based testbed · Full network protocol stack
IP over CCSDS · Space link

1 Introduction

A space communications protocol is a communications protocol designed to be
used over a space link, or in a network that contains one or multiple space links.
According to the CCSDS blue book, the space communications protocols are
defined for the following five layers of the ISO model [1]:

(a) Physical Layer;
(b) Data Link Layer;
(c) Network Layer;
(d) Transport Layer;
(e) Application Layer.

During design, implementation and utilization of space communications proto-
col, emulation is an essential step. Various testbeds for emulating space network
have been proposed in different works. The key point of the testbed is how to
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reproduce the space links in laboratory. A space link is a communications link
between a spacecraft and its associated ground system or between two spacecraft.
[1] The space communication link displays special characteristics different from
those of terrestrial ones: larger link delay, higher bit error rates, bursts of errors,
packet disordering, etc. To emulate a space-ground link, field testing equipment
can be prohibitively expensive and deployment scheme is inflexible. [2] Another
method is using software like netem to control the delay, the BER and the rate.
[3] The problem of this kind of testbed is that data flows through Ethernet net-
work, which is different from specialized transceivers running dedicated Data
Link Layer protocols, like AOS [7].

Experiments with full network protocol stack is preferred for system level
performance emulation. To emulate a space communications protocol, a widely
used method is utilizing network simulator software like OPNET [4], which is
confined to state machine in a single PC lack of fidelity. Another solution is
utilizing protocol gateway based on FPGA [5] to perform IP over CCSDS, in
which a certain threshold and difficulties for developing exits, with protocol
configuration lack of flexibility.

In this paper, a full-protocol-stack testbed is proposed for network protocol
emulation. Hardware components like Cotrex Command/Ranging/Telemetry-
Quantum (hereinafter referred to as Cortex CRT-Q) [6] is applied to provide
accurate space-ground link and software protocol gateway (hereinafter referred
to as SPG) provides flexible configuration and emulation of full protocol stack.
The remainder of this paper is organized as follows. Section 2 describes the design
of our testbed including facilities and equipment. Verification experiments and
relevant results are presented in Sect. 3. The conclusions and future works are
drawn in Sect. 4.

2 Design for Testbed

2.1 Overview of the Architecture

The hardware architecture of the testbed is showed in Fig. 1, which consists of
one Cortex CRT-Q, two SPGs and several PCs. Cortex CRT-Q provides space
links, which incorporates powerful built-in simulation capabilities for functional
and performance test purposes including: receiving data as simulation resource
and sending out data after demodulation over the ETHERNET LAN, IF mod-
ulation (PM, FM, BPSK, QPSK, OQPSK or AQPSK) and demodulation, noise
generation, etc. In this paper, Cortex CRT-Q works in the local loop-back mode
to emulate a space-ground link in a lab environment. SGP functions as a bor-
der gateway, which performs protocol conversion like IP over CCSDS simultane-
ously. PCs act as communication nodes in space network such as ground stations,
spacecraft, users, etc.

2.2 The Design of the Software Protocol Gateway

The implementation of the SPG is based on the concept of protocol layering
principle. Figure 1 also shows the protocol architecture. Notice that, SPG works
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Fig. 1. Overview of the architecture

upon two protocol stacks as a border gateway, solving the protocol conversion
problem. Reserving interface like socket port in different layers is convenient for
debugging and monitoring with the help of wireshark or tcpdump. SPG operates
in a Linux environment and program in each layer will be explained later.

In Network Layer, we write program based on libpcap and libnet, to accom-
plish capturing and sending IP packet. The Application Layer data extracted
with IP header, needs fragmentation and reassembly sometimes when the pay-
load length is bigger than MTU.

In Data Link Layer, Advanced Orbiting Systems (AOS) [7] protocol has
been designed to meet the requirements of space missions for efficient transfer of
space application data of various types and characteristics over space-to-ground,
ground-to-space, or space-to-space communications links. Thus it is selected as
Data Link Layer protocol in our testbed because of its maturity and universality,
certainly could be replaced by others. The IP OVER CCSDS SPACE LINKS
blue book [8] describes the recommended method for transferring IP PDUs over
CCSDS SDLPs including AOS. IP PDUs are transferred by encapsulating them,
one-for-one, within CCSDS Encapsulation Packets. The Encapsulation Packets
[9] are transferred directly within one or more CCSDS SDLP Transfer Frames.
This method uses the CCSDS Internet Protocol Extension (IPE) convention
in conjunction with the CCSDS Encapsulation Service over CCSDS AOS. We
program according to relevant books and RFCs to perform protocol conversion.

In Physical Layer, with different configuration parameters set, Cortex CRT-Q
could provide different physical link. It reads data as simulated data from port
3021 or 3022. After local real-time modulation and demodulation, port 3070
is used to send telemetry data out, which is triggered by a request command.
Working mode provided by Cortex CRT-Q is oriented to data stream, however,
the data form involved in protocol emulation is mainly intermittent data packet.
Generally, if the transmission rate of the Application Layer does not match with
the bit rate of the Physical Layer, phenomenon occurs as follows: if transmission
rate is higher, problems of congestion, delay and packet loss would be serious;
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if bit rate is higher, in order to avoid modulation blank, given amount of data
is required to wait, which resulted in unnecessary delay. The difference between
data stream and data packets makes requests for link adaption. Therefore, socket
programming of non-blocking mode is applied. When there is no data to send,
idle data is sent to maintain channel synchronization. In brief, we program to
put and get AOS frames in CRT frame format and accomplish link adaption.

2.3 Data Flow on the Testbed

Make an introduction to the data flow on the testbed. Figure 2 shows only
one-direction communication process, the other direction is similar. Two sub-
nets are representing terrestrial and space network respectively, for example,
192.168.0.0/24 (hereinafter referred to as subnet 1) and 192.168.10.0/24 (here-
inafter referred to as subnet 2). SPG connects the PCs of each subnet with the
Cortex CRT-Q.

PCs in subnet 1 sets the routing table, enabling all data whose destination
is subnet2 are converged in SPG 1. SPG 1 receives the data from network card
that would be sent to pcap program to filter out IP packets, which encapsulated
into AOS frame later and sent to Cortex CRT-Q in simulated data format.
Cortex CRT-Q modulation frequency is set as 70M, with different modulation
parameters configured. SPG 2 keeps sending request commands to the Cortex
CRT-Q. Once telemetry data is received, which would go through CRT-unpack
and AOS-unpack program. Original IP packets would be sent to the PCs in
subnet 2 through libnet program, after adding Ethernet frame header.

Based on Cortex CRT-Q and SPGs, data flow contains space-ground links,
upon which full network protocol stack are emulated.

Fig. 2. Data flow
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3 Test and Discussion

3.1 Fidelity of the Testbed

The fidelity of testbed mainly depends on the accuracy of bit rate and bit error
rate (hereinafter referred to as BER) that Cortex CRT-Q supplies. The following
two experiments is performed to verify these indicators. Because in Cortex CRT-
Q, frame size is fixed after configuration. In this paper, frame size is 1024 B. Make
analysis according to AOS frame format (Table 1) without noise. We could reason
out:

Bandwidth =
Payloadsize

Framesize
BitRate (1)

Table 1. AOS frame format

AOS frame 1024 B

Sync word AOS AOS data field AOS

1ACFFC1D Head MPDU Encap IPE Payload CRC

4 B 6 B 2B 4 B 1 B 1005B 2B

If payload is smaller than 100 5B, it will be filled with idle data until the total
length is 1005 B. Otherwise, it will be split into several frames with length of
1005 B. At this time, the formula is revised to:

Bandwidth =
Payloadsize

Framesize ∗ N
BitRate (2)

N = �Payloadsize

1005B
� (3)

Therefore, when the payload length is set as 1005 B, actually 977 B subtract
IP and UDP header, the optimal bandwidth utilization equals 95.41%. In the
two subnets, two PCs are running iperf [10] server and client respectively. The
bandwidth in 100 Kbps link with different payload size is tested as Fig. 3, and the
best bandwidth with different bit rates is tested as Table 2. Since the measured

Table 2. Best bandwidth with different bit rate

Bit rate Bandwidth Channel utilization

100k 94.9k 94.90%

500k 474.0k 94.80%

1M 942.1k 94.20%
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results are very close to the theoretical value 95.41%, it can be concluded that
the indicator of bit rate is valid and accurate.

Now, we analyze validity of configuration for BER. Essentially, software emu-
lator like tc/netem, controls BER in Physical Layer by counting and dropping
specific amount of packets in upper Layer (probably Network Layer). On the
contrary, Cortex CRT-Q controls BER by setting up noise with different C/N0

in Physical Layer, which leads to packet loss in Data Link Layer because of fail-
ing to pass checksum. The latter is more logical and credible. According to the
formula:

PeBPSK =
1
2
erfc(

√
Eb/N0) (4)

Eb/N0 = C/N0 − 10lgR (5)

After C/N0 is set to 59.5 dB (R = 100 Kbps, BSPK) in the noise modular of
the Cortex CRT-Q, Eb/N0 is showed around 9.5 dB. The BER now is 10−5,
according to the formula (4). As for loss ratio,

LossRatio = 1 − (1 − BER)8packetsize (6)

Packet size is 1024 B because each frame in Cortex CRT-Q is 1024 bytes, after
conversion, the packet loss rate is 7.865%. After backing up data sent to and
receive from Physical Layer (CRT), we can calculate BER by making compar-
isons. Analogically, after backing up data sent to and receive from Data Link
Layer (AOS), we can calculate Loss Ratio. File with the size of 10 MB was sent
in the configuration of BER = 10−5and BER = 10−6with different bit rates, the
test results are as Fig. 4. The measured results are very close to the theoretical
value, it can be concluded that the indicator of BER valid and accurate.
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3.2 Flexibility of the Testbed

Firstly, two subnets ping each other to make analysis of delay. When bit rate
is 100 Kbps without noise, average RTT is 460 ms. Considering that each ICMP
packet is packed into a 1024 B CRT frame, channel delay is 82 ms and one-way
program processing delay is about 148 ms.

Based on the design principle of protocol layering, we can flexibly change
upper protocols to test other protocol stack for example DTN [11] (gray parts
in Fig. 1). To perform testing, the Interplanetary Overlay Network (ION) ver-
sion 3.5.0 open source software implementation of DTN [12] was used on Linux
PCs including SPGs and communication nodes. On the basis of the IP over
CCSDS, according to the relevant blue book and RFC [13–15], with ION soft-
ware providing CFDP/BP/LTP application, new data flow is as follows (gray
parts in Fig. 2): Gateway 1 acting as ipn:1.1, splits CFDP file into BP bundles
and cuts converged bundles into LTP Blocks, then according to the link layer
MTU(1005 B, optimal payload size), LTP Blocks turn into LTP segment. This
is a very intuitive process of a CFDP-BP-LTP-AOS-RF protocol emulation.

We set up another testbed as a contrast (Fig. 5). A PC utilizes tc/netem
acting as a link. At first, delay is configured as 222 ms and rate is 100 kbps. So
that RTT of Ping is 460 ms, same as our testbed. But bandwidth measured by
iperf (977 B payload size) is 96.1 Kbps, higher than 94.9 Kbps. After revising
rate to make sure the result of iperf is the same as 94.9 Kbps, ION software
uses different protocols, such as CFDP/BP/LTP protocol, sends the same file
(200 kB), delivery time in our testbed compared with software emulator are as
Fig. 6.

It is displayed that delivery time of our testbed is still a little longer than
software testbed. The reason is that in software testbed, even rate and delay are
the same, protocol in Data Link Layer and Physical Layer is different. Because
in our testbed, LTP is directly running upon AOS (after simple Encapsulation
[9]) and frame size of AOS is fixed (1024 B in our testbed) for both forward

Fig. 5. TC/netem testbed
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data packets and backward ACK packets. However, in software testbed, LTP is
running upon UDP and frame size of Ethernet is not fixed. It means in software
testbed, at least, ACK arrives more quickly because of small size, therefore, the
total communication process is shorter. The phenomenon reflects the advantage
of our testbed, full-protocol-stack-emulation, in another way.

4 Conclusion and Prospect

In this paper, software and hardware tools are utilized together to emulate full
network protocol stack. Based on the accurate physical space-ground link pro-
vided by hardware components, results of the emulation is more credible. What’s
more important, the testbed proposed in this paper can provide the researchers
and developers the feasibility to emulate or test new protocols in any layer of a
reconfigurable full network protocol stack in space networks.
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Abstract. Space communications have the characteristics of long link
delays, frequent link disruptions and high error rates. With reliable Lick-
lider Transmission Protocol (LTP) or Transmission Control Protocol
(TCP), automatic repeat request (ARQ) is applied to enable reliable
data delivery in delay/disruption tolerant networking (DTN). However,
ARQ is inefficient for space communications especially in links with long
round trip time (RTT). In this paper, an application layer Reed-Solomon
(ALRS) channel coding scheme is proposed, which is further combined
with ARQ to guarantee reliable transmission in DTN architecture. The
proposed ALRS coding scheme is implemented in open source ION-DTN
software and its performance is evaluated on a dedicated testbed. The
results of the experiments show that this scheme in DTN can be speed
up in most scenarios compared with ARQ-only scheme. With coding in
application layer, the scheme is also more compatible with the overlay
characteristic of DTN.

Keywords: Delay/disruption tolerant networking · Application layer
Reed-Solomon channel coding

1 Introduction

Along with the development of space technology and the progress in the explo-
ration of MARS, efficient and reliable data transmission in space is becoming
more and more important. Delay/disruption tolerant networking (DTN), a new
network architecture, has been proposed for deep space internetworking. To
enable reliable data transmission between the sender and the receiver, ARQ
is provided by Licklider Transmission Protocol (LTP) [1] or the classical Trans-
mission Control Protocol (TCP) in space DTN. However, due to challenging link
conditions in space communications, retransmissions of lost data based on ARQ
is the principal reason that sharply decreases network performance.
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How can we reduce the number of retransmissions to acquire higher delivery
speed in space communications? Forward error correction (FEC) with erasure
codes in different layers might be a good option to the ARQ solution [2]. Some
studies that incorporate erasure codes within space DTN have been proposed
previously. First, erasure codes can be combined with link layer to rectify bit-level
faults, which is known as the classical physical layer channel coding. However,
space communications channels are characterized with long fading or even link
disruptions. In such cases, typical link layer recovery fails, resulting in bursty
frame-losses in the order of tens to thousands of frames. Link layer failures are
reflected in the upper layers as packet losses that need to be retransmitted in
reliable transmission. Hence, the network performance in this manner can be
limited especially in links with long round trip time (RTT).

Second, erasure codes applied at packet level [3] is proposed to be promising
to guarantee higher robustness against consistent link errors and information
loss [4]. Erasure codes incorporates with Licklider Transmission Protocol is one
option. When LTP is used as transport protocol, data is splitted into LTP data
blocks and each block is fragmented into LTP segments. These segments are
encoded by erasure codes and they can generate redundancy segments. Then the
segments are encapsulated for transmission [5]. A reverse decoding process will
be implemented at the receiver. As the design philosophy of DTN is an overlay
network, it should work across different network domains, which might employ
potocols, such as LTP, User Datagram Protocol (UDP), Transmission Control
Protocol (TCP) or other new protocols in one transmission. Although erasure
codes incorporating with LTP can improve network performance obviously [6],
the method is LTP dedicated and can not guarantee the performance end-to-end.

In this paper, we propose an application layer channel coding scheme for
DTN. Reed-Solomon code is added over Bundle Protocol (BP) [7] to provide
FEC at the application layer. In this way, erasure coding is only conducted at
BP, which is separated from the protocol employed in the transmission layer.
Thus for variable implementation of network protocol stacks [8], this scheme
inherits the good portability of the overlay DTN architecture.

The remainder of this paper is organized as follows: In Sect. 2 we briefly
introduce the proposed application layer erasure coding scheme. In Sect. 3 the
configuration of the experiments are given and the results of the experiments
are also presented and analyzed. Finally, in Sect. 4, we conclude the paper and
provide some directions for future research.

2 Application Layer Erasure Coding Scheme

We briefly describe the proposed application layer (ALRS) erasure cod-
ing scheme in this section. Erasure codes, Reed-Solomon (RS) code in this
paper, is incorporated with space DTN at the application layer. Files that
need to be transferred will be split into k data packets firstly, where k =
fileSize/maximumPacketSize. Then, a set of k data packets are encoded into
n packets with m redundancy packets, where m = n − k. The corresponding
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(a) Sender

(b) Receiver

Fig. 1. The hybrid ALRS encoding/decoding process for space DTN. (a) Sender,
(b) Receiver.

code rate is k/n. Currently, maximumPacketSize is set in accordance with the
size of maximum transmission unit (MTU) in IP layer. Since RS are system-
atic codes, the first k encoded packets are data packets and the last m encoded
packets are redundancy packets [9]. The architecture of RS encoding/decoding
processes are shown in Fig. 1.

The problem of this scheme, or the problem of FEC, is that when the channel
is out of the capability of the coding scheme, some errors can not be corrected
and the reliable transmission can not be finished. So, we further propose a hybrid
ALRS and ARQ scheme for the automatic reliable transmission in DTN. The
process of this hybrid scheme is shown in Fig. 2. All the packets are first passed
to BP in order. Each packet is encapsulated into a single bundle and encoded
with ALRS scheme described earlier. Then the coded bundles are sent to the
receiver. An additional FIN packet will be sent at the end of these encoded
bundles to indicate the end of the transmission. According to the theory of RS
code, random k bundles of n encoded bundles must be received at the receiver
for the correct recovery of the original file. When the number of the received
bundles is greater than or equal to k and the file is recovered, an END bundle
will be sent to inform the sender that the file has been received successfully.



350 D. Hou et al.

While when the number of the received bundles is less than k, the receiver will
check the first four bytes of each received bundle, which indicates the sequence
number of the bundle in all the n encoded bundles, to record the lost bundles.
These sequence numbers will be written into a REQ bundle which will be sent
to the sender and inform the sender of the lost bundles for retransmission.

As the FIN bundle, the REQ bundle and the END bundle are unique control
bundles for the hybrid transmission scheme, different timers are set at the sender
or the receiver for these bundles. Upon the arrival of these bundles, the timer
is canceled, otherwise, upon expiration of the timer, the control bundle will
be retransmitted immediately. In this way, the hybrid scheme can guarantee
reliable delivery of the original file to the upper application without support of
ARQ based reliable transmission protocols. Unreliable LTP (Green) convergence
layer or UDP convergence layer can be adopted in this scheme.

Fig. 2. Transmission of the hybrid ALRS.

3 Results and Analysis of the Experiments

3.1 Testbed Configuration

To evaluate the potential of the proposed ALRS scheme in deep-space and near-
earth environments, we set up a dedicated DTN testbed, which is shown in Fig. 3.
Network Emulator (Netem) is employed on a computer as a channel emulator to
simulate long delays, high error rates, and link asymmetry in space communica-
tions. To realize ALRS, we modify the ION-DTN [10] software which has been
installed on the computers emulating the sender and the receiver in the testbed.

For deep space communication scenario, communications between Mars
orbiter and Earth is considered. For near earth communication scenario, trans-
mission from satellites in geostationary (GEO) orbit towards Earth ground sta-
tion is considered. Considering the packet loss ratio, the number of packets and
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Fig. 3. Network topology for research.

Table 1. Experimental factors and values (Deep-Space)

Experimental factors Settings/Values

Data packet size (bytes) 1460

File size (Kbytes) 250

DTN protocol layering and configuration ALRS/BP/UDPCL/IPBP/LTPCL/IP

Downlink rate (kbps) 1500

Uplink rate (kbps) 15

One-way link delay (s) 40

PER (%) 0, 5, 10, 15, 20, 25, 30

Code rate 0.9

Table 2. Experimental factors and values (Near-Earth)

Experimental factors Settings/Values

Data packet size (bytes) 1460

File size (Kbytes) 250

DTN protocol layering and configuration ALRS/BP/UDPCL/IPBP/LTPCL/IP

Downlink rate (kbps) 150

Uplink rate (kbps) 1.5

One-way link delay (ms) 100

PER (%) 0, 5, 10, 15, 20, 25, 30

Code rate 0.9

the purpose of testing the transmission of the Hybrid ALRS, we set the code
rate equal to 0.9. A summary of the parameters configuration is given in Tables 1
and 2.

We evaluate the performance of hybrid ALRS and ARQ scheme with various
metrics. We record (1) the file transmission time, (2) total transmission data
including data bundles, redundancy bundles and retransmission bundles, and
(3) goodput defined as a ratio of the unique number of delivered data bytes
to the total data delivery time as a measure of transmission efficiency and link
utilization.



352 D. Hou et al.

3.2 Results: Transmission Time

Figure 4(a) and (b) provides a comparison of the data transmission time between
ARQ and the proposed hybrid scheme with various packet loss ratio (0%, 5%,
10%, 15%, 20%, 25%, 30%) in different communication environments. In deep
space, long propagation delay time and dedicated high transmission rate are
considered, the additional delivery time of redundancy bundles can be neglected.
As shown in Fig. 4(a), when there is no packet loss, the transmission time of ARQ
and the proposed hybrid scheme is very similar. When the packet loss ratio
increases, the transmission time of ARQ increases sharply. When the packet loss
ratio reaches 30%, ARQ’s transmission time is nearly 6 times more than the
proposed hybrid scheme.

In ARQ scheme, only when all k data bundles are received, can file be recov-
ered at the receiver. Once there is missing data bundles, the sender simply
retransmits the lost data bundles in response to a request from the receiver.
Hence, the number of the transmission rounds required for successful file deliv-
ery increases greatly as the packet loss ratio increases. For the proposed hybrid
scheme, as long as the receiver get k random data bundles from the all n coded
bundles, the transmitted file can be reconstructed. The number of the trans-
mission rounds for successful delivery of an entire file is decreased by applying
appropriate ALRS encoding/decoding. So as shown in Fig. 4, the packet loss
ratio has significant effect on ARQ, but little impact on the proposed hybrid
scheme.

When near earth scenario is considered, the propagation delay time is short
and the transmission rate is considered low for shared multiple access systems,
the transmission time of redundancy bundles can’t be neglected. Figure 4(b)
shows that ARQ has a shorter transmission time than the hybrid scheme when
packet loss ratio is low. As packet loss ratio increases, the transmission time of
ARQ surpasses the hybrid scheme gradually.
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Fig. 4. Comparison of the transmission time between hybrid ALRS and ARQ.
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3.3 Results: Total Transmission Data

Figure 5 gives a detailed insight about the total transmission data between ARQ
and the hybrid scheme with different packet loss ratio. When packet loss ratio
is no more than 10%, ARQ has a less total transmission data. With the increase
of packet loss ratio, the advantage of the hybrid scheme is shown. It is obvious
that the proposed hybrid scheme has a better energy efficiency in high packet
loss ratio scenarios.
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Fig. 5. Total transmission data for different packet loss ratio

3.4 Results: Goodput Performance

The comparison of goodput performance is presented in Fig. 6(a) and (b).
Figure 6(a) presents the goodput in deep space, we neglect the delivery time
of redundancy bundles as mentioned above. The transmission efficiency of ARQ
degrades obviously with the increase of packet loss ratio. Due to the effect of
ALRS encoding/decoding which decreases the number of retransmission, the
proposed hybrid scheme degrades only slightly and reach a steady level when
packet loss ratio equals to 10% and more.
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In near earth scenario, as shown in Fig. 6(b), the effect of the delivery time
of redundancy bundles is considered for transmission efficiency. Therefore, ARQ
has a better goodput when packet loss ratio is low.

4 Conclusions and Future Work

An application layer channel coding scheme that builds on top of BP in DTN is
introduced in this paper. The theory behind the use of erasure codes stems from
the necessity of limiting data retransmissions due to high error rate links in space.
Experiment results and our analysis confirm the potential of this approach.

In the future work, on the one hand, we will investigate the performance
trade-offs in multi-hop scenarios, where adaptive application layer erasure codes
may be examined, in which code rate is adjusted based on the observations of
the channel status at each hop. On the other hand, high code rate requires longer
codec time, which may lead to lower performance. We will study the effect of
different code rates.
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Abstract. As the scale of small satellite network is not large and the trans-
mission cost is high, it is necessary to optimize the routing problem. We apply
the traditional time-expanded graph to model the data acquisition of small
satellite network so that we can formulate the data acquisition into a multi-
commodity concurrent flow optimization problem (MCFP) aiming at maxi-
mizing the throughput. We use an approximation method to accelerate the
solution for MCFP and make global optimization of routing between satellite
network nodes. After the quantitative comparison between our MCFP algorithm
and general augmented path maximum flow algorithm and exploring the detail
of the algorithm, we verify the approximation algorithm’s reasonable selection
of routing optimization in small satellite network node communication.

Keywords: Satellite network � Multi-commodity flow � Routing optimization
Approximation algorithm � Concurrent flow

1 Introduction

Recently, more and more small satellites are launched to carry out various space
missions. Small satellites receive mission data from observable objects and send these
data to the data processing center via ground stations or relay satellites [1]. As the scale
of small satellite network is not large and the transmission cost is high, we need to
optimize the routing and allocate the resources properly.

The time-expanded graph (TEG) is a useful tool to model the topology of network
[2]. To deal with the challenges caused by the impacts of satellites’ movements during
delivery process, Liu and Sheng apply the traditional time-expanded graph to model the
data acquisition [3]. The delivery strategies and the data acquisition are formulated into
an optimization problem to maximize the throughput. For the tiny topology with few
satellites, the problems of routing and resources allocation have been emerged as a
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topic on multi-commodity problem (MCP). However, Liu and Sheng concentrate on
the small satellite model using TEG instead of giving a practical algorithm to solve it.

Though finding an integer flow solution to the MCP is proved to be an
NP-complete problem [4]. A polynomial time solution has been found through carrying
Linear Programming by allowing fractional flows [5]. Moreover, researchers have
concentrated on approximation schemes to speed up the solution. Following by Young
in 1995 [7], Shahrokhi and Matula proposed a new algorithm for maximum concurrent
flow problem (MCFP) in 1990 [6], whose algorithm was improved by Garg and
Konemann in 1998 [8]. Garg and Konemann simplified the ideas of Young and built a
framework for computing the MCFP. After that, Fleischer realized that an approxi-
mation of which commodity has the shortest path could be made in finding a shortest
path between the source-sink pairs and extended the framework in 2000 [9]. She was
able to describe an algorithm and its running time is independent of the number of the
commodity in the MCFP problem. We will use a modified version of Fleischer’s
algorithm to consider the problem.

In this paper, we first extend the TEG to put up the model of a small satellite
topology. Our model builds on the framework proposed by Liu and Sheng [3]. Then we
apply a polynomial time multi-commodity optimization algorithm to maximize the
network throughput based on this graph model. Simulation results highlight the
practicality of our algorithm and explore the detail of our algorithm on parameter and
running time etc.

2 System Model and Optimal Algorithm

2.1 System Setup

We consider a Graph G, which represents a small satellite network (SSN). There are
nodes SN ¼ s1; s2; . . .; sn; . . .f g and TN ¼ t1; t2; . . .; tn; . . .f g representing the
source and destination of data and a number of missions OM ¼ om1; om2; . . .;f
omn; . . .g to be completed over these nodes, where omi ¼ si; ti; di½ �. Mission omi

comprises source nodes which connects observable object obi, destination nodes which
connects data processing center dci and its demand di.

First we set our demands for each mission omi. Small satellites which revolve
around the earth at a low altitude of 350–1400 km acquire mission data when they
moving into the coverage of the observable objects and the ground stations get the
mission data via relay satellites or the small satellites directly in SSN. Then, the
mission data is transmitted from the ground stations to the data processing center
(DPC). As the small satellite can send mission data to a relay satellite or ground station
only when it moves close to them due to the orbiting movements, the connectivity
relationships between relay satellites (or ground stations) and small satellites are time
varying. On the other hand, relay satellites locate on the geosynchronous orbit. That is,
the connectivity relationships between relay satellites and ground stations are fixed.
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The SSN consists:

• Source of data SN ¼ s1; s2; . . .; sn; . . .f g.
• Observable objects OB ¼ ob1; ob2; . . .; obn; . . .f g.
• Small satellites SS ¼ ss1; ss2; . . .; ssn; . . .f g.
• Relay satellites denoted by RS ¼ rs1; rs2; . . .; rsn; . . .f g.
• Ground stations GS ¼ gs1; gs2; . . .; gsn; . . .f g.
• A data processing center, denoted by dc.
• Destination of data TN ¼ t1; t2; . . .; tn; . . .f g.

During each slot, the network topology of SSN is constant. But during slot tran-
sitions it could change instantaneously. We use TEG to capture the impact of satellites’
orbiting movements on data acquisition. We divide the plan horizon 0; T½ Þ into K slots
with duration of s ¼ T=k.

The TEG, denoted by G ¼ ðV ; EÞ, is shown in Fig. 1. Here, G ¼ ðV ; EÞ, is a
directed graph that corresponds to a network topology with K slots. The vertices of G
represent the copy of source nodes, destination nodes, small satellites, observable
objects, ground stations, relay satellites and data process centers for each slot. That is
V ¼ Vs [Vob [Vss [Vgs [Vrs [Vdc [VT .

Graph G have five kinds of arcs: artificial arcs for SN and TN, data collection arcs,
data storage arcs, fixed link arcs and opportunistic link arcs. We use the artificial arcs to
accumulate the total transmission data and set the data rate of such links infinity,

C dckj ; ti
� �

¼ 1, C si; obkj
� �

¼ 1. The data collection arcs represent capability of

small satellites gathering mission data from observable objects, Edc ¼ obki ; ss
k
j

� �
and

their capability equals the rate of mission data that small satellite ssj can collect from
observable object obi in the kth slot,

C obki ; ss
k
j

� �
¼ rdc ð1Þ

where rdc is the data collection rate of small satellites. The data storage arcs correspond to
the capability of satellites, stations and data process centers to store data, which is defined
as Es ¼ vki ; v

kþ 1
i

� �
vki 2
�� Vss [Vrs [Vgs [Vdc; 1 � k � K � 1

� �
. We set the capacity

of data storage arc sski ; ss
kþ 1
i

� �
infinity, C sski ; ss

kþ 1
i

� � ¼ 1. Arcs Efl ¼ rski ; gs
k
i

� �j�
1 � i � RS; 1 � k � K:g[ gski ; dc

k
� �

1 � i � GS; 1 � k � Kj� �
are fixed and

link arcs denoted by Eol ¼ sski ; vs
k
j

� �
sski 2 Vss; vskj 2 Vrs [Vgs; 1 � k � K
���

n o
are

opportunistic. Their capacity is the rate that mission data is able to be sent by the link,
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C vtki ; vr
k
j

� �
¼ r vti; vrj

� � ð2Þ

where r vti; vrj
� �

is the data rate of link vti; vrj
� �

. Because high speed wired links
connect the data process centers and ground stations, we can assume the data trans-
mission rate of them are enough mass, that is CD gski ; dc

k
� � ¼ 1.

2.2 Multi-commodity Algorithm

As according to transformation before, the impact of network dynamics on delivery
process can be modeled mathematically using the extended TEG as Fig. 2. And the
problem of routing optimization of small satellite network has been corresponding to a
topic on a directed graph G ¼ ðV ; EÞ with k pairs of demands ðsj; tjÞ 1 � j � k and
the capacities of the edges are denoted by u : E ! R which is equivalent to
multi-commodity flow problem (MCP).

For the MCP which concludes k source-sink demand pairs ðsj; tjÞ, as we use the
rates to present the capacity of the edges, routing optimization of small satellite net-
works based on TEG come to a maximum concurrent flow problem (MCFP).
The MCFP is a multi-commodity flow problem and all pairs of demands concurrently
flow. For MCFP, the target is to assign flow to global route so that the ratio (termed the
throughput) of the flow contributed between a pair equals to all pairs of demands. This
assignment must not exceed the capacities of all the edges. Each commodity corre-
sponds to a specified demand dj 1 � j � kð Þ in MCFP. Finding a flow that maximizes
ratio of demands is our purpose. Letting xðPÞ denote the quantity of the flow on path P,
MCFP can be formulated as:
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Fig. 1. An example of extending TEG to network model
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max
s:t:

Pk
P:e2P

xðPÞ� uðeÞ 8e
P
P2Pj

xðPÞ� kdj 8j

xðPÞ� 0 8P

ð3Þ

Polynomial solution for this problem can be found by using Linear Programming.
To make the solution faster, we use a modified version of a different approximation
algorithm from Fleischer [9].

Letting lðeÞ ¼ d=uðeÞ; zj ¼ minP2Pj lðPÞ, x � 0 at first. The entire procedure is in
phases and there are k iterations in each phase. The goal is routing dj units flow from sj
to tj in iteration j in steps. We apply the Dijkstra’s shortest path algorithm with the
length function and computes the shortest path P from sj to tj in iteration j. The
minimum of the remaining demand and the bottleneck capacity of this path will be
transmitted on P. Then the length lðeÞ renews and we set zj the current minimum length
of the path from sj to tj. The algorithm stops until the function value DðlÞ is upper than
one, that is

P
e uðeÞlðeÞ [ 1. A summary of the algorithm in Fig. 3, where we update

the lðeÞ by 1 þ e u
uðeÞ and set d ¼ m

1� e

� ��1=e
.

Fig. 2. Graph corresponding to the extended TEG in Fig. 1
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The algorithm required no more than 2k log mðlog k þ 1
e2Þ iterations and the total

time required by the e-approximate solution is in O�ðe�2mðk þ mÞÞ time. If
DðlÞ [ ¼ 1, then it will be sure that we can obtain at least ð1 � 3eÞ times of the
optimal solution by scaling the final flow by log1þ e 1=d.

3 Simulations

As the scale of small satellite network is not large, we define three scenarios of small
satellites network to explore the influence of topologies and after extending TEG, there
are respectively twenty-two, twenty-five and twenty-eight nodes in the graph.We assume
that the capacities of all edges in the graph are twenty, except the infinity edges defined
before and we set several source-sink demand pairs corresponding to specific demands.
To investigate the effect of different algorithms, we choose a general method called
augmented path maximum flow algorithm that is using single commodity max-flow
algorithm for each source-sink demand pairs in sequence and augmenting the residual
network graph every time after the single commodity max-flow is implemented. Then we
will compare our MCFP algorithm with the augmented path maximum flow algorithm.

Results of the two algorithms are shown in the Figs. 4 and 5. The augmented path
maximum flow algorithm is able to obtain the maximum throughput between single
source-sink nodes, it cannot collaboratively optimize the maximum flow path traffic for
multiple source-sink node pairs and the optimization of routing performance cannot be
achieved. With different node numbers and different source-sink node pair requests, the
small satellite network throughput of ourmethod based on TEGmodel is obviously larger
than that obtained by using the augmented path maximum flow algorithm. Furthermore,
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comparing the results of two source-sink demand pairs and four source-sink demand
pairs, the difference between the two algorithms is more obvious with four source-sink
demands. We can see that the more complicated the topology is as well as the more
demands it has, MCFP algorithm will have better effects than general solution.

Fig. 4. Results of MCFP algorithm and augmented path maximum flow algorithm (k = 2)

Fig. 5. Results of MCFP algorithm and augmented path maximum flow algorithm (k = 4)
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Both Fig. 6 and Table 1 show the details for the algorithm to solve the TEG graph
of a satellite network with 22 vertices and 36 edges.

To explore the dependency on e, we use the algorithm to solve a flow network of
small satellite where the optimal throughout (OPT) is 9.9. OPT is marked as the gray
horizontal line at the top in Fig. 6 and the closer to OPT e is, the better results we get.
The figure also shows the ð1 � 3eÞ approximation guarantee of the solution. The
guarantee says that the algorithm will produce a flow F such that ð1 � 3eÞOPT
� F � OPT , where F is the size of the flow. This guarantee means that the algorithm
will produce a flow that its throughput is extremely close to OPT, in another word, is
above the guarantee line, and under the OPT line.

The values of e, iterations, running time and throughput can be found in Table 1.
To look in detail, as the number of e decreases, the algorithm needs more iterations and
time to get the solution and the final throughput will be more optimal. From another
point of view, if the network changes fast and requires making decision quickly and in
time, choosing a reasonable e to achieve the balance of the running time and the
accuracy is a wise choice.

Fig. 6. Throughput vs. e with 20 nodes (k = 4)

Table 1. The change of e

e Iterations Time (s) Throughput

0.5 98 0.184 5.136
0.4 165 0.265 6.053
0.3 314 0.429 7.055
0.2 758 0.999 8.219
0.15 1395 1.672 8.861
0.1 3244 3.700 9.538
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4 Conclusion

We apply the traditional time-expanded graph to model the data acquisition of small
satellite network and use an approximation method to accelerate the solution for MCFP
and make global optimization of routing between satellite network nodes. The quan-
titative comparison between our MCFP algorithm and general augmented path maxi-
mum flow algorithm proves the algorithm achieving better throughput and being closer
to the optimal solution. Exploring the detail of the algorithm, we conclude that we need
to make a reasonable selection of parameter in our algorithm for satellite network nodes
communication to achieve the balance of the running time and the accuracy.
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Abstract. Space-Ground Integrated Network (SGIN) is the future network, and
the satellite-earth link channel is one critical part of the SGIN. This paper
simulates the satellite-earth link channel of SGIN based on the simulation
environment of OMNeT++. We set up the model of space-ground network and
satellite-earth link channel. The satellite-earth link channel includes two main
parts, one part is the free space channel that ranges from the satellites to the
aerosphere and the other part is the channel that ranges from aerosphere to the
ground terminals. According to the ITU Recommendations, we simulate the
satellite-earth link channel of the SGIN, from the results of the simulation. We
analyze the satellite-earth link channel attenuation, obtaining the packet delay
and packet arrival rate of the SGIN as well.

Keywords: Satellite-earth link channel � Space-ground integrated network
OMNeT++ network simulation � Packet delay � Packet arrival rate

1 Introduction

With the development of the STEM, especially the wireless communications. More and
more information and data are propagated by satellite-communication, because there
are amount of amazing advantages by using satellite to relay the signal, such as the
wide coverage area, the long distance of communication and the wide frequency band.
While the decreasing SNR and long-time delay since the longer distance between
terminal and satellite are something we do not expect, so the research of satellite-earth
link channel is worth for all satellite communication.

Multi-network fusion is one of the trends of future network, in the near future, we
may build a unified network which contain the space satellite network and the ground
internet. It will connect the earth with the outer space, and also is the foundation of IoT
(Internet of Things). Therefore, the research of space-ground integrated network is
important and worthful. In the propagation link, the satellite-earth link channel is one
critical part of the SGIN [1, 2].
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2 Simulation of Satellite-Earth Link Channel

2.1 OMNeT++

There are several simulator of open source integrated development environment, such
as NS2, OPNET. We choose OMNET++ software to simulate the satellite-earth
channel model. OMNeT++ is the discrete event simulator which is more friendly-using
and powerful to model wire communication network, wireless communication network
and protocol simulation. In general, it can be used in any system simulation and
modeling that can be solved by discrete event method [3, 4].

2.2 Build the Structure of the Space-Ground Network

Based on the orbit parameters of the satellites and the coordinates of the ground
stations, we write the NED files and C++ and h files to set up the simulation
space-ground network in the OMNeT++, the 2D view of the space-ground network is
the following screenshot Fig. 1.

2.3 Build the Instance of the Satellite-Earth Link Channel

The satellite-earth link channel includes two main parts, one part is the free space
channel that ranges from the satellites to the aerosphere and the other part is the channel
that ranges from aerosphere to the ground terminals which mainly affected by three
critical factors, the distance, the rainfall and the gas molecules characteristic frequency
attenuation. The satellite-earth link channel attenuation is given by the following
Fig. 2.

Fig. 1. 2D view of the space-ground network.
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According to the ITU standard of channel Recommendation ITU-R P.618-10, and
Recommendation ITU-R P.676-9, we build the instance of the satellite-earth link
channel. The view of the instance of the satellite-earth link channel is given by the
following Fig. 3.

2.3.1 The Free Space Attenuation
The free space attenuation is easy to be derived from the equation of antenna. The
attenuation F is given by the following equations:

F ¼ ðk=DÞ2=16p2L ð1Þ

Where:
k: wavelength
d: distance
L: system loss

Fig. 2. The satellite-earth link channel attenuation.

Fig. 3. The view of the instance of the satellite-earth link channel.
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2.3.2 The Gas Molecules Characteristic Frequency Attenuation
The gas molecules characteristic frequency attenuation which is mainly determined by
steam and dry air can be estimated by algorithms. The gas molecules characteristic
frequency attenuation co (dB/km) is given by the following equations with the different
frequency interval [5].

For f � 54 GHz:

co ¼ 7:2r2:8t

f 2 þ 0:34r2pr1:6t
þ 0:62n3

ð54 � f Þ1:16n1 þ 0:83n2

" #
f 2r2p � 10�3: ð2Þ

For 54 GHz < f � 60 GHz:

co ¼ exp
ln c54
24

ðf � 58Þðf � 60Þ � ln c58
8

ðf � 54Þðf � 60Þ þ ln c60
12

ðf � 54Þðf � 58Þ
� �

ð3Þ
For 60 GHz < f � 62 GHz:

co ¼ c60 þ ðc62 � c60Þ
f � 60

2
: ð4Þ

/ðrp; rt; a; b; c; dÞ ¼ rapr
b
t exp½cð1 � rpÞ þ dð1 � rtÞ�: ð5Þ

Where:
f: requency
rp = ptot/1013, where ptot represents total air pressure
rt = 288/(273 + t)
p: pressure
t: temperature.

2.3.3 The Rainfall Attenuation
The rainfall attenuation which is determined by rainfall can be estimated by the fol-
lowing geometry method, and there are so many correlation parameters in the calcu-
lation which we can obtain from the real physical world [6].

The diagram is presented in Fig. 4.

Step 1: Determine the rain height hR, which can be found in P.839.
Step 2: Compute the parameter Ls

For h � 5�

Ls ¼ ðhR � hsÞ
sin h

km: ð6Þ

For h\ 5�

Ls ¼ 2ðhR � hsÞ
sin2 hþ 2ðhR � hsÞ

Re

� �1=2
þ sin h

km: ð7Þ
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If hR � hs � 0, the attenuation is equal to 0 and the estimation is finished.
Step 3: Compute the parameter LG

LG ¼ LS cos h: ð8Þ

Step 4: If R0:01 ¼ 0, the attenuation is equal to 0 and the estimation is finished.
Step5: Compute the parameter cR

cR ¼ kðR0:01Þa: ð9Þ

Step 6: Compute the parameter r0:01

r0:01 ¼ 1

1þ 0:78
ffiffiffiffiffiffiffi
LGcR
f

q
� 0:38 1� e�2LGð Þ

: ð10Þ

Step 7:

f ¼ tan�1 hR � hs
LGr0:01

� �
degrees: ð11Þ

A:frozen precipitation 
B:rain height
C:liquid precipitation
D:Earth-space path

Fig. 4. Diagram of an earth-space path.
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For f [ h

LR ¼ LGr0:01
cos h

km: ð12Þ

Else,

LR ¼ ðhR � hsÞ
sin h

km: ð13Þ

Where:
R0.01: average rainfall rate for 0.01% of one year
hs: height over the average sea of station
h: elevation angle
Re: radius of the Earth
u: atitude of the earth station
f: frequency.

This diagram method is one estimation of rainfall attenuation and we can obtain the
specific results by the correlation parameters. This diagram method which we use is a
simplification version of the ITU standard of recommendation, more specific version
can be found in the Refs. [7–9].

3 Analysis of the Results

3.1 Receive Power

From the simulation of the OMNeT++, we change the parameters of the satellite-earth
and debug the program to get the results of the simulation. The following table is the
specific results of simulation (Table. 1).

Table 1. The parameters and results of the simulation.

The 0.01%
probability
of average
annual
rainfall
(mm/h)

Transmit
power
(W)

Frequency
(GHz)

Angle of
elevation
(degree)

Relative position
between the
satellite and
ground stations
(m)

Height of
ground
station
above the
mean sea
level (km)

Simulation results
(Received power)

Real
physical
propagation
model

10 100 30 60 1601932 10 2.3483491718013963e − 017 W
−136.2924 dBm

15 100 30 60 1601932 10 1.0210363911956929e − 017 W
−139.9096 dBm

30 100 30 60 1601932 10 3.1272583372063428e − 019 W
−155.0484 dBm

Free space
propagation
model

N/A 100 30 N/A 1601932 N/A 2.4641907908140618e − 017 W
−136.0833 dBm
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When we set the parameter of 0.01% probability of annual rainfall 10 mm/h, the
received power is−136.2924 dBm, as we set the parameter 15 mm/h, the received power
is −139.9096 dBm, as we set the parameter 30 mm/h, the received power is −155.0484
dBm. When we use the free space propagation model channel, the received power is
−136.0833 dBm. From the simulation results, we can see that with the increasing of
rainfall, the receive power become less and less with the same transmit power. But the
receive power is still acceptable for the receiver and terminals or ground stations.

We put the model of satellite-earth channel into the SGIN, so we can do more
research by using this channel model.

We simulate the network packet flow as well, by changing the satellite-earth
channel and the free space channel, we obtain different transmission results. As we
regard the satellite-earth link as the free space channel, we can get the results of almost
no error, as we add the real satellite-earth link channel into the OMNeT++, we are able
to get a more specific result.

The statistical diagrams are illustrated in Figs. 5, 6, 7 and 8 below.

Fig. 5. Free space channel packet delay. (Color figure online)

Fig. 6. Free space channel packet arrival rate. (Color figure online)
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3.2 Packet Delay and Packet Arrival Rate

From the four figures, we also get the variable results of both the packet delay and the
packet arrival rate, the blue curve stands for the instant delay and packet arrival rate
while the red curve stands for the mean delay and packet arrival rate. We could see that
the packet delay and packet arrival rate become more and more steady as the increasing
time and amount of packet. The reason is that the terminals search and get contact with
the satellites in the beginning which cost some initial time. Above all, both of the
results are acceptable.

From the statistical data, we not only generate the figures, but also get the char-
acteristics of the data. The mean of packet delay of Fig. 5 which we simulate in the free
space channel is typically 0.7131 s, and the variance of Fig. 5 is 0.0035. What is more,
the mean of packet arrival rate is typically 96.50%, and the variance of packet arrival
rate is 0.0068. In the simulation of satellite-earth link channel, the mean of packet delay
is typically 0.7133 s and the variance of packet delay is 0.0035, the mean of packet
arrival rate is typically 81.50%, and the variance of packet arrival rate is 0.0067.

Fig. 7. Satellite-earth link channel packet delay. (Color figure online)

Fig. 8. Satellite-earth link channel packet arrival rate. (Color figure online)
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4 Conclusion

In this paper, we build the structure of network and set up the model of satellite-earth
channel link based on OMNeT++, after that, we simulate the network and
satellite-earth channel to generate some data and figures that we are interested in, From
the results of simulation of space-ground integrated network and satellite-earth link
channel, we get the results in the channel with different parameters, and this will be a
worthful reference for any communication and network scenario using satellite-earth
link channel.
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Abstract. Automatic modulation classification (AMC) plays an important role
in many fields to identify the modulation type of wireless signals. In this paper,
we introduce deep learning to signal recognition. Based on architecture analysis
of the convolutional neural network (CNN), we used real signal data generated
by instruments as dataset, and proposed an improved CNN architecture to
achieve compatible recognition accuracy of modulation classification. Accord-
ing to various conditions of signal noise ratio (SNR), we test the proposed CNN
architecture with the real sampled signals. Experiments results show that the
high-layer network is not necessary for modulation recognition with high SNR
signals. The proposed CNN architecture has higher average classification
accuracy than RESNET and is more compatible for modulation classification of
signals with lower SNR.

Keywords: Modulation classification � Deep learning
Convolutional neural network � Wireless signal

1 Introduction

Automatic modulation classification is aiming to detect the modulation type of received
signals in order to recover signals by demodulation. The dominant approach of signal
modulation recognition can be categorized as likelihood-based methods and feature-
based methods [1]. Most likelihood-based classifiers require parameter estimation,
while feature-based methods can be free from parameter estimation and achieve high
popularity in recent years. Generally, feature-based methods consist of two steps:
feature extraction and classifier, which can provide classification decisions according to
some particular criterion.

Although the feature-based methods have shown great advantages in classification,
two problems still remain: one is the difficulty of Manually Feature Extraction, the
other is Noise Covering. Most conventional feature-based methods cannot utilize full
feature information when the performance of feature-based methods relies on the
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quality of the extracted features. Moreover, for modulation classification, manually
feature extraction is complicated and difficult for comprehensive modulation types of
wireless signals. For the Noise Covering problem, if the SNR is very low, the features
we can extract are so limited that we can’t get a satisfied performance for automatic
modulation classification.

Deep learning is a fascinating field and has achieved a series of state-of-the-art
results in different domains. However, Deep learning also has been tried for modulation
classification in some related researches. In paper [2], a modulation classification
method based on stacked de-noising sparse auto-encoder (SDAE) is investigated,
which can extract modulation features automatically, and classify input signals based
on the extracted features to get compatible results. Also based on deep learning
algorithms, the stacked sparse auto-encoders to extract features from ambiguity func-
tion (AF) images of signals are proposed to discriminate digital modulated signals [3].
After that, the obtained features are fed back into a Softmax regression classifier in
order to recognize 7 popular modulations including ASK, PSK, QAM, FSK, MSK,
LFM and OFDM. In paper [4], deep belief network (DBN) is applied for pattern
recognition and classification. Compared with those likelihood-based methods and
feature-based methods, they all show great success of high recognition accuracy in
various SNR conditions.

The main idea of this paper is to provide a stacked convolutional neural network of
deep learning architecture for modulation classification based on extracted features of
wireless signals automatically. The rest of the paper is organized as follows. In Sect. 2,
principles of Convolutional Neural Network are investigated. Based on real sampled
data of wireless signals, an improved CNN architecture is trained and proposed in
Sect. 3. In Sect. 4, experiments are included to compare average classification accuracy
with RESNET [5] under conditions of various SNR. Finally, conclusions are drawn in
Sect. 5.

2 Principle of Convolutional Neural Network

The goal of a neural network is to approximate a function f �. For a classifier, function
y ¼ f � xð Þ maps an input x to a category y. A neural network defines a mapping
criterion y ¼ f ðx; hÞ and obtains the value of the parameters h that result in the
optimal approximation function of the true mapping function.

Convolutional Neural Network is a powerful architecture of artificial neural net-
work, which is popular because of state-of-the-art achievements in computer vision
processing and natural language processing.

2.1 Architecture of Convolutional Neural Network

CNN process consists of two components: convolutional layers and pooling layers.
Convolutional layers are comprised of filter kernel and feature maps. The filter kernels
have weighted inputs and generate an output value like a neuron. The feature map is the
output of one filter kernel applied to the previous layer. A given filter kernel is drawn
across the entire previous layer and moved one point at a time, which depends on the
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stride. Each position results in activation of the neuron and generates an output to form
the feature map, as illustrated in Fig. 1.

The pooling layer down-samples the feature map of previous layers. Pooling layers
follow a sequence of convolutional layers to consolidate the learned features in the
previous feature map. Therefore, pooling may be considered as a technique to compress
and generalize feature representations, so as to generally reduce the model overfitting
phenomena. In Fig. 2, the max pooling process is illustrated with pool width of 3 and
stride of 2.

2.2 Training Process Based on Stochastic Gradient Descent

Stochastic Gradient Descent (SGD) is typical and preferred training algorithm for
neural networks. One row of data is inputted into the network at a time. The network
activates neurons forward to produce an output value finally. Then the output value is
compared to the expected output value to generate an error value. The error is back-
ward propagated through the network, in which the weights of layer are updated one
after another, according to the contributed amount to the error. The process is repeated
for all of the examples in the training data to get a trained network of the intended goal.

Fig. 1. 2-D convolution operation of CNN
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The weights in the network can be updated from the calculated errors for each
training example, which can result in fast but also chaotic changes to the network. On
the other hand, the errors can be saved up across all of the training examples and the
network can be updated at the end.

For computational efficiencies, it is necessary to define the batch size of datasets.
The batch size is often reduced to a small number of tens or hundreds of examples
before updates. The amount that weights are updated is controlled by a configuration
parameter called the learning rate, which controls the each step of network weights
updating for a given error.

The cost function is important to design a deep neural network. In most cases, the
parametric model defines a distribution p(y|x; h) and the principle of maximum like-
lihood is used to train the model. The cost function is defined as the cross-entropy
between the distribution of training data and the model predictions, as shown in For-
mula (1).

JðhÞ ¼ � log pmodelðyjxÞ ð1Þ

The Softmax functions are often used as the output of a classifier, which represent
the probability distribution over n different classes. The Softmax function is given by

softmaxðzÞi ¼
expðziÞP
j expðzjÞ

ð2Þ

The exponential Softmax function works very well when the Softmax function is
trained to output a target value y based on maximum log-likelihood. In this case, the
Softmax function in this paper is defined in terms of exponential function:

log softmaxðzÞi ¼ zi � log
X

j

expðzjÞ ð3Þ

When the training process maximizes the log-likelihood, the first term zi is
encouraged to be increased, while the second term is punished to be decreased. The
negative log-likelihood cost function always strongly penalizes the most inactive
prediction.

Fig. 2. Max pooling process of CNN
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3 The Improved CNN for Modulation Classification

To meet the requirements of modulation classification, our network architectures are
mainly inspired by ALEXNET [6], as shown in Fig. 3.

3.1 Signals Data Sampled and Process

Because digital modulation has better immunity performances to interference, which is
mostly discussed in the literatures for modulation classification. Here, it is assumed that
there is a single carrier-transmitted signal in additive white Gaussian noise (AWGN)
channel. The modulation types include 2ASK, BPSK, QPSK, 8PSK and 16QAM.

The signal data are produced by vector signal generator SMU200A. The sampling
rate is 1 GHz. All the signal data of different modulation types have the same carrier
frequency of 100 MHz and bandwidth of 25 MHz. Every sample has 2000 raw points
and there are 25000 samples in total, 5000 samples for each modulation type. The only
preprocess is to rescale the amplitude to the range of −2 V to 2 V. The spectrum map
of sampled BPSK signal is shown in the Fig. 4.

For most classification and regression process, there is still possibility to get results
even with small random noise added to the input. However, neural networks are proved
not robust to noise [7]. One way to improve the robustness of neural networks is simply
to do training process with input random noise data. So in training procedure to
improve the robustness, training data of same SNR are included, which are also used to
test the performance of proposed method in different SNR conditions.

When the network layers are not deep, it is not likely to encounter the problems like
vanishing/exploding gradients [8, 9]. The principle of maximum likelihood is taken as
the cost function, which means the cross-entropy between the training data and the
prediction of the model is regarded as the cost function. The weights are initialized with
Gaussian distribution initializers, which have zero means and unit variances. The SGD
is involved with a mini-batch size of 256. The weight decay is 0.0001 and the
momentum is 0.9. The learning rate starts from 0.1. When there are errors plateaus
occur, the learning rate descends at rate of 10 times.

Fig. 3. The architecture of ALEXNET
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As for the testing process, it is typically to use a simple separation of the same
sampled data into training and testing datasets. In experiments, 80% data of the
sampled signal is assigned to training dataset and 20% data of the sampled signal is
assigned to testing dataset. Finally when the training is halt, we get the accuracy
through inputting the testing datasets and statistical the accuracy.

3.2 The Improved CNN Architecture

It is found that the removal of the fully-connected layers of ALEXNET will reduce the
amount of weight parameters and get little impact of the recognition accuracy per-
formance. In this paper, the large kernel size is designed for better performances and
acceptable complexity. Moreover, after investigating the deep neural network with
more than 30 layers, it is found there are over-fitting problems. It is possible to apply a
shallow neural network to compete modulation recognition for signals with reasonable
SNR.

Based on the analysis above, the number of input neuron is set to 2000, which
means every sample has 2000 raw points. The improved CNN is proposed with 3
convolutional layers, and each convolutional layer is followed by a max pooling layer.
At the end of the CNN network, a 5-way fully-connected layer with Softmax is used to
output the probability of 5 kinds of signal modulations classification. The convolutional
layers have filter kernels with length of 40. 64 filter kernels are used in both the input
layer and the second layer. For the third layer, the filter kernels are increased to length
of 128. The max pooling layers perform down-sampling with stride of 2 and pool width
of 3 to get overlapping pooling. We do not use the any regularization like dropout [10].
So, the improved CNN consists of 4 weighted layers, as shown in Fig. 5.

Fig. 4. The spectrum map of BPSK signal

378 Y. Xu et al.



4 Experiments and Results Analysis

In order to evaluate recognition performances of deep neural networks and shallow
neural networks, a 32-layers RESNET and the improve CNN with 4 layers are com-
pared under condition of SNR = 0 dB.

As shown in Table 1, although both have similar training accuracy, the improved
4-layer CNN has better testing accuracy than the 32-layer RESNET. Because of
overfitting problem, the 32-layer RESNET may be unnecessarily large for automatic

Table 1. The accuracy comparison between the improved CNN and RESNET (SNR = 0 dB)

The improved CNN 32 layers RESNET

Training accuracy Approximate 100% Approximate 100%
Testing accuracy Approximate 100% 86.7%

Fig. 5. The improved CNN structure

Fig. 6. Recognition accuracy comparison
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modulation classification of SNR = 0 dB signals. For SNR = 0 dB signals, the mod-
ulation feature is distinct to be extracted for recognition, which can be completed by a
shallow neural network. When the SNR of received signals is very weak, a deep neural
network may provide stronger power to distinguish signal from noise.

As shown in Fig. 6, recognition accuracy performances of the improved CNN are
compared with RESNET network in different SNR conditions. According to the results,
the improved CNN has better recognition accuracy. But the descent speed in RESNET
network is more stable than the improved CNN with shallow layers as the SNR drops
to a low extent. The RESNET network is more powerful in extracting features when the
SNR is low enough which leads to better robustness to noise. The RESNET network
with dropout layer of 0.2 has little improvement, but more training time and training
data are required, which is not recommend for applications of real-time signal
detections.

5 Conclusions

The main purpose of this paper is to design a features extraction method based on
convolutional neural network for automatic modulation classification of wireless sig-
nals. Real signal data generated by instruments are involved to train a CNN network
and test recognition accuracy performances in different SNR conditions. It is found that
the deep layer network architecture is not necessary for high SNR signals due to the
overfitting problem, yet the shallow layer network architecture is more competent. By
removing the fully-connected layer of CNN, the network topology is simplified to
reduce complexity of training. According to the test results, the proposed improved
CNN has better recognition accuracy than RESNET, which is attracting for real-time
wireless signal detections.
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Abstract. With the difference of satellite altitude, there are always some
inherent defects in the traditional single-layer satellite networks. In this paper, in
order to improve the performance of the single-layer networks, a multi-layer
satellite network model composed of LEO/MEO/GEO and inter satellite link is
proposed. In this model, the LEO and MEO layers are used as the access layer,
and the data transmission is carried out to the ground. As the core layer, the
GEO layer is responsible for the management of the whole network and the link
assignment. Then modeling the network based on the STK satellite simulation
platform and carrying out the simulation analysis of ground coverage, the per-
formance of the inter satellite link and the link transmission. Theoretical analysis
and simulation results show that the design of multi-layer satellite network is
reasonable and effective, and also can be used in the construction of the inte-
grated satellite-terrestrial networks.

Keywords: Multi-layer satellite networks � Inter satellite link
Ground coverage � Link transmission

1 Introduction

Since the concept of Multi-layer satellite networks was brought up, it has received
extensive attention from various countries [1]. Up till now, most satellite systems adopt
single-layer satellite network, which means that all satellites are running in the same
altitude [2–5]. For instance, the famous GPS [6] satellite navigation system—Glob-
alstar [7], applies single-layer network. However, with all satellites working on the
same height, the capacity of systems will be greatly limited. The lower the satellite is,
the smaller area it covers, which means it need more satellites to cover the same area. In
the meanwhile, when the height of satellite declines, its speed increases, the network
topology changes drastically, and the Doppler frequency increases. Comparatively,
though the covered area increases when the orbit altitude of satellite augments, the
transmission delay and attenuation become greater. Therefore, the single-layer satellite
network is unable to satisfy our demands. If we take satellites on different altitude to
constitute the system, and take advantages of each layer, it’s possible to eliminate the
drawbacks of single-layer network, as well as to bring some good properties.
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For most researches concerning satellite network topology, their focuses stay on the
network structure design, permanent inter-satellite network and the performance of
ground coverage, and very few of them model and make comprehensive estimation of
the network from the perspective of ground coverage, inter-satellite network perfor-
mance and network transmission features, so as to ensure the design workable and
superior to others. In reference [2], the requirements for constructing permanent
inter-satellite network are brought up, but it fails to give out the exact network design.
In reference [3], one possible plan for designing multi-layer satellite network is brought
up, but no analysis on transmission features is given out.

In this thesis, a detailed approach to how to design multi-layer satellite network and
how to connect inter-satellite network is raised. Then, based on the satellite analysis
toolbox—STK, analysis of ground coverage, inter-satellite network performance and
transmission is carried out. Meanwhile, detailed simulation graph and data is achieved
during this process. The combination of theoretical analysis and simulation proved the
feasibility of the designed model of multi-layer network, and this design will give some
practical suggestions on China’s space-network development.

2 Multi-layer Satellite Network Modeling

2.1 Model of Multi-layer Satellite Network

The multi-layer satellite network model raised in this paper is as shown in Fig. 1. The
network is divided into 3 layers, which are LEO layer, MEO layer and GEO layer.
Because of the comparatively low altitude and medium coverage of LEO layer and
MEO layer, they can serve as the accessing layer of the network, so as to connect to
and exchange information with the ground network. GEO layer, because of its high
altitude, though it has massive ground coverage, its long transmission delay and server
attenuation makes it inappropriate to connect GEO layer to the ground network
directly. So, it is selected as the core layer of the network, in charge of the network
running and chain allocation, so as to choose the best route for data transmission
among satellites [8–11].

Fig. 1. Multi-layer satellite network model

Modeling and Performance Analysis of Multi-layer Satellite Networks 383



2.2 Network Parameters

Quasi regression orbit is chosen in this system, which means in n2 star days, the
satellite circles around the earth for n1 times, then it repeats it previous running trace.
Its mathematical equation is:

Ts � n2 ¼ Te � n1 ð1Þ

where n1 and n2 are none-zero natural numbers, Te and Ts stand for the star day length
and satellite period of revolution. The exact parameters for quasi regression orbit are as
shown in Fig. 2.

When the orbit altitude is h, the half geocentric-angle of covered area by satellite
can be expressed as

a ¼ arccos
ReCOSE
hþRe

� �
� E ð2Þ

where Re is the earth radius, E is the angle of elevation from observation point to the
satellite.

For the satellite network needs to realize global coverage and has to focus on
China’s territory, circular orbit is the best choice for this system, since satellite running
on elliptic orbit can only realize steady coverage on Mid latitude region when it is at the
apogee. And in terms of constellation configuration, the following drawbacks of polar
orbit, which are sparse coverage on low latitude region, dense coverage on high latitude
region, unbalanced coverage on different areas and high possibility of satellites crash
into each other while running on the polar area, make it inappropriate for this system.
Delta constellation is more appropriate for this system because of its capability of
smooth coverage.

Fig. 2. Acceptable altitudes for quasi regression orbit
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To realize globe coverage, the half geocentric angle is calculated based on the orbit
height, then how many orbits are needed and how many satellites should be there on
each orbit is estimated. Since Delta constellation system mainly covers the medium and
low latitude areas, satellite on the LEO layer mainly cover those areas mentioned
above. Then, because of the feature of massive coverage, we take advantage of
satellites on the MEO layer to have supplementary coverage on the mid and low
latitude area, as well as to cover the high latitude areas especially the polar area.

Finally, based on the analysis above, parameters of each orbit are calculated in
combination with coverage requirements. The designed multi-layer satellite network is
as show in the following Table 1:

It can be seen from the table above that it takes 37 satellites in total to satisfy the
coverage requirements, and the number is less than other designs of multi-layer satellite
network. The declination of satellites can not only dramatically reduce the launching
cost but also simplify the network management.

3 Inter-Satellite Link Design

The term inter-satellite link refers to the communication link between satellites, which
are usually base on micro wave or light. Via inter-satellite link, information can be
transmitted directly between satellites, which can dramatically reduce time-delay and
attenuation caused by retransmission via station. Moreover, it can decrease the number
of stations.

3.1 Inter-Satellite Link Design Within the Same Layer

For satellites on the same altitude, their visibility is shown in Fig. 3 (taking LEO as
example).

Table 1. Parameters in the multi-layer satellite networks

Orbit LEO MEO GEO

Orbit height (km) 1673 13899 35786
Orbit type Quasi regression

orbit
Quasi regression
orbit

Synchronous
orbit

Inclination 50° 53° 0°
Num. of orbits 4 2 1
Num. of satellite on each
orbit

7 3 3

Total satellites 28 6 3
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It can be seen from the graph that for one LEO satellite, its permanent visible to the
two satellites on the same orbit with and adjacent to it. In the meanwhile, it is per-
manent visible to two satellites on the adjacent orbit. Therefore, each satellite on these
three layers can be connected to the satellites which are permanent visible to it
according to the regularity mentioned above.

3.2 Inter-Satellite Link Design Within Different Layer

Taking MEO-LEO as example, the visibility of the inter-layer link is shown in Fig. 4.

As it can be seen from the graph above, no permanent inter-satellite link can be
established between satellites on different layer. However, the normal operation of
inter-satellite links can be assured by the rule that satellite on the upper layer covers the
satellite on the lower layer, which is to say that each satellite on the lower layer can be
covered by one satellite on the upper layer. Even if in one moment that the satellite on
the lower layer is not covered by the satellites on the upper layer and satellite data
cannot be transmitted, the inter-satellite links can be reallocated by the system, and the
data can be transmitted to a satellite covered by satellites on the upper layer, then
transmitted to the upper layer.

Fig. 3. Visibility within LEO layer

Fig. 4. Visibility within LEO layer and MEO layer
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According to this method, six MEO satellites are evenly assigned to three GEO
satellites; 28 LEO satellites were assigned to six MEO satellites, where five MEO
satellites are linked to five LEO Satellites, and one MEO satellite is connected to three
LEO satellites. Up till now, the design of the multi-layer satellite network is accom-
plished, and the explicit distribution method of the inter-satellite link is shown in the
following Table 2.

4 Analysis and Discussion on Performance of Multi-layer
Satellite Network

4.1 Coverage Analysis

For one specific area, we can make use of various satellite services only when it is
covered by the satellite. And for coverage performance, we primarily care about the
percentage of satellite coverage and the number of satellites can be accessed at the same
time. According to introduction above, only LEO layer and MEO layer of the three
layers serve as the access layer, so as to connect with the ground network. Therefore,
only access layer was taken into consideration when analyze ground coverage. The
percentage of covered territory of China is shown in the Fig. 5.

Table 2. Inter-satellite links allocation

Satellite orbit type LEO MEO GEO

Inter-satellite link within the same
layer

6 3 2

Inter-satellite within different layers / 5 LEO and 3
LEO

2 MEO

Visibility of Inter-satellite link within
the same layer

Permanent
visible

Permanent
visible

Permanent
visible

Visibility of Inter-satellite link within
different layers

/ Not permanent
visible

Not permanent
visible

Fig. 5. Percentage of China’s covered territory
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It can be seen that in one cycle, satellites can reach 100% uninterrupted coverage of
China. Since quasi regression orbit is adopted in this system, satellites will repeat its
previous trace after one satellite circle. Therefore, the satellite network can provide
coverage for China at any time, which reflects the superiority of the quasi regression
orbit. Detailed information about how many satellites cover China’s territory is shown
in Fig. 6.

Within one satellite cycle, the satellite network can guarantee good service for
China’s demands, with at most 6 satellites, at least one satellite and an average of 3.5
satellites cover China. The global coverage is as shown in Fig. 7.

Fig. 6. No. of satellites covering China

Fig. 7. Percentage of covered area on earth
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In one cycle, the covered area of the globe outnumbers 99.3%, which actually
promises global coverage. As for the polar area, number of satellites that covers it is as
shown in Fig. 8.

This graph indicates that even in human population sparse polar areas that are
difficult to cover, there still has 1.5 satellites in average to cover them, which satisfies
the local people’s daily and scientific research demands. To sum up, the designed
satellite network well satisfies the designing requirements in terms ground coverage.

4.2 Performance of Inter-Satellite Link

Parameters concerning the inter-satellite link performance mainly include Azimuth
Angle, Elevation Angle, and Link Range. The first two parameters determine the
relative position of the satellites, as well as the complexity and direction of the satel-
lites’ antennas. The change of link range determines launching power of on-board
system and its fluctuating range.

The performance of the inter-satellite links within the same layer is shown in Fig. 9.
The performance of inter-satellite links between satellites from different layer is

shown in Fig. 10.
Figures 9 and 10 indicate that the performance of inter-satellite links changes in a

regular way. And based on this disciplinarian, the posture of satellite in space can be
predicted, which will dramatically enhance the antennas tracking and capture ability.

4.3 Performance of Link Transmission

The transmission of satellite network includes transmission from satellite to station and
transmission within stars, in either way, signals, affected by the loss of free space loss,
will attenuate during the process of transmission, which can be expressed as

Lf ¼ 92:44þ 20 lg dþ 20 lg f ð3Þ

Fig. 8. No. of satellites cover the polar areas
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(a) LEO

(b) MEO

Fig. 9. Performance of inter-satellite links within the same layer

(a) MEO- LEO

(b) GEO-MEO

Fig. 10. Performance of inter-satellite links within different layers
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where Lf is the free space transmission loss, d is the transmission distance, f is the
frequency of microwave, c is the speed of light. The relationship between free space
transmission loss and transmission distance of different frequencies is shown in the
graph bellow (Fig. 11).

In addition, due to the earth’s unique environment, the atmospheric absorption loss
and rain attenuation cannot be ignored when information is transmitted between
satellites and ground station, and it should be considered in the simulation. Take
Beijing station as an example, Table 3 is the simulation results which represents the
transmission performance of links between Beijing station and LEO satellites.

Atmospheric absorption loss and rain attenuation can be neglected when infor-
mation is transmitted between satellites. However, the long distance between satellites
usually leads to great free space transmission loss. Here, take the links between LEO
satellites and MEO satellites as an example, transmission performance is simulated,
which is as shown in the Table 4.

Fig. 11. The relationship between the loss of free space and the length of the link

Table 3. Transmission performance of links between Beijing station and LEO satellites

Time Free space
transmission loss

Rain
attenuation

Atmospheric
absorption loss

BER

23 Mar 2016
06:09:00.000

−185.8490 −6.8403 −0.1827 4.101039e−005

23 Mar 2016
06:09:20.000

−185.5830 −6.5504 −0.1706 1.135835e−005

23 Mar 2016
06:09:40.000

−185.3131 −6.2868 −0.1596 2.765264e−006

23 Mar 2016
06:10:00.000

−185.0397 −6.0466 −0.1498 5.860816e−007

23 Mar 2016
06:10:20.000

−184.7634 −5.8275 −0.1408 1.071793e−007
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Simulation results show that in the process of transmission, free space loss is the
main result that leads to attenuation, which can be explained that the transmission
distance of space network is longer than ground network. By installing appropriate
transmitters and receivers and by configuring antennas correctly, the demands of
transmission can be satisfied. In the table above, parameters are fluctuating constantly
due to the constant change of distance between satellites. The decrease of distance
between satellites will lead to smaller transmitting loss, so as the smaller BER. And as
long as the satellite is visible to each other, the BER can meet the transmitting
requirements.

5 Conclusions

In this paper, a tri-layer satellite network of LEO/MEO/GEO is analyzed and estab-
lished. Firstly, the type of orbit and the type of constellation are decided. Then, detailed
parameters of the network including satellites’ altitude, number of orbits and numbers
of satellites on each orbit are selected. Eventually, a multi-layer satellites network
system consisting of 28 LEO satellites, 6 MEO satellites and 3 GEO satellites is
adopted.

Inter-satellite links are established in this thesis. Firstly, visibility of satellites in
three circumstances, which are on the same orbit, on adjacent orbit of the same layer
and orbit of different layers is analyzed. Then, permanent inter-satellite links and
none-permanent inter-satellite links are established, so as to ensure that each satellite is
connected to the satellite adjacent to it, as well as ensuring that satellites on the upper
layer can fully cover the satellites of the lower layer.

Detailed simulation graphs and statistics from the aspects of ground coverage,
performance of inter-satellite link and transmission performance are achieved based on
the satellite analysis toolbox—STK. Simulation results can be expressed as follow: the
approach raised in this thesis can realize full coverage around the globe, as well as
continuous coverage of China; curves of inter-satellites links’ performance is achieved,
so as satellites’ running disciplinarian, which can be used to predict satellites’ relative

Table 4. Transmission performance of links within MEO satellites and LEO satellites

Time Free space
transmission loss

Rain
attenuation

Atmospheric
absorption loss

BER

23 Mar 2016
05:53:00.000

−209.4899 0 0 3.177611e−007

23 Mar 2016
05:59:40.000

−208.7834 0 0 3.293271e−008

23 Mar 2016
06:06:20.000

−207.9378 0 0 1.304739e−009

23 Mar 2016
06:13:00.000

−206.9654 0 0 1.371072e−011

23 Mar 2016
06:19:40.000

−205.9093 0 0 2.720691e−014
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position, as well as providing convenience for antennas on-board to track its target.
Transmission performance of inter-satellite link is simulated, and the bit-error-rate can
still satisfy the transmission requirements when taking free space loss and the envi-
ronmental factors on earth into consideration. All these work done above Verifies the
validity and superiority of the multi-layer satellite network designed in this paper.
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Abstract. In order to improve the correct recognition rate of signals transmitted
in satellite communication system, three different structures of artificial neural
network (ANN), including feed forward network (FFN), cascade forward net-
work (CFN) and competitive neural network (CNN) are investigated in this
paper. Then their performance of correct recognition rate and performance of
convergence rate are compared. Results of simulation indicate that typical FFN’s
performance dramatically deteriorates in the case of Rician fading, CFN’s
performance is similar to the former one while it has higher convergence rate.
CNN’s performance of correct recognition rate is the best among these three
nets, but in the training process, its performance of convergence rate is not good.

Keywords: Modulation recognition � Artificial neural network
Satellite communication

1 Introduction

With the development of technology in satellite communication, the complexity of
modulation type is growing, which makes it more complicated for receivers to rec-
ognize these modulation types correctly and effectively. Especially when considering
the satellite communication scenario where the received signals are affected by noise,
multipath fading and shadowing, the performance of modulation recognition will
deteriorate. This paper focuses on improving the performance of modulation recog-
nition of signals transmitted in satellite communication system.

Generally, modulation recognition is used to identify interference or choose the
appropriate demodulator, and without correctly recognizing the modulation type of the
received signal, further procedures such as demodulation and parameter estimation
cannot be accomplished [1]. As modulation recognition plays a significant role in
satellite communication applications such as spectrum management, surveillance and
electronic warfare [2], it is of great importance to correctly and effectively recognize
signals in satellite communication system.
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In recent years, many works have been done on automatically recognizing the
modulation type of received signals using artificial neural network [3]. However, most
of these signals are assumed to be received in Gaussian channel, which cannot be
applied in satellite communication system. This paper investigates the situation where
the ANN is used to recognize signals transmitted in the Rician fading channel, and then
different structures of ANN which can improve the correct recognition rate in this
situation are discussed and compared.

2 The Procedure of Automatic Modulation Recognition

In order to automatically recognize the modulation type of the received signals, the
feature-based approach is usually considered as an effective method [4]. The procedure
of feature-based modulation recognition is illustrated in Fig. 1.

The preprocessing module is used to purify the input signal because signal trans-
mitted in satellite communication system can be affected by kinds of noise. It’s worth
noting that in satellite communication system, the received signal not only has
line-of-sight component but also has reflecting component, which contains signal
waves reflected by adjacent objects such as buildings and trees. Therefore input signals
have to be denoised before feature extraction.

Then the feature of denoised signal can be extracted in the feature extraction
module. The procedure of feature extraction is necessary because on the one hand, it
can provide similar features of signals of one certain modulation type and that makes
the recognition easier; on the other hand, this procedure can reduce the number of
elements sent to the classifier, which decreases the computing amount of the classifi-
cation. There are many kinds of methods with different bases to extract features from
modulated signal, such as approaches based on instantaneous parameters [5], high
order cumulants [6], spectral correlation [7], and wavelet transformation [8].

The feature normalization module is indispensable because features usually vary
considerably in magnitude, which will decrease the convergence rate of the network in
classifier. After normalization the average value of each feature will be zero and its
variance will be unified, this will improve the performance of classifier [9].

Finally the normalized features will be sent to classifier, which recognizes the
modulation type of the input signal. There are many methods of classifier such as
decision tree [10].

Input
Signal Feature 

Extraction ... ...

Feature
Normaliza

tion ...

Classifier
Preproces

sing

f1

fN

f1'

fN'

Modulation
Type

f2 f2'

Fig. 1. Procedure of feature-based modulation recognition
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3 Feature Extraction

In order to recognize different kinds of modulation types, a combination of features is
used more than a single one. And the extracted features are required to be sensitive to
different modulation types, while they must be insensitive to parameters of individual
transmissions such as signal-to-noise ratio (SNR) and frequency.

Eight kinds of digital signals modulated by 2ASK, 4ASK, BPSK, QPSK, 8QAM,
16QAM, OQPSK and p=4-DQPSK respectively will be recognized in this article. The
features extracted from the instantaneous parameters are listed as follows:

The maximum value of the spectral power density of the normalized centered
instantaneous amplitude cmax is defined as:

cmax ¼
maxfFFT½acnðiÞ�2g

N
ð1Þ

where N is number of samples, acnðiÞ represents for the normalized centered instan-
taneous amplitude, and can be given as:

acnðiÞ ¼ anðiÞ � 1 ð2Þ

where anðiÞ ¼ aðiÞ=ma and aðiÞ is the instantaneous amplitude of received signal, ma

represents for the mean value of aðiÞ, i.e. ma ¼ 1
N

PN
i¼1

aðiÞ.
The standard deviation of the absolute value of the normalized centered instanta-

neous amplitude raa is defined as:

raa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
½
XN
i¼1

a2cnðiÞ� � ½1
N

XN
i¼1

acnðiÞj j�2
vuut ð3Þ

The standard deviation of the absolute value of the non-linear component of the
normalized centered instantaneous phase of non-weak signal rap is defined as:

rap ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
c
½
X

anðiÞ[ at

/2
NLðiÞ� � ½1

c

X
anðiÞ[ at

/NLðiÞj j�2
s

ð4Þ

where at is the threshold for aðiÞ and below which the received signal can be con-
sidered too weak and can be ignored, and c is the number of non-weak samples, /NLðiÞ
is the value of the central non-linear component of the instantaneous phase, and when
the carrier is synchronized it can be given as follows:

/NLðiÞ ¼ /ðiÞ � /0 ð5Þ

where /0 ¼ 1
N

PN
i¼1

/ðiÞ,and /ðiÞ is the instantaneous phase.
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The standard deviation of the non-linear component of the normalized centered
instantaneous phase of non-weak signal rdp is defined as:

rdp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
c
½
X

anðiÞ[ at

/2
NLðiÞ� � ½1

c

X
anðiÞ[ at

/NLðiÞ�2
s

ð6Þ

The standard deviation of the absolute value of the normalized centered instanta-
neous frequency of non-weak signal raf is defined as:

raf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
c
½
X

anðiÞ[ at

f 2NðiÞ� � ½1
c

X
anðiÞ[ at

fNðiÞ�2
s

ð7Þ

where fNðiÞ ¼ fmðiÞ
Rs
, fmðiÞ ¼ f ðiÞ � mf , mf ¼ 1

N

PN
i¼1

f ðiÞ, and Rs is the symbol rate of the

received digital signal.
The compactness of normalized centered instantaneous amplitude is described by

fourth-order moment and can be given as follows:

la42 ¼
E½a4cnðiÞ�

fE½a2cnðiÞ�g2
ð8Þ

The compactness of normalized centered instantaneous frequency is also described
by fourth-order moment and can be given as:

l f
42 ¼

E½f 4NðiÞ�
fE½f 2NðiÞ�g2

ð9Þ

These seven features are extracted from the received signal and they provide the
classifier with necessary information for modulation recognition. In this article, ANN is
utilized in classifier to recognize different modulation types. It’s worth mentioning that
these features should be normalized before sent to ANN, otherwise some of these
feature will fall into the saturation region of ANN’s transfer function where the gradient
of that function is almost zero, which will decrease the convergence rate of the network
in training procedure.

4 Structure of Artificial Neural Network

There exist many kinds of structures of ANN such as FFN, CFN, and CNN. Their
performances are different when applied in modulation recognition. Moreover, all of
these ANNs must be trained before they are used as classifiers, and the error back
propagation algorithm is usually used in training step.
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4.1 Theory of Error Back Propagation Algorithm

ANN is composed of weights, biases and neuron nodes, which include input nodes,
hidden nodes and output nodes. A typical ANN with one hidden layer can be illustrated
in Fig. 2, where wJI

ji j ¼ 1; 2; . . .; J; i ¼ 1; 2; . . .; Ið Þ is the weight between input layer

and hidden layer, wKJ
kj k ¼ 1; 2; . . .;K; j ¼ 1; 2; . . .; Jð Þ is the weight between hidden

layer and output layer, bJi j ¼ 1; 2; . . .; Jð Þ is the jth bias of hidden nodes, and
bKk k ¼ 1; 2; . . .;Kð Þ is the kth bias of output nodes.

Input nodes allot the input signal to hidden nodes, and each input node is connected
to every hidden node. In the hidden layer, the jth node sums its input data and adds a
bias bJi to them before putting them to a certain transfer function. Then the data from
hidden layer are sent to output layer where they are processed in a similar way. Usually
the output signal is not the desire one, so error back propagation algorithm is used to
solve this problem by correcting the weights and biases of network layer by layer.

In ANN the information of input signal is sent forward the network until the output
signal is calculated. Then the error between this output signal and desire signal can be
known, in order to decrease that error the weights and biases of output layer will be
corrected, and after that the weights and biases of hidden layer will be corrected. This
indicates that the error information propagates back from output layer to input layer.
The procedure of training an ANN using error back propagation algorithm is illustrated
in Fig. 3.

The essence of error back propagation algorithm is to find the proper weights and
biases of network, which makes output signal to be the best estimate of desire output in
minimal mean-square error sense. Moreover, the procedure of training the ANN can be
regarded as a step of machine learning. We can use the features of modulated signal as
the input signal and set its corresponding modulation type as desire output, after the
procedure of training ANN can recognize the modulation type of a received signal
according to the extracted features. However, structure of ANN can affect both the
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convergence rate in the procedure of training the network and the performance of
modulation recognition, three different structures of ANN network are discussed and
compared in this article.

4.2 Feed Forward Network (FFN)

FFN is a typical structure of ANN, it consists of a series of layers and the first layer has
a connection from the input signal. Each subsequent layer has a connection from the
previous layer, and final layer produces the output signal. A FFN can be produced
using the model described in Fig. 2, and its structure can be simplified in Fig. 4 for
convenience’s sake.

In Fig. 4,Wi and bi respectively represents for the weight matrix and bias matrix of
the ith hidden layer, while WO and bO respectively represents for the weight matrix and
bias matrix of the output layer. Non-linear functions such as sigmoid function,
log-sigmoid function, hyperbolic tangent sigmoid transfer function etc. are usually set

Send input signal and desire 
output to ANN

Initialize ANN with random 
weights and bias

Calculate output signal of ANN

Calculate the error between output signal 
and the desire output

Error satisfies the stopping 
criterion?

Stop training

Y

N

Correct the weights and 
biases of output layer

Correct the weights and 
biases of hidden layer

Fig. 3. Procedure of training an ANN with error back propagation algorithm
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Fig. 4. Structure of feed forward network (FFN)
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as transfer functions of hidden layers, while output layer usually uses linear function as
transfer function. It is worth noting that every hidden layer can use different transfer
function. Furthermore, the number of hidden layers, the transfer function of each
hidden layer, and the number of nodes of each layer can be changed according to the
complexity of problem.

4.3 Cascade Forward Network (CFN)

CFN is a variation of FFN, and they are quite similar except that CFN has a connection
from the input signal to every following layer, its structure is illustrated in Fig. 5. In
this network every hidden layer except the first one and output layer has two weight
matrixes, one is used to weight the output data from the previous layer, and the other
one is used to directly weight the input signal.

This structure can provide the procedure of training with more degrees of freedom,
and that will make it easier to solve some complicated problems. On the other hand,
this structure can also increase the complexity of training procedure, because in error
back propagation algorithm more weights and biases should be corrected. Moreover, if
too many data are supplied to train this network it may lead to over fitting, which will
affect the performance of modulation recognition.

4.4 Competitive Neural Network (CNN)

CNNs are proposed according to the lateral inhibition in biological neural networks, i.e.
when a biological neuron is activated it will inhibit its adjacent neurons, which leads to
the competition among neural networks. When the training procedure begins, every
neuron has equal opportunity to respond to input signal till one neuron is activated and
wins in the competition, at the same time the winner will inhibit other neurons and
prevent them from being activated.

CNNs are similar to FFNs, i.e. they have similar structure shown in Fig. 3.
However, the transfer functions of CNN’s hidden layers are non-liner functions, but the
soft max competitive function is usually used in output layer. It is worth noting that
these neural networks can be trained by error back propagation algorithm and their
convergence rates are different, which will be compared in the next subsection.
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5 Simulation Results and Performance Analysis

In this subsection, the learning ability of each structure is compared by its convergence
rate. After training these networks are utilized to recognize the modulation type
according to the extracted features discussed above, and then their performance of
correct recognition rate will be compared.

5.1 Simulation on Training Procedure

In order to compare the learning ability of these three structures of ANNs, they are
respectively trained with the same set of rational normalized training samples. In
simulation every network has only one hidden layer with 10 neuron nodes, the number
of neuron nodes in input layer and output layer is equal to the number of extracted
features and the number of modulation types respectively. Moreover, the transfer
functions in every hidden layer are set as hyperbolic tangent sigmoid transfer function.
Figure 6 illustrates the training result, and the maximum training epoch is set as 1600.

It can be known from Fig. 6 that at the beginning of training process CFN has the
highest convergence rate among these three structures, while its best performance of
mean squared error (MSE) is 0.0460 and this value remains the same when this net is
trained over 40 epochs. On the other hand, the MSE performance of competitive neural
net decreases along with the increase of epochs and can reach its minimum value
4:9717� 10�4 at the maximum epoch. However, the convergence rate performance of
competitive neural net is not good. Furthermore, the minimum MSE performance of
feed forward net is 0.0541, which is the worst among these networks, but it is less
complicated to train that net because of its simple structure. The results of simulation in
this part show that the structure of network may affect its learning ability.
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5.2 Simulation on Modulation Recognition

After the training procedure, these networks can be used to recognize modulation types
of received signals. The performance of each net is investigated with eight different
modulation types: 2ASK, 4ASK, BPSK, QPSK, 8QAM, 16QAM, OQPSK and
p=4-DQPSK. The received signals are assumed to transmit in the Rician fading channel
where the Rician K-factor is set as 5 dB. The training sample contains 200 sampled
signals for each modulation type, while the testing sample is composed of 1000
sampled signals for each modulation type. In simulation, every ANN is trained by the
same training sample and tested by the same testing sample.

Figure 7 illustrates the correct recognition rate for each modulation type when the
SNR of receiver is 6 dB. For comparison, the correct recognition rate in Gaussian
channel with the same SNR is 100% for each modulation type, which can be seen in
Fig. 8. The reason why the misrecognition occurs is that the difference of features
between modulation types is not recognizable because of the impact from Rician fading.

Simulation results show that these three ANNs exhibit a satisfactory performance
for the signals affected by Rician fading channel when the SNR is 6 dB. Each net-
work’s overall average correct recognition rate vs. SNR is illustrated in Fig. 8, and the
corresponding performance in Gaussian channel, which is recognized by FFN, is also
simulated for comparison.

Fig. 7. Correct recognition rate for each modulation type (SNR = 6 dB)
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It can be seen from Fig. 8 that the Rician fading affects the ANNs’ performance of
correct recognition rate and the performance of FFN deteriorates dramatically in Rician
fading channel. And the overall average recognition rate of CFN is similar to that of
FFN. Moreover, CNN performs better than the other two nets in the satellite com-
munication system.

6 Conclusion

In this paper, ANNs are utilized to recognize the modulation type of signals transmitted
in satellite communication system, the results of simulation show that typical FFN’s
performance of correct recognition rate will dramatically deteriorate because of Rician
fading, but it is easier to train a FFN. In the case of Rician fading, CFN performs
similarly to FFN in overall average correct recognition rate, but its convergence rate in
training process is the highest among these nets. Moreover, CNN’s overall average
correct recognition rate is the best and it has the lowest performance of MSE in training
procedure, but its convergence rate is not good.
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Abstract. As one of the most important convergence layer (CL) pro-
tocol for delay/disruption-tolerant networking (DTN), Licklider trans-
mission protocol (LTP) has recently been proposed for deep space
communications, but it has rarely been considered for near earth appli-
cations. In this paper, LTP is adopted instead of TCP as CL with Bun-
dle protocol (BP) for future application in GEO-relayed space networks
(GRSN). Experiments are conducted on our computer based testbed in
emulation of the basic scenarios during data transmission from LEO
satellite to a ground station in GRSN. The results show that in trans-
mission efficiency BP with LTPCL outperforms other protocols, such as
BP with TCPCL, direct terrestrial TCP (TCP Cubic) and TCP variants
(TCP Hybla) for space segments in most scenarios. It could be envisioned
that DTN with LTPCL for space segment is currently the best choice
for future GEO-relayed space internetworking.

Keywords: Space networking · GEO relays · DTN · LTP · TCP

1 Introduction

Space internetworking through geostationary (GEO) relaying satellites has been
envisioned as a promising technology for global tracking, control and data trans-
mission for near earth space data systems [1]. Currently, there are several GEO
relaying systems which have been deployed or are under development by dif-
ferent authorities, such as NASA’s Tracking and Data Relay Satellite System
(TDRSS), China National Space Administration (CNSA)’s Tianlian system,
European Data Relay Satellite (EDRS) System, and Japan Aerospace Explo-
ration Agency (JAXA)’s Data Relay Test Satellite (DRTS).

Although the onboard computational capability has grew fast in the past
20 years, most of these GEO relaying systems are still bent-pipe relays without
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networking functions. But GEO relayed space networks (GRSN) is getting into
reality [2]. NASA’s space network IP services (SNIS) has already been deployed
over TDRSS to provide end-to-end IP communications between space vehicles
and ground stations since around a decade ago [3]. Because of the huge success of
the TCP/IP architecture in terrestrial Internet, commercial off-the-shelf (COTS)
protocol stacks and networking equipments are extremely cost-attractive for
space internetworking. Meanwhile, it is also well-known that the original TCP
transmission control will experience severe performance degradation over satel-
lite links which have longer round-trip times (RTTs) and higher bit error rates
(BERs) compared to the terrestrial links [4]. TCP variants, such as TCP Hybla
[5], have been proposed for better performance on the challenging satellite or
wireless communications links.

Besides TCP/IP, a different network architecture, DTN has been adopted for
communications to International Space Station (ISS) scientific payloads since
May, 2010. And recently, DTN was officially announced as a communications
service on board ISS by NASA. DTN is originally designed for interplanetary
networking (IPN) [6]. Although DTN has been proposed as a possible network
architecture instead of the terrestrial TCP/IP architecture for GEO relayed
internetworking like in [7], most of the previous works have been involved in
performance evaluation of DTN with TCP as convergence layer (CL) [7,8]. In
the framework of DTN, Licklider transmission protocol (LTP) [9] is proposed
targeted for challenging links with very long RTTs and/or interruptions char-
acterizing deep-space communications. As one of the most important CL in the
DTN architecture, LTP has been standardized with the essential bundle protocol
(BP) by CCSDS. LTP is well investigated and evaluated for deep space scenarios
[10,11] in the past few years. But to the best of the authors’ knowledge, LTP
has rarely been considered as a possible DTN CL for GRSN, in which near earth
space information systems, such as low earth orbit (LEO) or mediate earth orbit
(MEO) remote sensing satellites, can communicate with home ground stations
through GEO relay satellites.

In this paper, we focus on the transmission efficiency of DTN with LTPCL in
an emulated GRSN system characterized by various asymmetric channel rates,
link delays and bit error rates. The main contributions of our work are as follows:

(1) Analytical models are built to characterize the file delivery delay in all the
three basic scenarios in GRSN, which varies from 1 ms to nearly 500 ms. It is
important to have a fair performance evaluation of all the possible protocols,
such as BP with LTPCL, BP with TCPCL and direct TCP transmissions
in all these scenarios for future applications in GRSN;

(2) Although much work has been done on performance evaluation of DTN
and TCP/IP for space internetworking, the transmission efficiency of the
deep-space originated LTPCL in GRSN has rarely been evaluated through
network emulation.

The remainder of this paper is organized as follows, in Sect. 2, data transmis-
sions in GRSN are categorized into three basic scenarios for fair performance
comparison. And LTPCL and the DTN architecture for space internetworking
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are introduced as well. The setup and configuration of the testbed, the results
of the emulations and the discussions are presented in Sect. 3. And finally, the
conclusions and the possible future works are drawn in Sect. 4.

2 Architecture for GRSN

2.1 Transmission Scenarios in GRSN

Figure 1 presents three typical transmission scenarios classified by number of
hops between the source node and the sink node. The typical end-to-end link
delay in each scenario can be calculated by

Tdelay =
Dlinkpath

c
(1)

where Dlinkpath represents the end-to-end distance between the source node
and the destination node, and c is the speed of light. In different scenarios,
Dlinkpath can be split into one or several hops, for example in Scenario III:
Dlinkpath = DEC +DCA +DAF . DCA and DAF are constant values, while DEC

varies from DP1C to DP3C . As a result, the link delay varies in transmitting
distance. Based on the basic geometry and the orbital information, the link
delay of three scenarios can be calculated. The results are listed in Table 1. GS
represents ground station in both Table 1 and Fig. 1.

Fig. 1. Typical scenaios in GRSN. (a) Scenario I. (b) Scenario II. (c) Scenario III.

Table 1. Link delay in different scenarios

Scenarios Hop count Link delay Data transfer path

I 1 1–80ms LEO E/MEO D → GS F

II 2 200–250ms LEO E/MEO D → GEO A → GS F

III 3 480–500ms LEO E → GEO C → GEO A → GS F
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2.2 Network Architectures

TCP/IP protocol is widely used in satellite network service currently. Various
enhanced versions of TCP have been proposed for performance improvement in
satellite network scenarios, such as Hybla. As a matter of fact, long link delay
will result in reduced performance of TCP severely. Besides, channel asymmetry
is also typical in GRSN. Coverage issue at high altitude is another problem. The
GRSN cannot provide global coverage. Continuous end-to-end connectivity is
usually unavailable in GRSN.

DTN introduces an overlay protocol, called Bundle Protocol (BP), which
interfaces either the transport layer protocols (LTP, TCP, UDP, etc.) or lower
layer protocols. The essential point is that in such an overlay, delays and dis-
ruptions can be handled at each DTN node between the source and sink. Two
main features of BP are the store-and-forward transmission mechanism and the
custody transfer option. Nodes on the path can provide necessary storage before
forwarding to the next hop.

BP has been designed as an implementation of the DTN architecture and
is by far the most broadly used DTN protocol. The basic unit of data in the
BP is a bundle which is a message that carries application layer protocol data
units, sender/receiver names, and any additional data required for end-to-end
delivery. Two reliable convergence layer (CL) protocols, TCPCL and LTPCL,
are investigated in this paper. With specialized features of BP [12], DTN is
particularly suited to cope with the challenges presented in satellite networks,
including GRSN.

2.3 Overiew of the Licklider Transmission Protocol

LTP is designed to provide retransmission-based reliability over links charac-
terized by extremely long RTTs and/or frequent interruptions in connectivity.
LTP is intended to serve as a convergence layer protocol, underlying the BP, in
deployment environment with long RTTs. Different from TCP, LTP performs
selective negative acknowledgment (NAK). And LTP can provide both reliable
and unreliable services. Datas are transmitted in “red” parts in a reliable service,
and “green” parts in an unreliable one. We only consider the former for reliable
transmission in this paper. Data encapsulation and transmission are shown as
Fig. 2. Two main differences between TCP and LTP are summarized as follows:

(1) LTP data transmission is organized in sessions. A session is defined as the
process of LTP segment exchanges undertaken to transmit a single data
block successfully. TCP data transmission is based on connection.

(2) LTP performs selective NAKs on bytes in block, while TCP performs ACKs
on bytes in windows and SACK is optional.

3 Experimental Setup and Results

To implement an emulated GRSN infrastructure for the evaluation of different
protocols, we use three PCs equipped with DTN protocol stack and TCP suites
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Fig. 2. Overview of LTP Interactions
[13] (Color figure online)
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Table 2. Experimental factors and configuration

Experimental factors Settings/values

BP custody transfer option Disabled

LTP red/green setting 100% red

Data bundle size 40000 bytes

LTP block size 6 bundles/block

LTP segment size 1400 bytes

Channel rate 1:1 (10 Mbps:10 Mbps)

10:1 (10 Mbps:1 Mbps)

50:1 (10 Mbps:200 kbps)

BER 10−7, 10−6, 10−5

One-way link delay (ms) 1.5, 50, 110, 250, 500, 1000

Experimental file size 10,000,000 bytes

Sample size 16 repetitive runs

to set up a testbed, representing source node, sink node and channel emulator.
As GEO relaying satellites act as bent-pipe, they only affect the link character-
istics, such as delay and bit error rate (BER). Link characteristics are emulated
by NetEm [14], included in Ubuntu 14.04.3 LTS kernel. The DTN BP and LTP
protocol implementations used for our experiments were provided by the Inter-
planetary Overlay Network(ION) v3.4.1. TCP-Cubic and TCP-Hybla were sup-
ported by Ubuntu kernel. Channel ratio is defined as the ratio of data channel
rate over the ACK channel rate. Parameter settings are shown in Table 2. Datas
are transmitted via BP with LTPCL, BP with TCPCL (running over TCP-
Cubic), direct TCP-Cubic and TCP-Hybla in our testbed. Network throughput
is measured as the major performance metrics in our test.
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3.1 Impacts of Link Delays

BER of 10−7 and CR of 10:1 is set here. The performance should not suffer
degradation because of BER and CR in such a condition. Then we focus on
the effect of link delays. The goodput of BP/LTPCL, BP/TCPCL, TCP-Cubic,
and TCP-Hybla are measured with link delays increased from 1.5 ms to 1000 ms.
This covers all the three different transmission scenarios mentioned in Sect. 2.
The results are shown in Fig. 3.

From Fig. 3 we can find that performance of LTPCL, TCPCL, TCP-Cubic,
and TCP-Hybla are very close when link delays are short (about 1.5 ms), which
is similar to terrestrial network environments. And LTPCL shows slightly worse
performance than the other three. As the link delay increases, all four proto-
cols suffer performance degradation. LTPCL shows the best performance with
increasing link delay. Among the other three, TCP-Hybla shows the best per-
formance because of its targeted improvement in congestion mechanism under
long RTTs. Perfomance of TCPCL and TCP-Cubic are very similar. Because
BP caused additional overhead, performance of TCPCL is the worst.

Discarding the influence of BER and CR, a conclusion can be drawn that
when link delay is short, for example, a one-hop transmission in Scenario I, TCP-
Cubic, TCP-Hybla and TCPCL will be better than LTPCL in performance. But
when the transmission contains more than one hop and RTT increases, as shown
in Scenario II and III, LTPCL would be the best choice. As we all know, covering
time of LEO only accounts for about 10 percent of entire orbital period. In other
words, transmission is GRSN contains two or several hops most of the time, and
LTPCL would be the best choice.

3.2 Impacts of Bit Error Rate

Channel ratio is still set as 10:1. Three BERs are investigated: 10−7, 10−6 and
10−5, representing low bit error rate, medium bit error rate and high bit error
rate respectively. Figure 4 illustrates the goodput performance of four protocol
options in three scenarios with consistent channel ratio and varying BERs.

When the BER is 10−7, LTPCL and TCP-Hybla show better performance
than the other two in all three scenarios. When BER increases to 10−6, both
TCP protocols decrease more than a half, while LTPCL decreases less than 25%.
When BER further increases to 10−5, which represents a high loss channel, all
the four protocols show unsatisfactory performance.

As BER increases, more packets transmission will be lost, and need to be
retransmitted, which is an aggravation for both the data channel and the ACK
channel. When lost data being retransmitted, TCP’s strategy is to retransmit
all the packets before the lost packet that are unacknowledged, that causes a lot
of packets which have been transmitted correctly being retransmitted again. As
contrast, LTP will only retransmit segments that are not transmitted correctly,
saving considerable bandwidth resources.
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Fig. 5. Impacts of CA

3.3 Impacts of Channel Asymmetry

To measure impacts of channel asymmetry (CA) on the performance in different
scenarios, we choose a medium BER because it won’t put too much influence on
results. Considering real communication environments in GRSN, we investigate
three channel ratios (1:1, 10:1, 50:1). The results are shown in Fig. 5.

In scenario I, as channel ratio increases, goodput of TCPCL decrease by about
25%. And the other three suffer less performance degradation. But LTPCL out-
performs the other three in both scenario II and III. And in scenario II and III,
channel ratio does not show much influence on performance of four protocols.
There are two reasons. One is that the channel ratio is quite small. And the other
is that link delay plays a major role in the influence as we explained in Sect. 3.1.
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As expected, LTPCL shows the best tolerance of channel ratio among four proto-
cols in the scenario II and scenario III. As mentioned above in Subsect. 2, when
CR increases and the ACK channel becomes narrow, large amounts of ACKs
won’t be transmitted to the source node in time. According to LTP’s ACK
strategy, a ACK will be sent corresponding with a block. Previous researches
has shown that multiple BP bundles should be aggregated into a single block to
resist the effect of highly asymmetric data rates in space network [11]. Benefit
from this strategy, LTP only need to sent small amount of ACKs and is capable
of dealing with narrow ACK channel.

4 Conclusion

In this paper, we propose to apply LTP instead of TCP as CL protocol with BP
for future application in GRSN. The performance of LTPCL is compared with
that of TCPCL, direct TCP-Cubic and TCP-Hybla on the emulation testbed.
We also build analytical models to characterize the file delivery delay in three
basic scenarios in GRSN. The theoretical analysis and results of network emu-
lation show that LTPCL outperforms the other protocols in most cases. LTP is
proved to be more promising choice for the best transmission efficiency in GRSN.
Furthermore, GEO relays investigated above are still bent-pipe, and relay satel-
lites equipped with DTN protocol suites and networking functions, served as
DTN route, would be studied in further research.
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Design of LED Collimating Optical System
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Abstract. This paper presents a design method of collimating optical system.
LED has the characteristics of small size and long life. The performance of the
optical system can be improved. A design of regular arrays is put forward in this
paper. And this design can decrease the divergence angle through to the LED
light source for the secondary light distribution. Besides the construction will be
miniaturized and High-effectived.

Keywords: LED � Free-form surface � Optical system

1 Introduction

Collimating optics as the foundation of optical design has wide application prospect.
The design of this optical system consults the standard specifications and investi-

gates the current optical system structure. When making secondary optics design for
LED, the light is adjusted by optimization algorithm. The 8 baseplates are arranged
with equal interval. The light source meets color requirements of light source for
pharos.

2 Standard of Design

According to GB12708-91-The Colours of Light Signals on Aids to Navigation, light
source has white, red, green and yellow four colors. The limit equation for the chro-
maticity range is shown in Table 1.

Table 1. The color range

Light color White Red Green Yellow

Limit Purple color
Blue limit
Green limit
yellow limit

Extremely red
limit
White limit
Red limit

Yellow limit
White limit
Blue limit

Red limit
White limit
Green limit

Boundary
equation

y = 0.047 + 0.762z
x = 2.85
y = 0.150 + 0,640x
x = 0.440

y = 0.290
y = 0.990
y = 0.320

y = 0.800 − x
y = 0660 + 1.600z
y = 0.5 − 0.500z

y = z − 0.170
y = 0.950 − 0.930z
y = z − 0.120

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 417–422, 2018.
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According to the Installation Specification of Pharos, it can be known that the pharos
which were arranged at different heights can be seen from the every direction of object
contours.The flicker frequency floats within the range of 20 times/min to 70 times/min.

3 Optical System Design

The optical system of pharos in this design is adopted by LED as the light source, the
design use 8 baseplates toward 360°. Each baseplate has one yellow, green, red and
white four light source respectively. Only one of four lights shining for each time on
each baseplate, As shown in Fig. 1.

The technical index of LED pharos are shown in Table 2:

According to Snell and total reflection theory, the optical path graph of the lens is
analyzed as shown in Fig. 2.

Fig. 1. Structure of pharo

Table 2. The technical index of LED pharos

Power Light
intensity

Frequency Divergence
angle

Light
source

Color of
light

Protection
grade

20 W 4000 cd 30 times/min 10� LED R, G, Y, W IP65

Fig. 2. Profile map
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When the internal light exit in the way of collineation, the mathematical relation-
ship between incident ray and emergent ray is shown in Fig. 3

In Fig. 3, the light from LED chip O point via A point is refracted and then
collimated exit. According to the geometric relationship and Snell theory, it can be got
the following trigonometric function relationship:

yiþ 1 ¼ yi � tan hi sin hi þ cos hi � n
tan hiþ 1 sin hi þ cos hi � n

xiþ 1 ¼ tan hiþ 1 � yiþ 1

When the sides light exit in the way of collineation, the mathematical relationship
of light is shown in Fig. 4.

In Fig. 4, the light exit from light source O is refracted through the interior con-
caved lens and then collimatly exit after producing total reflection on the side.
According to the geometric relationship and Snell law, it can be got the following
trigonometric function relationship.

½tan h0
iþ 1 � tanðh

0
i

2
þ p

4
Þ�xiþ 1 ¼ ½tan h0

i � tanðh
0
i

2
þ p

4
Þ�xi

� ðtan hiþ 1 � tan
0
iþ 1 � tan hi þ tan h

0
iÞx0

Fig. 3. Internal light rout
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Figure 5 is a solid model:

4 Result Analysis

The color of the identification signal plays an important role. Because signal with
different colors conveys different meanings.

The optical signal color chroma range is shown as Fig. 6.

Fig. 4. Side light route

Fig. 5. Solid model of freeform lens
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When the wave length is 510 nm, the chromaticity coordinate (0.027, 0.730) meets
the specification hhGB12708-91ii. Besides, the other three colors also meet the
requirements.

The collimate light distribution can improve the utilization rate of light, reduce
energy loss and enhance the transmission distance.

The simulation result is shown as below, The distribution angle is 10
�
and the spot

diameter is 40 mm. From the light distribution curve, it can be seen that the light is
collimated very well in space (Fig. 7).

5 Conclusion

In this paper, the optical module of LED pharos is designed in the way of optimization
algorithm. Combined with the standard specifications, a method of array is put forward.
The luminous flux of single LED light source is 250 lm and the luminous efficiency is

Fig. 6. Chromaticity coordinates of green

a Light Distribution Curve b Illuminance Maps

Fig. 7. Light distribution curve and illuminance maps
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100 lm/w. A way of iterative analysis is put forword in distribution design. It can be
known that the divergence angle of light distribution curve is 10

�
, which achieves

better simulation result.
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Global Depth Refinement Based on Patches
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Abstract. Current stereo matching methods can be divided into 1D label
algorithms and 3D label algorithms. 1D label algorithms are simple and fast, but
they can’t aovid fronto-parallel bias. 3D label algorithms can solve
fronto-parallel bias. However, they are very time-consuming. In order to avoid
fronto-parallel bias efficiently, this paper introduces a new global depth refine-
ment based on patches. The method transforms the depth optimization problem
into a quadratic function computation, which has a low time complexity.
Experiments on Motorcycle imagery and Wuhan university imagery verify the
correctness and the effectiveness of the proposed method.

Keywords: 1D label � 3D label � Fronto-parallel bias � Patch
Global optimization

1 Introduction

Stereo dense matching has been attracting increased attention in the photogrammetry
and computer vision communities for decades [1]. According to the assignments of
every pixels, stereo matching methods can be divided into 1D label methods and 3D
label methods. 1D label algorithms assume fronto-parallel planes and assign one label
for every pixel. 3D label algorithms assign three labels (disparity and normal direction)
for every pixel [2]. The newest rank in Middlebury Benchmark show that there are no
significant advantages on matching accuracies for both kinds of matching methods, as
shown in Table 1. PMSC [3] and MeshStereoExt [4] belong to 3D label methods.
LW-CNN [5], NTDE [6] and MC-CNN-arct [7] belong to 1D label methods.

Table 1. Rank in middlebury stereo version 3 (11/01/2017).

Matching algorithm Rank Running time Weight avg. Running environment

PMSC 1 599 s 14.8 GPU + 1 CPU @4 GHz
LW-CNN 2 314 s 14.9 GPU + 1 CPU @4 GHz
MeshStereoExt 3 161 s 15.6 GPU + 8 CPU
NTDE 4 152 s 16.2 GPU + 1 CPU @2.2 GHz
MC-CNN-arct 5 150 s 17.1 GPU + 1 CPU

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 423–433, 2018.
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1D label algorithms are usually simple and fast, and they can acquire disparity
image directly. According to the cost aggregation, 1D label algorithms can be divided
into semi-global matching (SGM) [8], image-guided matching [9, 10] and global
matching [11]. However, 1D label methods assume fronto-parallel planes and produces
fronto-parallel bias in slanted planes, as shown in Fig. 1. Figure 1(a) shows the original
reference image. The surface of the lamp is a typical slanted plane. Figure 1(b) shows
the corresponding ground truth. Figure 1(c)–(g) represent the matching results of
image-guided matching (IG) [10], SGM [8], Graph Cut (GC) [11], INTS [12] and
NTDE [6], respectively. All of above algorithms are 1D label algorithms. The
fronto-parallel bias in Fig. 1(c)–(g) influences the visualization of 3D reconstruction.

PMSC is a 3D label algorithm. 3D label algorithms penalize the angular difference
between neighboring tangent plane normals, thus they can avoid fronto-parallel bias in
slanted planes, as shown in Fig. 1(h). However, 3D label algorithms are time con-
suming, which is not suitable for large scale reconstruction.

This paper proposes a new global depth refinement based on patches (GDRP). It
can remove fronto-parallel bias efficiently. The contributions of this paper are as
follows:

(1) Traditional 3D label algorithms transform matching into a NP-hard problem,
resulting in a high time complexity. The proposed GDRP transforms the depth
optimization problem into a quadratic function computation, which is simple and
fast.

(2) The proposed GDRP can refine not only disparity image, but also DSM/DEM
products. Disparity and elevation are also called depth in this paper.

(3) The proposed GDRP can remove fronto-parallel bias and obtain continuous,
smooth depths without changing the original matching accuracy.

(a) Original Image (b) Ground Truth (c) IG (d) SGM

(e) GC       (f) INTS     (g) NTDE     (h) PMSC

Fig. 1. Results of different matching methods in slanted planes.
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2 Related Work

The current stereo matching algorithms consist of four steps: (1) cost computation,
(2) cost aggregation, (3) disparity computation, and (4) disparity refinement [1]. 3D
label algorithms mainly refine cost computation and cost aggregation.

Traditional cost computations assume regular support window with a constant
disparity. In practice, the assumption is unlikely to hold in slanted planes. So far,
slanted support window based cost computation can be divided into initial matching
based cost computation, CNN training based cost computation and Patch Match based
cost computation. Initial matching based cost computation adopts 1D label methods to
achieve initial matching results quickly, and then changes the support window adap-
tively, according to the initial matching [13]. CNN training based cost computation
[14] uses numerous examples to train a convolutional neural network (CNN). During
training, affine windows are used for matching in slaned planes. Patch Match based
cost computation [15, 16] adopts PatchMatch [17] method which can directly assign an
approximate best 3D label by random sampling for each slanted support window.

The challenge of the cost aggregation is how to perform global optimization in the
infinite three dimensional label space of each pixel. The cost aggregation of 3D label
methods can be divided into initial matching based cost aggregation and direct cost
aggregation. Initial matching based cost aggregation [18–23] uses window matching or
1D label algorithms to achieve initial matching results quickly. The initial matching
results are approximate to the ground truth. Then, higher order smoothness constraints
are used to optimize the initial matching results iteratively. The direct cost aggregations
can achieve accurate matching results without initial matching [3, 4, 24–27]. They
define a NP-hard global energy function and use PatchMatch [17] or fusion move [28]
to reduce the huge search space in continuous infinite 3D label space. Both initial
matching based cost aggregation and direct cost aggregations are iterative optimization
processes which are very time consuming.

3 Proposed Method

The work flow of GDRP is shown in Fig. 2. ① The input of GDRP is a depth image.
② SLIC [29] is adopted to segment the depth image. ③, ④ A global energy function
including data term and smooth term is constructed to optimize the depth image.
⑤ Feather algorithm is designed to eliminate seam lines between patches.

3.1 SLIC Segmentation

This paper assumes piecewise continuous scene and adopts SLIC [29] to segment the
input depth image into a series of patches. Si represents the i th patch. Every Patch can
be described by a depth plane function:

d tið Þ ¼ ai � tix þ bi � tiy þ ci; ti 2 Si: ð1Þ
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where, ai, bi, ci represents the plane parameters of patch Si; ti ¼ tix; tiy
� �T

represents a

pixel in Si; tix; tiy
� �T

represents centralized coordinates. The purpose of coordinate
centralization is to improve the robustness of adjustment models.

Due to radiometric distortions or textureless regions, invalid depths exist in depth
images inevitably. Patches in invalid regions are not considered in later optimization
for two reasons: (1) Patches in invalid regions are lack of valid depths, resulting in
unreliable refinement results; (2) The proposd GDRP aims at smoothing depths instead
of interpolation. Number of valid depths in patches are used to judge if patches are
valid or not:

Si ¼ Valid Sij j � d
Invalid Sij j\ d

�
: ð2Þ

where, Sij j represents number of valid depths in Si; d represents threshold.

3.2 Global Energy Function Construction

D represents a depth image. E(D) represents a global Energy function as follows:

E Dð Þ ¼ Edata þ Esmooth: ð3Þ

where, Edata represents a data term which controls the approximation between the
original depth and the refined depth; Esmooth represents a smooth term which controls
the smoothness of depths.

3.2.1 Data Term
Data term is defined as the sum of cost of all the valid patches, as follows:

Input Data Data Term ConstructionSLIC

Smooth Term ConstructionFeather

1 2 3

45

Fig. 2. Work flow of GDRP.
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Edata ¼
Xq

i¼1
C Si; ni

!� �
: ð4Þ

where, q represents the number of valid patches; C represents cost of patches; ni
!¼

ai; bi; cið ÞT represents depth plane parameters of Si. Cost is defined as the distance
between original depths and refined depths, as follows:

Cost Si; ni
!� � ¼

X
ti2Si ai � tix þ bi � tiy þ ci � d0 tið Þ� �2

: ð5Þ

where, d0 represents original depths. ti represents a pixel in Si; (tix,tiy) represents the
centralized coordinates.

Equation (4) can be described in matrix form by definingex ¼ n0
! n1

! . . . nq!
� �T:

Edata ¼ exTGdataex � 2HT
dataex þ ldata: ð6Þ

where, Gdata represents the coefficient matrix of the quadratic term; Hdata represents the
coefficient matrix of linear term; ldata represents the constant term. All the terms are
expressed as follows:

Gdata ¼ Diag gið Þ; Hdata ¼ hT0 hT1 � � � hTq
� �T

; ldata ¼
Xq

i¼1
li;

gi ¼
P

ti2Si tix
2 P

ti2Si tix � tiy
P

ti2Si tixP
ti2Si tix � tiy

P
ti2Si tiy

2 P
ti2Si tiyP

ti2Si tix
P

ti2Si tiy Sijj

0
B@

1
CA;

hi ¼
P

t2Si tix � d0 tð Þ P
t2Si tiy � d0 tð Þ P

t2Si d0 tð Þ� �T
; li ¼

X
t2Si d0 tð Þ2

3.2.2 Smooth Term
The smooth term controls the smoothness between patches. In this paper, the smooth
term uses border pixels to control the continuity between patches, and uses the center
pixels to control the normal direction consistency between patches, as follows:

Esmooth ¼
Xq
i¼1

X
Sj2N Sið Þ

P i; jð Þ
X

t2E Si;Sjð Þ[ ci

aitix þ bitiy þ ci � ajtjx � bjtjy � cj
� �2

0
B@

1
CA: ð7Þ

where, N Sið Þ represents the neighbor patch set of Si; E Si; Sj
� �

represents pixels in Si
which is adjacent to Sj; ci ¼ cix; ciy

� �T
represents the center pixel in Si; (tix,tiy) repre-

sents the centralized coordinates in Si; (tjx,tjy) represents the centralized coordinates in
Sj; P i; jð Þ represents a penalty defined by adjacent relationship between Si and Sj, as
follows:
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P i; jð Þ ¼ P � exp � ndi�ndjj j=rd
� �

� 1 � exp �num i;jð Þ=rn
� �� �

: ð8Þ

where, ndi and ndj reprensets depth averages of adjacent pixels between Si and Sj,
respectively; num i; jð Þ represents the number of adjacent pixels; rd and rn represents
smooth factors; P represents the given penalty coefficient.

Equation (7) can be described in matrix form by defining ex ¼ n0
! n1

! . . . nq
!� �T

:

Esmooth ¼ exTGsex: ð9Þ

where, Gs represents the coefficient matrix of the quadratic term, as follows:

Gs ¼
Xq

i¼1

X
Sj2N Sið Þ P i; jð Þ �

X
t2 E Si;Sjð Þ[ cið Þ gsr i; j; tð Þ
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: ð10Þ
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The global energy function can be redefined by combining Eqs. (6) and (9).

E Dð Þ ¼ exT Gdata þ Gsð Þex � 2HT
dataex þ ldata: ð11Þ

Computing the minimum value of Eq. (11) is equal to solving Gdata þ Gsð Þex ¼ Hdata. Cholesky decomposition can be used to compute ex directly.
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3.3 Feather

In curved surface, obvious seam lines exist between patches. Feather algorithm is
designed to smooth seam lines. Firstly, a buffer with the radius l is defined centered at
seam lines between patches, as shown in Fig. 3(a). Only points in buffer are involved in
feather process. p is a pixel in the buffer. The distance from p to the seam line is l’. The
depth of p can be decided by the plane function of Si, which is defined as di. It can also
be decided by the plane function of Sj, which is defined as dj. The depth after feather is
determined by di and dj in Eq. (12). The feather result is shown in Fig. 3(b).

d0 pð Þ ¼ w � di þ 1 � wð Þ � dj: ð12Þ

where, d0 represents the depth after feather; w represents weight, w ¼ 0:5 þ l0=2l.

4 Experiments

Two experiments were designed to verify the correctness and validity of GDRP. The
first experiment used GDRP to refine a disparity image produced by a state-of-the-art 1D
label algorithm on Motorcycle images which was provided by Middlebury Benchmark,
and compared the original matching accuracy with the refined accuracy, which aimed at
testing the validity of GDRP in indoor reconstruction. The second experiment used
GDRP to refine a DSM generated by INTS [12] on Wuhan university images, which
aimed at testing the validity of GDRP in extensive outdoor reconstruction.

4.1 Indoor Experiment

We chose the disparity image of LW-CNN which ranked the 2nd in Middlebury
Benchmark for indoor experiment. The optimization result is shown in Table 2. The first
column lists the original image and the ground truth, respectively. The second column
lists the original disparity image of LW-CNN and the disparity image after GDRP
refinement. The fourth and the fifth rows show the original matching accuracy and the
refined matching accuracy, respectively. The last row lists the running time of GDRP.

Si

l

p
l'

(a)

Sj

(b)Before Feather After Feather

Fig. 3. Feather between patches.
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Table 2 showed that obvious fronto-parallel bias existed in the original disparity
image of LW-CNN. The refined disparity image was continuous and smooth, which
showed that GDRP was able to remove fronto-parallel bias efficiently. The matching
accuracy didn’t change after refinement. It was because: (1) GDRP took original depths
as the control,thus the refined accuracy after adjustment should be consistent with the
accuracy of the control; (2) fronto-parallel bias was a very slight system error, which
had little influence on accuracy assessment. GDRP needs no iterations. It can achieve
refined results directly. In the case of single CPU @2.6 GHZ, the running time was
only 19.94 s, which was much faster than current 3D label methods in Table 1. It
showed that GDRP was fit for fast reconstruction.

4.2 Outdoor Experiment

INTS method [12] was used to reconstruct the DSM of Wuhan University, as shown in
Fig. 4. Then, GDRP was used to refine the DSM. In order to show the refinement more
clearly, local zoomed reconstruction results are shown in Table 3.

Table 2. Optimization of the motorcycle disparity image.

Original Image and Ground Truth LW-CNN

Original Image Original Disparity Image

Ground Truth Refined Disparity Image 
Original Matching Accuracy: 0.97 pixels
Refined Matching Accuracy: 0.97 pixels

Running Time: 19.94 s
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INTS is a 1D label algorithm. There were obvious fronto-parallel bias in slanted
planes such as roofs, as shown in left column of Table 3. GDRP could smooth
fronto-parallel bias effectively, as shown in right column in Table 3. No significant
difference of accuracy between original and refined DSMs was detected. It suggested
that GDRP only made a small change on the surface to remove the fronto-parallel bias.
The DSM accuracy cannot be improved, because GDRP takes the original DSM as the
control without any stereo images. The advantage of GDRP lies in the time complexity

Fig. 4. DSM reconstruction of Wuhan University.

Table 3. Comparison of original DSM and refined DSM.
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which is much lower than current 3D label. The combination of GDRP and
state-of-the-art 1D label algorithms enables the efficient acquirement of continuous,
smooth 3D reconstruction.

5 Conclusion

This paper proposed a new global depth refinement based on Patches. GDRP trans-
formed the depth refinement into the minimum of a quadratic function, and achieved
continuous, smooth depths without changing the original accuracy. It could remove
fronto-parallel bias of 1D label algorithms efficiently. Compared with the current 3D
label algorithms, GDRP was superior in low time complexity. However, GDRP cannot
improve the accuracy. We will introduce stereo images into GDRP to remove
fronto-parallel bias as well as improve depth accuracies in the future work.
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Abstract. As one of the newest spatial information gathering methods,
three-dimensional laser scanning technique is widely adopted in various fields
due to its attributes of high accuracy and non-contact. However, currently, most
systems of this kind are costly and with complex data post-processing
requirements, which makes them not welcome enough for public usages. To
deal with this, a novel terrain scanning system using line laser based on
trigonometric survey is proposed. The system is capable of terrain data col-
lection, data pre-processing, and 3D display. The data collection circuit is
designed under Labview and PCL is applied for interface design. Collected data
will be imported to the interface after pre-processing, thus providing the mea-
sured 3D terrain information. The experiment results show that the proposed
system is capable of large area terrain scanning and display at a high speed and
with low cost, and is more portable comparing to existing systems.

Keywords: 3D laser scanning � Trigonometric survey � Data collection
Point cloud � 3D display

1 Introduction

Recently, geospatial data is playing a more and more important role in social and
economic development. As one of the newest spatial information gathering methods,
3D laser scanning is capable of obtaining 3D model of terrain and complex objects with
attributes such as high accuracy, high initiative, high speed, and non-contact, which
greatly reduce time and money costs [1, 2]. Most importantly, it achieves the digiti-
zation of real objects, thus allowing a transformation from analogue quantity to digital
quantity and solving many digital information collections problems [3].

Currently, multiple companies has developed commercialized 3D laser scanning
system, including Cyra, Leica, Riegl and I-SITE [4, 5], etc. As for airborne laser
scanning systems, TopScan and Optech [6] are much stronger. Products from these
companies are widely adopted for business usages. However, they are not only costly
for the device and data post-process, but also heavy and complex to operate. In order to
overcome these drawbacks, a novel airborne 3D line laser scanning system based on
triangulation is proposed.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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The proposed system can be divided into three parts: point cloud collection, data
pre-processing and 3D display interface designing. Images with laser projections are
captured by CCD and transmitted to the ground base station through wireless image
transmission. The signal will be processed by capture card and transformed into
computers as digital signals. After using Labview and VS2015 to collect the data and
display, the 3D model of object is then obtained.

One of the main contributions of the proposed system is to reduce the scanning cost
and make the system more portable. Meanwhile, three-dimensional display interface is
integrated to the system so that no extra processing software is required for observation.
With the rapid development of unmanned aerial vehicle, the system provides an easier
operated and cheaper system for 3D object modeling by combining the scanning
system to the UAV.

2 UAV-Carried Scanning System

2.1 System Design

Considering that line laser scanning is faster than point scanning in imaging while
reaching a further distance comparing to surface scanning, the proposed system applies
trigonometric survey and line laser to obtain the depth image of a target object [7].
Figure 1 is the schematic diagram.

Line ED is the light transmitted from the laser device. It is reflected by the surface
of object A and imaging on the CCD imaging plane through the lens center O. Distance
between point A on the image plane and the midcourt line of the image plane is Dx,
level inclination of the laser device is h, distance between the laser device and the

Fig. 1. Schematic diagram of trigonometric survey applied in the system.
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midcourt line of the image plane is L, focal length of CCD lens is f , and height of the
image plane from the ground is H. According to similar triangles, we have

Dx
BA ¼ f

OB
L
BA ¼ L tan h

BD

OB ¼ L tan h � BD

8
><

>:
ð1Þ

AA0 ¼ BB0 ¼ H � f � OB ¼ H � f � f L tan h
f þ Dx tan h

ð2Þ

where AA0 is the required object surface height. Using this method, the whole 3D model
of the scanned object can be easily obtained.

Figure 2 is the structure diagram of the entire scanning system, which consists of
data collection circuit, data pre-processing circuit, and 3D display interface. The first
part is designed on Labview and achieved using hardware part, while the later two parts
are mainly designed on Labview and Visual Studio respectively. Figure 3 is the flow
chart of the hardware part of the entire system and Fig. 4 is that of the software design.

CCD is installed on the UAV according to trigonometric survey and then is con-
nected to the transmitter. The receiver is connected to the capture card and the com-
puter. When the UAV is scanning according to the designed track, all pictures with
laser lines captured by the CCD are live transmitted to the computer.

Fig. 2. Structure diagram of the entire 3D scanning system.

Fig. 3. Hardware part diagram.
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After receiving the imported images, the system starts to move forward to the
software parts which includes three parts: (a) Transform images into xls format point
cloud based on Labview; (b) point cloud data pre-processing; (c) Display interface
design using PCL. The whole processing part achieves the system function of 3D
display of the scanned object.

2.2 Data Collection

The first part of the data collection procedure is the hardware of the scanning system,
which is divided into two groups: onboard ones and on-the-ground ones. The former
part includes UAV, one-wavelength laser, HD mini camera, optical filter, image
transmission system (transmitter), and several 12 V lithium batteries. The later part
contains image transmission system (receiver), capture card, and computer. Figure 5 is
the system hardware part sketch map.

Data collection also involves software control which is reached by upper computer
programming on Labview in the proposed system. Figure 6 is the flow chart of the
whole procedure of image collection, processing and point cloud storage.

Fig. 4. Software part diagram.

Fig. 5. System hardware part sketch map.
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For image capture part, color frames captured by CCD will be transformed into
black-and-white images, and then be stored into queues as two-dimensional arrays.
Object surface parts that are lightened by laser lines ought to have stronger intensity
values comparing to the surroundings. As a result, pixels with maximum intensity
values of each row are found frame by frame. If the maximum intensity of a row
corresponds to more than one pixel, then one of them will be randomly selected and
stored. This can be handled in the threshold filtering procedure. Finally, newly obtained
arrays are stored in the format of xls as distance files and intensity files respectively.

Reasons for choosing the xls format are as follows: (a) Labview contains functions
to specially process xls files, which makes the designed 3D scanning program much
simpler and easier to achieve; (b) Data size of xls files are smaller than txt files of a
same quantity of stored information which benefits online data storage, thus saving all
experiment data without deadlocks caused by capture program; (c) xls format files can
be transformed into txt files and help saving the point cloud in a format of x; y; zð Þ,
which is more convenient for further processing.

2.3 Data Pre-processing

Collected data contains information of all scanned surfaces and threshold filtering can
be used to eliminate extra ones while saving the interested data. Size of the interested
part can be altered by changing the threshold. Figure 7 is the Labview program for this
part.

Fig. 6. Flow chart of image collection, processing, and point cloud storage.
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Threshold filtering contains intensity filtering and distance filtering. The intensity
filtering do comparing between stored intensity values and the threshold. If the intensity
value is greater than the threshold, the same position information as the original array
will be saved; otherwise, the corresponding position will be set to a distance of zero.
After gating the new distance array, the required object image is successfully obtained.
Figure 8 is the scanned object, and Fig. 9 is the corresponding filtering result.

The left image is the original distance image; the upper right one is the intensity
gating result and the bottom right one is the distance gating result after intensity gating.
It is clear that filtering results are better than the original image.

The designed software requires pcd format inputs. As a result, the collected and
filtered xls format data need to be transformed before using the interface. First, xls
format data is transformed into txt format. Figure 10 is the transformation Labview
program. Each case in xls refers to a distance value z. If the rows and columns are

Fig. 7. Threshold filtering program diagram.

Fig. 8. Original image of the scanned object.

Fig. 9. Filtering results.

3D Surface Features Scanning System with UAV-Carried Line Laser 439



stored as x and y, then all data will be restored into a format of txt as x; y; zð Þ. The new
txt file is two times larger than the original xls file. Secondly, the txt file is transformed
into a final pcd file using PCL functions based on VS2015 [8].

2.4 Display Interface

Point Cloud Library, along with VS, QT, and VTK, is used for display interface design.
VTK is applied for point cloud 3D display, PCL for core algorithms and data
input/output, and QT for interface layout design. The programming language is
VC++ under VS2015. The combination of those greatly improves the performance of
the designed interface. It can read point cloud, do filtering, achieve curve planar
reconstruction and human-machine interaction. The interface frame is shown in
Figs. 11 and 12 is the display result of the mentioned object.

Fig. 10. Transform program from xls format to txt format.

Fig. 11. Designed interface frame.
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3 Experiment

The laser device used in experiments is 200 mw 532 nm green line laser. Lens focus of
the HD mini CCD is 6 mm. Other hardwares are 5.8G image transmission transceiver
and drive-free capture card. The experiment is carried out at night in a school parking
and the scanned object is the parked vehicles. There was a south wind of force 2 to 3.
Designed air lines are two parallel lines at a height of 11 m. Figure 13 shows the
scanning results.

It is clear that point cloud collected by the proposed system is capable of
revealing the outlines of the scanned vehicles, especially for details like the rearview
mirrors and the car windows. This indicates that the proposed system performs
desirably in high-quality data collecting. As for the point cloud display, comparing to
Geomagic, the proposed PCL interface describes the object features more clearly and
intuitively, and its displayed images are more similar to the original appearance of the
scanned objects. As a result, the proposed PCL interface is betterin collected data
display.

Above experimental results shows that the proposed UAV-carried 3D line laser
scanning system is capable of wide range ground object information collection and 3D
display of the collected data. The experiment results verified the correctness and
rationality of the proposed system.

Fig. 12. Display result.
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4 Conclusion

As a modern non-contact high accuracy sensor technology, airborne 3D laser scanning
technology can directly obtain the 3D information of various real objects and sur-
roundings, thus having more advantages that cannot be achieved by traditional sur-
veying instruments. In this paper, a novel triangulation-based UAV-carried 3D laser
scanning system for ground objects is proposed, which can achieve both data collection
and display. Comparing to existing methods, the proposed system is capable of wide
range scanning and is smaller, lighter, simpler, cheaper and easier for post-process. The
experiment results indicate that the system can also be enhanced by applying CCD with
higher resolution ratio and wireless image transmission. These improvements will be
done in the future.
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Abstract. Contourlet transform lacks shift invariance, and threshold processing
on the coefficients may produce pseudo Gibbs phenomena. For recursive cycle
spinning algorithm can reduce the pseudo Gibbs phenomena. This paper studies
the image denoising method combined with Contourlet transform and recursive
cycles pinning algorithm, The analysis show that the factor need to be adjusted.
When the adjustment factor takes best value, the corresponding image objective
index PSNR (Peak Signal to Noise Ratio) is the largest, and images visual
effects are optimal. The experimental results show that: compared with original
algorithm, changing adjustment factor, the PSNR of denoised image can be
improved 0.6–1.2.

Keywords: Contourlet transform � Recursive cycle-spinning � Image denoising

1 Introduction

Image acquisition, transmission and storage process is limited by environmental con-
ditions and physical limitations of imaging equipment. Different levels blur and noise
will happened in those images, quality. i.e. images degradation. Image restoration
technology obtained clear and high quality images from degraded images; it has been
widely used in satellite image, industry and medical image processing.

Recent years, wavelet transform performs very well on image processing. However,
a separable two-dimensional orthogonal wavelet transform has limited directionality
and cannot effectively represent the direction information in image. Therefore it cannot
effectively capture the contour and texture information. Wavelet transform can opti-
mally represent piecewise smooth signals in one dimension, and capture point singu-
larity of 1-D signal. Two-dimensional separable wavelet composed by tensor product
can effectively capture single edge points in 2-D images. It is cannot optimally rep-
resent line singularities in 2-D images, such as the outline of object or a certain
direction in image.

In 2002, Do and Vetterli proposed a two-dimensional representation of images [1].
Contourlet transform is a two-dimensional image sparse representation. It is more
effectively capture high dimensional singularity. Compared with wavelet transform, the
contourlet transform can expression small directional contours and line segments with
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fewer coefficients. Contourlet transform not only inherits the multi-resolution, local-
ization and strict sampling characteristics of wavelet, but also has the characteristics of
directionality and anisotropy. The contourlet transform can capture the edge details of
images from different scales, different directions, and different frequencies. In image
compression, denoising, feature extraction etc., can provide superior information. It has
been widely used in image denoising, image fusion, digital watermarking etc., How-
ever, like wavelet transform, lacks translational invariance, the coefficients threshold
processing in Contourlet transform also produce pseudo Gibbs phenomena. This
phenomenon results in image distortion, and affects image visual effect. In 1995, the
Cycle Spinning algorithms proposed by Coifman and Donoho [2], and the recursive
cycle spinning proposed by Fletcher et al. [3, 4]. This algorithm can suppress pseudo
Gibbs phenomenon and made threshold denoising more effectively. [5–7] have carried
on correlation research.

This paper studied a Contourlet-Recursive cycle Spinning denoise method. It can
obtained better visual image and higher PSNR by changing the adjusting factor.

2 Contourlet Transform

The base support interval of contourlet transform is ‘Rectangle’ structure. This rect-
angle is directional and anisotropic, and vary with aspect ratio.

The contourlet transform utilizes Laplace pyramid (LP) and directional filter bank
(DFB) achieve multi-resolution, localization, multi direction decomposition.

Laplace pyramid (LP) decomposition was used to complete multi-scale decom-
position. The LP decomposition at each level generates a down sampled lowpass
version of the original and the difference between the original and the prediction,
resulting in a bandpass image. Figure 1 depicts this decomposition process, where H
and G are called (lowpass) analysis and synthesis filters. The outputs are a coarse
approximation a and a difference b between the original signal and the prediction.

The wedge-shaped division of the directional filter banks is achieved by the
directional frequency decomposition and resampling of the quincunx filter banks. The
quincunx fan filter bank QFB is shown in Fig. 2. The signal is decomposed into basic
vertical and basic horizontal subbands using H0, H1, G0, G1 quincunx filter banks.
When they satisfy orthogonal or biorthogonal, complete reconstruction can be
achieved.

H M M G +-

 (a) primary decomposition

H M M G ++-

(b) primary reconstruction

x

a a

b b x̂

Fig. 1. Laplace pyramid decomposition and reconstruction

Contourlet Based Image Denoising Method 445



The DFB is efficiently implemented via an l-level binary tree decomposition that
leads to 2L subbands with wedge-shaped frequency partitioning as shown in Fig. 3.

3 Recursive Cycle Spinning Algorithm

3.1 Recursive Cycle Spinning

The shift of the contourlet transform causes the pseudo Gibbs phenomenon in dis-
continuities signal, spurious Gibbs phenomenon means image distorted. To suppress
the spurious Gibbs phenomenon in process of threshold denoising, inverse shift of
denoised signal can make pseudo Gibbs phenomenon appear in different places, such
as Eq. (1). Linear averaging of all the denoising results can inhibiting the pseudo Gibbs
phenomenon, this is described as Eq. (2).

ŝi;j ¼ C�i;�j F
�1 h F Ci;j I x; yð Þð Þ� �� �� �� � ð1Þ

ŝ ¼ 1
N1N2

XN1N2

i¼1;j¼1

ŝi;j ð2Þ

H0 Q Q G0
y0

H1 Q Q G1
y1

x

Fig. 2. Quincunx filter banks

Q0

Q1

Q1

Q0

Q1

Q1

x

Fig. 3. The two layers of the DFB decomposition structure

446 H. Fan et al.



Where, Iðx; yÞ is the gray value of noise image, N1, N2 is the maximum translation
in row and column direction, C is the Cycle spinning operator, i, j is shift in row and
column direction, F is a transform operator, F�1 is an inverse transformation operator,
h is threshold operator.

Usually, the average is not optimized, literature [3] proposes an recursive cycle
spinning algorithm. The algorithm assumes that ŝl represents an estimation sequence,
the initial value is original noise signal, ŝ0½n� ¼ I½n�, iterate through Eq. (3).

s_lþ 1 ¼ Diðs_lÞ; i ¼ lmod N ð3Þ

Where, Dið�Þ is denoising operator, N is max displacement. In this algorithm, the
sequence is shifted, transformed, threshold processed, inverse transformed, and the
output sequence as input of next iteration operation. For all i, the fixed point ŝ1 satisfy
ŝ1 ¼Diðŝ1Þ.

3.2 Denoising Algorithm

For image, the high frequency information is concentrated on the edges, contours, and
normals of certain textures, represents the details of image changes. Therefore, the
detail coefficients in directional subbands described high frequency information at each
layer decomposition.

Stochastic characteristics of noise, leading it often appeared in high frequency
information, and they are described by some detail coefficients. Those coefficients are
quite small in general. After decompose at an appropriate scale, signal and noise often
can be separated effectively. Contourlet threshold denoising achieved denoise by
modifying the detail component coefficients of different scales.

The general steps of contourlet threshold denoising are described below:

(1) Multi-scale contourlet decomposition of image;
(2) According to the different characteristics of image and noise in Contourlet

domain, the detailed component coefficients of each dimension are modified by
setting threshold.

(3) Reconstruction image with the modified coefficients;

The modification of the detail component coefficients is key steps in image
denoising processing, and it is affecting the final quality.

The hard threshold denoising mathematical expressions, such as Eq. (4):

Thard ¼ W ; jW j � T
0; jW j\ T

�
ð4Þ

Where, W is contourlet coefficients of noise image, T is threshold.
In contourlet transform threshold denoise processing, the coefficients uct should be

determined. It can be expressed as Eq. (5):
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uct ¼
4
3
kd

ffiffiffiffiffiffi
uyt

p ð5Þ

Where, uct is sub-band adjusted coefficient,and uyt is the noise image each
sub-band coefficients, k is regulatory factor.

By changing k, the sub-band coefficients uct can be adjusted. k affects the final
denoising quality. k is set by experience, and average is 3.

In this paper, the experimental results of Fig. 4 are obtained by adjusting the k
values. It can be seen that with the change of k value, the PSNR value curve shows rise
first and then decrease. When k is 2.2, the maximum PSNR value is 29.2.

4 The Results of Simulation

In simulation experiment, when cycle times equal 10, the image distortion is well sup-
pressed. This paper, the number of iterations is 10. The experimental image is ‘lena.bmp
(512 * 512)’, The gaussian white noise r = 10 are added to the standard image as noise
image. The quality evaluation standard is PSNR. Contourlet transform choose ‘9–7’ and
‘pkva’ filter.

The results are as follows:
Figure 5(c) is based on Contourlet transform denoising results, we can see that the

denoised image has very serious pseudo Gibbs phenomena; Fig. 5(d), (e) and (f) are
denoised image of this article algorithm, which pseudo Gibbs phenomena in those image
has been reduced and the PSNR value of denoised image is improved. The values of k in
Fig. 5(d), (e), and (f) are 1.8, 2.2, 2.6, respectively. The PSNR of Fig. 5(e) is the largest,
and it is visual effects are better. The larger k value causes some blocky blur in recovery
image, as shown in Fig. 5(f). It is concluded that the k value should be set smaller.
Otherwise, the denoised image may produce blocky blur, which is due to improper
threshold selection. This affects the visual effect of denoised image. According to
experimental results, it can be seen that the image denoising algorithm studied in this
paper can improve the PSNR value, about 0.6–1.2.

Peak Signal to N
oise Ra

o

λ
Fig. 4. The curves of PSNR
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(a) Lena raw image (b) Noise image

(c) Lena recovery image PSNR=28.0 (d) Lena recovery image, PSNR=28.6

(e) Lena recovery image, PSNR=29.2 (f) Lena recovery image, PSNR=28.8

Fig. 5. The results of simulation
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5 Conclusion

In this paper we studied a image denoising method, which based on contourlet
transform and recursive cycle spinning algorithm. Analyzed the influence of adjustment
factor on denoising. From experimental results, when the adjustment factor equal 2.2,
PSNR of denoised image is 29.2; the adjustment factor equal 1.8, PSNR is 28.6, and
those images have better visual effects. Compared with the original algorithm,
changing adjustment factor, the PSNR of denoised image can be improved 0.6–1.2.
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Abstract. In ultra-dense networks (UDNs), large-scale deployment of femto-
cells base stations is an important technique for improving the network
throughput and quality of service (QoS). However, traditional resource alloca-
tion algorithms are concerned with the improvement of the overall performance
of the network. In this paper, a new resource allocation algorithm based on game
theory is proposed to manage the resource allocation in UDNs. The quality of
service (QoS) and energy consumption of each femtocell are considered. Firstly,
a modified clustering algorithm is performed. Then we transform this resource
allocation problem to a Stackelberg game. In sub-channel resource allocation,
we aim to maximize the throughput of the whole system by cluster heads (CHs).
The power allocation takes account of the balance between QoS requirement
and transmit power consumption. Simulation results show that this method has
some advantages in improving the overall system throughput, while obtaining a
performance improvement compared with other algorithms.

Keywords: UDN � Femtocells � Clustering � Stackelberg game

1 Introduction

With the rapid growth of Internet applications, for the users, mobile phone traffic
doubled and redoubled, bringing large volume to satisfy the needs the future devel-
opment of radio telecommunications. A new generation of mobile networks 5G in 2020
maybe large-deployed in ultra-dense networks to meet this challenge [1]. The UDN can
improve the overall throughput and increase the coverage of the network, UDN is a
prospecting network technology now. However, achieving UDN will face two chal-
lenges [2]. First, geographically randomness, compactness, and unplanned micro and
macro base stations make efficient resource allocation algorithm and the design of a
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low complexity become a problem. The existence of severe system interference directly
affects the whole performance of the network [3]. Second, due to the large number of
users and the high rate of data transmission speed demands, the operators must enhance
the maintenance costs and network operation [4]. To decrease the energy consumption
and reduce the interference of the system is also an important problem.

Through appropriate collaborative resource allocation algorithms, interference in
networks can be reduced. Clustering algorithm is an efficiently algorithm for dealing
with interference problems and has been extensively discussed. In the UDN, there are
two methods can be used to cluster. One is between the femtocell base stations based on
the different characteristics, using different sub-channels at different base stations to
reduce the same level of interference. And the other between femtocells is based on
similar characteristics, while the entire sub-channels is classified. Abdelnasser et al. used
previous algorithm to cluster, and two femtocells with good channel gains were allo-
cated in the same cluster [5]. Tong et al. used latter clustering algorithm, mutual dis-
traction between the femtocells in clustering standard and the smaller mutual distraction
between the femtocell base stations is placed in a cluster [6]. Pateromichelakis et al.
using previous clustering algorithm, The weight of edge determines mutual interference
between the apexes in an interfering map [7]. Lin and Tian used the latter different
sub-channels are given to them [8]. However, the latter three clustering schemes are not
suitable for use in ultra-dense networks on account of limited amount of clusters and
spectrum effectiveness doesn’t increase with amount of femtocells [6–8]. Thus, this
paper proposes an improved clustering method by using the former scheme.

Some work has been done on the problem of resource allocation in Ultra dense
networks. Kang et al. proposed a game theory [9]. In the performance assessment, the
quality of service can be used to assess customer satisfaction. Guruacharya et al. proposed
networks which aim at maximizing the overall system throughput and satisfying the
demand for quality of the macrocell [10]. In order to meet the requirements of femtocell
quality, [11] proposed a downlink resource allocation algorithm, in which the macro base
station and the micro base station are cut into two classes to maximize the utilization rate.

This paper presents a method of resource allocation based on game theory. In this
paper, we propose a dynamic multi-dimensional resource joint optimization model to
solve the cross-layer and same-level interference of dense networks. Multi-dimensional
resources have transmission point association, user channel and power allocation. The
simulation results show that the algorithm has certain advantages in suppressing the
interference, improving the total system throughput and the total transmit power, and
the home base station guarantees the QoS of the user. In addition, as the density of the
femtocell base station increases, the system throughput increases. Today, due to the
rising of energy costs at a high rate of speed and contributions to global climate issue,
EE is becoming an important design standard in green wireless communications [12].

2 System Model and Optimization Problem

2.1 Social Network Model

This paper focuses on the downlink transmission system in ultra-dense networks. The
system structure is a two-tier heterogeneous network. A macro cell and some highly
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dense deployed femtocells. The number of femtocells ranges from 40 to 200. The
cluster head is connected to the macrocells via a super-speed link. We put the C as a
cluster, for example, C ¼ fC1; C2; . . .; Ckg; k is the number of clusters. There is nk
femtocell in the cluster Ck . Femtocells and macrocells are allocated in different spectra.
Orthogonal sub channels in each cluster is assigned to the femtocell, N ¼ maxfnkg.
Transmission losses include penetration loss. We can define uf the propagation gain as
a user who is serviced by fly honeycomb f and Gn

uf ;j as cellular f and N sub-channels uf
the spread between the gain.

(1) Femtocell and its transmission gain between users

Gn
uf ;f ¼ Kf d

�v
uf ;f

gnf ; ð1Þ

Kf defined as corrected path loss, v is the interior exponential path loss; duf and gnf
represent the transmission distance of the femtocell f and its user uf and the Rayleigh
fading.

(2) Femtocell and another user interference between the gain

Gn
uf ;j ¼ KfWL�2d�v

uf ;jg
n
j ; ð2Þ

Kf and v have the same meaning in (1); WL is called the strike loss. duf and gnj are
transport distances between the femtocell j and another femtocell f for uf , respectively.

The SINR can be defined as follows:

cnuf ;f ¼ Pn
uf ;fG

n
uf ;fP

j6¼f ;j2F P
n
uf ;jG

n
uf ;j þN0

¼
Pn
uf ;f G

n
uf ;f

Inuf ;f
ð3Þ

Pn
ui;i is the transmission power allocated to the user ui at the base station i. For more

predigest, The interference of the user uf is Inuf ;f , then we define Inuf ;f ¼ P
j6¼f ;j2F

Pn
uf ;f G

n
uf ;f þ N0.

2.2 Problem Optimization

Our aim is each femtocell supports different services and has itself service needs.
However, the increase in transmission power has a greater influence for other femto-
cells, while affecting the network’s overall performance. Therefore, it is not enough to
satisfy only maximizing total performance. We also need to consider the allocation of
network resources in the process of service quality requirements and transmission
power balance. We use game theory to handle the balance between service require-
ments and network performance. At the same time, within a specific spectrum of
resources, all competing femtocells want to make their benefits maximum. When the
network resources are allocated to the femtocell, it will lead to a reduction in the
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utilization of other femtocells. So the use of game is appropriate. Therefore, the use of
multi-follower multi-leadership game framework to solve our problem of resource
allocation.

In this framework, Leaders taking different measures will lead to different options
for followers. Make the radio resource allocated to the cluster head change.

For the cluster head, they make their throughput maximum, and strive to
sub-bandwidth in the limited conditions to acquire the best network benefits. Cluster
heads compete with each other and control the allocation of radio resources within each
cluster. So there is a weight between their throughput gains. Leadership strategy is a
comprehensive set Bij

� � ¼ Ni; Pj
� �

, Ni is sub-channel distribution vectors, Pj is
power distribution vectors. The use of the i cluster head is

UiðC; P�i; PjÞ ¼
X
f2Ck

XN
n¼1

Cn
uf ;fDB log2ð1 þ cnuf ;f Þ ð4Þ

P�i represents the transmission power allocated to each cluster head that does not
contain cluster head i, Pj and C represent the transmission power and all of the fem-
tocells that assigned to cluster k. Cn

uf ;f is the sub-channel assignment index when assign

the sub-channel n to the user uf and the femtocell f , Cn
uf ;f ¼ 1, otherwise Cn

uf ;f ¼ 0.
Then, the optimization problem for cluster head can be summarized as follows:

max
X
f2Ck

XN
n¼1

Cn
uf ;fDBlog2ð1 þ cnuf ;f Þ ð5Þ

s:t:

P
n
Cn
uf ;f ¼ 1; 8f

Cn
uf ;f 2 0; 1f g; 8n; f ;

0 � Pn
uf ;f � Pmax

8><
>:

However, the femtocells need to meet the needs of their users’ quality of service.
Besides, they need to think about power issues to lessen distraction with other fem-

tocells. The tactics of the follower set is a set Pj
� � ¼ pj : 0 � pj � Pmax

n o
. Thus, the

utilization function of the femtocell f is:

Un
uf ;f Pn

uf ;f ; P
n
uf ;�f ;C

� �
¼ aðctaruf ;f � cnuf ;f Þ

2 þ bPn
uf ;f ð6Þ

Pn
uf ;�f represents the transmission power of all the femtocells allocated to the cluster

i that does not include the femtocell f , Pmax is the total transmission power budget, ctaruf ;f
is SINR of the user uf who is served by femtocell f , a and b is the non-negative
adjustment factor.
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Then, the optimization problem can be defined simply:

min aðctaruf ;f � cnuf ;f Þ2 þ bPn
uf ;f ð7Þ

s:t:
cnuf ;f � ctaruf ;f ; 8f
0 � Pn

uf ;f � Pmax

�

2.3 Game Balance

In this part, For a given game, Our goal is that themodel reaches the equilibrium point [13].
The follower level game is P�

j ¼ fPn�
Kf ;f : f 2 cig,

Pn�
kf ;f ¼ argminUn

uf ;f ðPn
uf ;f ; P

n�
uf ;�f ; CÞ; f 2 Ci ð8Þ

The Nash Balance of the leadership game is

B�
ij ¼ fC� � P�

j : C
� 2 Nig; i 2 U; j 2 W;

b�ij ¼ uijðC�; P�i; P
�
j Þ ð9Þ

Based on (8) and (9), for the hierarchical game, we can define the Starkerberg
equilibrium bellow:

Definition 1: The result of the (9) is defined as B�
ij and the result of the (8) is defined as

P�
j . The fixed point B�

ij; P
�
j

� �
is the hierarchy game of the Starkerberg equilibrium point.

In order to obtain the Starkerberg equilibrium point, we find the optimal solution
game. Typically, the leader gets the response of the follower, and gets the strategy
based on their use of the strategy. This paper calculates the process of the Starkerberg
equilibrium as follows: First given C0 and P0

j solved the problem of the follower level
game; then we get the cluster i’s P�

j of femtocell. Then we solve the cluster head of the
leadership level game problem.

In order to solve this problem, we must get the cluster results first. The problem of
resource allocation is segmented into cluster problem and resource allocation problem.

3 Clustering Algorithm

In this section, The clustering arithmetic is based upon not the same femtocells using
distinct sub-channels to cut down the different characteristics of the interference
femtocells. First, a definition of the degree of interference is expressed as follows:

xab ¼ Ia;b
avg:I

ð10Þ
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Which xab is the degree of interference between the femtocell a and b, Ia;b represent
the interference gain between the femtocell a and b. When I is large, there is more
interference with transmission among the two femtocells on both sides of the edge.
Thus, two femtocells should be divided into clusters in order to maximize the degree of
inter-cluster interference.

4 Resource Allocation

4.1 Sub-channel Allocation

After completing the cluster of femtocell, the head of cluster dispatched configuration
message to the femtocells which gathers around the cluster head in each cluster. The
head of cluster in each cluster controls resource allocation, for example, the allocation
of sub-carrier and allocation of power. Below initialized power conditions, the allo-
cation of channel constraints and the maximum constraints of power, every cluster
wants to make throughput maximum. Then, the problem of optimization can be solved
as below:

max
f;uf

X
f2Ck

XN
n¼1

Cn
uf ;fDB log2ð1 þ cnuf ;f Þ ð11Þ

s:t:

P
n
Cn
uf ;f ¼ 1; 8f

Cn
uf ;f 2 f0; 1g; 8n; f

0 � Pn
uf ;f � Pmax

8>>><
>>>:

If we further set the value of Cn
uf ;f to [0, 1], we have a convex non-linear scheme on

Cn
uf ;f [14]. By using the KKT condition, the solution of (11) can be derived as:

Cn
uf ;f ¼ ½ 1þ k1ð ÞDB

k2 ln 2
� 1

cnuf ;f
�þ ð12Þ

Here, k1, k2 is the Lagrange factor allocation restrictions and the transmission
power restrictions. Maximizing SINR value aim to make user uf obtain a performance
gain.

4.2 Power Distribution

Each femtocell transmit power to get more to meet its service quality requirements
[15]. Therefore, for making system throughput maximum, we should consider the
adverse effects of increased transmission power.

Then, focus on conditions [17]. The problem of power allocation can be repre-
sented as:
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Un�
uf ;f ¼ minfaðctaruf ;f � cnuf ;f Þ2 þ bPn

uf ;f g ð13Þ

s:t:
cnuf ;f � ctaruf ;f ; 8f
0 � Pn

uf ;f � Pmax

(

Distinguish Un
uf ;f , and set the derivative equal to 0, we can get

@Un
uf ;f

@Pn
uf ;f

¼ �2a � ðctaruf ;f � cnuf ;f Þ �
@cnuf ;f
@Pn

uf ;f
þ b; ð14Þ

�2a � ctaruf ;f � cnuf ;f

� �
�

gnuf ;f
Inuf ;f ðPn

�uf ;f Þ
þ b ¼ 0 ð15Þ

Reorder (15), we have

cnuf ;f ¼ ctaruf ;f � b
2a

�
Inuf ;f ðPn

�uf ;f Þ
gnuf ;f

 !
ð16Þ

The expression of cnuf ;f will be used in formula (16), we can get

Pn
uf ;f ¼ ctaruf ;f �

Inuf ;f ðPn
�uf ;f Þ

gnuf ;f
� b

2a
�

Inuf ;f ðPn
�uf ;f Þ

gnuf ;f

 !2

: ð17Þ

Through the usage can be obtained

ðPn
uf ;f Þlþ 1 ¼ ctaruf ;f �

ðPn
uf ;f Þl
cnuf ;f

� b
2a

�
Pn
uf ;f

� �l
cnuf ;f

1
CA

0
B@

2

ð18Þ

The number of iterations is l.
The final results of the algorithm iteration until convergence.

5 Performance Evaluation

5.1 Parameters

Our simulation area is an area with a length equals width. A high-density deployment
of a macro cell and a series of femtocells. The amount of femtocells ranges from 80 to
240. Our system, macrocells and femtocells use different spectra to avoid inter-layer
interference. The value of ctaruf ;f obey uniform distribution of [5, 10] dB [11] (Table 1).

A Resource Allocation Algorithm Based on Game Theory in UDN 459

RETRACTED C
HAPTER



5.2 Simulation Results

We will allocate the heuristic FFI algorithm for the two-stage Starkerberg game
resource management scheme and the sub-channel based on clustering (HFMS) and the
clustering greedy sub-channel allocation algorithm (CBGS) [17].

In Fig. 1, we can see that our program’s system throughput is smaller than the
CBGS scheme. When the number of femtocell is 160, the maximum acceptable
reduction is 6.32%. One of the most challenging issues mentioned is how to decrease
the SINR formerly because of the influence of the Quality of service and sum rate of
the network straightforward [16]. The throughput is decreased and the overall system
throughput is constant.

Figure 2 shows that our system of system energy efficiency compared to CBGS
achieve a more substantial increase. The total system power is reduced. System
throughput is increasing, the system energy efficiency compared to CBGS achieves a
substantial increase.

Table 1. Parameters and its Values

Symbol Description Value

F Number of femtocells [40:80:240]
Pmax Maximum transmit power 200 mW
△B Sub-channel bandwidth 180 kHz
N0 Noise power density −174 dBm/Hz
Rf Femtocell radius 10 m
WL Wall loss 10 dB
Kf Fix path loss 103.7
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Fig. 1. System throughput diagram for the number of femtocells
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6 Conclusion

In this thesis, because of clustering, we propose a special resource allocation scheme.
We introduced a two-stage novelty resource allocation schema. The cluster head
controls the distribution of neutron channels in each and every cluster to achieve
maximum total system performance. The power splitting considers for the trade-off
between user quality requirements and consumed transmission power. Simulation
results show that the presented arithmetic has a significant improvement in system
efficiency. Future work will be considered by a femtocell service for several users as
well as deploying a femtocell on a high building. We certainly have to consider the
ultra-dense network in the user’s mobility and service base station switching problems.
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Abstract. With the rapid growth of mobile data traffic demand, D2D relay
technology is becoming an essential technology for the next generation mobile
network. In order to select the optimal node in a shorter time, a cooperative D2D
relay model considering the physical distance and social information is pro-
posed. And then a threshold based on distance and social information is intro-
duced, which is used to filter out the nodes with poor performance to get a
relatively small candidate relay set. According to the optimal stopping theory,
this paper presents a D2D relay optimal selection algorithm in order to weigh the
consumption of exploration and system performance. The simulation results
show that the algorithm proposed is superior to the traditional algorithm in
system performance and algorithm complexity.

Keywords: Device-to-Device (D2D) communications � Relay selection
Social information � Optimal stopping theory � Cooperative communication

1 Introduction

The demand for mobile data is growing over the next decade, so it poses a huge
challenge to mobile networks. In general, there are three main ways to improve the
capacity of wireless networks: increasing the spectrum resources, improving the
spectrum utilization and improving the spatial multiplex ratio [1–7]. However, due to
the lack of spectrum resources, the capacity of the wireless communication system
improved by increasing the spectrum is limited, and the price of spectrum is very
expensive. In recent years, with the continuous development of mobile communica-
tions, spectrum utilization continues to increase and has gradually close to the Shannon
limit, so just by improving the spectrum utilization is difficult to meet the huge business
needs. On this basis, the increase in spectral space reuse rate will be the inevitable
choice to improve the capacity of wireless network. D2D (Device-to-Device)
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technology, refers to allowing cell users to directly perform end-to-end communication
under the control of the base station, so it has great potential to solve the problem. D2D
communication can improve the spectral efficiency of the cellular communication
system, reduce battery energy consumption of the mobile device. In contrast, Blue-
tooth, WiFi and other traditional end-to-end communication has many drawbacks.
First, their communication distances are short in many cases they can’t meet the needs
of users. Second, Bluetooth needs to manually set the terminal pairing, and WiFi access
point requires user-defined settings. In addition, both work in the non-authorized band,
which will lead to unstable communications and poor communication quality. In
contrast, the D2D communication technology assisted by the cellular network has a
wider application prospect, and the related research has very important theoretical
significance and application value. D2D relay technology is a key implementation of
D2D communication. When the channel quality between D2D users is not ideal, a
suitable relay user can be found to establish a connection, which enables users to
communicate and greatly improve the capacity of the base station.

In addition, because the energy and storage space of the mobile terminal are lim-
ited, the design of the relay algorithm must be simple enough. Although the base
station can obtain the channel information of all potential relay users, it will not only
increase the burden of the base station, but also take many time slots to complete the
process of finding the relay. Therefore, in the D2D relay network, the choice of optimal
relay and encouraging relay nodes to forward data are worth studying.

Because the carriers and users of mobile devices are people, it forms a mobile social
network. A series of parameters in social networks, such as social relationships, cen-
trality, and communities, can reflect relationships among mobile users. Using the
behavior of people in social networks can help solve the problem of relay selection in
D2D communications. Because, for a mobile user, there are usually family members,
neighbors, friends, or colleagues nearby. Therefore, most of the potential relay nodes of
the user have a social relationship with him, so that they can choose the trusted node to
forward data for themselves, thus improving the information security, and because of
social relations, these relay nodes are more willing to forward data.

There are already many options for D2D relay schemes. In [8], a random selection
scheme is proposed, which does not filter the potential nodes, and then randomly takes
a node as a relay. In [9], a terminal device with energy acquisition function is proposed
as relay, and an optimal relay selection is proposed to minimize the probability of
interruption. In [10], a scheme is proposed to select the relay scheme for D2D users to
maximize the signal-to-noise ratio. In [11], an optimal stopping scheme is proposed
based on the SNR threshold structure. Similarly, the document [12] combines social
information with an optimal stop scheme to stimulate relay users to relay information
through intrinsic factors. However, these schemes have a common drawback that they
must obtain information about each potential relay node, which requires not only a
large amount of signaling overhead, but also a lot of energy consumption.

The rest of this paper is arranged as follows. D2D relay system model will be
proposed in Sect. 2. In Sect. 3, we introduce the algorithm proposed in this paper.
Section 4 presents the simulation results, we give conclusions in Sect. 4.
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2 System Model

In the section, a social networking model to quantify the social relationships between
the users firstly is built. Besides, a D2D relay system model on social relations network
is proposed.

2.1 Social Network Model

Today’s social network architecture has subverted the original network structure, the
architecture of the social layer network has been added to the original network
architecture, which is based on social relationships. As shown in Fig. 1, the scenario
considered in this article is data transmission within a single cell D2D mode in a
cellular network. The model is a two-tier model that includes a social layer and a
physical layer, where the physical layer includes multiple D2D users and cellular users.
D2D users reuse uplink resources of cellular users. Sometimes, even in the same cell,
the distance between the two D2D users is far away, and the connection cannot be
established directly, so communication must be achieved by relay, for example, DUE1
and DUE2 in Fig. 1.

There may be multiple idle relays between DUE1 and DUE2, which can be used as
potential relays, and we need to select the best nodes as the relay. Suppose there are n
D2D user devices (DUE) in the diagram, which can be represented as a set

d3

d4

d1

d2

DUE1

DUE2R1

R2

CUE1

DUE1

R1

CUE1

R2

DUE2

ω2

ω1

ω3

ω4

Social domin

Physical domin

Fig. 1. Two-tier model
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D ¼ fD1; D2; . . .Dng, and assuming that there are m adjacent users near Di, the
adjacent user set can be expressed as Ri ¼ fRi;1; Ri;2; . . .; Ri;mg. We exploit an indirect
weighted graph Gp ¼ fV ; Epg to model the physical relation between DUE Di and its
each neighbor user. In graph Gp, we build the vertex set V , and the set of edges
Ep ¼ fðDi; Ri;jÞ : eDi;Ri;j ¼ 1; Ri;j 2 Rig, where eDi;Ri;j ¼ 1 if Ri;j can communication
directly with Di. Moreover, in the social layer, social relationships are quantified with
xDi;Ri;jðxDi;Ri;j 2 ½0; 1ÞÞ between users, and the greater the xDi;Ri;j , the stronger the social
relationship between the two users, it also means that they are more willing to forward
data to each other. But in fact, we can’t directly measure the social relationships between
two users, so we have to quantify social relationships. Typically, there are two factors
that directly affect social relationships, namely, time factors and interaction factors. This
paper uses the average length of time TDi;Ri;j between two users to express the time
factor, which can visually reflect the frequency of contact between two users:

EðTDi;Ri;jÞ ¼
R /
0 dDi;Ri;jðtÞdt

SDi;Ri;j

ð1Þ

where / denotes the observation time, SDi;Ri;j is the number of communications between
two users during /.dDi;Ri;jðtÞ ¼ 1 if Di and Ri;j communicate within the observation,
otherwise dDi;Ri;jðtÞ ¼ 0.

According to [13], we get the time factor as follows:

FDi;Ri;j ¼ expð� EðTDi;Ri;jÞ2
2r2

Þ ð2Þ

where r denotes the length of the previous communication. The second interactive
factor is the number of common friends between two users. The more friends there are
between two users, the more intimate their social relationships are. According to [14], a
common friend index is proposed to represent interaction factors:

KDi;Ri;j ¼
jkDi \ kRi;j j
jkDi [ kRi;j j

ð3Þ

where j:j is the cardinality of set, kDi and kRi;j indicate the friends set of Di and Ri;j.
Use the combination of two factors, we can indicate social relationships withxDi;Ri;j as:

xDi;Ri;j ¼ aFDi;Ri;j þ ð1 � aÞKDi;Ri;j ð4Þ

where aða 2 ½0; 1�Þ is used to adjust the impact of two factors on social relationships.
In different scenarios, the two factors may have different effects on social relationships,
so a may be different.

In physical layer, the distance between users will affect the quality of communi-
cation. It is obvious that the quality of communication is inversely proportional to the
distance between users, and in the relay selection process, users prefer to select nodes
closer to their own.
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2.2 Social Network Analysis in Specific Scenarios

As mentioned above, distance and social factor are the two major factors that affect the
choice of relay, so we are talking about it in social networks. As shown in Fig. 2, we
consider a single cell model for mixed communication of CUE and DUE. CUE is
represented later with C, while D2D users can be divided into sender and receiver,
represented with DT and DR respectively. Suppose there are N candidate relay nodes
between DT and DR, which can be represented as sets N ¼ fn1; n2; . . .; nNg. These
candidate relay nodes are the intersection of adjacent nodes of DT and DR, represented
by the shadow part in Fig. 2. Because D2D users reuse the downlink resources with
cellular users, D2D communications will inevitably interfere with cellular users. The
channel gain between the node i and the node j can be represented by jhi;jj2, which
follows the exponential distribution of the parameter ki;j. To ensure that the trans-
mission power PDT does not exceed the maximum interference threshold Ith of CUE,
while ensuring that the DT can achieve the optimum QoS, we define transmission
power as PDT ¼ Ith

jhC;DTj2. As mentioned earlier, the stronger the social relationship

between the two nodes, they are more willing to help each other. So the SNR received
by the relay node niðni 2 NÞ from the DT is proportional to the social relationships
weight coefficient between them, which can be expressed as:

Sni ¼ xDT;ni
IthjhDT;ni j2
r2jhC;DT j2

ð5Þ

where xDT ;ni stands for the intensity of social relationships between DT and node ni,
and r2 represents Gaussian noise variance. According to [12], jhDT;ni j2 ¼ 1

dDT ;ni
,

50m

50m

BS

CUE

DUE1

DUE2

N potential 
relay users

signal

interference

Fig. 2. D2D relay network
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where dDT ;ni is the distance between the DT and the relay node ni, so that it can be
obtained:

Sni ¼ xDT ;ni
Ith

dDT ;nir2jhC;DT j2
ð6Þ

Thus, sequence {Sni} is a sequence of i.i.d random variables. Assuming

G ¼ kC;DT :Ith
r2 . The probability density function of Sni can be calculated based on [15],

that is:

f ðSniÞ ¼ xDT ;ni
kDT ;niG

ðkDT ;niSni þ GÞ2 ð7Þ

Based on the Shannon formula, the channel capacity of Sni can be obtained as:

CðSniÞ ¼ W log2ð1 þ SniÞ ð8Þ

where W is the channel bandwidth.
In Fig. 2, the quality of the channel between DT and DR is poor and the relay node

must be sought to forward the data, so it is important to find a suitable relay. In order to
find the optimal relay, DT must explore all candidate relays, which is not only inef-
ficient, but also high energy consumption. Therefore, in order to balance performance
and consumption, we propose a D2D relay optimal selection algorithm based on dis-
tance and social information to solve this problem.

3 The Proposed OSRS Algorithm

First, a threshold based on distance and social information is introduced, which is used
to filter out the nodes with poor performance to get a relatively small candidate relay
set, then the optimal relay node is found by the optimal stopping theory.

3.1 Threshold Based on Distance and Social Information

From the formula (6) we can see that the SNR Sni of the relay ni is proportional to the
ratio of the social factor and the distance

xDT ;ni
dDT ;ni

. So we can first screen the ratio of social

factors and distances, which can not only reduce the number of searches, but also save
energy consumption. We use u to represent the binding threshold:

u ¼
q
PN

i¼1

xDT ;ni
dDT ;ni

N
ð9Þ

where q ðq 2 ð0; 1ÞÞ is a percentage value used to adjust the size of u. xDT ;ni in the DT
communication list can be obtained, and dDT ;ni through the base station to obtain.
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Therefore, when the base station gets the relevant information, it does not immediately
traverse all the relays, but instead filters out the nodes with poor performance through
this information. Through u, DT filters the nodes based on the following principles:

• Abandon node ni if
xDT ;ni
dDT ;ni

\u,

• Reserve node ni if
xDT ;ni
dDT ;ni

� u

Thus, a relatively small candidate relay set can be obtained from the above filter,
which can be represented as M ¼ fm1; m2; . . .; mMg, but then we still need to select
the best relay nodes. Because we have to weigh the consumption and system perfor-
mance, based on the optimal stopping theory, we propose a solution to select optimal
node as relay.

3.2 Relay Selection Algorithm

As can be seen from Fig. 3, Assumed that the total length of a slot is T, and this time can
be divided into two parts: the exploration time and the transmission time. Where the
exploration time is is used to find the optimal relay time, i on behalf of the number of
exploration, each time slot s is a time to explore, and the total transmission time for the
T � is. So we define the immediate reword rmi that the DT can achieve from node mi:

rmi ¼ liCðSmiÞ ð10Þ

where li(li 2 ð0; 1Þ) is a discount factor that decreases as the number of explorations
increases and can be expressed as:

li ¼ 1 � is
T

ð11Þ

The larger the instantaneous reward, the better the performance of the node. In the
process of probing, we are not sure whether the node is the best node. So a reward

Total probe 
time

Transmission
duration

Ʈ Ʈ Ʈ Ʈ...

iƮ T-iƮ

T

Ʈ Ʈ

Fig. 3. A slot of the relay
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threshold expressed as h�mi
¼ EfRmiþ 1g in each probing stage is set. Here EfRmiþ 1g is

reward expected while DT is probing next node. Based on (10), when the user relay
node is explored, the maximum reward that DT can obtain can be expressed as:

Rmi ¼ maxfrmi ; h
�
mi
g ð12Þ

It is clear that when Rmi equals to rmi , we can get the best node mi, and stop
probing, otherwise DT will explore the next potential node miþ 1.

When the i-th exploratory phase, DT must make the following choices:

• If rmi \ h�mi
, ignore the node and explore next node

• If rmi � h�mi
, stop exploring and selecting the node as relay to forward data

And the reward threshold fh�mi
gMi¼1 is defined as follows:

h�mM
¼ �1 ð13Þ

h�mi
¼ h�miþ 1

Z h�miþ 1
liþ 1

0
f ðSmiÞdSmi þ liþ 1

Z 1
h�miþ 1
liþ 1

W log2ð1 þ Smi
Þf ðSmiÞdSmi ð14Þ

Proof: We can use reverse derivation to prove this problem. In the last step of the
exploration, DT does not have the remaining nodes to explore, but can only choose the
last node as a relay, so h�mM

¼ �1. Then we can obtain:

h�mi
¼ EfRmiþ 1ðCðSmiþ 1ÞÞg

¼ EfmaxfrðSmiÞ; h�miþ 1
gg

¼ h�miþ 1

Z h�miþ 1
liþ 1

0
f ðSmiÞdSmi þ liþ 1

Z 1
h�miþ 1
liþ 1

W log2ð1 þ Smi
Þf ðSmiÞdSmi

ð15Þ

For the above proved sequence fh�mi
gMi¼1, we can also prove that it is monotonically

decreasing. Combine (13) and (14) we can know h�mM
� h�mM�1

. According to Sect. 2,

we have the sequence of fSnigMi¼1 is i.i.d. sequence. So the following can be deduced as:

h�mM�2
¼ EfmaxfrmM�1 ; h

�
mM�1

gg
¼ EfmaxflM�1W log2ð1þ SmM�1Þ; h�mM�1

gg
� EfmaxflMW log2ð1þ SmM�1Þ; h�mM�1

gg
¼ EfmaxflMW log2ð1þ SmM Þ; h�mM�1

gg
� EfmaxflMW log2ð1þ SmM Þ; h�mM

gg
¼ EfmaxfrmM ; h

�
mM

gg
¼ h�mM�1

ð16Þ
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Then we can deduce h�m1
� h�m2

� . . . � h�mM
. So the sequence fh�mi

gMi¼1 is
monotonically decreasing. According to these analysis, a relay selection algorithm
based on threshold which combine distance and social information is proposed, as
shown in Algorithm 1.

4 Simulation

The relay selection algorithm over this section will be analyzed. This section considers
the distribution of D2D users and cellular users in a single cell scenario. We first
consider the reward of the relay and compare it with the traditional algorithm. Besides,
we simulate the number of the whole relay exploration. This algorithm is mainly
compared with the social relation based optimal stop algorithm (SARS) proposed by
[12]. The main simulation parameters are given in Table 1.

In Fig. 4, we can see clearly that the reward value provided by D2D increases as the
number of candidate relays increases. Because as the number of candidate relays
increases, the probability of obtaining a better relay increases. In addition, we can find
that the algorithm proposed in this paper is superior to the traditional algorithm in terms
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Table 1. Simulation parameters

Parameter Value

s 0.01 s
T 1 s
N 10
k 1
G 5

1 2 3 4 5 6 7 8 9 10

2
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Fig. 4. Returns of different numbers of potential relays
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Fig. 5. The probing numbers with different number of potential relays
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of relay reward, because the algorithm of this paper has screened some poorly per-
forming nodes according to the social coefficient and distance before the relay
exploration began.

In Fig. 5, we can see that as the number of candidate relay increases, the average
number of explorations increases, and the average number of explorations proposed in
this paper is significantly less than that of traditional algorithms. This is because we
have filtered the poorly performing candidate nodes through thresholds before
exploring the iterations so that we can find the optimal relay nodes faster.

5 Conclusion

In this paper, a threshold is obtained by combining the social coefficients and distances
between D2D users, and an optimal relay selection algorithm is proposed based on the
optimal stopping theory. And the simulation results show that the algorithm is superior
to the traditional algorithm. However, there are some areas that are not fully consid-
ered. For example, only a single cell scene is considered, but not in a multi cell
scenario. This is the future research direction.
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Abstract. Large-scale multiple-input multiple-output (MIMO) system has the
advantages of high energy efficiency and spectrum utilization. But using some
cheap hardware may cause some problems, such as nonlinearity of the high
power amplifier (HPA). When HPA works in the nonlinear region, it will affect
the received signal and greatly reduce the performance of the system. In this
paper, we first study the impact caused by nonlinear HPA, and then we optimize
the traditional precoding algorithm to design an improved precoding algorithm
which can reduce the impact. The simulation results show that the proposed
algorithms perform better in bit error ratio and system capacity compared to the
block of diagonalization (BD) precoding algorithm and forced zero (ZF) pre-
coding algorithm, especially in the condition of high signal to noise ratio (SNR).
So we can draw the conclusion that the algorithms proposed in this paper are
able to reduce the impact caused by nonlinear HPA to the system.

Keywords: Massive MIMO � High-power amplifier (HPA)
Precoding algorithm � Bit error ratio

1 Introduction

HPA plays an important role in wireless communication system. In general, in order to
simplify the performance analysis and system design, we usually assume that HPA
works in the linear region. However, in fact, this case is not always founded. HPA will
also work in the nonlinear region in some cases. When it works in the nonlinear region,
nonlinear distortion will be introduced to the received signal including amplitude
distortion and phase distortion.

There are two kinds of nonlinear HPA model: memoryless models and memory
models [1]. Between them, depending on their type, memoryless HPA have their own
amplitude-to-amplitude (AM/AM) and amplitude-to-phase (AM/PM) conversion
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formulas. [2] mainly introduces three memoryless models: the TWTA model [3], SSPA
model [4] and SEL model [5]. The memory HPA models include Volterra, Wiener,
Hammerstein and memory polynomial models.

In recent years, [5] have studied the impact to the symbol error probability
(SEP) caused by nonlinear HPA. [6] study the influence of nonlinear HPA on the
system capacity and the average SEP of MIMO system, in which the signal is encoded
by STBC. To deal with the problem caused by nonlinear HPA, the receiver or trans-
mitter will be demanded to compensate to eliminate or reduce the impact of the
nonlinear HPA. In terms of compensation scheme, they can be divided into two kinds:
compensate in the transmitter or receiver respectively. Power back-off, peak to average
power ratio (PAPR) reduction techniques methods [1–10] belong to the processing at
the transmitter. The other kind contains the methods of post-distortion and iterative
detection [1].

To resolve the problem, we first analyze the impact caused by nonlinear HPA on
the transmission signal in the base station. Then we improve the traditional precoding
algorithms, such as BD, ZF [11, 12], to present the improved precoding algorithms
which can reduce the impact according to the impact caused by the nonlinear HPA. The
simulation results show that the improved algorithms make up for the impact caused by
nonlinear HPA. When HPA works in the linear region, the performance of traditional
algorithms and improved algorithms are similiar. When HPA works in the nonlinear
region, the performance of it is better than that of the traditional algorithms.

The structure of this paper is discribed below: the system model is introduced in the
second section, which includes the impact of nonlinear HPA on the signal. The third
section mainly analyzes the impact of the nonlinear HPA in details and puts forward
the improvement scheme. The fourth section shows the numerical simulation results.
When the HPA works in the nonlinear region, we compare the proposed precoding
algorithm with BD and ZF precoding algorithms in term of bit error ratio and system
capacity. The fifth section is the summary of the full paper.

The symbols used in this article are as follows: ðAÞT , ðAÞH represent the matrix

transpose and conjugate transpose; trfAg, Ak kF¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trfAHAg

p
represent matrix trace

and the Frobenius norm respectively. Ef�g denotes expectation.

2 System Model

This paper mainly studies on the single cell scenario, where the central base station
services k users and the k-th user has Mk antennas. Therefore, the antennas of all users
areM ¼ PK

k¼1 Mk. The base station has NðN � 100Þ antennas. Under the Assumption
that channel state information (CSI) is known to the base station and the power allo-
cation of all the users are the same, the system model is shown in Fig. 1.

In Fig. 1, W 2 C
N�M is the precoding matrix of all users. Hk 2 C

Mk�N is the
channel matrix of k-th user, each element of which is a Gauss random variable whose
mean is zero and variance is one. sk 2 C

Mk is the k-th user’s original signal vector.
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Thus, when the HPA is working in the linear region, we can obtain that the received
signal of all users y ¼ ½y1; y2; � � � ; yk�T is given by

y ¼ HWs þ n ¼ HX þ n ð1Þ

where H ¼ ½HT
1 ;H

H
2 ; � � � ;HT

k �T is the channel matrix of all users. And X 2 C
N is the

signal matrix after precoding. n 2 C
M is the user’s noise vector, each element of

which is a Gauss random variable whose mean is zero and variance is r2.
When HPA works in the nonlinear region, in order to simplify the expression,

modulated signal can be rewritten into polar form

sin ¼ rejh ð2Þ

Passing through nonlinear HPA, the signal can be expressed as:

sout ¼ fAðrÞejfPðrÞejh ð3Þ

where fAð�Þ and fPð�Þ are AM/AM and AM/PM conversion formulas. Next, we will list
some types of memoryless HPA model. And we mainly analyze the first one.

The first is SSPA, whose conversion formulas are

fAðrÞ ¼ r

1 þ ð r
Aos
Þ2b

h i1=2b ; fPðrÞ ¼ 0 ð4Þ

where Aos is the output voltage, and b is the conversion factor.
The second is TWTA, whose conversion formulas are

fAðrÞ ¼ A2
is

r
r2 þ A2

is
; fPðrÞ ¼ p

3
r2

r2 þ A2
is

ð5Þ

where Ais is the input voltage.
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Fig. 1. System model
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The third is SEL, whose conversion formulas are

fAðrÞ ¼ r r � Ais

Ais r [ Ais

�
; fPðrÞ ¼ 0 ð6Þ

When the HPA is operating in the nonlinear region, passing through the channel,
we can get the received signal y ¼ ½y1; y2; � � � ; yk�T

y ¼ Hu þ n ð7Þ

where u 2 C
N is the output signal which has been effected by nonlinear HPA.

According to (3), we can get uiði ¼ 1; 2; � � � ;NÞ

ui ¼ fAðjxijÞexp½jðhi þ fPðjxijÞÞ� ð8Þ

It can be seen from (8) that the nonlinear HPA has some impact on the transmitted
signal. In the next section, we will analyze the impact of nonlinear HPA and according
to the impact, we can propose an improved precoding algorithms.

3 Precoding Design

By (8), we can rewrite the received signal as a product of transmitting signal and the
factor

uij ¼ fAðjxijjÞexp½jðhij þ fPðjxijjÞÞ� ¼ fAðjxijjÞ
jxijj xij ð9Þ

As can be seen from the above that, passing through the nonlinear HPA, the

emission signal will multiply a factor dij ¼ fAðjxijjÞ
jxijj , which represents the level of the

impact. And we can see from the factor that the level of the impact only relies on the
signal’ s amplitude.

Hence, we can construct a function by (4) and (9)

~y ¼ fAð1~xÞ
1
~x

expðfPð1
~x
ÞÞ ¼ 1

1 þ 1
Aos~x

� �2b
� �1=2b ð10Þ

where ~x [ 0. For the convenience of analysis, we assume t ¼ 1=~x and Aos ¼ 1.
b 2 ½2; 3�. So

lim
~x�[1

1=~x ¼ lim
t�[ 0

t ¼ 0

lim
~x�[1

~y ¼ lim
t�[ 0

1

1 þ t2bð Þ1=2b
ð11Þ
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Let t2b ¼ m, we can get

lim
~x�[1

~y ¼ lim
m�[ 0

1
1 þ m

� 	1=2b

¼ 1 ð12Þ

Because t [ 0,1 þ t2b [ 1, that is 1
1 þ t2bð Þ1=2b \ 1, The simulation is shown in

Fig. 2.

We can see from Fig. 2 that ~y increases with ~x and gradually tends to be plat. When
~x [ 3, ~y gradually tends to be 1 and now the impact of nonlinear will be very small.

From the analysis above, we know that when ~x is large enough, the impact of
nonlinear will be very small. Hence, we can design a new precoding algorithm by
dividing a factor a from the traditional precoding algorithm to eliminate the influence
of nonlinear HPA. But if a is too large, it will reduce the power of emission signal, and
if it is too small, we cannot eliminate the impact. So, in order to get proper a, we
structure the following inequality

1 � ~yj j � 10h ð13Þ

where h\ 0 is the precision factor, ~y is mentioned above. Take (10) into (13)

1 � ~yj j � 10h

1 � 1

1 þ ð 1
~xAos

Þ2b
h i1=2b


















� 10h

Fig. 2. The curve of relationship between A and B
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~x � 1

Aos
1

1�10h
� �2b � 1
h i1=2b ð14Þ

From above, we can get that when a ¼ ~x � 1

Aos
1

1� 10h

� �2b

� 1

� �1=2b, ~y meet the need

of the precision factor h. The simulation is shown in Fig. 3
We can see clearly in Fig. 3 that factor a decreases with the increase of precision

factor h and the speed became faster and faster. But, we can see that when the precision
is bigger enough and the precision reaches 10�4, the factor a is still around 5. So it
meets the need of a.

So, when we use the new precoding matrixes, the received signal can be expressed
as

ui ¼ fAð½ws�iÞexp½jðhi þ fPð½ws�iÞÞ� ¼
fAð½ws�iÞ
½ws�i

expðfPð½ws�iÞÞ½ws�i ¼ ½ws�i ð15Þ

Hence, we can deduce the improved precoding matrix WLNBD ¼ WBD=a,
WLNZF ¼ WZF=a (LN represents linear normalization) which can remove the impact
of nonlinearity from traditional precoding matrices.

4 Numerical Results

In order to verify it’s performance, we will compare the performance of improved
algorithms with the BD and ZF precoding algorithms by simulation. The simulation
parameters are as follows: the number of users per cell k ¼ 50, the number of antennas

-7 -6 -5 -4 -3 -2 -1
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ct
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 α
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Fig. 3. The factor a under different h
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per user Mk ¼ 2, noise variance r2n ¼ 1. Signal-noise-ratio (SNR) is defined as
Pk=Mkr2n. Bit error ratio (BER) is calculated based on quadrate phase shift keying
(QPSK) modulation.

Figure 4 shows the difference between traditional algorithms (BD, ZF) and the
proposed algorithms on bit error ratio when HPA works in the nonlinear region and the
precision is 0.1. In the low SNR region, these two kinds of algorithmsmake no difference.
With the increase of SNR, the difference between them becomes larger and larger. BER of
the proposed algorithms is clearly lower than BD and ZF precoding algorithms. We also
can see from it that the BER of the proposed algorithms is similar to that of the condition
where there is no influence of nonlinear HPA and it uses the traditional algorithm. So the
proposed algorithms remedy the influence of nonlinear HPA on BER.

Figure 5 shows the impact of different precision on BER. As shown in the figure
that in the low SNR region, it makes no difference. In high SNR region, the BER
decreases as the precision increasing. Under the same h, the performance of LBD is
better than LZF, and as the SNR increases, the difference is getting greater and greater.

Figure 6 shows the difference between traditional algorithms (BD, ZF) and the
proposed algorithms on system capacity when HPA works in the nonlinear region and
the precision is 0.1. In the low SNR region, these two kinds of algorithms make no
difference. With the increase of SNR, the difference between them becomes larger and
larger. The capacity of the proposed algorithms is clearly larger than BD and ZF
precoding algorithms. So the proposed algorithms remedy the influence of nonlinear
HPA on capacity.

5 Conclusion

Aiming at the problem of nonlinear HPA in large-scale MIMO system, this paper
analyzes its impact on the system at first, and then we propose the improved precoding
algorithms according to the impact. We can see clearly from the simulation results that
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Fig. 6. Capacity comparison of different precoding algorithms under nonlinear HPA
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the improved algorithms can effectively compensate for the influence of nonlinear HPA
caused on the system. In addition to the research mentioned in this paper, it is necessary
to further study the situations where there are some other hardware problems accom-
pany with incomplete channel information.
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Abstract. The massive multiple-input multiple-output (MIMO) system is one
of the most promising techniques, which extends degrees of freedom, increases
the throughput of systems, supports more data streams and decreases transmit
power. However, using cheap hardware in massive MIMO system can affect the
overall performance of the system and deteriorate the user experience. The IQ
imbalance caused by using cheap hardware is one of the important factors
affecting system performance. To solve this problem, this paper proposes the
design of precoding matrix based on the minimum mean square error (MMSE)
criterion to suppress the influence of IQ imbalance on system performance. The
numerical simulation results validate the effectiveness of the proposed algo-
rithm, and show that the bit error rate (BER) performance of the proposed
algorithm has obvious better than that of ZF, BD and WL-BD precoding.

Keywords: Massive MIMO � IQ imbalance � Minimum mean square error
Linear precoding � Bit error rate

1 Introduction

Massive multiple-input multiple-output (MIMO) extends degrees of freedom, increases
the throughput of systems, supports more data streams and decreases transmit power by
deploying excessive number of antennas at the base station (BS). Based on the above
advantages, massive MIMO will become one of the key technologies of 5G wireless
communication in the future [1–10].

However, due to the employment of an excessive number of transmit and receive
antennas, the circuit power and cost of radio frequency (RF) chains in large-scale
MIMO systems is much higher than that of conventional MIMO systems, which is one
of its drawbacks. Fortunately, this problem can be solved by using cheap hardware.
Because large-scale MIMO can limit performance degradation by providing sufficient
degree of freedom in case of individual antenna units fail. Therefore, large-scale MIMO
systems can relax the hardware accuracy requirements [8]. Unfortunately, the use of
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inexpensive hardware has a greater possibility of deteriorating system performance,
such as in-phase and quadrature-phase (IQ) imbalance. IQ imbalance (IQI) refers to the
mismatches between the real and imaginary parts of the complex signal. This paper
focuses on the impact of IQI on system performance. In addition, the use of limited
precision analog hardware will also produce IQ imbalance [10–12].

IQ imbalance degrades the overall performance of the system, therefore, deteriorates
user experience. One of the ways to overcome IQ imbalance is measuring and com-
pensating IQ imbalance parameters in each antenna [10, 12]. Reference [19] proposed a
compensation algorithm for overcoming IQ imbalance in single-input single-output
(SISO) system. However, due to large-scale MIMO systems are equipped with exces-
sive antennas, the calculation of the compensation algorithm is too complicated, and the
cost is too expensive in real implementations [10]. Therefore, some researchers have
proposed to solve IQ imbalance by widely linear signal processing. Reference [14]
proposed widely-linear block diagonal (WL-BD) precoding scheme. The numerical
simulation results show that the WL-BD precoding scheme is superior to block diagonal
(BD) precoding algorithm when the antennas of the BS occur IQ imbalance. Though
reference [15] designs the precoding scheme based on the minimum mean square error
(MMSE) criterion, its results are only for single user MIMO systems without IQI.
Reference [12] proposed widely-linear regularized zero-forcing (WL-RZF) precoding
scheme, which results indicate that when base station antennas are more than total user
antennas, the proposed precoding scheme can eliminate the effect of IQ imbalance and
the system sum rate close to the systems without IQ imbalance. In order to reduce the
complexity of computing inverse of high-dimensional matrix, reference [18] proposed
the reduced-rank widely linear precoding algorithm based on Krylov Subspace (KS),
which greatly reduce the calculate complexity of widely linear precoding.

Based on the above analysis, this paper proposes a precoding algorithm based on
MMSE in a single-cell downlink massive MIMO system to overcome IQ imbalance.
Numerical simulation results illustrate that with the number of users increasing, the bit
error rate (BER) performance is better than that of ZF, BD and WL-BD precoding
algorithm. The structure of this article is described as below. The system model is
introduced in Sect. 2. In Sect. 3, we can obtain the closed-form solution of the pre-
coding matrix based on the MMSE criterion when the BS has IQ imbalances in
large-scale MIMO systems. In Sect. 4, the simulation analysis of the proposed pre-
coding algorithm and ZF, BD, WL-BD precoding algorithm at bit error ratio do the
comparison. We also analysis bit error ratio of the four precoding schemes under dif-
ferent the number of base station antennas and users. Conclusions are drawn in Sect. 5.

The symbols used in this article are as follows: ðAÞT , ðAÞH represent the matrix

transpose and conjugate transpose; trfAg, Ak kF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
trfAHAg

p
represent matrix trace

and the Frobenius norm respectively. Ef�g denotes expectation.

2 System Model

The research in this paper is carried out in downlink of a single cell with a base station
(BS) and K users. The BS deploys N antennas and the k-th user has Mk antennas.
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The number of users’ antennas is M ¼ PK
k¼1

Mk. Assuming that BS has perfect channel

state information (CSI), and users are distributed with the same power. The system
model is shown in Fig. 1.

The MIMO channel of user k is denoted as Hk 2 C
Mk�N . The precoding matrix

W 2 C
N�M is defined for all users. The transmit signal and the precoding vector of k-th

user are denoted respectively as sk 2 C
Mk�Lk and Wk 2 C

N�Mk , where Lk is the length
of signal vector sk. Then, the combined precoding matrix and signal matrix are given
by W ¼ ½W1; � � � ; WK �, s ¼ ½sT1 ; � � � ; sTK �T . We assume the signal before precoding
of users are independent, i.e.,8k 6¼ j; EfsksHj g ¼ 0, EfsksHk g ¼ ILk .The precoded
signal vector is x ¼ Ws. The BS transmits the precoded signal x to the users, and then
passes through the channel to the user terminal. Assume that there is IQ imbalance at
the BS in a large-scale MIMO system. Then the precoded signal xn transmit by the n-th
antenna will become an1xn þ an2x�n, where an1 and an2 are imbalance parameters. We
can obtain their values by applying the formula (1) [9]:

an1 ¼ cosðhn=2Þ þ jgn sinðhn=2Þ
an2 ¼ gn cosðh2=2Þ � j sinðhn=2Þ

ð1Þ

where hn and gn are relative phase error and gain error of I and Q, respectively.
Generally, their values are 2°, 0.25 [9]. When hn and gn are zero, the massive MIMO
system without the presence of IQ imbalance at the BS.

When the BS has IQ imbalance, we can get the k-th received signal yk 2 C
Mk�Lk :

yk ¼ bHkA1x þ bHkA2x� þ nk ð2Þ
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From Eq. (2), we know that the k-th received signal is disturbed by its conjugate
signal, so that the error of the received signal becomes larger, which is the adverse
effect of IQ imbalance on massive MIMO system. The IQI parameters of all antennas at
the BS side can be expressed as diagonal matrices A1 ¼ diagfa11; � � � ; aN1g,
A2 ¼ diagfa12; � � � ; aN2g; The k-th additive white Gaussian noise vector can be
denoted as nk � CNð0; IMk Þ, the entries of which are independent distributed variables
with zero mean and variance 1.

3 Precoding Design

A transformation of a matrix or vector that transforms the complex matrix or vector into
the real and imaginary parts is introduced in this section. Then we use this transfor-
mation to design the precoding matrix based on the MMSE criterion.

3.1 T Transformation

T transformation can separate the complex matrix or vector into the real and imaginary
parts to form a new matrix or vector. It is defined as [20]:

TðxÞ ¼ ReðxÞ
ImðxÞ

� �
;

TðXÞ ¼ ReðXÞ �ImðXÞ
ImðXÞ ReðXÞ

� � ð3Þ

where Reð�Þ represents the real parts and Imð�Þ represents imaginary parts of a vector
or matrix. From reference [20], we can get some properties of this transformation:

TðABÞ ¼ TðAÞTðBÞ; TðA�1Þ ¼ ½TðAÞ��1;

Tðx þ yÞ ¼ TðxÞ þ TðyÞ; TðAxÞ ¼ TðAÞTðxÞ;
TðA þ BÞ ¼ TðAÞ þ TðBÞ; TðAHÞ ¼ ½TðAÞ�H ;
detðTðAÞÞ ¼ ½detðAÞ�2 ¼ detðAAHÞ

ð4Þ

Then we apply T transformation to rewrite the Eq. (2), and get eyk:
eyk ¼ TðykÞ
¼ TðbHkA1x þ bHkA2x� þ nkÞ
¼ TðbHkÞTðA1x þ A2x�Þ þ TðnkÞ
¼ bTðHkÞ½TðA1Þ þ TðA2ÞEN �TðxÞ þ TðnkÞ

ð5Þ

For simplicity, we define fHk ¼ TðHkÞ, eA ¼ ½TðA1Þ þ TðA2ÞEN �, ex ¼ TðxÞ;fnk ¼ TðnkÞ, where EN ¼ diagfIN ; �INg. Equation (5) can be equivalent:
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eyk ¼ bfHk eAex þ fnk ð6Þ

From above analysis, we know that the precoded signal is x ¼ Ws. Applying T

transformation to x gives ex ¼ TðWsÞ ¼ TðWÞTðsÞ ¼ fWes, where fW ¼ ½gW1 ; � � � ;gWK �, es ¼ ½ esT1 ; � � � ; fsTK �T , b is power limiting factor which satisfied E bexk k2
n o

¼

E bfWes��� ���2� �
¼ P, that is, E bfW��� ���2� �

¼ P, P is the total user’s transmit power.

We can rewrite (6): eyk ¼ bfHk eAfWes þ fnk ð7Þ

We denote ey ¼ ½eyT1 ; � � � ;eyTK �T , eH ¼ ½fHT
1 ; � � � ; gHT

K �T , en ¼ ½fnT1 ; � � � ; fnTK �T , then
the received signal of all users is:

ey ¼ b eH eAfWes þ en ð8Þ

3.2 Precoding Algorithm

Based on MMSE criterion, the problem of precoding matrix can be formulated as:

mineW E b�1ey � es�� ��2n o

s:t b2 eAfW��� ��� 2
¼ P

ð9Þ

The solution of the (9) is the optimal solution of the proposed precoding algorithm.
From (8), we can get:

E b�1ey � es�� ��2n o
¼ E eH eAfWes þ b�1en � es��� ���2� �

¼ E eH eAfWes � es��� ���2 þ b�2 nk k2
� �

ð10Þ

From (9), we can obtain b2 ¼ P

� eAfW��� ���2. Then, (11) is given by:

Ef b�1ey � es�� ��2g ¼ Ef eH eAfWes � es��� ���2gþ eAfW��� ���2
P

Mr2n

¼ Eftrð eH eAfWes � esÞð eH eAfWes � esÞHgþ eAfW��� ���2
P

Mr2n

¼ trðfWH eAH eHH eH eAfW � eH eAfW �fWH eAH eHH þ IM þ
fWH eAH eAfW

P
Mr2nÞ

ð11Þ
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We define:

f ð ~WÞ ¼ fWH eAH eHH eH eAfW � eH eAfW �fWH eAH eHH þ IM þ
fWH eAH eAfW

P
Mr2n ð12Þ

In order to get fW , we assume that fW is dependent on fWH . Then, the first order

derivatives of (12) on fW is given by:

@f ðfWÞ
@fW ¼ fWH eAH eHH eH eA � eH eAþ

fWH eAH eA
P

Mr2n ð13Þ

Letting the above formula be equal to zero, we can obtain the solution of the fW :

fWH eAH eHH eH eA � eH eAþ
fWH eAH eA

P
Mr2n ¼ 0

fWHðeAH eHH eH eAþ
eAH eA
P

Mr2nÞ ¼ eH eA
fWH ¼ eH eAðeAH eHH eH eAþ

eAeAH

P
Mr2nÞ�1

fW ¼ ðeAH eHH eH eAþ
eAeAH

P
Mr2nÞ�1eAH eHH

ð14Þ

4 Numerical Results

This section analyzes the proposed algorithm in the previous section by numerical
simulating in the downlink of a single-cell with IQ imbalance. The BER of the proposed
precoding algorithm is comparable to that of ZF, BD, WL-BD algorithms in this section.
It is assumed that the total number of antennas at the BS is N ¼ 100, the total number of
users is K ¼ 50, and each user has Mk ¼ 2 antennas. According to reference [9], we
know the general value of IQ imbalance parameters gn and hn are 0.25, 2°, respectively.
The definition of signal to noise ratio (SNR) is Pk=Mkr2n. Based on the modulation of
quadrate phase shift keying (QPSK), we can calculate the bit error ratio (BER).

Figure 2 shows the BER comparison of the proposed precoding scheme, ZF, BD,
and WL-BD in the single-cell multi-user scenarios under the presence of IQ imbalance
at the BS. We can clearly see that the BER of the proposed precoding scheme and ZF,
BD and WL-BD are decreasing with the increase of SNR from Fig. 2. When the SNR
is less than 8 dB, the gap between the proposed algorithm and other algorithms is
gradually widening; When the SNR is greater than 8 dB and less than 10 dB, the gap
between the proposed algorithm and WL-BD algorithms is narrow. Although the BER
of the proposed algorithm is inferior to the algorithm when the value of signal to noise
ratio is more than 10 dB, the BER of the proposed precoding scheme is superior to ZF,
BD and the calculate complexity of WL-BD is too high.
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Figure 3 shows the BER of the four precoding schemes when the number of the BS
antennas is different. It is assumed that SNR is 2 dB, the number of users is 50, and
every user has 2 antennas. Figure 3 clearly shows that the BER of the proposed
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precoding scheme and ZF, BD and WL-BD algorithms are decreasing when the number
of antennas is increasing. The proposed algorithm has been superior to ZF, BD and
WL-BD algorithms when the number of antennas at the BS increased from 40 to 100.

Figure 4 shows the BER of the four precoding schemes for different the number of
users, when the single-cell multi-user scenarios under the base station has IQ imbal-
ance. Assuming that the value of SNR is 2 dB; the number of the BS antennas is 100.
As can be seen from Fig. 4, with the number of users increasing, the BER of the four
precoding scheme is increasing, the performance of system is declining, the emergence
of this situation is reasonable. Though the number of users is increasing, the proposed
algorithm has obvious advantages. The reason is the BER of other algorithms has been
increasing, and the BER of this algorithm increased tend to be slow. This shows that
this algorithm is suitable for application in massive MIMO scenarios.

5 Conclusions

Aiming at the problem of IQ imbalance in the large-scale MIMO system, this paper
obtains a solution to the precoding matrix based on MMSE criterion to eliminate IQ
imbalance. The numerical simulation results show that compared with ZF, BD and
WL-BD precoding scheme, the BER of the proposed scheme has obvious advantages.
In this paper, the algorithm offsets the effect of IQ imbalance on system performance,
reduces the interference among users, and improves the overall performance of the
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system. However, there are still some deficiencies in this paper. For example, we do not
consider the the scenario of total number of the BS receiving antennas is more than
transmiting antennas and multi-cell scenarios, which will be the direction for further
research in the future.
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Abstract. With the development of IT technology, the traditional information
technology cannot meet magnitude data analysis in GB level, let alone in TB
level. So it is a perfect time for APACHE company to launch a new product,
Hadoop framework, which is a JAVA based basic framework of distributed
system, and the versions are now already designated as 2.X series, which means
this Hadoop framework is one of the mainstream framework of massive data
storage, data procession and analytical in this present.

Keywords: Hadoop framework � Insurance � HDFS � MapReduce � HBase

1 Introduction of Hadoop Framework

With the rapid development of economy of our country, we can see that people’s living
standard, especially the income, has been rising greatly, people begin to pay more and
more attention to their health, property, pension, medical aspects and so on. In recent
years, all kinds of natural disasters and the unnatural factors which caused lots of
accidents, has brought immensely material and spiritual loss to the people. Just one car
accident can perish more than two families. So the property insurance, life insurance
and the reinsurance has quickly developed recently, and the insurance companies
launched kinds of insurance products depend on different situation. According to the
relevant data which announced by the CIRC (The China Insurance Regulatory Com-
mission), the original premium in life insurance business had achieved about 174.42
billion yuan, with year-on-year growth of 31.72% in 2016. and the original premium in
property insurance had achieved about 87.245 billion yuan, with year-on-year growth
of 9.12%. In this internet+ age, with the information construction upgrades, the
insurance industry develops rapidly. According to their own situation, every insurance
company use different information platforms, which respectively designed for cus-
tomers, salespeople, managers and senior leaders, for integrating, screening, excluding,
combining and analyzing the insurance data to provide precise guidance, exact sale,
and accurate management services.

Hadoop framework [1], which is configured under Linux platform with lower
hardware environment, can provide storage and analytics capabilities for massive data.
With the development of applications of big data, Hadoop framework can be applied in
daily operation system, such as agriculture, finance, medical system and traffic system.
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Developers and users are widely recognized this product because of its compatibility,
dependability, low cost and high efficiency.Hadoop framework as shown in Fig. 1.

1.1 Introduction of HDFS

Abbreviation in HDFS, Hadoop Distributed File System is one of the main technique in
Hadoop framework, which can classify files into blocks, by default, each block set the
memory limit to 64 MB, which also can be 128 MB [2]. In this way, it provides
convenience for storing subsystem and backing up data. HDFS accessed though block
by data stream, which fitted the design principle of HDFS well and improved the
inquiry efficiency greatly [3].

HDFS includes two types of nodes, name node and data node respectively. Name
node, which called manager node, is responsible for maintaining the whole file system
directory, and receiving clients’ requirement. At the same time, Name node can retain
all information of data note, but not persistent. When the Hadoop starts, the data node
will be rebuilt. So does the information.

Data note is the work node, it performs creating, replication and deletion. And it
also sent the heartbeat information to name node for proving survival. Data note and
name node has made TCP/TP protocol as their communication protocol. By storing
data, data note can classify files into blocks, and have a backup copy of blocks in other
racks. If the file got loss or damage, the system will invoke alternate block, and repair
the damaged one. We can configure backup volumes in HDFS-SITE.SH, when built
the Hadoop environment.

Each name node in the HDFS system is one or more corresponding date node. But
when the name node got invalid, the system will be crashed. So we use standby name
node in Hadoop 2.X series, when the running name node got invalid, the standby name

Hadoop 2.X
MapReduce

(Data Processing)
Others(Storm )

(Data Processing)

YARN
Group Resource Management

HDFS
Distributed Storage

Fig. 1. Hadoop framework
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node will take over the system in one minute for maintaining the normal operation of
the system. HDFS framework as shown in Fig. 2.

1.2 MapReduce

MapReduce is a distributing computing programming model with the program
designing idea of “image” and “reduction” [4].

Namenode

Client

Client

Metadata(Name,replices,...):
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Rack 1 Rack 2Write

Replica on DatanodesDatanodes

Block ops
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Fig. 2. HDFS framework
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There are two levels in Map Reduce task processes, map level and reduce level
[5]. In map level, the system read data in data block at the first time, then map()
breakdown data to result output for key-value pairs in Reduce level. Reduce begin to
work after the Map finish its task. It can copy and output the received key-value pairs.
Reduce has many threads, so the copy process is concurrent, and output the last result
to HDFS [6].

After 2.0 version launched, Hadoop framework introduces a new mechanism
named YARN, which also can be called Map Reduce2. YARN sets off Jobtrack’s
functions for avoiding some bottleneck questions, like development insufficient.
MapReduce framework as shown in Fig. 3.

1.3 HBase Database

Hadoop Database is a distributed, column-oriented, open-source database which is
JAVA language-based. HBase uses Hadoop HDFS as its file storage system, uses
Hadoop Map Reduce to process the huge data in HBase, it also can use Zookeeper as
collaborative service [7]. Like HDFS, Hbase use one master node to manage one or
more region-server dependent computer. At this stage, HBase got widely apply because
of its high-reliability, high-performance, colimn-oriented store and scalability. frame-
work as shown in Fig. 4.

ZooKeeper
cluster

HDFS

Fig. 4. HBase framework
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2 Application of Hadoop Framework in Insurance Industry

At the present stage, most insurance companies, even financial enterprises use Oracle
database, which is a distributed-memory relational database developed by Oracle
Corporation. It is a classical row store database, but the row store database has the
disadvantages.

Oracle database divides the overall data into pieces, as it implements row store,
each row of data huddle together. When users access database and want to extract one
row, database will put the overall data in the memory and read each row of data. Then,
the database separates data for users want to get. Thus, I/O is enhanced greatly.

In insurance industry, the related data is not merely insurance policy information
that we see. According to industrial standard JR/T 0048-2015 “Basic Data Model of
Insurance”, we can see the normal insurance data includes the following several
aspects: subject of participants, contract subject, claim settlement subject, asset subject,
risk evaluation subject, financial activity subject and insurance product subject. The
data is very large. However, manager and decider just concern few about them, even
one or several row of these data. For example, when the leader of one provincial branch
makes decision, he may ask for IT personnel to acquire the overall premium and
completion progress of the administrative city in a certain period, while risk control
personnel only concerns if there is large sum of insurance cancellation existed among
consumers. The paper, according to Hadoop frame, carries out data enquiry, index
analysis, etc.

2.1 Overall Platform Achitecture

The platform mainly consists of three-layer structure, data source layer, data processing
layer and data presentation layer. The Overall platform architecture is shown in Fig. 5.

1. Data source layer. It is the storage platform of data source, according to the fact of
our country’s insurance, it is also the Oracle database platform.

2. Data processing layer. It stores, backs up, calculates and queries the data which
imported from the data source layer.
Data importation. Data importation used open-source tools, like Sqoop, import the
data from Oracle into HBase.
(1) Data storage. Data storage import the data into HBase by Sqoop, and the HBase

operated by HDFS.
(2) Data backup. The backup of the data relies on the redundancy backup function

of HDFS framework, which the number of copies is three by default.
(3) Data calculations and inquiry. We can use the Mepraduce model of Hadoop

framework when we want to query the data. And we can use Hive, the data
warehouse tool, which can transform SQL into Map Reduce, to set analysis
norm.
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3. Data presentation layer. It can provide intuitive data for insurance industry man-
agers and policymakers, and it also can quickly provide data querying and data
index.

2.2 Related Optimization Adopted in the Implementation of Platform

1. The storage platform of data source is Oracle. During data migration, Sqoop+JDBC
technology is usually adopted. According to the literatures, the system adopts
open-sourcing OraOOp. In property, compared with traditional Sqoop+JDBC,
OraOOp doesn’t read data from the same Oracle data block, which reduces I/O.
Moreover, OraOOp allocates the loading evenly according to the resource of
downloading platform so as to maximize the network bandwidth and I/O.

2. HBase is non-relational database stored based on row. It has great difference with
Oracle database. Owing to the difference, when importing data, it should consider
the list structure of HBase. Therefore, before importing data, it associates the related
lists by using internal connection method so as to form new list. At last, it imports
the new list to HBase. Thus, it reduces data redundancy.

3. In job scheduling mechanism, Hadoop2.0 version above pushes two schedulers,
including fair scheduler and capacity scheduler. Capacity scheduler corresponds to
first in first out principle of old version, while fair scheduler supports the seizing
principle. Developer makes choice according to different demands, which avoids
the awkwardness that there is only one job scheduling mechanism.

4. In coding, it adopts UTF-8 coding method. Thus, it avoids messy code in the data
import process.
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Data migration

HDFS Distributed file storage

Hive Interactive 
data warehouse

YARN MapReduce

HBase database

Data management

Data query, data display

Data m
anagem

ent

Source 
Layer

Data display 
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Fig. 5. Overall platform architecture
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3 Analysis and Subsequent Progress of Platform
Characteristic

3.1 Characteristic Analysis

Compared with traditional relational database, data computation mode, development
mode and equipment resource, the insurance data enquiry platform based on Hadoop
frame has the following characteristic (Table 1):

To sup up, the insurance data platform based on Hadoop frame has unique
advantages of the storage, enquiry and analysis of mass insurance data.

1. Equipment resource is cheap. Compared with expensive advanced computer
(database, server), the platform can be mounted on the cheap PC with less expense.

2. High expansibility. Owing to high expansibility of Hadoop, it is superior to tradi-
tional mode in data storage and data computation.

3. Safe and reliable. The redundant backup of HDFS enhances the data safety and
motor, which avoids the economic loss caused by data loss.

4. High efficiency. The distributed storage of HDFS and parallel computation of
MapReduce provide fundamental guarantee for efficient storage and computation of
mass insurance data.

3.2 Data Analysis Example

For customers at the age of 22–35 and marriage bond existed between the policy holder
and the insured, according to experiences, it is known such couple are not married for a
long time. Such customers are potential customers of children insurance. Data mining
analysis using Apriori algorithm of MapReduce can screen the potential customers.
Database is implemented and computed using MapReduce model of such algorithm.
The MapReduce model is described as below:

Map: (Row_ID, Transaction) list(Itemset, V1 = 1)
Reduce: (Itemset, List (V1)) (Itemset Sum(V1))

Apriori algorithm is originality algorithm of frequent item set mined according to
Boole association rules. The main thought is to find frequent k item set (fail to continue
finding k + 1 item set) using iterative method of layer-by-layer searching. According to

Table 1. The characteristic of the insurance data enquiry platform

Special category Traditional mode Mode based on Hadoop frame

Equipment resource High-end database, server Common PC
Function Single Be expanded as per the demand
Property Low efficient High safety and efficiency
Capacity Be expanded but limited Be increased as per the demand
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frequent k item set, produce strong association rule and compute confidence coefficient
(confidence coefficient: certainty of rule occurrence). The algorithm is as below:
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Combining Apriori algorithm with actual situation, the author summarizes the
purchase phenomenon of customers at the age of 20–35 on Branch A. The mining
result of association rule is shown in the following figure:

According to the data, it is known customers at the age of 20–35 pay more attention
to accidental injury. Meanwhile, whatever the customer effect the insurance for spouse
or himself, more than 50% of them buy children insurance for his children. It indicates
that young customer has strong insurance sense and is capable of purchasing insurance
for children (Table 2).

Similarly, for group insurance system, according to the age structure, sex ratio and
recruitment practice of the insurance application unit and loss situation at present, loss
phenomenon in the future 5 years can be calculated. Thus, insurance company can
forecast capital budget and human input, which provides powerful guarantee for
decision in the future.

3.3 System Performance Test

When the data size is different, the author returns 30,000 items of specific data and
compared time used by Oracle database and distributed cluster. In this way, the dif-
ference between distributed system performance and traditional database system per-
formance was compared. The test result was shown in the following Fig. 6:

3.4 Subsequent Promotion of Platform

Insurance data platform based on Hadoop frame provides mass data enquiry and index
analysis, which provides convenience for manager and decider of insurance industry.
With social development, it is not enough for insurance data platform only providing

Table 2. The result of the association rule mining

No. Rule description Confidence
coefficient %

1 Relation = spouse, type of insurance = accidental
injury => type of insurance = children insurance

60.1

2 Relation = oneself, type of insurance = accidental
injury => type of insurance = children insurance

49.7

3 Relation = spouse, type of insurance = critical illness => type
of insurance = children insurance

59.4

4 Relation = oneself, type of insurance = critical illness => type
of insurance = children insurance

50.5

5 Relation = oneself => type of insurance = critical illness 40.9
6 Relation = oneself => type of insurance = accidental injury 59.1
7 Relation = spouse => type of insurance = critical illness 43.3
8 Relation = spouse => type of insurance = accidental injury 56.7
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data enquiry function. thus, it is necessary to carry out more research according to the
characteristic of Hadoop frame.

According to the function difference of user, more data research and exploration
should be done through the platform. Combined with lecturer in marketing department
and the market experience of salesperson, product development is carried out through
data analysis so as to push product according to the demand of different groups.
Through combining with external data of medical insurance, the platform can market
accurately, as well as avoiding customer loss. Model library establishment can help
insurance company and supervisory agency to find illegal behavior earlier, such as
money laundering so as to avoid the occurrence of delinquency.

4 Conclusion

With economic development of increasing enhancement of living level, people pay
more attention to health and property safety. Meanwhile, according to the online and
surrounding cases, more people purchase insurance to guarantee the health and prop-
erty safety so as to reduce loss.

Based on characteristic of Hadoop frame, the paper analyzes its application in
insurance industry. With the development of Internet, intelligence analysis appears very
important. Finding “relation” in the mass data and making rational use of it provide
great help for insurance company. Future is unpredictable, while the platform based on
big data and Hadoop frame can provide relatively accurate prediction analysis for
insurance company so that the insurance company can master the market quotation
earlier and create more profit and benefit.

Fig. 6. The test result
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Abstract. The lens antenna array is typically composed of an electromagnetic
(EM) lens and has elements in the focal area of the lens in order to achieve its
large antenna gain. In this paper, we first analyze the response model of the lens
antenna array, and conclude that the model follows the “sinc” function. The lens
array is then applied to a MIMO system that allows millimeter-wave input and
the use of new path-division multiplexing. On this basis, we model the channel
of the system to derive the channel impulse response, which follows the “sinc
sinc” function. Finally, the beamforming process is performed at the receiving
end to obtain the received signal, and the signal-to-noise ratio expression is
analyzed and optimized to obtain the maximum signal-to-noise ratio (SNR) of
the system and the system performance is simulated.

Keywords: Millimeter wave � Lens antenna array � Signal-to-noise ratio
Path-division multiplexing � AoA/AoD

1 Introduction

According to the development law of mobile communication, 5G will be better than 4G
mobile communication in terms of transmission rate and resource utilization. Nowa-
days, 5G has become a research hotspot in the field of mobile communication at home
and abroad.

(1) On May 29, 2015, Coolpad first mentioned 5G new concept: terminal base
station.

(2) On June 24, 2015, the International Telecommunication Union (ITU) announced a
timetable for the 5G technical standardization. The official name of the 5G
technology is IMT-2020 and the 5G standard will be finalized by 2020.

(3) On January 7, 2016, the Ministry of Industry held a meeting announcing the “5G
technology research and development test”.
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(4) On February 9, 2017, the international communications standards organization
3GPP announced the “5G” official Logo.

However, the low frequency of the radio spectrum has become saturated because of
the rapid development of communication industry, so the future development needs can
not be met, which leads people to seek higher spectrum. Millimeter wave has the
characteristics of short wavelength and wide frequency band, having the ability to solve
many problems faced by future development of communication. Also it has a wide
range of applications in short distance communication. For traditional communication
systems, Multiple Input Multiple Output (MIMO) technology can increase the spectrum
utilization to a great extent, making the system transmit higher-speed data services in a
limited wireless band. With the development of technology, the future of 5G commu-
nication broadband or wireless access integration system has become a popular research
topic, and MIMO system is one of the more people to study the direction [1–5].
The MmWave signal typically suffers from more path losses than frequencies that are
much lower at a given distance at an existing cellular system. So efficient MIMO
technology can be used to compensate for severe path losses, which achieves highly
directional communication [6–9]. The general MIMO processing is usually digitally
realized at the baseband, so a special radio frequency (RF) chain is set for communi-
cation. However, in the mmWave system, we generally do not take this approach
because a large number of RF chain hardware costs are relatively large. In order to
realize spatial reuse, hybrid analog/digital precoding has been proposed, in which
precoding is implemented in two phases. Due to the need of many phase shifters in the
case of hybrid precoding, it is also proposed to select the subset of antennas by using the
switch instead of the phase shifter. However, because of the limited array gain, antenna
selection can lead to significant performance degradation [10–14]. In our study, the
mmWave MIMO communications is analyzed, where a lens antenna array is applied in
the transmitter and receiver. Because of the energy focusing characteristics of
AoA/AoD, the signal power in the mmWave lens MIMO with a limited number of
multipath is usually concentrated only on the small set of the receiver/transmitter
antenna elements.

The following structure of the article is described below: the system model is
introduced in the second section. The third section mainly analyzes the SNR ratio. The
fourth section shows the numerical simulation results. The fifth section is the summary
of the full paper.

2 System Model

2.1 Analysis of Lens Antenna Array

In optics, the spherical wave radiated by a point light source placed on the focal point
of a lens is refracted into a plane wave by refraction of a lens. The lens antenna is made
by this principle. Figure 1 shows the configuration of the lens antenna array. It is easy
to see that the array element happens to be located in the focal region of the lens. In
generally, EM lens can be realized through some techniques,such as a conventional
planar lens composed of transmit and receive antenna arrays with variable length
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transmission lines. No matter what the actual realization, the fundamental of the EM
lens is to offer a variable phase shift to the EM rays of the lens, with the aim of
achieving the energy focusing properties depending on the angle. In particular, the
receiving lens antenna array can be used to focus the incident signal to a plurality of
receiving antenna subsets with sufficient separation angle of arrival (AoA). Similarly,
the emission lens array can be used to manipulate the deviation signal from a subset of
different transmit antennas with a sufficient separation of the angle of departure
(AoD) [15].

In this paper, we placed a plane EM lens on the yz plane, making it centered on the
origin. Its size is Dy � Dz, which can be neglected, as exhibited in Fig. 2. Only taking
the azimuth angles AoA and AoD into consideration, in Fig. 1, it is assumed that the

Fig. 1. An example of a lens receiving a plane wave incident.

Fig. 2. A stereogram of a lens antenna array.
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array element is set on a semicircle around the center of a lens in a plane. The
semicircle has a radius of F, which is called the focal length of the lens. Thus, the
antenna position of the lens antenna array can be mathematically expressed as
Bm ðxm ¼ F cos hm; ym ¼ �F sin hm; zm ¼ 0Þ, where hm 2 ½�p=2; p=2� is the m-th
antenna element’s angle with respect to the x-axis, m 2 M, and M represents the total
number of antennas using in the lens antenna array. For convenience, we assume that
M is odd. In addition, we assume that the antenna has a critical antenna spacing, for
example, the antenna element is deployed on the coke arc, making f~hm , sin hmg in
the interval [−1,1] equally spaced, i.e. ~hm ¼ m

~D
;m 2 M, where ~D ¼ Dy

k is the size of the

lens in antenna array and normalized by the carrier wavelength k. Besides,M and ~D are
satisfiedM ¼ 1þ 2~D

� �
, i.e., for larger lens sizes ~D, more antennas should be deployed.

Naturally, with the specified deployment of the antenna array, the number of antennas
at the two edges of the array is less than that in the center.

First of all, let us assume that the lens antenna array is irradiated with a uniform
plane wave with AoA / to study the reception array response, as shown in Fig. 1.
xoð/Þ represents an incident signal whose point of incidence is located on the reference
point on the lens (for example, the center of the lens), and rmð/Þ represents the
receiving signal by the m-th element [15], m 2 M. In addition, the response vector of

the array is að/Þ 2 CM�1, whose element amð/Þ ¼ rmð/Þ
xoð/Þ can be shown as

amð/Þ � e�j/o
ffiffiffi
A

p
sin cðm� ~D~/Þ;m 2 M ð1Þ

where / is the angle of arrival (AoA), A,DyDz
�
k2 is the normalized aperture, i.e., the

physical area of the EM lens normalized by wavelength squares, /0 is the common
phase shift from the lens aperture to the array [15], and ~/, sin/ 2 ½�1; 1� is called
the spatial frequency corresponding to AoA /.

Without loss of generality, for an integer n in the remainder of the text, we have
/o ¼ 2np, making it possible to ignore the phase term in (1), thus the expression (1)
becomes

amð/Þ ¼
ffiffiffi
A

p
sin cðm� ~D~/Þ;m 2 M ð2Þ

As we all know, the incident and outgoing signals passing through the EM lens
remain interchangeable because the EM lenses are passive devices. Therefore, the
transmission response vector that turns the signal to AoD / can be obtained in the same
way. The details are omitted for simplicity.

2.2 Analysis of Channel Model

In this section, a special MIMO transceiver that based on Path Division Multiplexing
(PDM) is designed, which is suitable for narrowband and broadband mmWave com-
munication. Using PDM, L independent data streams are typically transmitted via
transmit beamforming/precoding, each of which passes through one of the
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L multi-paths. In particular, the discrete time equivalent of the transmitted signal xQs½t�
may be expressed as

xQs½n� ¼
XL
l¼1

ffiffiffiffiffiffi
pl
AT

r
aT ;Qsð/T ;lÞsl½n� ð3Þ

where n represents the symbol index, sl½n� �CNð0; 1Þ (circle symmetric complex
Gaussian) represents the independent CSCG distributed information bearing symbol
with the transmit power pl for the data stream; and aT ;Qsð/T ;lÞ

�
AT represents the unit

norm of the AoD /T ;l towards path l per path MRT beamforming vector. Note that we

use aT ;Qsð/T ;lÞ
�� ��2� aTð/T ;lÞ

�� ��2¼ AT ; 8l. At the receiving end, we apply a low
complexity detection to the receive signal, where the beamforming vector vl 2 CMS�1 is
received and vlk k ¼ 1.

As shown in the Fig. 3, at the transmitter and receiver, we set Q and M antenna
elements. In a typical MIMO system, the channel impulse response can be represented
as

HðtÞ ¼
XL
l¼1

alaRð/R;lÞaHT ð/T ;lÞdðt � slÞ ð4Þ

The signal at the receiving end is

rðtÞ ¼ HðtÞ � xðtÞþ zðtÞ ð5Þ

rðtÞ ¼
XL
l¼1

alaRð/R;lÞaHT ð/T ;lÞxðt � slÞþ zðtÞ ð6Þ

Fig. 3. The schematic diagram of multi-path environment.
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However, because there is multipath sparsity in mmWave communication, the
discrete received signal at the receiving end in this system is expressed as

rMs n½ � ¼
XL
k¼1

akaR;kaHT ;kxQs n� nk½ � þ zMs n½ � ð7Þ

where each component is a subset of the components in the expression (6).
We decompose the received signal in the expression (7) into the desired signal

passing through the l-th path, which has the symbol delay nl; the ISI from the other
L − 1 paths, which have different delays; and the other L − 1 data streams interference
from the L signal paths, which are as the expression (8) [15].

rMs n½ � ¼
ffiffiffiffiffiffiffiffiffi
plAT

p
alaR;lsl n� nl½ � þ

XL
k 6¼l

ffiffiffiffiffiffi
pl
AT

r
akaR;kaHT ;kaT ;lsl n� nk½ �

þ
XL
l0 6¼l

XL
k¼1

ffiffiffiffiffiffi
pl0

AT

r
akaR;kaHT ;kaT ;l0sl0 n� nk½ � þ zMs n½ �

ð8Þ

The receiver beamforming is applied in the above equation [20, 21], besides, ISI
together with inter-stream interference are treated as interference [16–18]. Thus the
effective SNR of the l-th data stream at the receiver is shown as

cl ¼
plAT alj j2 vHl aR;l

�� ��2
PL

k 6¼l
pl
AT

akj j2 vHl aR;k
�� ��2 aHT;kaT ;l

��� ���2 þ PL
l0 6¼l

PL
k¼1

pl0
AT

akj j2 vHl aR;k
�� ��2 aHT ;kaT ;l0

��� ���2 þ vHl r2vl

ð9Þ

3 Analysis and Optimization

SNR is a measure of communication system communication quality reliability of a
major technical indicator. The SNR is generally the ratio of the channel output, that is,
the average power of the carrier signal at the receiver input to that of the noise in the
channel. It can also be called a carrier to noise ratio. Increasing or improving
signal-to-noise ratio is a major task in improving communication quality. In the fol-
lowing, we will optimize the SNR expression in (9) to obtain the maximum
signal-to-noise ratio of the millimeter wave MIMO system.

The part of the beamforming vector is split into

cl ¼
plAT alj j2vHl aR;laHR;lvlPL

k 6¼l
pl
AT

akj j2vHl aR;kaHR;kvl aHT ;kaT;l
��� ���2 þ PL

l0 6¼l

PL
k¼1

pl0
AT

akj j2vHl aR;kaHR;kvl aHT ;kaT ;l0
��� ���2 þ vHl r2vl

ð10Þ
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Extracting the beamforming vector, then we get

cl ¼
vHl plAT alj j2aR;laHR;lvl

vHl
PL

k 6¼l
pl
AT

akj j2aR;kaHR;k aHT ;kaT ;l
��� ���2 þ PL

l0 6¼l

PL
k¼1

pl0
AT

akj j2aR;kaHR;k aHT ;kaT ;l0
��� ���2 þ r2I

� 	
vl

ð11Þ

Let A ¼ plAT alj j2aR;laHR;l, which is a Ms�Ms order matrix; B ¼ PL
k 6¼l

pl
AT

akj j2

aR;kaHR;k a
H
T ;kaT ;l

��� ���2 þ PL
l0 6¼l

PL
k¼1

pl0
AT

akj j2aR;kaHR;k aHT ;kaT ;l0
��� ���2 þ r2I, which is a Ms�Ms

order matrix.
Then,

cl ¼
vHl Avl
vHl Bvl

ð12Þ

Derive the expression (12)

c0l ¼
AvlvHl Bvl � BvlvHl Avl

vHl Bvl

 �2 ð13Þ

Let the expression (13) be equal to 0,

AvlvHl Bvl ¼ BvlvHl Avl ð14Þ

Rearranging the equation, we get

Avl ¼ vHl Avl
vHl Bvl

Bvl ð15Þ

Therefore,

Avl ¼ clBvl ð16Þ

B�1Avl ¼ clvl ð17Þ

Hence, the maximum value of the SNR ratio cl is the maximum eigenvalue of
B�1A, and the beamforming vector at this time is the eigenvector corresponding to the
largest eigenvalue of B�1A [19–21].

4 Simulation and Results

In this section, MATLAB is utilized to simulate the performance of a MIMO system
which uses the proposed lens antenna array and allows millimeter-wave input. It is
assumed that the lens apertures are AT = 100 and AR = 50 respectively at the
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transmitter and receiver. The input mmWave frequency is 73 GHz. And also azimuthal
lens sizes at the transmitter and receiver are ~DT = 20 and ~DR = 10 respectively. For
simplicity, here we assume all path power pl (l = 1, … L) is evenly distributed.

The maximum signal-to-noise ratio of the system has been given in the paper. Here
we give different system configurations. And the performance of the system is simu-
lated and compared based on these configurations. The comparison of system perfor-
mance under these different configurations will help us to further study the
millimeter-wave MIMO communication.

Figure 4 shows the variation of the maximum SNR ratio versus the multipath
number in different number of antenna configurations at the receiving and transmitting
ends. Here are three cases where the number of antennas at the transmitting and
receiving ends is 31 and 51, 21 and 41 respectively, and both are 41. Obviously, with
the increase of the number of multipaths, the maximum SNR ratio at the receiver
decreases, that is, the performance of the system decreases and the trend slows down.
In the case of a certain number of multipaths, when the number of antennas at the
transmitting end is larger than that of antennas on the receiving side, the system
performance is the best. As can be seen from the Fig. 4, when the number of transmit
antennas and antennas on the receiving side are 41 and 21, the maximum SNR ratio is
greater than the other two configurations. While the system performance is the worst
when the number of transmit antennas is less than that of antennas on the receiving
side. The maximum SNR ratio is smaller when the number of antennas on the receiving
side are 31 and 51, as is shown in Fig. 4.
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Fig. 4. The maximum signal-to-noise ratio versus the number of multipath under different
numbers of antennas at the receiver and transmitter.
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Figure 5 depicts curve of the maximum SNR versus the number of multipath at
different spatial frequencies. When the multipath number is the same, the larger the
spatial frequency interval of the antenna, the better the performance of the system. It
can be seen that the curve of the maximum signal-to-noise ratio is more and more
upward when the spatial interval changes from [−0.25, 0.25], [−0.5, 0.5] to [−0.7, 0.7].
And the maximum SNR ratio of the system with the spatial interval [−0.7, 0.7] is the
largest when the multipath number L is fixed.

5 Conclusion

As the key technology of 5G, millimeter wave has become one of the hotspots of
current research. In this paper, a millimeter-wave MIMO system model based on lens
array is established, and a new path segmentation technique is used to analyze the SNR
of the system. In communication systems, the signal power often needs to be increased
as much as possible while suppressing noise and various disturbances within the
system. The maximum SNR expression of millimeter-wave MIMO system is deduced
theoretically in this paper. Based on the maximum SNR expression, the performance of
a lens MIMO system with mmWave input is evaluated by simulation and we can easily
find with the increase in the number of multipath, the maximum SNR is gradually
reduced. Besides, the maximum SNR is important for us to study the performance of
millimeter-wave MIMO systems and to lay the foundation for further research.
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Fig. 5. The maximum signal-to-noise ratio versus the number of multipath at different spatial
frequencies.
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Abstract. In this paper, antenna selection (AS) is considered for clus-
tering management (CM) to improve the spectrum efficiency of asym-
metric interference networks. Through the proposed CM scheme, the
whole network can be divided into several clusters, which will lead to a
relative redundance of antenna resource for each interference alignment
(IA) pair in the IA cluster. Therefore, the AS technique is adopted to
improve the performance through selecting the optimal antenna combi-
nation for IA pairs. Considering the high computational complexity of
the exhaustive search (ES) AS method, the cross-entropy optimization
(CEO) algorithm is used to perform the IA technique, which can achieve
relatively high performance with low computational complexity. From
the simulation results, we can find that the proposed AS method in clus-
tering management can further enhance the performance of the IA-based
network.

Keywords: Antenna selection · Cross-entropy optimization
Clustering management · Interference alignment

1 Introduction

As a novel interference management method, interference alignment (IA) has
been proposed by Jafar in 2008 [1,2]. For the IA technique, the interference
from different transmitters is constrained into a low dimensional vector-space
at each receiver, and then the desired signal can be retrieved according to the
remaining interference-free vector space. Recently, there is a great increase of
research interest in IA, and it has been applied to all kinds of multiuser networks
[3–7].

In most of existing IA-based researches, the network topology is assumed to
be symmetric, which is difficult to be satisfied in practical wireless networks.
Therefore, the asymmetric model of interference network is introduced into IA
research recently [8–10]. In [9], authors expanded the idea of clustered IA pro-
posed in [8] into the IA network. According to the distance information between
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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pairs, the proposed topology management scheme in [9] can divide the whole
network into one IA subnetwork and several spatial multiplexing (SM) subnet-
works to improve the performance in the low and moderate signal-to-noise ratio
(SNR) range. In [10], the resource management of [9] was further researched.

After performing topology management in the asymmetric interference net-
work, antenna resource will be relatively redundant in the IA subnetwork [9].
Hence, the antenna selection (AS) technique can be applied in the IA subnet-
work to select the optimal antenna combination to further improve the perfor-
mance under the IA feasibility condition, which is a kind of methods based on
opportunistic communications [11]. As known, the AS technique can provide
selection gain and improve received SNR with simple and cheap hardware archi-
tecture, which has been successfully applied in several multi-input and multi-
output (MIMO) systems [12–15]. In [12], Sanayei et al. presented an overview
of the application of antenna selection in MIMO systems. Through two types
of antenna selection, i.e., transmit and receive antenna selection, the received
SNR and system capacity can be effectively improved. In [13], the AS technique
was introduced into IA-based wireless networks. The performance of interfer-
ence wireless networks was evaluated under several antenna selection criteria.
Three suboptimal selection algorithms were proposed to achieve an acceptable
performance with low computational complexity. In [14], Li et al. investigated
the antenna selection problem in the IA-based cognitive radio network. The pro-
posed antenna selection IA algorithm based on discrete stochastic optimization
can achieve high performance with low computational complexity. In [15], the
antenna switching based on reconfigurable antennas was utilized for IA networks.

Although the optimal antenna combination can be easily selected through
the ES-based AS method, the high computational complexity makes it unprac-
tical. Therefore, the cross-entropy optimization (CEO) method [16], which is an
increasingly popular method to solving difficult combinatorial optimization prob-
lems, has been adopted to optimize the AS problem in MIMO systems [17,18].
In [17], a novel receive AS algorithm based on cross-entropy optimization was
proposed to improve the capacity of MIMO systems over spatially correlated
channel. Simulation results show that the proposed algorithm can achieve the
optimal or near-optimal capacity with low computational complexity. In [18],
Ali et al. introduced the CEO method into the IA-based network based on
maximizing the minimum signal-to-interference plus noise ratio (SINR) metric.
The proposed algorithm can effectively improve the bit-error-rate (BER) of the
system.

In the paper, the CEO method is used to perform the AS technique to further
improve the spectrum efficiency for the clustering management (CM) scheme of
multiuser interference network. The rest of the paper is organized as follows.
In Sect. 2, clustering management scheme is presented. Then, the cross-entropy
optimization method in the CM scheme is introduced in Sect. 3. Section 4 dis-
cusses the simulation result. In Sect. 5, we conclude this paper.
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2 Clustering Management Scheme

In this section, we consider the asymmetric interference network with K users
as shown in Fig. 1, where M [k] and N [k] antennas are equipped at the k-th
transmitter and its corresponding receiver, respectively. The received signal at
the k-th Rx can be denoted as

y[k] =
√

ρ[kk]U[k]†H[kk]V[k]x[k]+
K∑

j=1,j �=k

√
ρ[kj]U[k]†H[kj]Vjx[j]+U[k]†z[k]. (1)

where H[kj] ∈ C
N [k]×M [j]

is the small-scale fading gain matrix from the j-th Tx
to the k-th Rx, whose entity is i.i.d. with the complex Gaussian distribution
CN (0, 1). The matrix V[j] ∈ C

Mj×d[j]
is the precoding matrix of the k-th Tx,

and the matrix U[k] ∈ C
Nk×d[k]

is the decoding matrix of the k-th Tx. The
transmitted signal x[k] from the k-th Tx to k-th Rx satisfies a equal power
constraint Pt, i.e., E

[∣∣|x[k]
∣∣ |2] = P

[k]
t = Pt. z[k] ∈ C

Nk×1 denotes the additive
Gaussian noise with distribution CN (0, σINk). The lager-scale fading gain from
the j-th Tx to the k-th Rx ρ[kj] can be given as

ρ[ji] =
(
r[kj]

)−α

. (2)

where r[kj] expresses the distance between the j-th Tx and the k-th Rx, and α is
the path-loss exponent, which is determined by different wireless environment.

In a feasible IA-based network satisfying the condition, i.e., M + N =
d(K + 1), after performing the proposed CM scheme in [9], the whole network
will be divided into several cluster as shown in Fig. 1, including one IA cluster
and several SM clusters. Those pairs close to each other jointly comprise one
IA cluster (the set A), where the strong inner-interference among IA pairs is
eliminated through linear IA and the weak inter-cluster interference is treated
as noise. On the other hand, those pair far away others will act as some SM clus-
ters independently (belonging to the set S), in which the SM scheme is adopted
and the weak inter-subnetwork interference is also treated as noise.

For the convenience of analysis, we assume that each pair has the same
antenna configuration, i.e., M [k] = M,N [k] = N,∀k ∈ {1, 2, . . . ,K}. Besides,
the number of the transmitted data stream of each IA pair is set to d[k] = d, k ∈
A, and the number of the transmitted data stream of each SM pair is set to
d[k] = d̂, k ∈ S.

3 Cross-Entropy Optimization Method

In this section, we will first present the AS problem in the CM scheme. Then,
antenna selection based on cross entropy optimization method will be presented
to improve the performance.
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Fig. 1. A K-pair asymmetric IA-based interference network using clustering manage-
ment scheme.

3.1 Antenna Selection in Cluster Management Scheme

After performing the CM scheme in the network, the number of IA pairs KIA in
the IA cluster will be generally smaller than K, i.e., KIA < K. Hence, antenna
resource in the IA cluster will be relatively abundant, which can be utilized to
perform the AS technique. In this paper, the AS technique is just performed at
the Rx side of each IA pair to reduce the CSI feedback overhead.

Taking the network with the configuration (M,N,K, d) = (3, 3, 5, 1) as an
example to analyze the implementation of the AS technique in the IA cluster.
Assuming that there exist one IA cluster and one SM cluster after performing
the TM scheme. The number of the optional antenna combinations for the k-th
pair is summarized in Table 1. There will be z = (3+1)4 = 256 optional antenna
combinations in the IA cluster, and the set of all the optional combinations is
denoted as Φ = {Ω1, Ω2, . . . , Ωz}.

Table 1. Number of optional antenna combinations for the j-th IA Pair

Configuration Number of antenna
combinations

M
[j]
IA = 3, N

[j]
IA = 2, d = 1 3

M
[j]
IA = 3, N

[j]
IA = 3, d = 1 1
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We can select the optimal antenna combinations from the set Φ to improve
the spectrum efficiency of the IA cluster, and the problem can be expressed as

Ω∗ = arg max
Ω∈Φ

{
K∑

k=1

R
[k]
IA(Ω)

}

. (3)

The combinatorial optimization problem (3) can be easily solved through
the ES-based AS method. However, when the size of the set Φ is large, the
computational complexity will become extremely high. To overcome the short-
coming, the cross entropy optimization method is applied to implement the AS
technique, which can achieve the optimal or near-optimal performance with low
computational complexity.

3.2 Cross-Entropy Optimization Method

The main idea of CEO for antenna selection is to iteratively update the proba-
bility vector p, which can be defined as

p =
{

p(1,1), . . . , p(1,M), . . . , p(k,j), . . . , p(K,1), . . . , p(K,M)
}

. (4)

where p(k,j) represents the probability of the j-th antenna of the k-th Rx to be
selected. To effectively update the probability vector p, there are two iterative
phrases which should be carefully designed as follows.

1. The random mechanism to generate a sample of random data. In this paper,
Bernoulli probability mass functions f (Ωq;p) is used to generate Q samples

f(Ωq;p) =
K∏

k=1

M∏

i=1

[
p(k,i)

]Ω(k,i)
q

, q = 1, . . . , Q. (5)

2. The way to update the parameters of the random mechanism. The probability
vector p is updated according to the following equation

piter =

∑Q
q=1 I{S(Ωiter

q )>=γiter}Ωiter
q

∑Q
q=1 I{S(Ωiter

q )>=γiter}
. (6)

where I{x} is an indicator function. When the condition x is satisfied, I{x} = 1,
I{x} = 0, otherwise. Ωiter

q is the selected antenna vector for sample q at the
iter-th iteration. S

(
Ωiter

q

)
represents the minimum stream SINR of sample q at

the iter-th iteration. γiter = S(�(1−η)Q�) is the (1−η)-th quantile in the sequence
S(1) >= S(2) >= · · · >= S(Q), �·� is the ceiling operation, and η ∈ (0, 1). To
smooth out the values of p and prevent some component p(k,j) of p from being
zero or one in first few iteration, the smooth parameter λ ∈ (0.7, 1] is introduced
as follows

piter = λpiter + (1 − λ)piter−1. (7)

Hence, the implementation of the AS technique based on the CEO algorithm
in the TM scheme can be summarized as follows
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Algorithm 1. Antenna selection based on the CEO algorithm
1: Determine the set of the optional antenna combinations Φ according to the feasibil-

ity conditions of IA in the IA subnetwork, i.e., the number of the selected antenna
NIA at the Rx side of each IA pair.

2: Set iter = 0 and initialize the probability vector p0 = NIA
N

1.
3: repeat
4: Generate Q samples according to the random mechanism Bernoulli probability

mass function (5).
5: For each sample, calculate the precoding and decoding matrices based on the

MinIL algorithm, and the minimum stream SINR.
6: Sort the minimum SINRs in descending order.
7: Update the probability vector piter by (4), and smoothen it by (7).
8: iter = iter + 1.
9: until The stopping criterion is satisfied.

4 Simulation Results

In this section, the asymmetric interference network with the configuration
(M,N,K, d) = (3, 3, 5, 1) is considered. Assuming that the path-loss exponent α
is set to 3. All the pairs are randomly and uniformly scattered in a 1 km × 1 km
square area, and the distance between the transmitter and its corresponding
receiver is set to 100 m.
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Fig. 2. The network topology after performing the clustering management scheme
when the transmitted SNR is 12 dB.



522 X. Zhang et al.

A network shown in Fig. 2 is taken as an example to analyze the performance
of the CEO-based AS method in the clustering management scheme. After per-
forming the clustering management scheme in the network when the transmitted
SNR is 12 dB, the whole network is divided into one IA cluster and one SM clus-
ter. From the figure, we can observe that the four pairs, i.e., the 1-st, 2-nd, 3-rd
and 4-th pair, jointly comprise the IA cluster, and the 5-th pair acts as the SM
cluster independently.

According to the result of clustering, the spectrum efficiency of different
schemes under various transmit SNRs is compared in Fig. 3. From the simulation
results, we can find that the CEO-based AS method can effectively improve the
performance of the IA cluster compared to the original clustering management
scheme. However, compared to the ES-based AS method, there exist a little
performance gap. Considering the high computational complexity of the ES-
based AS method, the CEO-based AS method can achieve a balance between
the spectrum efficiency and the computational complexity.
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Fig. 3. The spectrum efficiency versus the transmit SNR under different schemes.

5 Conclusions

In this paper, the implementation of antenna selection in the clustering man-
agement scheme was analyzed. The redundant antenna resource was used to
perform the AS technique. However, the ES-based AS method was unfriendly
for performing in practical wireless networks due to the high computational
complexity. The another effective combinatorial optimization method, i.e., cross-
entropy optimization (CEO) algorithm, was selected as the substituted method.
Finally, the simulation results were presented to show the effectiveness of the
proposed CEO-based AS method in the clustering management scheme.
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Abstract. Most of existing works on simultaneous wireless information and
power transfer (SWIPT) for OFDM systems are studied based on power splitting
or time splitting, which may lead to the time delay and the decreasing of sub-
carrier utilization. In this paper, a multiuser orthogonal frequency division mul-
tiplexing (OFDM) system is proposed, which divides the sub-carriers into two
parts, one for information decoding and the other one for energy harvesting. We
investigate the optimization problem for maximizing the sum rate of users under
the constraint of energy harvesting through optimizing the channel allocation and
power allocation. By using the iterative algorithm, the optimal solution to the
optimization problem can be achieved. The simulation results show that the
proposed algorithm converges fast and outperforms the conventional algorithm.

Keywords: SWIPT � OFDM � Subcarrier allocation � Power allocation

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is a viable air interface for
providing ubiquitous communication services and high spectral efficiency, due to its
ability to combat frequency selective multipath fading and flexibility in resource
allocation. However, power-hungry circuitries and the limited energy supply in por-
table devices remain the bottlenecks in prolonging the lifetime of networks and
guaranteeing quality of service (QoS). As a result, energy-efficient mobile communi-
cation has attracted considerable interest from both industry and academia [1–4].
Traditionally, energy has been harvested from natural renewable energy sources such
as solar, wind, and geothermal heat, thereby reducing substantially the reliance on the
energy supply from conventional energy sources. As a result, simultaneous wireless
information and power transfer (SWIPT) is emerged. In [5], the concept of SWIPT is
first put forward and the capacity-energy function is defined. Two classical models are
put forward in paper [6, 7], including time switching (TS) model and power switching
(PS) model. In TS model, the receiver switches into energy harvesting mode or

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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information mode within one transmission time. In PS model, the receiver splits the
power into two parts with some ratio, one for information decoding and the other one
for energy harvesting. SWIPT is combined with multiple-input-single-output (MISO)
in [8], where a transmitter with multi-antenna transmits the same information to several
banks of single antenna simultaneously. In [9], the optimization algorithm of power
splitting based on down-link OFDMA is proposed by the iterative algorithm. A tradeoff
between TS and PS is proposed in [10].

Different from the PS and TS models, we study a sub-carrier allocation-based
SWIPT for multiuser OFDM systems without a splitter at the receiver. The sub-carriers
of each user are separated into information decoding part and energy harvesting
part. We address the problem of maximizing the sum rate of users while keeping
enough harvested energy. The non-convex problem is solved by an iterative algorithm.

2 System Model

Consider a wireless OFDM down-link system consisting of one cognitive base station
(CBS) and K users. Each user is only equipped with one antenna. Let K denote the sets
of k users for k ¼ 1; 2; � � �Kf g. The OFDM bandwidth is assumed to be divided into
N (N � K) channels equally. The sub-carriers set is denoted with N for N = {1,…,n}.
Each sub-carrier must be allocated to only one user. Parts of sub-carriers are used for
energy harvesting, and the others are utilized for information decoding simultaneously.
We suppose that the channel power gain on each sub-carrier is always constant in one
transmission period time, which is given at the base station. Let hk;n represent the gain
of the k-th user on the n-th sub-carrier. Then the noise power of each sub-carrier can be
corrupted by nk , which is modeled as an additive white Gaussian noise (AWGN)
random variable with zero mean and variance r2. The total transmission power is
limited to power budget P. Therefore, the power allocated on the n-th sub-carrier is
denoted as Pn. Let SP represent the sub-carriers used for energy harvesting to power
transfer. Accordingly, the other sub-carriers used for information decoding is denoted
by SI . Hence, SIK represents the sub-carriers used for information transfer on K-th user.
One sub-carrier cannot be used for energy harvesting and transfer information simul-
taneously, so we have SI \ SP ¼ ; and SI [ SP ¼ N (Fig. 1).

base station

User 1

User 2

User 3

User 4

User 5
information transfer
energy transfer

Fig. 1. System model.
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3 Problem Formulation

Our aim is to maximize the sum rate of OFDM down-link under a restricted condition
of the minimum harvested energy for each user. Let Bk represent to the minimum
harvested energy of k-th user. Since one sub-carrier can only be allocated to one user,
let an;k be a binary channel allocation index. In other words, an;k ¼ 1 means that the
sub-carrier n is only allocated to the user k and an;k ¼ 0 is determined on other terms.
So it is written as

XK

k¼1
ak;n ¼ 1; 8n 2 N ð1Þ

The sum rate of system can be formulated as

XK

k¼1

X
n2SI ak;n log 1þ hk;nPn

r2

� �
ð2Þ

where n 2 SI . With energy harvesting efficiency e, the harvested energy during one
transmission block for user k is determined by

X
n2SP ehk;nPn þ r2

� � ð3Þ

For 8k 2 K. Therefore, optimization model of maximum sum rate can be written as
follows

max
an;k ;SI ;Pn

XK

k¼1

X
n2SI ak;n log 1þ hk;nPn

r2

� �

s:t:
X

n2N Pn �P

SP [ SI ¼ N

SP \ SI ¼ ;XK

k¼1
ak;n ¼ 1; 8n 2 N

ak;n 2 0; 1f g; 8k 2 K; n 2 N

Pn � 0; 8n 2 N

ð4Þ

4 Optimal Solution

Due to the non-convex problem, it is impossible to obtain the optimal solution directly.
In this section a sub-optimal algorithm is proposed for solving this problem.

We firstly optimize ak;n with given Pn and SI SPð Þ, then optimize Pn with given ak;n
and SI SPð Þ, and optimize SI SPð Þ with given ak;n and Pn at last. As mentioned above,
Pn and SI SPð Þ are determined, so ak;n is optimized as follows
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max
an;k

PK
k¼1 ak;n log 1þ hk;nPn

r2

� �
; n 2 SI

s:t:
PK

k¼1 ak;n ¼ 1; 8n 2 N
ak;n 2 0; 1f g; 8k 2 K; n 2 N

ð5Þ

The problem above is regarded as allocating the sub-carrier n to the assigned user
for obtaining the maximum sum rate. In other words, the sub-carrier n (n 2 SI) is
allocated to the user k which can get the maximum hk;nPn, i.e., ak�;n ¼ 1; k� ¼
argmaxk2K hk;nPn and ak�;n ¼ 0; 8k 6¼ k�; k 2 K.

Secondly, Pn is optimized by ak;n and SI SPð Þ. In this proposition, the problem can
be rewritten as

max
Pn

P
n2SIk log 1þ hk� ; nPn

r2

� �
s:t:

P
n2SP ehk�;nPn þ r2

� ��BkP
n2N Pn �P

Pn � 0; 8n 2 N

ð6Þ

Note that ak�;n ¼ 1; ak;n ¼ 0; 8k 6¼ k�; k 2 K: The converted problem is satisfied
with convex model. Thus, the Lagrange dual decomposition is employed for solving
this problem. The Lagrange dual function is given as follows:

g b1; b2ð Þ ¼ max Pnf g L Pnð Þ ð7Þ

where b1; b2 are the Lagrange multipliers and they are determined by the sub-gradient
method. Meanwhile, L Pnð Þ is expressed as:

L Pnð Þ ¼ P
n2SIk log 1þ hk� ;nPn

r2

� �
þ b1

P
n2SP ehk�;nPn þ r2

� �� Bk
� 	þ

b2 P�P
n2N Pn

� � ð8Þ

Then the dual problem can be simplified as follows:

minb1;b2 g b1; b2ð Þ
s:t b1; b2 � 0

ð9Þ

Because the dual problem is differentiable, it can be solved with the sub-gradient
method. The sub-gradient is shown as follow:

Db1 ¼
X

n2SP ehk�;nPn þ r2 � Bk ð10Þ

Db2 ¼ P�
X

n2N Pn ð11Þ

For given b1; b2, the optimal power Pn n 2 SIð Þ is obtained by KKT conditions by
using mathematical manipulation, as follows
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Pn ¼ 1
b2

� r2

hk

� �þ
ð12Þ

where :ð Þþ denotes max(.,0). Similarly, the allocated power Pn used for information
transfering is determined as:

Pn ¼ Pmax hk;ne[ b2
Pmin hk;ne� b2



ð13Þ

where Pmax and Pmin represent the maximum and minimum power constraints on
information decode respectively. According to Pn and an;k, SI SPð Þ can be obtained by
substituting (11) and (12) into (8). Consequently, Lagrange dual function can be
rewritten as

L SP
� � ¼ XK

k¼1

X
n2N an;k log 1þ hk;nPn

r2

� �
�
XK

k¼1

X
n2SP an;k log 1þ hk;nPn

r2

� �

þ b1
X

n2SP ehk;nPn þ r2
� �� b1Bk þ b2P� b2

X
n2N Pn

¼
X

n2SP b1 ehk;nPn þ r2
� ��XK

k¼1
an;k log 1þ hk;nPn

r2

� �
 �

þ
X

n2N
XK

k¼1
an;k log 1þ hk;nPn

r2

� �
� b2Pn


 �
� b1Bk þ b2P

¼
X

n2SP Fn þ
X

n2N
XK

k¼1
an;k log 1þ hk;nPn

r2

� �
� b2Pn


 �

� b1Bk þ b2P

ð14Þ

where

Fn ¼ b1 ehk;nPn þ r2
� ��XK

k¼1
an;k log 1þ hk;nPn

r2

� �
ð15Þ

Analyzing the formulate (13), only the first item on the right side is about to SP.
Thus, the optimal SP can be achieved by maximum the item Fn, as follows

SP
� ¼ arg maxSP

X
n2SP F

�
n ð16Þ

SP
�
can be easily gotten by substituting all the n into Fn to find the ones which are

make Fn positive, then the rest of the set N are belongs to SI
�
. The proposed algorithm

to solve the optimal problem is listed as the Algorithm 1.

528 X. Liu et al.



5 Simulation Results

In this section, the performance of the proposed algorithm based on multi-users SWIPT
is demonstrated by simulation results.

We denote all the channels involved are following Rayleigh fading with unit mean.
For simplicity, we assume that the minimum harvested energy limits for all the users
are the same, i.e., Bk ¼ B. In addition, we set N = 16, K = 5, r2 = 1, Pmax = P/N,
Pmin = 0, and e ¼ 1.

Figure 2 shows the convergence behavior of the proposed algorithm. It is seen that
the proposed algorithm converges fast, which indicates that the proposed algorithm can
be implemented practically. Figure 3 shows that the comparison between the proposed
optimization algorithm and the conventional algorithm. It can be seen that the proposed
algorithm performance better compared with conventional algorithm. The conventional
allocated N sub-carriers to K users. By contrast, all the sub-carriers are used for
information decoding and the consumed energy comes from the system. In the con-
ventional algorithm, the water-filling approach is used for power allocation, this will
cause some power waste. Moreover, all the sub-carriers are allocated to information
decoding which results the energy consumption and less power can be used for
information decoding. Figure 3 also shows that the sum rate of users increases as the
sum transmit power P increases. This is because with the same target harvested energy,
when the sum transmission power increases there will be more power allocated for
information decoding.

Figure 4 shows that the total transmission power used for information decoding of
user k. It can be seen that the user 5 is allocated the most power and user 2 is the least.
That is because in our emulation, the user 5 has the best channel condition which can
achieve higher sum rate.
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6 Conclusion

In this paper, we propose a joint optimization algorithm for SWIPT-based multi-user
OFDM systems. Specifically, the OFDM sub-carriers of each user are divided into two
parts, one for information decoding and the other one for energy harvesting. Therefore,
we can obtain enough information rate without using time or power splitter at the
receiver, on the premise of harvesting enough energy. The simulation results show that
the proposed algorithm converges fast and outperforms the conventional algorithm.
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Abstract. With the development of integrated circuit, SoC systems are more
and more used in products. Memory is an important part of SoC, SRAM design
is a key research area. In this paper, based on ASIC design methodology,
2 K-bits SRAM is designed. A 6T-SRAM memory cell is designed and simu-
lated with circuit level to improve reliability. The memory cell is used to con-
struct the storage array, which are the word line 32 bits and the bit line 8 bits.
Then, the SRAM peripheral circuit is designed and simulated by using SMIC
0.18 lm process, including the data input/output buffer circuit, clock circuit,
address decoding circuit, data read/write circuit and sense amplifier. The
structure, function and performance of latch type sense amplifier are analyzed
emphatically. The simulation results demonstrate that the function of SRAM is
verified correctly. The clock frequency of the SRAM can reach 100 MHz.

Keywords: Static random access memory � Memory array � Peripheral circuits

1 Introduction

With the rapid development of digitalization process, the information industry is going
into the era of large data. SoC chip has become the key of information and data
processing. The data storage in SoC is an important part. In order to solve the storage
problems of SoC data storage, improve the working performance of SoC processor, and
reduce the speed gap between processor and external memory, memory hierarchical
technology is adopted in this paper. Static random access memory (SRAM) with high
speed and low capacity is used as the key technology to solve the above problems. In
this paper, with the analysis of the internal working mechanism about SRAM, the
design methodology based on ASIC is adopted, in order to achieve 256 � 8 bytes.

A variety of design implementation and improvement schemes are proposed for
SRAM. A novel power gated 9T SRAM cell is proposed, which uses read decoupling
access buffers and power gated transistors to perform reliable read and write operations
[1]. A bit line equivalent scheme is proposed to eliminate the leakage dependence of
the data pattern. Thus, the read bit line sensing and its stability to the process, voltage
and temperature variations are improved [2]. A 6T SRAM operating down to near
threshold regime is presented [3]. A dual-port spin-orbit torque magnetic RAM for
on-chip caching applications with reduced power consumption is proposed to reduce
the impact of write delay on performance [4].
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2 SRAM Cell Structure

SRAM refers to a memory capable of accessing any unit in the memory array, which
can perform data writing or data reading operations within an applicable range of
address for multiple of cycles. The SRAM structure mainly includes the storage array,
decoding circuit, clock circuit and data read/write control circuit, and so on. A storage
array is a key part, which is electrically interconnected by the memory cell in accor-
dance with certain rules. The decoding circuit is used to process the address infor-
mation to select the particular cell. The clock circuit provides a series of working clock
pulses for the operation of the peripheral circuit. Sense amplifier circuit is used to
increase the speed of reading the stored data from SRAM array.

The basic memory cell of SRAM is shown in Fig. 1. It is composed of a pair of
inverters and the pass transistors, which are connected in a cross-coupled manner. The
output of an inverter becomes the input of the other inverter, and vice versa.

The simulation circuit for the 6T static memory cell is shown in Fig. 2. The data
reading/writing and data holding for the 6T static memory cell are controlled by the
BL_CTR_W, BL_CTR_R switches signal on the control bit line and the word line
switch signal WL respectively. When the word line signal is valid, BL_CTR_W signal
responds. If BL_CTR_R signal is invalid, the DC voltage source and bit line cascade
are controlled by BL_CTR_W signal. By simulating the charging and discharging for
the storage node on the bit line capacitor, the data is in the write state.

Fig. 1. Static memory cell based on 6T.

Fig. 2. The simulation circuit for the 6T static memory cell.
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The simulation result for the 6T static memory cell is shown in Fig. 3.

Data can be read through the STORE0 and STORE1 signals to verify that the data
has been written successfully. When the word line signal is invalid, the switch con-
trolled by the BL_CTR_W and BL_CTR_B signals is disconnected from the memory
node, which is the data holding state at this time. The data signal on the memory node
can be latched properly if the STORE0 and STORE1 signals can be read out.

When the word line signal is valid, BL_CTR_W signal is invalid and BL_CTR_R
signal is valid. At this point, the BL_CTR_R signal controls the pre-charged capacitor
and the memory node for cascade connection. It is the data reading process through the
BL_R and BL_R signals. The correct voltage difference is generated successfully on
the two bit line capacitors, and the data is successfully read out.

3 Memory Array

The static memory cells are arranged and joined together to construct a memory array, as
shown in Fig. 4. Each row of memory cells shares a word line WL. The static memory
cells on each column share a pair of the bit lines BL and BL_. The selection signal of the
word line and bit line is generated by the decoding circuit according to the address.

In the intersection selection of rows and columns, the position of intersection points
can be obtained. It is the memory cell corresponding to the address information. By
combining the memory array with the decoding circuit, the memory cell can be
positioned quickly according to the address information. The corresponding operation
of the memory cell is performed according to the data changes on the bit lines.

The address information used to locate the memory cells in the storage array is
transmitted by code, which could reduce the number of inter-chip or on-chip interactive
connections. Because binary code has area validity and easy implementation within the
circuit, most of the code which adopted in CMOS memory is using the binary form. In
a memory array, address information used to locate the memory cell is transmitted
through code for reducing the number of interconnects for between chips or internal
chip. Most of the code used in CMOS memory is binary encoding, because binary code
can optimize chip area and easy to implement inside the integrated circuit.

Fig. 3. The simulation result for the 6T Static memory cell.
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The input signal used in the experimental simulation is shown in Fig. 5. The input
patterns are 00–11 four bit signals for the address input ports ADD0 and ADD1 in the
2–4 decoder circuit. A signal is input at each interval of 5 ns. ADD0 and ADD1 are the
lowest and highest addresses, respectively.

The output signals in simulation experiment are shown in Fig. 6. OUT0–OUT3 is
the fore decoding ports of the 2–4 decoder. Since the address input signals are
increased gradually from 0 to 3, with a step of 1 and an interval of 5 ns, the OUT0–
OUT3 output ports will be high voltage at every 5 ns. These indicate that the address
lines are selected.

When the SRAM is in normal mode, the write enable or read enable signal is valid.
The corresponding memory cell will write or read data accordingly in each clock cycle.
The bit line pairs are controlled, and the bit line data is given by the bit line control
circuit in the above process. A bit line control circuit is shown as Fig. 7.

The CS is the selection signal of the bit line, and the GTP is the on-chip clock
signal. When the clock is on the rising edge, the GTP rises to the highest voltage, and
the bit lines BL and BL_ are pre-charged to the maximum voltage VDD. When the
write data enable signal and the bit line signal CS are valid, the bit line BL_ and the BL
are controlled by the DW and the DW_ respectively. These determine whether the bit

Fig. 4. Storage array diagram of 4 � 4.

Fig. 5. The input signal excitation for 2–4 decoder transient simulation.
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Fig. 6. The simulation output results of 2–4 decoder.

Fig. 7. Bit line control circuit.

Fig. 8. The transient simulation excitation for bit line control circuit.
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lines are pulled down to the low voltage. A voltage difference (VDD-Vss) is formed on
a pair of bit lines, i.e., BL and BL_. Data are written successfully into the corre-
sponding memory cell. When the read data enable signal he bit line selection signal CS
are valid, the DR and the DR_ are accessed in the bit line BL and the BL_ respectively.
The voltage difference signals on the bit line pairs are thus read out.

The input signals used in the simulation are shown in Fig. 8, and the simulation
results are shown in Fig. 9.

The bit line charges both the BL0 and the BL0_ to the high voltage because the
on-chip clock signal is in a low voltage state at first. The bit line selection signal is so
high that the pull-down tubes used to control the bit line pairs are turned off simul-
taneously. The internal bit line pairs are all at high voltage in the 0–5 ns time periods.
The on-chip clock signal is converted to the high voltage in the 5–6 ns time periods.
And the bit line selection signal is maintained at a high level. At this time, pull-up
transistors and pull-down transistors are turned off, so the pairs of bit lines are in the
high impedance. When the on-chip clock signal is maintained at the high voltage, the
bit line select signal is converted to the low voltage after 6 ns. At this point, the BL0
and BL0_ signals are controlled by the DW_ and DW for bit lines, respectively. The
DW_ signal is the low voltage, and the DW signal is the high voltage. Therefore, the
BL0 signal is maintained at a high voltage and the BL0_ signal is pulled down to a low
voltage. The data read ports DR and DR_ for bit line are connected to the BL0 and the
BL0_ respectively because the bit line selection signal is in the low level. Voltage
difference on bit line pair are read out.

When the reading data is simulated for the memory cell, the voltage on the bit line
after the pre-charge will change with the voltage on the corresponding storage node.
Voltage difference is generated. A sense amplifier is used in the SRAM circuit in order
to increase the speed of data reading. When the voltage difference on the bit line
reaches a certain value for reading data, the difference is amplified into full voltage
through the sense amplifier, so as to improve the speed of data reading. The goal of
improving the speed for data reading is achieved. The transient simulation results of a
sensitive amplifier are shown in Fig. 10.

Fig. 9. The simulation results of bit line control circuit.
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In the simulation results, SD and SD_ are two inverting output ports of the sense
amplifier. The DR and DR_ ports correspond to bit lines, BL and BL_ respectively,
which signals are read from the memory cell. When the sense amplifier is not in normal
operation, the output ports SD and SD_ are pre-charged at the highest voltage. When
the voltage difference is generated on the bit line pair, the sense amplifier is excited. At
this time, the DR and DR_ ports carry information of bit line pair, thus creating a
voltage difference of VDR-VDR_. The voltage difference is detected by the sense
amplifier so that the SD or SD_ signal level is pulled down to output the result. The
higher the resolution of the sense amplifier, the smaller the voltage difference required
for the bit line pair, and the faster the data read in the memory cell, the smaller the
power dissipation caused by the bit line voltage swing.

4 The Data Read/Write and Hold Process

In the whole circuit, all of them are effective for low voltage, such as, CEN used as the
select signal on chip, OEN as a data read enable signal, WEN as a data write enable
signal. The enable signals WEN and OEN are valid in a specified period to control
read/write operations by holding CEN on low voltage during the simulation.

In this transient simulation, the funciton of read/write data and hold data are verified
by changing the address signal and data signal periodically. The address signals will
change periodically over the 00000000-00000001, while the data signal will change
over the period of 10101010 and 01010101 during the simulation. The address signals
are shown in Fig. 11. The input data signals are shown in Fig. 12.

Fig. 10. The simulation results of sensitive amplifiers.

Fig. 11. Address signal.
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The period changes of the address signal and the data signal are varied. The control
enable signals WEN and OEN are valid within a given time period. The SRAM can be
observed to write the two memory cells once respectively. Behavioral level simulation
for two data reads are also shown as Fig. 13. Informations can be obtained from the
simulation, as follows:

1. The data can be written normally and read correctly for the first time;
2. It can be proved that the read failure is not caused during the first reading process by

reading the data correctly second times. The data information can be normally kept
in the memory cell under the condition of constant power supply.

5 The Randomness for SRAM Circuit

To verify whether SRAM circuit can write or read operations at the same rate for any
address cell, eight addresses are selected respectively from 0–255 addresses. As an
example, the number information is stored in these addresses and read out. The selected
addresses are arranged in order of 0, 5, 80, 90, 120, 50, 180, 250, respectively. The
addresses used in the transient simulation are shown in Fig. 14.

Fig. 12. Data signal.

Fig. 13. Simulation for read data.
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The address data will be repeated after 90 ns because the data written needs to be
read to verify data consistency. The stored data are shown in Fig. 15.

The data is written before 90 ns. The data read operation is performed after the
90 ns according to enable signals. The random write/read function is verified in
SRAM.

The transient simulation about 170 ns is completed by applying the address and
data information, an external clock signal, and read/write select enable signal, and so
on. The read data is consistent with the write data in the simulation results. The data at
high 5 bits are kept to zero because each stored data is less than 8. We can only observe
low 3 bits data. The comparison results between the write data and read data are shown
in Fig. 16.

Fig. 14. Address information excitation chart.

Fig. 15. The stored data signal.
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D[0]–D [2] is the write data, and Q[0]–Q [2] is the output data in Fig. 16. The
output signal remains in the high impedance because the data are written before 90 ns.
The signals in output ports are serially output if the data read enable signal is valid. The
consistency and randomness of write data and read date can be verified.

The calculation and analysis are carried out respectively in transient simulation,
including the data writing process, data reading process and data hold process. The
power consumption of writing is 48.33 mw. The power dissipation of reading is
47.83 mw. The power consumes 46.85 mw in the hold process. The operating fre-
quency is 100 MHz.

6 Conclusion

The array based on 6T SRAM memory cell is completed in this paper. The functions of
read/write operations and data hold can be achieved in memory array. The peripheral
circuits of SRAM are designed and realized, which is decoder circuit, clock circuit and
sense amplifier circuit, and so on. The peripheral circuit function can be verified
successfully in transient simulation. SRAM function and its read/write randomness can
also be implemented correctly.
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Abstract. MANET has been widely used in many fields with the development
of wireless communication technology. The AODV routing protocol which is
known as a well-designed protocol of MANET has received widespread
attention. However, high node velocity and frequent changes of network
topology pose a challenge to the classic AODV protocol. Considering the sta-
bility of link, this paper proposes an algorithm to quantify the change frequency
of network topology at first. Then a modified AODV protocol based on node
velocity which is named RAODV is introduced in detail for high dynamic
network topology. RAODV can build a more stable link according to the node
velocity and reduce the normalized overhead of routing and average end-to-end
delay by prolonging routing’s survival time.

Keywords: Ad hoc network � High dynamic network topology
Node velocity � AODV � NS2

1 Introduction

When the network topology changes frequently, it is very important to establish a
stable routing to guarantee the QoS of communication. Because that a stable route can
effectively reduce the number of rerouting, thus the overall network latency and nor-
malized routing overhead decrease. In the mobile ad hoc network, however, the tra-
ditional routing protocol lacks an effective mechanism to ensure the stability of the
route.

In recent years, there are four methods for establishing the stable routing, they are
the stable routing protocol based on the survival time of routing, the stable routing
protocol on the speed of the node, the stable routing protocol on the strength of the
signal and the stable routing protocol on the location of the node, respectively. In paper
[6], a stable routing protocol based on link survival time is proposed. In this paper the
motion model of random nodes is analyzed by a simulation experiment. Through the
experiment the probability distribution of the survival time of the link corresponding to
the motion mode which can be used to calculate the stability factor of the link is got.
But this approach requires a large amount of experimental data and it is also very
sensitive to the network topology boundary conditions. That is what we don’t expect.
Article [9] proposing a stable routing algorithm based on the velocity of the node. As
the algorithm describes, the velocity variance of the two nodes is used as the link
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stability coefficient between the two nodes and the routing whose overall link stability
coefficient is the smallest is the first choice when choosing the routing path. This
method has a good performance in term of routing overhead and routing delay when
the network topology changes frequently. However, when the network topology tends
to be stable, the growing number of hops will result in a significant increase in the
end-to-end latency time. Because of that, this algorithm can’t adapt to adjust the routing
strategy and then makes the route overhead increased. In the literature [12], the signal
power of the two nodes is used to judge the change of the relative position of the node.
Whether the two nodes are in the stable state is decided by the threshold of the ratio of
the power. If the two neighbor nodes are in the stable state, these two nodes are the
prior choice for the establishment of stable routing. In this paper, we first introduce the
concept of the neighbor node changing ratio, that means in a period of time how often
the neighbor node changes. The neighbor node changing ratio reflects the network
topology changes fast or slowly. The link stability coefficient between the two nodes is
defined as the sum of square of the difference between the velocity on the vertical
direction and the horizontal direction. The routing with the smallest number of hops or
the minimum link stability coefficient is selected adaptively according to the change
rate of the neighbor node. As a result, the problem that the routing established by the
stable path algorithm will greatly increase the network latency and routing overhead
when the network topology tends to be stable is solved.

2 Algorithm Quantifying High Dynamic Network Topology

It’s hard to judge the simulation results of traditional AODV protocol and its modified
versions in the same standard assessment because of the diversity of applications. There
is no uniform standard for quantifying network topology changes and most research
introduced the node velocity to solve this problem.

Even if the node velocity is same, whether the node is docked and the duration of
node docking will both affect the network topology changes because of their different
trajectories. That is the reason for simulation results varying widely when using NS2 to
generate SCENE FILE even under the same node velocity. In this paper, network
topology’s change is measured by neighbor nodes’ rate of change, then the relationship
of the degree of topology change, the node velocity and node docking time is analyzed
by NS2. Simulation parameters are set as Table 1 shows:

Using NS2“setdest” toolkit to generate SCENE FILE:
./setdest –v 2 –n 50 –s 1 –m 30 –M 30 –t 500 –P 1 –p 0 –x 1000 –y 300

>scen-50n-30 s-p0
The command generates the following SCENE FILE: The node randomly selects its

destination in the set simulation area (1000 m * 300 m), moving at a constant speed of
30 m/s to the destination. After reaching the specified coordinates, the node stays for
the specified time (0 s) and then repeats the above-mentioned movement.

Figure 1 shows the neighbor node changing ratio of a random node when the
velocities varies based on above scene. As we can see from the figure, on the same
node, the velocity and neighbor node changing ratio. when the velocity is less than
5 m/s, the neighbor node changing ratio increases with increasing velocity, when the
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velocity is greater than 15 m/s, the neighbor node changing ratio is random. Figure 2
shows the neighbor node changing ratio after enlargement of a certain period of time.

Figures 1 and 2 are the relationship between the neighbor node changing ratio and
node velocity, to further verify the relationships, the normalization of neighbor node
changing ratio on total network topology as shown in Fig. 3.

We can see from the Fig. 3 when the node velocity is less than 15 m/s, neighbor
node changing ratio increases with increasing node velocity, when the speed is greater
than 15 m/s, there was no positive relationship between the neighbor changing rate and
node velocity, in order to reduce the error due to the random network topology,
decreases the velocity step simulation, we can get the results shown in Fig. 4, which
proved the above conclusion further.

From the above analysis simulation, using the node velocity to measure the net-
work topology changing rate is not exactly right. On the basis of this research, using
node residence time to measure topology changing rate, we can get the following
simulation results.

Table 1. Simulation parameters

Simulation parameters Parameter values

Network range 1000 m * 300 m
Number of nodes 50
Network service CBR
MAC protocol IEEE 802.11b
Signal transmission range 250 m
Maximum carrier sense rang 550 m
Simulation time 300 s
Radio model Two_Ray
Maximum queue 50
Packet size 512bits

Fig. 1. Neighbor node changing ratio, when nodes velocities varies
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Figure 5 is the relationship between the neighbor node changing ratio of some
random nodes and the node residence time. It shows that There is no strict linear
relationship between the neighbor node changing ratio of the single node and the node

Fig. 2. Neighbor nodes changing ratio with velocities variation after enlargement

Fig. 3. Neighbor nodes changing ratio with velocities variation

Fig. 4. Neighbor nodes changing ratio with velocities variation
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residence time. After normalization analysis, we can get Fig. 6. The figure shows that
when the node velocity is constant, with the increase of residence, neighbor node
changing ratio is gradually reduced. When node residence time is more than 20 s, the
average neighbor node changing ratio decreases slowly, with the maximum residence
time continue to increase, the average neighbor node changing ratio will gradually
approach 0, namely when the network node keeping static, the neighbor node changing
ratio is 0.

The simulation results show that using the residence time as a measure of the
degree of network topology’s changing is more convincing. In this paper, the rest
simulation will use the node residence time to measure the frequency of network
topology changes.

Fig. 5. Neighbor node changing ratio of some random nodes with node residence time varies

Fig. 6. Neighbor node changing ratio of total network topology, when node residence time
varies
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3 Link Stability Calculation and Routing Strategy

In high dynamic networks, the relative speed between nodes is the main factor that
affects the life cycle of the link. When the velocity of two nodes are relatively large, the
distance between nodes will increase rapidly, which leads to the interruption of the link.
A new parameter is introduced here “rij”, It is defined as:

rij ¼ ðvxi � vxjÞ2 þðvyi � vyjÞ2 ð1Þ

rij: Stability coefficient between node i and node j
vxi: Node i in horizontal velocity
vyi: Node i in vertical velocity
vxj: Node j in horizontal velocity
vyj: Node j in vertical velocity

The sum of the stability coefficients of each adjacent two nodes on the link is
defined as the link stability factor, defined as “rsum”.

On this basis, Modify the AODV routing protocol RREQ and RREP, Add
vx; vy; rsum; hnode three data fields. vx; vy are used to store the node level and vertical
direction velocity, rsum is used to store the link stability coefficient, hnode is used to
store the neighbor node changing ratio.

In the routing request phase, firstly, the source node obtains the velocity of itself
and the neighbor node changing ratio which will be stored separately in vx; vy; hnode,
and then sets the link stability coefficient rsum to “0”. Secondly, broadcasting the route
request message to their neighbor nodes, when a neighbor node received this route
request message, it will calculate the stability coefficient between the last hop node and
itself according to Eq. (1), then update rsum in the routing request message. Also, the
received routing request message’s vx; vy were updated to its own velocity. Forwarding
this RREQ until the destination node received it. The destination node will select the
route request message through the neighbor node changing ratio hnode or the stable
coefficient of link rsum to reply before it created a routing. If hnode is greater than 10, the
destination node select the routing which has a smaller rsum, otherwise, the routing
which has minimum hop will be selected.

4 Performance Simulation

4.1 Calculation of Performance Index

In this paper, packet loss rate, end-to-end delay, routing initiation frequency, nor-
malized routing overhead are simulated.

The main performance evaluation criteria for the stable path algorithm is the nor-
malized routing control overhead, and the other auxiliary evaluation criteria are routing
initiation frequency, end-to-end delay and packet loss rate.
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(a) Routing initiation frequency, the ability to maintain the stability of the routing
protocol. The formula is as follows:

Request rate ¼ countðroute requestÞ
timestop

ð2Þ

(b) Normalized routing control overhead, the number of routing control packets
required to send a packet to the destination node. The smaller the normalized
routing control overhead is, the lower the cost of routing protocol is, the better the
protocol performance is. The formula is as follows:

LoadNormalization ¼ countðcontrol packetÞ
maxðpacket idÞ ð3Þ

(c) The packet loss rate, investigate routing protocol packet delivery ability of the
source node to destination node, the packet loss rate is the number of packets lost
accounted for the ratio of the number of total package, packet loss rate is small,
the agreement will show that packet delivery success more ability to better the
performance of the agreement. The formula is as follows:

Rateloss ¼ countðsend packetÞ � countðreceive packetÞ
countðsend packetÞ ð4Þ

(d) Average end to end delay, the average value of the packet passing from the source
node to the destination node, which reflects the speed of the packet passing
through the routing protocol. The formula is as follows:

average delay ¼ sum Tend time ið Þ � Tstart time ið Þð Þ
count Tend time ið Þð Þ ð5Þ

Among them, T is the effective time, that is, at this time the packet can be received
by the destination node. Taking NS2 as the simulation platform, the improved algo-
rithm is simulated and compared with the traditional AODV routing protocol. The
feasibility and correctness of the algorithm are verified by the parameter analysis
model.

4.2 Analysis of Performance

Figure 7 shows Packet loss rate when the node residence time varies, compared with
traditional AODV protocol, it has great advantages in packet loss rate when the resi-
dence time less than 20 s. With the increase in the residence time, the dynamic of
network topology is reduced, the difference between these two routing protocol
decreases, RAODV protocol may have a bit greater loss ratio than the traditional
AODV protocol.

Figures 8 and 9 shows the routing average end to end delay according to the
variation of residence time. We can see from the figure that the difference between
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RAODV protocol and AODV protocol is small, with the increase in node residence
time, the delay of AODV protocol reduces gradually, when the residence time is greater
than 30 s, the delay performance of AODV protocol is better than RAODV protocol,
the reason is nodes hop, although the outage probability of stable routing is small, the
routing repair process decreases can make delay decreases, but due to the choice of the
stable routing is not minimum hop routing, packet transmission delay caused by the
increase in the residence time is very small, when the network topology changes
frequently, the advantages of stable RAODV protocol is apparent, the overall delay is
slightly better than that of the AODV protocol, with the increase of time to stop the
network topology changes frequently decreased, then AODV protocol routing outage
probability decreases, at this time the AODV protocol to establish the minimum

Fig. 7. AODV and RAODV Packet loss rate performance simulation

Fig. 8. Average end to end delay performance simulation
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number of hops routing strategy is reflected in the overall delay will be lower than the
RAODV protocol. When we take into consideration, as the neighbor node changing
ratio less than 10, we may select the minimum hop routing instead which will decrease
the end to end delay.

5 Conclusion

In this paper a modified AODV protocol based on the node velocity is introduced.
When the network topology changes frequently, this improved protocol enables to
reduce the overhead of route discovery process. Also, end to end delay is reduced as a
result of considering self-adaption routing discovery. Simulation results shows that the
proposed protocol has better end to end delay compared with traditional AODV
protocol.
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Abstract. Prime number generation and the large number operations directly
affect the efficiency of RSA encryption algorithm. In order to reduce the number
of the calculation process about modular operation and to reduce the difficulty of
division in the calculation process, the Montgomery optimization algorithm is
used to carry out the modular multiplication of RSA encryption algorithm, so
that the efficiency of the algorithm is improved. Based on the application and
research of hardware implementation to information encryption, the Verilog
hardware description language is used to design the RSA encryption algorithm
in 1024 bits. The simulation results of encryption and decryption experiment
show that Montgomery modular multiplication algorithm and RSA encryption
algorithm are verified to be correct and effective.

Keywords: RSA encryption algorithm � Verilog HDL
Modular multiplication � Montgomery optimization algorithm

1 Introduction

The public key cryptography, which plays an important role in the modern encryption
system, has high information security. RSA encryption algorithm is the first to meet the
requirements of the public key cryptography [1]. The inverse of the modular expo-
nentiation operation is calculated so that the decomposition of large integer is difficult.
In this way, we can ensure the security of information [2]. It is a perfect password
system which is in theoretical research and application.

At present, the security of RSA encryption system is also threatened. In 1999, the
512-bit RSA encryption algorithm was worked out after five months. In recent years,
the RSA encryption algorithm with 768-bit length of secret key has been cracked, and
the crack time is thousands of times as long as 512-bit encryption’s crack time.
Obviously, the key length is closely related to the encryption reliability. The security of
RSA algorithm with 1024-bit secret key length can be guaranteed. A lot of research has
been done for the 1024-bit RSA at home and abroad. Montgomery optimization
algorithm based on the pipeline technology and the hard algorithm of the hardwire
multiplier are proposed to improve the computational speed [3]. The modular multi-
plication circuit architecture is used to 4-radix multiplication RSA algorithm [4].
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CMOS technology is used to design and implement Montgomery encryption algorithm
[5]. RSA encryption algorithm has received extensive attention in the field of research
and application.

RSA encryption algorithm can be used software and hardware to achieve. In order
to ensure information security, tedious data calculations are needed. For the hardware
implementation, the encrypted data are applied to the hardware device to obtain the
encrypted information code. In this paper, RSA encryption algorithm and optimization
technology will be studied and design. Based on hardware information encryption
technology, Verilog hardware description language (HDL) is used to implement the
algorithm, and the RSA system is verified by simulation tool.

2 RSA Encryption Algorithm Basis

The public-key cryptography belongs to asymmetric cryptosystem whose encryption
and decryption process use different keys. They are called public key and private key
respectively. Double secret keys make it possible for both parties to communicate
securely, even on insecure information channels.

2.1 Cryptosystem

In the encryption and decryption process, first, pair of encryption key “e” and decrypt
key “d” are generated in the receiving terminal. Encryption key can be disclosed to
other parties. The sender encrypt the information of the plaintext M which will be
conveyed, and generate incomprehensible symbol or information as a ciphertext C.
Then, it is sent to the receiving terminal. The encryption process:

C ¼ EeðMÞ ð1Þ

The receiving terminal obtains the ciphertext C. It can decrypt the ciphertext C by
using the decryption algorithm D and the decryption key “d”. The plaintext M is
restored. The decryption process:

M ¼ DdðCÞ ð2Þ

RSA encryption algorithm has high strength and security. Keymanagement is simple
and clear. The two sides of the communication use different keys so that the encryption
key can be spread. In this way, it is difficult to crack from the encryption key to get the
decryption key. So it can reduce the burden of keymanagement. The algorithm is difficult
and slow to operate. The process of generating keys is complex for the mathematical
theory, and these also are the advantages to protect the information security.

2.2 RSA Encryption Algorithm Principle and Large Number Processing

The working of the algorithm consists of three processes: key generation, encryption
and decryption. The important technology is mainly large prime generation, large
number of processing, solving equations and fast modular exponentiation for the
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hardware implementation. The encryption algorithm requires the prime number
detection before the key is generated. The modular exponentiation operation will be
used. And the modular exponent operation use the Euclidean algorithm, which is the
process of the decrypt key “d” generating. RSA encryption algorithm as a system is
interrelated, and it is not independent of each other.

Key generation is achieved through the key generation algorithm. The specific steps
of the algorithm are as follows.

[1] Generate two different large prime p, q;
[2] Calculate n = p • q and Ф(n) = (p − 1) (q − 1), where Ф(n) is the Euler func-

tion of n;
[3] Select random integer e to make gcd(e, Ф(n)) = 1, and satisfy 1 < e < Ф(n), that

is, e and Ф(n) are coprime;
[4] Seeking private key d to make ed � 1(mod Ф(n)), and d is the modulo

anti-element, also called multiplication inverse d; satisfying 1 < d < Ф(n);
[5] (e, n) is the public key, (d, n) is the private key, then p, q, Ф(n) are destroyed.

Encryption and decryption process is also the key to the design of the algorithm. If
Party B sends an encrypted message M to the Party A, it would need to use the public
key (e, n) to encrypt the plaintext M to obtain ciphertext C. In this paper, when
encrypting, the plaintext is first grouped. And the value of each group is less than the
integer N. The binary width of the packet is less than the value of log2N [6]. Then,
plaintext grouping for the integer m, and the string can be obtained ASCII value to
conduct encryption. Such as function (3), note that m must be less than n.

C ¼ Ee Mð Þ ¼ Me modNð Þ ð3Þ

Party A receives the information code from Party B, and it is necessary to decrypt
the ciphertext packet, such as in function (4).

M ¼ Dd Cð Þ ¼ Cd modNð Þ ð4Þ

3 RSA Encryption Algorithm and System Design

3.1 Large Prime Generation and Computing Processing

An important question of RSA encryption algorithm is how to generate large prime
numbers quickly. In this paper, the binomial probability detection method is used to
generate random numbers, and then we can judge the number of prime numbers by the
designed test algorithm. The steps are as follows.

[1] Calculate the odd number M so that N = (2r) * M + 1;
[2] Select the random number A < N;
[3] for i < r, A 2ið Þ�Mð Þ mod N ¼ N � 1, then N through the random number A test;
[4] or, if AM mod N ¼ 1, then N passes the test of random number A;
[5] Through the value of A is different to give N five tests. If the results are passed,

then N is prime.
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As the number of tests N increases, N satisfies that the probability is not prime, that
is, the probability that N is prime can reach 1� 1=4tð Þ. For example, when t = 5, the
probability that N is prime is more than 99.99%. Most compilers support 64-bit. In
order to avoid the problem of low efficiency in establishment of large number of
arithmetic and decimal number and a large number of storage space. In this paper, the
1024-bit large number is expressed as 0x1_0000_0000 hexadecimal. For example,
0x0000_0000 * 0xffff_ffff, that is, with 32-bit * 32-bit interval, 1024-bit large num-
ber conversion into 32 elements of the interval array, for the interval array is only more
32 Sub-cycle operation than before. In terms of computers, the binary is similar to the
0x1_0000_0000 system and it is easy to convert.

3.2 Modular Multiplication

The modular exponential operation complicates the data through the power exponential
operation to make the operation process complicated and achieve the effect of infor-
mation security. Therefore, the modular exponentiation is transformed into multiple
modular multiplication operations, that is, C = A * B mod N, where A, B and N are
integers that satisfy the relation of 0 � A, B � N. Considering the security, the
1024-bit modulo operation requires a higher hardware design. And the multiplication
rule will produce 2048 bits of the process. And avoiding the direct calculation of
A * B is the primary problem to be solved by the modular multiplication. Montgomery
algorithm is used to modular multiplication. It is defined as follows.

Definition 1. Assuming that the two integers of x and y are satisfied with 0 < a, b < N,
select a radix r, and then select a number R with respect to N and satisfy R ¼ rn, then
X ¼ x � R modNð Þ; Y ¼ y � R modNð Þ. Represent the mapping of a, b in N residual.

Z ¼ X � Y � R�1 modNð Þ ð5Þ

Where R−1 is the inverse of the R-mode N and satisfy R�1R ¼ 1 modNð Þ, which is
called the Montgomery multiplication.

Montgomery multiplication can avoid the use of division. On the contrary, it can
use shift operation to achieve modular operation. Under the K power of 2, division only
needs to perform the left shift operation. In this way, we can simplify the complexity of
the operation and reduce the number of modes. Table 1 shows the Montgomery
modular expression, N represents the modulus, and T is the reduced number R ¼ 2n, in
the binary conditions, n is the number of bits width. T þ qN is the actual number of the
remaining classes in which T is actually represented.

It can be seen that Monmod N ¼ T � R�1 mod N, the value of Monmod N can be
used to calculate the value of T � R�1 mod N. If q is found to be a multiple of R, the
divisor would be an integer. If

N½0� � N½0�0%r ¼ 1; q ¼ C0½0� þA � B½0�ð Þ � r � N½0�0� �
%r ð6Þ
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Then,

ðC0½0� þA � B½0� þ q � N½0�%r ¼ðC0½0� þA � B½0� � ððC0½0� þA � B½0�Þ � N½0�0
� N½0�Þ%rÞ%r ¼ 0Þ ð7Þ

Where C′[0] represents the initial state. If r = 0x1_0000_0000 is used, division and
modulo operation will become simple. For example, the result is q[63:0], %r = q[31:0],
/r = q[63:32]. There is no more than 32 times the number of cycles k for the key length
in 1024-bit. Only the intermediate variables of C0 ¼ C0 þA � Bþ q � N will appear
multiple times so that the efficiency of the algorithm will be improved. The only thing
that needs to be calculated is the N[0]′ value, which makes N½0� � N½0�0%r ¼ 1. Since
N is a fixed value, it is only necessary to perform a calculation on N[0]′ without
affecting the efficiency of the operation.

3.3 RSA Encryption System Design

RSA encryption hardware application requirements are analyzed. RSA encryption
algorithm top-level module is described based on Verilog HDL and named RSA_1024.
The system module and external pin definition are shown in Fig. 2. The parallel data
input is used in this system, and the maximum can support 1024-bit data operations. In
order to optimize the structure, reduce the port cost, the input data will be taken 32-bit
as a group and 32 consecutive units of input in cycles (Fig. 1).

Table 1. Expressions about Montgomery modular multiplication.

Character Expression

Montgomery reduction Mon = (T + qN)/R = (T + qN) * 1/R
Operation of residue class M(T) * M(1) = M(T) * M(R) * M(R − 1)

Fig. 1. 1024-bit RSA encryption system.
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When data_ready signal of encryption key e, mod n and whisper data are pulled
high, the data are entered. After the encryption operation is completed, the
data_out_ready signal is pulled high and the outputted encrypted data is valid. Then,
the system mainly includes the control function realization module, the data processing
module and the data storage module.

3.4 RSA Control Module Design

The RSA control function module performs packet acquisition on the encryption key e
and d input. We can select RAM_0, RAM_1 for the module of store data by judging
the data by the key shift, executes the data Montgomery modular multiplication, and
controling the two sub-modules through the RAM address selection control and the
cyclic count control to store the data The module selects RAM_0, RAM_1, and stores
the data values in the middle of the operation. In addition, the control state transfer
switch plays a role of connecting each module in the process of RSA algorithm
implementation. Finally, the signal processing of the plaintext ciphertext, plus the key,
the modulo input are done by the relevant module data storage and encryption oper-
ation. The realization process can be represented by the state Fig. 2.

The data input and output sections are analyzed according to the actual situation of
the state transition and the parallel input data shown in Fig. 2. Starting from the data
initialization, when the input key data signal is 1, the key e is input until 32 groups 32
Bit data input is completed, and the key data input end signal is 1 and jumps to the idle
state. When the input modulo data signal is 1, the input data N is started. When 32 sets
of 32-bit data input are completed. The modulo data input end signal is 1 and jumps to
the idle state. In addition, when the key e and the modulo data N input are completed
and the input plaintext data signal is ready to be 1, the plaintext data is input until 32
sets of 32-bit data input completion with countering from 0 to 31, before entering the
encryption operation state; when the encryption operation is over, then ready to output
ciphertext data signal is 1, and all the data output to stop the entire operation process,
then jump back to the end of the idle state.

Fig. 2. State diagram about implementation module of RSA control function
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Considering the problem of large data storage capacity, the data storage module
uses memory RAM_0 and RAM_1, which are 128 � 32 and used as input group of
plaintext or ciphertext data input and module n input. Finally, it will store the middle of
the calculation process, Remainder and modulo and other data values.

4 RSA Encryption Algorithm Simulation

In order to verify the function of Verilog HDL based RSA encryption algorithm, the
simulation tool ModelSim is used to simulate the algorithm and we will analyse
whether the sub-module achieves the expected function. The security key is set to
p = 47, q = 59, e = 101, d = 317, n = 2773, i.e. the public key is (101, 2773) and the
private key is (317, 2773). When 32 sets of plaintext data are M = 1088, 32 sets of
ciphertext data are C = 1992, and this data is taken as an example to verify the function
of the corresponding module.

Fig. 3. Encryption process simulation results

Fig. 4. Decryption process simulation results
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When the 32 groups of input text are M = 1088, encryption key e = 101, 32 group
mode are N = 2773, Fig. 3 shows the encryption operation of 32 sets of ciphertext data
are C = 1992; when the input ciphertext C = 1992, decryption key d = 317, modulo
N = 2773, Fig. 4 shows the decryption operation of plaintext M is 1088. After the
encryption and decryption of the data can be found in each other, the function is correct,
that is, algorithm can be achieved. It should be noted that the plaintext, modulo,
ciphertext are 1024 bits of data, except that each of the 32 groups is the same, and the
encryption key is 32 bits and only have one group. Finally, the remaining 31 groups are 0.

As shown in Fig. 5, the modular multiplication algorithm realize the function of the
algorithm by outputting the 12_bit command through the output terminal. These
commands control the data path and the data storage of the four registers to realize the
core algorithm calculation, that is, Q = Z + C + XY.

We can check when the error is obtained by x = 32′h0000_0001 and y = 32′
hffff_f52a, c = 32′H0000_0000, z = 32′h0000_055f, the simulation result is the same
as the calculated result. In this paper, the latter set of data is also consistent with the
simulation results. So we can verify the correctness of the Montgomery modular
multiplication.

5 Conclusion

There are six security parameters in the RSA encryption algorithm, which are named p,
q, n, Ф(n), e, d. There is the public key (e, n) only on the encryption. And the
decryption side have the private key (d, n) and the parameter p, q. In this paper, the
design of Verilog HDL is achieved by 1024-bit key length algorithm. And it used
Rabin Miller primality probability detection method to generate the binomial number.
And the large number is processed, stored and computed by the N array and the
Montgomery modular multiplication algorithm. In this way, we can solve the huge
amount of data problems. In order to solve the input and output data time between the
numbers of pins of mutual restriction. And a large number of input and output are used
a parallel way. The simulation results show that this paper can realize the information
encryption and decryption function requirements.

Fig. 5. Modular multiplication simulation results
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Abstract. As the satellite networks can provide Internet access services,
there are more and more kinds of data are transmitted on it. To ensure all
kinds of data can be transmitted satisfied their own reliable requirements
and obtain high transmission efficiency, a novel UEP transmission scheme
based on distributed LT codes was proposed in this paper. In which
scheme, the sub-codes on each node in the satellite network are performed
with EEP property. By assigned different output degree distributions for
the sub-codes, different kinds of data transmitted under the proposed
scheme can be recovered by different reliable levels with nearly optimal
transmission efficiency. On other hand, compared with the traditional
distributed LT codes based transmission schemes, the relay nodes in
proposed scheme do not have to know the reliable level of each source
node, hence the security of the data can be guaranteed. We also make
the asymptotic and finite-length analysis of proposed coding scheme, and
the numerical results shows that the proposed scheme can provide UEP
property between different kinds of data with low overhead performance,
which can ensure the efficiency of data transmission.

Keywords: Satellite networks · LT codes · Unequal error protection
Low overhead · Asymptotic analysis · Finite length evaluation

1 Introduction

Satellite networks providing a global coverage area, which can provide ubiquitous
Internet access services [1]. As a growing number of users expect access these
services in different areas, this wide coverage requirement could be achieved by
using the satellite networks [2]. To satisfy the various requirements of the users,
there are many kinds of data have to be transmitted on the satellite networks, it
is worth to note various kinds of data always lead to various reliability require-
ments. Satellite systems always with long transmission distances, especially for
geosynchronous orbits (GEO), and the lossy and possible disruption channels [3].
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To transmit multi-kinds of data on such complex channel and dynamic network
structure conditions, make sure all kinds of data can be recovered with their
own reliability requirements and ensure the overall transmission efficiency, many
previous work have been proposed in the past decade.

Rateless codes were proposed for efficient data transmission over multi users
with different channel conditions. As the decoder of rateless codes can recover
original message packets (i.e., input symbols) by collecting a little larger num-
ber of encoded message packets (i.e., output symbols), which codes can provide
capacity-achieving property on channels with various conditions, it worth not-
ing that in most scenarios the encoder of rateless codes continuously generate
output symbols until received a feedback message. LT codes were developed by
Luby [4] as the first practical realization of rateless codes, although LT codes is
capacity-achieving, but which is designed for scenarios with single source node.
To ensure the data transmission efficiency in network scenarios with multi-source
nodes, the distributed LT codes is invented in [5,6], by encoded the input sym-
bols on different source and relay nodes, the capacity-achieving property can be
obtained in the network systems.

To transmit multi kinds of data with different reliability requirements, a
class of rateless codes with unequal error protection (UEP) property are first
proposed by Rahnavard et al. [7–9]. In which codes, the input symbols are divided
into different sets, as the encoder assigned different selection probabilities of
these sets, the input symbols in different sets can be recovered with different
error probabilities. To face for the network scenarios in which there are multi
kinds of data with different reliability requirements have to be transmitted, the
distributed UEP LT codes also been proposed [10]. Different with the distributed
LT codes, the input symbols of distributed UEP LT codes are only encoded on
source nodes, the relay nodes only forward the output symbols to destination
node with two rules. The first rule is forward a part of output symbols and
forward to destination node directly, the other one is forward the XOR of two
incoming output symbols to destination. It is clear that the feedback messages
of distributed UEP LT codes would passed by both the destination-relay and
relay-source channels. By using the distributed UEP LT codes to transmit multi
kinds of data on satellite networks, the long transmission distances would lead
to large delay times and extremely influence the data transmission efficiency. To
overcome the influences, we proposed a novel distributed UEP rateless coding
scheme to transmit multi kinds of data on satellite networks. In the proposed
distributed UEP rateless coding schemes, both the source and relay nodes would
perform LT codes, the feedback message of each encoder would sent from the
next node, hence the influence of delay times can be reduced and thus improve
the transmission efficiency.

This paper is organized as follows. Section 2 illustrate the related works. The
proposed codes are proposed in Sect. 3, and then we derive the asymptotic anal-
ysis of proposed codes. In Sect. 4, we give the finite length analysis of proposed
codes and then the criteria of output degree distributions and overheads for sub-
codes are also given. The numerical results are given in Sect. 5, which shown
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that the proposed codes can provide better overhead property than traditional
distributed UEP rateless codes. Finally, we summarized conclusions in Sect. 6.

2 System Model

To propose the distributed UEP rateless codes, a system model of satellite net-
works is proposed in this section.

For simplicity, consider a multi-source and single-relay satellite network, in
which network the source nodes are low earth orbits (LEO) satellite and the
relay node is a geosynchronous orbit (GEO) satellite. The data (input symbols)
on different LEO satellites with the different reliability requirements. By using
the error control codes on the physical layer, the channels in this system can be
considered as erasure channels.

The satellite network is shown as Fig. 1, where the data are transmit from J
LEO satellites (source nodes) S1, S2, . . . , SJ to ground station (destination) D
through the GEO satellite (relay node) R. Where the channels between LEOs
and GEO are named source channel, which between GEO and ground station is
called relay channel. The erasure rates of the source channel between Si and R
is ei, and for relay channel is eR.

Fig. 1. The structure of multi source and single relay satellite network.

3 Proposed Coding Scheme

In this section, we proposed the coding scheme for satellite network data trans-
mission, which scheme is based on the distributed LT codes, by assign the dif-
ferent coding parameters of sub-codes on each nodes, the proposed scheme can
provide UEP property between the data from different source nodes.
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3.1 The Encoding Process of Proposed Coding Scheme

The encoding process of proposed scheme is shown in Fig. 2. Where the encoding
process is divided into 2 steps: In the first step, the encoders on source nodes
generate intermediate symbols and then these symbols are transmitted to the
relay node. In the second step, the encoder on GEO select intermediate symbols
to generate output symbols and transmit to ground station D.

In the first step, each node Si generate intermediate symbols by selected
input symbols and using the output degree distribution Ω(i)(x) =

∑
d Ω(i)xd.

Assuming the number of input symbols on Si is ki, and encoding overhead of this
sub-code is γi, which means there are γiki

1−ei
intermediate symbols are generated

on the node Si. In the second step, there are
∑J

i=1 γiki intermediate symbols are
collected by the relay node R, and the encoder on R generate output symbols
by selected intermediate symbols using output degree distribution Ω(R)(x). In
the both two steps, the encoders all process as the classical LT encoder [4].
Define the total number of input symbols is k, where ki = αik, then we have
k =

∑
i ki =

∑
i αik.

Fig. 2. The encoding structure of proposed codes.

3.2 The Decoding Process of Proposed Coding Scheme

There are only one decoder on the destination in proposed coding scheme, which
decoder implement belief propagation (BP) decoding algorithm to recover the
input symbols. Although the input symbols came from different source nodes,
these input symbols and the collected output symbols can be considered as a
independent LT code in the destination, the bipartite graph of the decoding
process is shown in Fig. 3.

To analysis the decoding process of proposed coding scheme, the overall out-
put degree distributions Ω(x) are needed. Let Φ(x) represent the degree distri-
bution of intermediate symbols, which distribution can be given by the following
Lemma.
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Fig. 3. The decoding structure of proposed codes.

Lemma 1. The degree distribution of intermediate symbols Φ(x) can be calcu-
lated by

Φ(x) =
J∑

i=1

γikiΩ
(i)(x)

∑J
j=1 γjkj

. (1)

Proof. The number of intermediate symbols is
∑J

j=1 γjkj and the intermediate

symbols with degree d is
∑J

i=1 γikiΩ
(i)
d , then we have Φd =

∑J
i=1 γikiΩ

(i)
d∑J

j=1 γjkj
. Hence

Eq. (1) is obtained.

As the Φ(x) and Ω(R)(x) are known, the overall output degree distribution
Ω(x) can be obtained.

Theorem 1. The overall output degree distribution Ω(x) of the proposed coding
scheme is given by

Ω(x) = Ω(R)(Φ(x)). (2)

Proof. For the intermediate symbols, the number is
∑J

i=1 γiki and degree distri-
bution is Φ(x). When the GEO R generate output symbols with degree 1, which
means these output symbols are generated by select only one intermediate sym-
bol, then the output degree distribution of these output symbols are Φ(x). When
R generate output symbols with degree d (d > 1), which means the output sym-
bols are generated by XORed d intermediate symbols, then the output degree
distribution of these output symbols are (Φ(x))d. As the generate degree distri-
bution of relay node R is Ω(R)(x), then the output degree distribution Ω(x) can
be calculated as

Ω(x) = Ω
(R)
1 (Φ(x)) + Ω

(R)
2 (Φ(x))2 + · · · + Ω

(R)
d (Φ(x))d + · · · .

Consider an intermediate symbol with degree d, the probability this symbol
generated by the source node Si is

qd,i =
γikiΩ

(i)
d

∑J
l=1 γlklΩ

(l)
d

. (3)
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As the encoder on relay node perform EEP LT encoding process, the probability
that an input neighbor of each output symbol came from source node Si is

qi =

∑
d dΦd

γikiΩ
(i)
d∑J

l=1 γlklΩ
(l)
d

Φ′(1)
=

∑
d dγikiΩ

(i)
d

γkΦ′(1)
. (4)

To quantify the UEP properties of source nodes, define Ki is the priority
disparity of the source Si, and Ki = qi

αi
.

3.3 Asymptotic Analysis of Proposed Codes

In this section, we use And-Or tree technique to analyze the asymptotic perfor-
mance of proposed codes.

The encoding process of proposed code are divided in 2 steps, the one is on
the source node, the other is on the relay nodes. When first step is finished, the
input degree distribution of input symbols on Si is denoted by Λ(i)(x), where

Λ
(i)
d =

(
ki(Ω(i)(1))′

d

)( 1
ki

)d(ki − 1
ki

)ki(Ω
(i)(1))′−d)

. (5)

In asymptotic conditions, which means ki → ∞, we have

Λ(i)(x) = exp
{

(Ω(i)(1))′γi(x − 1)
}

. (6)

Let λ(i)(x) is the input edge distribution of input symbols on Si, then we
have

λ(i)(x) =
(λ(i)(x))′

(λ(i)(1))′ (7)

=
(Ω(i)(1))′γie

(Ω(i)(1))′γi(x−1)

(Ω(i)(1))′γie(Ω
(i)(1))′γi(x−1) |x=1

= exp
{

(Ω(i)(1))′γi(x − 1)
}

.

Then consider the second step of encoding process, as the probability an
intermediated symbol is generated by Si is qi, then for an output symbol, the
probability its neighbors belong to Si is also qi. As the compute complexity of
second step is (Ω(R)(1))′γR, hence the average degree of input symbols on Si of
the overall LT code is (Ω(i)(1))′γi(Ω(R)(1))′γR, and the input edge distribution
is λi,overall(x) = exp{(Ω(i)(1))′γi(x − 1)(Ω(R)(1))′γR}.

Following with paper [9], denote the error rate of input symbols in Si is yi,l,
then we have

yi,l = λi,overall

(

1 − ω
(
1 −

J∑

i=1

qi(yi,l−1)
))

, l > 1 (8)

in which ω(x) = Ω′(x)
Ω′(1) .
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4 Design of Proposed Coding Scheme

The UEP performance of UEP LT codes are mainly determined by the selection
probabilities. It is can be seen from Eq. (4), for the proposed distributed UEP
LT coding scheme, the selection probability of each source node Si is mainly
determined by the variables γi and Ω(i)(x). As overheads γi represent the trans-
mission efficiency of proposed codes, we will mainly focus on the output degree
distributions of proposed coding scheme.

4.1 The Output Degree Distributions of Sub-codes

As the advisable overheads of sub-codes are obtained, the UEP properties of the
proposed coding scheme should be determined by the output degree distributions
of sub-codes.

Consider each source node Si, to obtain priority disparity Ki, the output
degree distribution Ω(i)(x) should satisfies

(
Ω(i)(1)

)′
γi = KiγΦ′(1), (9)

where γ is the overall overhead, and the left part of Eq. (9) is the average degree
of the input symbols on source node Si after the first encoding step.

After the second step of the encoding process, the average degree of input
symbols on each source node Si are increased by times (Ω(R)(1))′, but for each in
put symbol, the number of its identity neighbors has not been increased. In other
word, although the average degrees of input symbols increased after the second
step of encoding process, but all the output neighbors of each input symbol
are also been the neighbors of the intermediate symbols which are connected
with this input symbol. For this reason, the LT encoder on relay node was
not implemented to improve the error performance but to overcome the erasure
probability of the relay channel. For this reason, and consider the overall compute
complexity, the LT encoder on relay node should be assigned output degree
distribution Ω(R)(x) with low average degree.

As the Robust degree distributions of LT codes can provide nearly optimal
decoding performances, and the Robust degree distribution is determined by the
variables k, δ and c, where δ is the allowable decoding failure probability and c
is a constant, then by assign different value to δ and c, one can obtain different
Robust degree distribution. Hence, for the source nodes, the degree distributions
should satisfy Eq. (9), and for the relay node.

5 Simulation Results

In this section, we first take the asymptotic and finite length evaluation of pro-
posed codes, then the comparisons between proposed codes and conventional
distributed UEP codes are also given.
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Consider a proposed code with two LEOs and single GEO, where the number of
input symbols and overhead of sub-codes on LEOs are the same, and output degree
distributions for sub-codes on LEOs are Ω(1)(x) = 0.007969x1+ 0.493570x2 +
0.166220x3 + 0.072646x4 + 0.082558x5 + 0.056058x8 + 0.037229x9 +
0.055590x19 + 0.025023x64 + 0.003137x66 and Ω(2)(x) = 0.0782x + 0.4577x2 +
0.1706x3 + 0.0750x4 + 0.0853x5 + 0.0376x8 + 0.0380x9 + 0.0576x19, respec-
tively. The output degree distribution for sub-code on GEO is Ω(R)(x) = 0.057x +
0.4589x2 + 0.17x3 + 0.1156x4 + 0.0754x5 + 0.0575x6 + 0.0382x7 + 0.0274x8,
and the overhead on GEO is 1.05. The asymptotic error performance of the pro-
posed code is shown in Fig. 4, where the input symbols on LEO S1 can provide
better error performance than which on S2, which means the proposed code can
provide UEP property between input symbols on different LEOs. Figure 5 shows
the finite length error performances of proposed codes with k1 = k2 = 10000 and
k1 = k2 = 1000, it is easy to say the overhead and error performances of proposed
codes would as better as larger number of input symbols on source nodes.

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
10−4

10−3

10−2

10−1

100

overhead

sy
m

bo
l e

rro
r r

at
e

LEO S1

LEO S2

Fig. 4. Asymptotic error performance of proposed code with 2 source nodes and single
relay node.

Then we make the comparison between proposed codes and conventional
distributed UEP codes. Assume the sub-codes on LEOs of conventional code with
the same output degree distribution, which is same as Ω(1)(x), and the sub-code
on GEO also share the same output degree distribution as the proposed code.
Different with the proposed codes, the UEP property of conventional codes are
mainly determined by the sub-code on relay nodes, then we assume the overhead
of both sub-codes on source nodes are 1.05. To compare fairly, the conventional
code has been assigned priority disparity KM = 1.7, then the proposed code
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Fig. 5. Finite length error performance of proposed code with two source nodes and
single relay node.
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Fig. 6. Finite length error performance of proposed code and conventional distributed
UEP rateless code.

and conventional codes would provide the same UEP properties at the finite
length condition where the input symbols on both source nodes are k1 = k2 =
10000, its can be found in Fig. 6, the proposed code can provide better overhead
performance than conventional codes, which because of the drawback of the
LT-based UEP codes.
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6 Conclusion

In this paper, we propose a new class of distributed UEP rateless codes which
can be using transmit multi kinds of data with different reliable requirements on
satellite networks. All the sub-codes of proposed UEP rateless codes are EEP
LT codes, hence the proposed code can provide better overhead property than
the conventional distributed UEP rateless codes. As the relay node (GEO) in
proposed code provide EEP property, which means the relay node not have to
know the reliable requirements of input symbols on different source nodes, hence
the security of input symbols can be ensured. We also derive the asymptotic and
finite-length analysis of proposed codes. And the numerical results shown the
proposed can provide the same UEP property as conventional distributed UEP
rateless codes with low overhead performance.
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Abstract. A new class of rateless codes which are able to provide
unequal error protection (UEP) and equal recovery time (ERT) prop-
erties is proposed in this paper. Existing UEP-based LT codes have an
important property termed unequal recovery time (URT), which means
the data with different reliability requirements can be recovered with
different overhead, and it is worth noting that the most important bits
(MIB) also have better recovery time performance. The proposed codes
can recover data with the same overhead and different error performance.
We analyze the asymptotic and experimental error performance of the
proposed codes, and give the comparison between the proposed and tra-
ditional codes, our results show that the new class of UEP rateless codes
are useful for scenarios in which the data have different reliability and
same timeliness requirements.

Keywords: Unequal error protection · Asymptotic analysis
Finite-length analysis · Equal recovery time · Rateless codes

1 Introduction

LT codes, the first practical codes of the family named rateless codes, were
invented by Luby [1]. The code rate of rateless codes are not fixed, in other
words, the output symbols can be generated as many as needed.

Rateless codes could also provide an important property which named
unequal error protection (UEP). The UEP rateless codes proposed by Rah-
navard in [2,3] by distribute different selection probabilities to input symbols
in different blocks in the encoding process, Sejdinovic etc. construct the UEP
rateless codes by dividing the data into a series windows, and different window
have different encoding times [4]. The mentioned schemes are all based on single
source, Talari and Rahnavard also proposed a coding scheme by using distributed
rateless codes to fit for two source one relay scenario and provide UEP prop-
erty [5,6]. The UEP rateless codes also be used to solve some practical scenarios
where the different data have different reliability requirements.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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All the above mentioned UEP rateless codes have the same property which
named unequal recovery time (URT). As for UEP rateless codes, the data which
have better error performance, they always can be recovered faster, and the oth-
ers are slower. In the ground transmission systems, as each entire encoding and
decoding process only need a very short time slot duration, the URT property
is negligible. Therefore, the URT property always be considered as by product,
but for some scenarios where the duration time of each entire encoding and
decoding process must be concerned, (for example, the deep space data trans-
mission systems), the URT property may influence the user experience. Aiming
to solve this problem, we proposed a new class of rateless codes which can pro-
vide UEP property and the recovery time of each block is nearly same. The
proposed codes could provide UEP property, but as the data in different parts
have different error protection level, these data could be recovered nearly at the
same time, in other words, this cods could provide equal recovery time (ERT)
property. For the proposed LT codes in this paper, the MIB and LIB parts would
be recovered nearly at the same time, then the overall timeliness property would
be better than the mentioned UEP/URT LT codes.

The paper is organized as follows. In Sect. 2, We review the related works,
including the And-Or Tree analysis and the UEP cods [3]. The codes we proposed
which could provide UEP and ERT properties are introduced in Sect. 3, a simple
example and its asymptotic performance analysis are also given. Section 4 shows
the comparison between the proposed UEP/ERT LT codes and the comparative
UEP/URT LT codes by asymptotic and experimental results. And the conclusion
of this paper is drawn in Sect. 5.

2 Related Works

In this section, we review the coding scheme proposed in [3] and analyze the
UEP and URT properties of these codes.

For the UEP property, which means different parts of input symbols would
be decoded with different error rates as there are same parts of output symbols
are received. The URT property means that different parts of input symbols
can be decoded with the same error rate as there are different parts of output
symbols are received.

In [3], the authors interpret the URT as the UEP. As the encoding scheme
which proposed in this paper, the input symbols in different blocks have different
chosen probabilities when encoding an output symbol, the chosen probabilities
for input symbols in each block are different, where the MIB symbols have higher
chance to be selected to generate an output symbol than in LIB.

Consider a given LT code with parameters Ω(x), k, γ, where the k input
symbols can be divided into a series of blocks b1, b2, . . . , bi, . . ., and the number
of input symbols in each block bi is αik, where

∑
i αi = 1. As the encoding

scheme proposed in [3], input symbols in each block have their own selected
probability when generating an output symbol, for the ith block, the selected
probability is qi, then the input degree distribution of block i which denotes by
Λi(x) =

∑
d Λi,dx

d can be calculated as
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Λi,d = (d̄d
i e

−d̄i)/d!, (1)

where d̄i = γqi

∑
d dΩd

αi
. The input degree distribution of block i can be rewrit-

ten as

Λi(x) = ed̄iγ(x−1), (2)

and the input edge distribution can be given as

λi(x) = ed̄iγ(x−1) = e
γ2qi

∑
d dΩd

αi
(x−1)

. (3)

For this encoding scheme, the output degree distributions of each block are
all Ω(x). Therefore, we have the edge distribution ω(x) =

∑
d ωdx

d, where ωd =
dΩd. The error rate of input symbols in each block can be calculated by

yl,i = λi

(
1 −

∑

d

ωd

( ∑

i

qi(1 − yl−1,i)
)d−1

)
. (4)

As the output edge distributions are uniform, the error rate of input symbols in
each block depends on their input edge distributions. As x in (3) is the prob-
ability of the output symbols which could transmit “1” to their neighbors, we
have 0 ≤ x ≤ 1. All the parameters except qi are constant, so the value of λi(x)
monotonically decreases as qi increases. Thus for the ith block, the error rate of
input symbols is lower as qi is larger, whatever the value of overhead γ. In other
words, for a given error rate requirement, the input symbols in this block can be
recovered with a lower overhead than the others. Therefore, in these codes, the
UEP property can be interpret as URT.

3 Equal Recovery Time UEP Rateless Codes

In this section, we describe the proposed UEP rateless codes which provides the
equal recovery time property.

The cause of UEP property can be shown by And-Or Tree analysis. For
a given LT code is encoded uniformly at random, when the decoding process
is finished, the probability of output symbols which could transmit “1” to its
neighbor is pl. Then for an input symbol with degree d, as there are d output
neighbors, the error rate of this input symbol can be calculated as ed = (1−pl)d.

It is not hard to find that, as 0 < pl < 1, ed is monotonically decreases as d
increases. Hence, the input symbols with higher average degree have better error
performance than the others.

Then we consider the recovery time of each input symbol for the given LT
code, as the definition of the BP decoding process for LT codes. Each input sym-
bol can be recovered only if it is a neighbor of an output symbol with degree 1.
Consider a moment in which the error rate of the input symbols is el, then for an
output symbol with degree d, the probability this output symbol could recover
one of its neighbors is (1− el)d, as this probability is monotonically decreases as
d increases, we could give the following hypothesis: The input symbol connected
with output symbols with lower degrees have a higher chance to be recovered
earlier.
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3.1 Proposed Encoding Scheme

Consider a given LT code with parameters Ω(x), k, γ, where k input symbols
can be divided into a series blocks b1, b2, . . . , bi, . . .. The number of input symbols
in each block bi is αik, where

∑
i αi = 1. To obtain UEP property, all the prior

schemes use different selection probabilities or distribute degree distribution for
input symbols in different block, these methods make the input symbols in dif-
ferent block have different input degree distribution and different average degree,
so that the input symbols can perform different error rate. In these methods, the
input symbols with higher average degrees have higher chance to be connected
with output symbols with lower degree, and also provide URT property.

Aiming to obtain UEP LT codes without URT property, let Q = (qi,d) be a
probability matrix with size I × D, where element qi,d denotes the probability
that the input neighbor belongs to the ith block of an output symbol with degree
d, and

∑
i qi,d = 1.

Consider the ith block, the total number of the edges connected with it Ei

can be calculated as Ei =
∑

d γkdΩdqi,d.
Then the input degree distribution Λi(x) of the block i can be calculated as

Λi,d =
(

Ei

d

)( 1
αik

)d(αik − 1
αik

)(Ei−d)

, (5)

if exist αik → ∞, and the average degree of input symbols is denoted by d̄i,
where d̄i = Ei/αik, Eq. (5) can be also rewritten as shows in (1) and the input
edge distribution of this block can be calculated as

λi(x) = ed̄iγ(x−1) = e
γ2 ∑

d dΩdqi,d
αi

(x−1)
. (6)

The expression of the output edge distribution of the ith block ωi(x) =∑
d ωi,dx

d as ωi,d = (dΩdqi,d)/(
∑

d dΩdqi,d), as λi(x) and ωi(x) are obtained,
then we make the And-Or tree analysis for the given LT code. Following with
the and or tree theorem which proposed in [9], for block i, the error rate of input
symbols in this block can be calculated by yl,i, and

yl,i = λi

(
1 −

∑

d

ωi,d

( ∑

i

qi,d(1 − yl−1,i)
)d−1

)
(7)

= e
− γ2 ∑

d dΩdqi,d
αi

(
∑

d ωi,d(
∑

i qi,d(1−yl−1,i))
d−1)

.

Considering the ith block and assuming the input symbol in this block have
higher level reliable requirement, we should make the average degree of the input
symbols in this block larger than others, which means d̄i = max{d̄1, d̄2, . . . , d̄I},
as the input symbols also need to be recovered at the same time with the others,
then the series qi,d should satisfy the following conditions: for a certain degree
value d̂, where d̂ is not too small, if d < d̂, qi,d = αi, and if d ≥ d̂, qi,d > αi, thus
the average degree of the input symbols in the block i is larger than the others
and for the lower degree output symbols, the probability of them choosing an
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input symbol in the ith block is equal to the others. Hence, the input symbols
in the block i have better error performance than the others and the recovery
time diversity is negligible.

3.2 A Special Case with 2 Blocks

For simplicity, consider a simple example with only 2 blocks, α1 = 0.1 and
α2 = 0.9. The output degree distribution is Ω(x) = 0.007969x1 + 0.493570x2 +
0.166220x3+0.072646x4+0.082558x5+0.056058x8+0.037229x9+0.055590x19+
0.025023x64 + 0.003137x66, which is proposed in [15]. The input symbols in the
first block are more important than which in the second block.
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Fig. 1. Asymptotic UEP performance of the given LT code with 2 blocks.

As the And-Or tree iterative expression is given by (7), we can show the
asymptotic performance of an given LT code to provide UEP and ERT property.
For 1 ≤ d ≤ 66, there exist qi,d = αi, then the error rate of the symbols in each
block are equal. The performance of this condition is shown as the curve “EEP”
in Fig. 1. Then make q1,64 = 0.5 and q1,66 = 1, the asymptotic performance of the
given code can be shown as the curves “MIB-1” and “LIB-1”, the input symbols
in block 1 are most important bits (MIB), and the others are less important
bits (LIB), as the MIB have been distributed with higher average input degrees,
then the error floor have better performance than the LIB, and the beginning of
error floor for both MIB and LIB are nearly with the same overhead. Therefore
the input symbols in blocks 1 and 2 with the UEP and the equal recovery
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time (ERT) properties. As the block with higher average degree have better
error performance than the lower, then let q1,64 = 0.4 and q1,66 = 0.8, and the
asymptotic performance of this case is shown as the curves “MIB-2” and “LIB-
2”, it is easy to find the difference between the error floor region of case 1 is
larger than case 2. Then we can give the following lemma.

Lemma 1. The difference of the error performance between MIB and LIB would
increase as the difference of the average input degree between MIB and LIB.

3.3 Asymptotic Performance Analysis

Here we should analyze the relationship between the error rate and recovery time
of the proposed coding scheme. Consider the given LT code, as there are n = γk
output symbols that are received, then for an output symbol with degree d,
assume the And-Or Tree iterative process could convergence at the Lth round,
then the probability this output symbol could recovered an input symbol is
(
∑

i qi,d(1−yL,i))d−1, as
∑

i qi,d = 1 and 1−yL,i < 1, then
∑

i qi,d(1−yL,i) < 1,
for this reason, this probability monotonically decreases as d increases.

Then consider the error rate of the ith block yL,i, as this probability is
monotonically decreases as the overhead γ increases and exist 0 ≤ yL,i < 1,
assume there exists an overhead Γ , which is the beginning of the error floor, if γ <
Γ , 1−yL,i << 1 and cannot be ignored. Therefore for an output with degree d, if
d is very high, the probability this output symbol could recover an input symbol
(
∑

i qi,d(1 − yL,i))d−1 is infinitesimal of higher order of probabilities for output
symbols with lower degree. As a result, this probability could be ignored. In other
words, nearly all the input symbols which have been recovered are recovered by
output symbols with lower degree. As for each block, the probabilities input
symbols covered by output symbols with lower degrees are the same. Thus if
γ < Γ , we have the following yL+1,1 ≈ yL+1,2, which means as the overhead is
less than Γ , the input symbols in both 2 blocks have the same error rate.

If γ ≥ Γ , exist 1 − yL,i → 1, then for the output symbols with high degree
d, (

∑
i qi,d(1 − yL,i))d−1 is not very less and cannot be ignored, then as q1,d >

q2,d, we have the following inequality yL+1,1 < yL+1,2, which means that if the
overhead is larger than Γ , the input symbols in first block have better error rate
performance than the others in the second block.

4 Experimental Results

In this section, we will compare the performances of the comparative UEP LT
codes [3] and the proposed codes.

For simplicity, we choose the number of input symbols to be k = 1000, then
the mentioned degree distribution proposed in [15] and design for the codes
with k = 65536 is not suitable. For this reason, we design a robust degree
distribution for LT codes with k = 1000 and make some adjustments as following
Ω(x) = 0.0782x + 0.4577x2 + 0.1706x3 + 0.0750x4 + 0.0853x5 + 0.0376x8 +
0.0380x9 + 0.0576x19.
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For the comparative UEP LT codes, q1 = 0.2189 and q2 = 0.7811, for the
proposed UEP LT codes, the select probability is shown in Table 1.

Table 1. Selection probabilities for 2 blocks when generate an output symbol with
different degree

Degree 1 2 3 4 5 6 7 8

Block 1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.5

Block 2 0.9 0.9 0.9 0.9 0.9 0.9 0.8 0.5

Figures 2 and 3 show the asymptotic error rate performance of the compar-
ative UEP LT codes and the proposed codes. For the comparative codes, the
MIB symbols have better recovery time performance than the MIB symbols of
the proposed codes, and the LIB symbols with worse recovery time performance
than the LIB symbols of proposed codes. For the scenarios in which only MIB
symbols have the requirement to be recovered, then the comparative codes have
better recovery time performance than the proposed. But if all the symbols have
to be recovered, then the proposed code have better recovery time performance
than the comparative codes.
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Fig. 2. Asymptotic UEP performance comparison of the given LT codes in log scale.

Figures 4 and 5 show the experimental error rate performance comparison
between the comparative UEP LT codes and proposed UEP LT codes. As men-
tioned before, the number of input symbols is k = 1000 and the simulation
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Fig. 3. Asymptotic UEP performance comparison of the given LT codes in linear scale.

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
10−3

10−2

10−1

100

Overhead

Sy
m

bo
l E

rro
r R

at
e

MIB−Proposed UEP LT Codes
LIB−Proposed UEP LT Codes
MIB−Comparative UEP LT Codes[3]
LIB−Comparative UEP LT Codes[3]

Fig. 4. Experimental UEP performance comparison of finite-length LT codes in log
scale.

times is 1000. These two figures show the error performance of the comparative
and proposed UEP LT codes in both the log and linear scales. The finite-length
experimental results show the same as the asymptotic results, which means for
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Fig. 5. Experimental UEP performance comparison of finite-length LT codes in linear
scale.

the proposed codes the recovery time of both two blocks are nearly the same.
But it is worth noting that there exists a difference between the asymptotic
and finite-length experimental results, which is although the asymptotic results
shows the error performance of comparative and proposed codes. The experi-
mental error performance of these codes are not the same both for MIBs and
LIBs. This is because the number of the input symbols is finite, although the
overhead γ is large enough, the error rate cannot be considered as infinitesimal,
and the probability that an output symbol with higher degree could recover one
of its neighbor also cannot tend to 1. And the source of the errors between the
asymptotic and finite-length experimental results is the calculated error of the
And-Or Tree analysis.

5 Conclusion

In this paper, we proposed a new class of UEP LT codes which provide the ERT
property. We derive the asymptotic error performance of the proposed codes, and
we also analyzed the error performance by using experimental results. The results
shows that we can use these codes to make the data with different reliability
requirements to be recovered with the same overhead. In other words, these
symbols could be recovered at the same time. For applications where the duration
of each encoding and decoding process must be concerned, if all the data have
timeliness requirements, the overall timeliness property of the proposed codes
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would better than the comparative ones. This means that the overall decoding
overhead of the proposed codes would less than the comparative codes.
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Abstract. In recent years, with the rapid development of wireless communi-
cation, the traditional cellular with isomorphic and regular structure has been
unable to meet the increasing number of users and business needs involving data
of big volume. The trend is evolving into Ultra Dense Network (UDN) archi-
tecture which is covered by cellular of irregular complex structure. In UDN, the
spatial distribution of the base station plays an important role in the interference
and performance evaluation of the whole cellular network, and the concept of
green communication has also been put on agenda. In this paper, stochastic
geometry theory is used to model UDN and to analyze the key performance of
interference and wireless network. Moreover, a green communication strategy
called TRSC is proposed, which is aimed at save energy and reduce the signal
interference among cells to some extent.

Keywords: UDN � Stochastic geometry � Relay � Modeling analysis
TRSC

1 Introduction

Mobile communication networks have evolved from the original first generation analog
cellular systems to 4G currently. The cell radius is constantly shrinking and the density
is increasing. In the future, there will be more and more hotspots of high speed data
access getting denser. The existing heterogeneous networks will gradually develop into
high speed ultra-dense cells, namely Ultra Dense network (UDN), consisting of regular
macro cells and high density irregular small cells.

The statistical characteristics of Inter-cell interference (ICI) are different because
UDN is completely different from the traditional cellular network topology, and there
are different requirements on interference control. UDN’s dynamic irregular network
topology needs to be simulated by Poisson’s process based on stochastic geometry
theory. Under this model, the ICI concentration effect is reduced, and the power dis-
tribution curve becomes flat, the trailing effect is remarkable as well. It is necessary to
reform the interference control method technology according to the interference
characteristics of UDN.

Earlier, Baccelli et al. introduced the uniform Poisson point process into base
station modeling, but they did not use metrics such as coverage to measure the
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advantages of modeling [1, 2]. In recent years, Andrews et al. assumed that the base
stations were independent of each other and took the uniform Poisson point process as
a model. The rate and coverage of the downlink (only related to SINR) were analyzed
[3, 4]. They derived a universal expression for coverage of interference fading shadows
in a wireless communication network that follows any distribution. In particular, the
distribution of received power was calculated. The experimental results showed that the
coverage rate of the Poisson point process provides the lower bound of the coverage
rate of the measured base station distribution, while the hexagonal lattice cell model
provides the upper bound of its coverage. Document [5] uses stochastic geometry
theory to analyze the performance of multilayer dense homogeneous networks com-
posed of different types of wireless access points. Each layer has different base station
transmit power, data rate and deployment density. Compared with the actual LTE
network performance, the validity of the stochastic geometry theory in multi-layer
heterogeneous network performance analysis was verified. Tsinghua University pro-
fessor Niu team used stochastic geometry theory to analyze the energy efficient base
station distribution density [6] in heterogeneous cellular networks.

2 Spatial Poisson Point Process Theory

The spatial point process is different from the usual one dimensional point process. It is
a higher dimensional point process that does not have the characteristics of temporal
ordering of one-dimensional processes. In the spatial point process, although each point
has the characteristics of sequential arrival, the spatial point process can be defined by
the number of points falling into the unit region rather than by counting process.
Human settlements, tourist attractions and macro base stations show the characteristic
of entity in space. Spatial point model is based on the spatial location of these points,
and researchers are trying to find the potential law of these points.

2.1 Spatial Homogeneous Poisson Point Process

If two conditions of a spatial point process X are satisfied, we called X as spatial
homogeneous Poisson point process.

(1) For any bounded region B�R2, N(B) subjects to Poisson distribution whose

mean is k vd Bð Þðk[ 0Þ, P N Bð Þ ¼ mð Þ ¼ k vd Bð Þð Þm�exp �ðk vd Bð ÞÞ
m!

(2) If the bounded regions B1;B2. . .Bn do not intersect with each other, then
N B1ð Þ;N B2ð Þ. . .N Bnð Þ are independent of each other. Thus, N(B) is the number of
points in region B, and the density k is a constant, which represents the number of
the average points in unit area, and vd Bð Þ represents the area of the bounded region.

According to the above definition, we can conclude that spatial homogeneous
Poisson point process has following characteristics: (1) The spatial distribution of
points is completely random; (2) The expectation lB of the number of points on the unit
area is a constant, without changing with the change of space.
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2.2 Applications in Wireless Networks

In spatial stochastic geometry model, it is assumed that the location of the base station
is not fixed but random, so usually we suppose that the position of the base station
obeys spatial homogeneous Poisson point process. In fact, the distribution of base
station is not completely independent, but relevant researches discovered that using
spatial stochastic geometry model to calculate the performance of system was close to
actual testing, high reliability was provided as well. And after using stochastic
geometry model, it is convenient to obtain system parameters such as outrage proba-
bility and capacity of multi-cell system model. They will help the designers optimize
and adjust the parameters of the system easily.

Relevant simulations and comparisons [3] indicated that the performance index
calculated by using system model structured through spatial homogeneous Poisson
point process have an accuracy extremely close to the data measured in real network,
and more precisely than using the hexagonal or square network model. Therefore, the
method of stochastic geometry modeling can simulate the cellular network more
accurately, and the computational complexity of this method is low, the system per-
formance index can be easily obtained as well.

3 Modeling and Analysis of Relays in UDN

Cooperative relaying is an effective way to expand network coverage and improve
network capacity. Compared with macro base station, relay has smaller coverage and
lower transmission power. Therefore, the majority of users are able to obtain a higher
value of Signal to Interference plus Noise Ratio (SINR). As the relay does not require
wired backbone connections, its deployment costs will be greatly reduced. So the
cooperative relay technology in UDN can be used with less energy consumption and
the cost of deployment to improve network capacity and expand the network coverage,
but also do not need to make any changes for existing cellular network architectures.
This chapter models for double-layer heterogeneous relays in UDN based on spatial
homogeneous Poisson point process, and derives the SINR distribution and the average
achievable rate of the cooperative users and non-cooperative users. Meanwhile, the
theoretical derivations are verified through system simulation.

3.1 Network Model

Consider a downlink double layer heterogeneous relay cellular network, as shown in
Fig. 1. There are two kinds of access points in the network: macro base station and
relay, respectively modeling by the density of kb homogeneous Poisson point process
with hb and density of kr homogeneous Poisson point process with hr. The coverage
area of each relay is a circle with a radius of Rr, and the cooperative coding strategy of
adaptive source retransmission check bits is adopted in cooperative transmission.
Especially, for a provided Poisson point process, the quantity of points in a closed
region is a random variable subjected to Poisson distribution. Figure 2 shows the
implementation of a two-layer heterogeneous relay cellular network model consisting
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of a macro base station and a relay consisting of Poisson distribution, characterized by
a grid diagram. The small areas divided into grids are called cells, namely the coverage
area of the macro base station. The area is a random variable, expressed as its prob-
ability distribution function which is approximated as follow:

F Sð Þ ¼ kb

ffiffiffiffiffiffiffiffiffiffi
1830
p

r
Skbð Þ52exp � 7

2
Skb

� �
ð1Þ

Considering two types of users, one is homogeneous Poisson point process hnc with
the density of knc distributed on the whole network plane, communicating directly with
the macro base station, and accessed with the nearest macro base station, called
non-cooperative users. Its distance distribution from the service station is:
f rð Þ ¼ 2pkbre�kbpr2 . The other is homogeneous Poisson point process hc with the
density of kc distributed within the round area covered by each relay. It works through
the relay and macro base station, called cooperative users, whose distance distribution
from the relay in services is: fR rð Þ ¼ 2r=R2

r . All these Poisson point processes
(hb; hr; hnc; hc) used for modeling are independent of each other.

Based on the fact that the coverage area of the relay is far less than the coverage
area of macro base station, we propose a two level approximation model for the
analysis of subsequent performance. It contains two angles: macroscopic and micro-
scopic. The macroscopic angle refers to the observation in the relay coverage area of
the entire network. At this time all the relay coverage area will shrink to a point, and the
number of cooperative users is marked. Micro perspective refers to the observed net-
work within the covered area of relay network. At this time the cooperative users in the
round coverage of relay are observed. This approximation will avoid the problems of
site selection while user accessing with relay and relay accessing with macro base
station.
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Fig. 1. Downlink double layered heterogeneous
UDN model
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Fig. 2. Voronoi network topology
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3.2 Users Distribution

Take Vc as the number of cooperative users covered by a relay, then Vc � Poisson
kcpR2

r

� �
. Take Vnc as the number of non-cooperative users covered by a macro base

station.

GVnc zð Þ ¼
Z 1

0
exp knc y� 1ð ÞSð ÞF Sð ÞdS ¼ 341

8

ffiffiffi
7
2

r
7
2
� knc

kb
y� 1ð Þ

� �7
2

ð2Þ

The relation between the discrete probability distribution and its corresponding
probability generating function can be obtained. The distribution of the quantity of
non-cooperative users Vnc is as follow:

P Vnc ¼ if g ¼ Gi
Vnc

0ð Þ
i!

; i ¼ 0; 1; . . . ð3Þ

3.3 Performance Analysis

Assume a macro base station that the user access distance is r, occupying a sub channel,
whose power is Pb ¼ PB=Mb, g is the interference channel gain, and R is the distance
from user to the interference source. Then the received SINR of the user is:

c ¼ Pbhr�a

Ib þ r2
ð4Þ

The cumulative probability distribution function of c is:

Pr c�Tð Þ ¼ 1�
Z 1

0
exp � lTrar2

Pb

� �
L lTra

Pb

� �
f rð Þdr ð5Þ

f rð Þ ¼ 2pkbre�kbpr2 ð6Þ

Average achievable speed of non-cooperative users is:

�snc ¼
PMb1

i¼1 P Vnc ¼ if gþ P1
i¼Mb1 þ 1 P Vnc ¼ if gMb1

i

1� P Vnc ¼ 0f g snc ð7Þ

Likely, average achievable speed of cooperative users is:

�sc ¼
PMr

i¼1 P Vc ¼ if gþ P1
i¼Mr þ 1 P Vc ¼ if gMr

i

1� P Vc ¼ 0f g sc ð8Þ
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3.4 Simulation Analysis

This section gives the simulation results of the performance of the relay cellular net-
work in terms of SINR and single user rate (Table 1).

Figure 3 shows the SINR distribution of both collaborative and non-cooperative
users. The outline of non-cooperative users shows that the results are in good agree-
ment with the theoretical results, so the correctness of the theoretical analysis is proved.
For cooperative users, the theoretical outline shows the SINR distributing of the B-to-R
link, indicating that the distribution of SINR of B-to-U link could approximately be
B-to-R link, according to the research.

Figure 4 shows the relation that single user rate varies with the density of CUEs
and NCUEs. The result indicates that the single user rate reached the highest point
when the density of two types of users hit the bottom. With the growth of their density,
single user rate decreased rapidly, reaching the lowest point when the density of two

Table 1. This is the simulation configuration of network model.

Symbol Interpretation Value

kb Density of BS 10−5 BS/m2

kr Density of RS 9 � 10-5 RS/m2

Pb=Pr Max trans power of BS div by RS 43 dBm/36 dBm
M Quantity of sub channels 320 (Mb = 295, Mr = 16)
R Coverage radius of RS 25 m
l Rayleigh fading parameter 1
a Path loss parameter 4

r2 Noise power −90 dBm

b Cooperative parameter 0.7
Rts Target speed of RS 0.5 bits/Hz

Fig. 3. CDF of SINR for CUEs and NCUES Fig. 4. The relationship between single user
rate and the density of CUEs and NCUEs
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kinds of users reached the peak. This phenomenon exists out of two reasons: One is
that the density of users increased, and the number of users was greater than sub
channels, on which users got less resources so that the single user rate decreased; The
other is that increasing user density augmented the probability of BS or RS occupied a
channel, so the effective interference source link strengthen, which would reduce the
user’s SINR and decrease the rate of single user.

4 TRSC Green Communication Strategy

Nowadays, heterogeneity and irregularity of UDN architecture become more and more
obvious. Based on the key performance analysis of last chapter, we find that the control
of interference and energy efficiency for UDN is one of the most crucial problems that
constrain green communication developing. Therefore, this chapter presents a green
communication strategy called TRSC (Time slot and Region Stratified Control).

TRSC is the short form of Time slot and Region Stratified Control. This strategy
needs some human intervention, but the core idea is using inter communication of cells
to build an adaptive control mechanism to optimize the network energy efficiency and
interference control. Figure 5 shows the working mechanism of TRSC, which can be
divided into two phases.

The first is constructing phase: firstly, TRSC needs people to investigate relays’
working state in intensive, general and sparse scenarios based on region, and record
relays’ working power in rush hour, flat peak and idle time based on time slot. Then
configure different work modes according to the statistical values. Next, the relays start
to communicate and coordinate whether the power needs further adjustment (up, down
or remain). If the adjustment is necessary, relays take regular increments, step by step,
in order to achieve the dynamic balance of the energy efficiency of relays. After then,
the data of the mean value of the dynamic balance state will be fed back providing
reference for human.
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Fig. 5. The working mechanism of TRSC

590 G. Wang and B. Sun



Second is adjusting phase: In fact, according to the feedback data to configure
relays’ work mode, and then the workload of relays coordination will be greatly
reduced comparing to the first stage. Because the space needs to be adjusted is very
small, the overhead of relay work will be greatly reduced as well. Once a dynamic
balance is reached, a virtuous circle will be formed, and a nice working mechanism will
also be formed with little human intervention.

TRSC strategy is based on real time and scenario, so the best working state of
relays will be reached under less human intervention: Relays can provide working
power values to meet users’ communication needs, and won’t produce lack of flow or
overflow conditions. In other words, TRSC is able to meet the user’s demand,
meanwhile, energy saving can also reduce the signal interference among relays to some
extent. Therefore, TRSC is a green communication strategy.

5 Conclusions

In this paper, we modeled and analyzed UDN by using spatial homogeneous Poisson
point process of stochastic geometry theory, and derived SINR distribution and average
rate of cooperative users and non-cooperative users. Through system simulation, the
theoretical derivations are verified. This research indicates that lower user density,
weak interference and sufficient resources would lead to the highest rate of single user.
On the contrary, a great number of users would be blocked or the single user rate would
decrease rapidly. Therefore, this paper proposed a green communication strategy called
TRSC, which is able to not only save energy to some extent on the basis of meeting the
user’s needs, buy also reduce parts of the signal interference among cells.
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Abstract. Internet of Things (IoT) is going to create a world where
physical objects are integrated into traditional networks in order to pro-
vide intelligent services for human-beings. Trust plays an important role
in communications and interactions of objects in IoT. Two vital tasks
of trust management are trust model design and reputation evaluation.
However, current literature cannot be simply and directly applied to the
IoT due to smart node hardware constraints, very limited computing
and energy resources. Therefore a general and flexible model is needed
to meet the special requirements for IoT. In this paper, we firstly design
LTrust, a layered trust model for IoT. Then, a Reputation Evaluation
Scheme for the Node (RES-N) has been presented. The proposed trust
model and reputation evaluation scheme provide a general framework
for the study of trust management for IoT. The efficiency of RES-N is
validated by the simulation results.

Keywords: Internet of Things · Reputation evaluation scheme
Trust management

1 Introduction

Internet of Things (IoT) is going to create a world where wireless devices are
integrated into networks in order to provide intelligent services for human beings.
The increasingly popularity of IoT greatly helps people to control and enjoy their
lives. Generally, a tag which is attached to an object can only communicate with
a nearby reader. A large number of readers are deployed by different organiza-
tions to provide service for commercial or military use. Thus, readers of different
organizations need to work together for object information tracking and retriv-
ing. For instance, each organization manages many application servers, through
which parents would like to trace the information of their child wearing tag-
attached hand chain. Firstly, they will send the request to one of an application
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servers managed by an organization. Then, the request will be sent to the IoT.
Once a reader finds the target child, it tries to return the requested message to
the application server.

Though there are lots of trust protocols for traditional wired and wireless
networks such as P2P [1,2] and ad hoc sensor networks, little research has been
done on trust management for IoT [3]. Previous work about trust in IoT are
designed for some specific applications and therefore cannot be applied to other
applications [4]. In addition, new nodes join in and existing nodes leave from
IoT frequently. Trust management must address this issue to allow newly joining
nodes to build up trust quickly with a reasonable degree of accuracy [5–7].

In order to overcome the above issues in previous work, we propose a
reputation-based framework for IoT in this paper. Firstly, we propose LTrust, a
four-layered trust model. The layered model can be applied to various applica-
tions. Furthermore, a reputation evaluation schemes for the node has been pro-
posed respectively. The proposed trust model and reputation evaluation scheme
provide a general framework for the study of trust management for IoT.

The rest paper is organized as follows. In Sect. 2 the four-layered trust model
is proposed. In Sect. 3 our reputation evaluation scheme for the node is explored
in detail. Finally, we conclude the paper in Sect. 5.

2 Layered Trust Model

We present LTrust, a layered trust model for IoT according to different functions
of entities. LTrust provides new insights for research on trust-based interaction
in IoT.

We classify the entities in IoT into four typies including tag-attached objects
or tags, nodes, organizations and the RMC (Reputation Management Center).
Then LTrust is designed as a four-layered model including the object layer, the
node layer, the organization layer and the reputation management layer. The
bottom object layer which is responsible for real-data collection consisting of a
large number of moving tag-attached objects. Before joining the IoT, each tag
has to register at an organization. The node layer, consisting of nodes such as
readers, sensors and so on, lies above the object layer. This layer manages data
retrieval and then routs data from the object to an organization. Specifically,
nodes retrieve data from tags nearby and then return required results to the
organization. Above the node layer is the organization layer which composed
of different commercial or government organizations. Each organization deploys
a certain number of nodes to perform operations on tags such as data update
or retrieval. Since nodes from one organization can not cover the large area in
IoT, it is necessary for different organizations and nodes to work together. How-
ever, a malicious node or an organization among good ones can launch attacks
on the tag, thereby cause severely damage to the network. Thus, reputation is
used to identify malicious nodes from good ones. Based on LTrust, we then eval-
uate the reputation of each node by the reputation evaluation schemes which
will be introduced in Sect. 3 by RMC. According to the node’s reputation, the
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tag’s organization will decide whether grant the authorization to the node which
requests to access to the tag.

3 Reputation Evaluation

For safety consideration, we have to prevent attacked nodes from accessing to the
target tag. Different from good nodes, attacked nodes usually perform malicious
behavior. So, we identy an attacked node according to its behavior. Specifically,
we propose a Reputation Evaluation Scheme for the Node in the following Sub-
sect. 3.1.

3.1 Reputation Evaluation Scheme for the Node

The node’s reputation is evaluted based on the node’s state which will be
obtained by the node’s behavior in RES-N. The tag T will record the node’s
behavior as evidence ED. Then, T will include ED as part of the response mes-
sage when interacting with the next node Rn. After that, the message will be
sent to OT by the node Rn. Once receiving the response message, OT determines
and then submits R’s behavior to RMC. Finally, RMC updates R’s reputation
by R’s state which is determined by R’s behavior. In all, the node reputation
evalutation process includes the following three steps.

– Node’s Behavior Determination
In order to perform operations on tag T , the node R must be authorized by
the tag’s organization OT . Therefore, R requests authorization from OT by
sending a request message AUTH R to OT . Once being authorized, R can
access to the tag. When the interaction between T and R is completed, T
will generate an evidence ED to record the operation of the node. Specif-
ically, ED = <IDR, OP, rand, seq> where IDR is the identity of R. ’OP ’
stands for the performed operation such as data reading, writing or updat-
ing. ‘seq’ is a sequence number which is initialized to 1 and will be increased
by one after each operation. ‘rand’ is a random number generated by the
tag. When the tag is requested by the next node Rn, ED will be included in
AUTH R =<IDT , IDRn

, OPn, ED,�> and sent to the tag’s organization
OT by Rn. Specifically, � =Ek(Hash(ED)) which is obtained by first hash-
ing ED as Hash(ED) and then encrypting Hash(ED) by key k, where k is
the symmetric key shared by T and OT . Once receiving AUTH R, OT firstly
verifies �. If the received AUTH R pass the verification, OT will then obtain
R’s operation from ED and determine R’s behavior as follows. Obviously, R’s
behavior, either normal or malicious, can be observed accurately since each
operation of R will be sent to OT .
(a) normal behaivor is detected, if node R only performs operation permitted

by OT .
(b) fault behaivor is detected, if node R performs unpermitted operation

occasionally probably due to its random breakdown. This kind of fault
behaivor such as data dropping or injection may not be allowed by OT

but won’t do harm to T .
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(c) malicious behaivor is detected, if node R performs operation strictly pro-
hibited by OT such as compeletly wipe data.

– Node’s State Determination
After obtaining R’ behaviors from different organiztions, RMC can determine
node R’s state according to R’s ‘Major Behavior’. The ‘Major Behavior’ is
the behavior which occurs most frequently. For example, if the malicious,
fault and normal behavior occurs 6, 4 and 2 times during 10 min, the ‘Major
Behavior’ is malicious. According to Table 1, we then find that the status of
R is Attacked .

Table 1. Node state based on its major behavior

Behavior Status

Normal Good

Fault Temporary breakdown

Malicious Attacked

– Node’s Reputation Evaluation
Once obtaining the state of R, RMC can compute R’s reputation pR. If the
state of R is good, pR will be updated to the maximum reputation value p0,
where p0 denotes the initialization reputation value of a node. Or else, if R
is in temporary breakdown or even attacked states, pR will be reduced to
ζ ∗ p0 or even 0. Specifically, ζ is an impact factor affecting the reputation of
a breakdown node, where 0 < ζ ≤ 1.

4 Simulation

In this section, we implement RES-N in a network covering over 1000*800 square
meters. There are one RMC, 3 organizations, 30 tags and a large number of
nodes. The moving speed of each node is 3 m/s. The available communication
distance between a node and a tag is less than 30 m. The maximum communi-
cation distance between two nodes is 150 m. Both the reputation of a node and
an organization are initialized to 1.

Figure 1 shows how the moving speed of tags affects the number of attacked
nodes being detected for RES-N. We set that 30% of the nodes has been attacked.
Each organization deploys 100 readers and 5 tags. We can observe from Fig. 1
that the number of attacked nodes being detected grows over time. This is
because tags can encounter more readers and then capture the readers’ behavior
over time with a high possibility.
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Fig. 1. Number of attacked nodes being detected over time

5 Conclusion

In this paper, we studied the trust issues in the IoT. In order to provide a general
framework for trust management in IoT, we firstly design LTrust, a layered trust
model for IoT. Then, a Reputation Evaluation Scheme for the Node (RES-N)
and an a Reputation Evaluation Scheme for the Organization (RES-O) have
been presented. The efficiency of RES-N and ORES is valided by the simulation
results.
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Abstract. Gain-phase error is inevitable in direction of arrival (DOA) estima-
tion, it will lead to the mismatch between actual and ideal array manifold.
Therefore, a novel gain-phase error calculation approach in DOA estimation for
mixed wideband signals is provided in this paper. First, the signals are trans-
formed on the focusing frequency. Then peak searching is employed for
determining the far-field sources. Finally, gain-phase error can be calculated
according to the orthogonality of far-field signal subspace and noise subspace,
simulation results manifest the effectiveness of the proposed approach.

Keywords: DOA estimation � Gain-phase error � Far-field signals
Near-field signals � Wideband signals

1 Introduction

With the development of array signal processing, more and more DOA estimation
methods are springing up [1–8]. Such as multiple signal classification (MUSIC) [9],
ESPRIT [10], maximum likelihood [11] and so on, all of them can achieve a high
precision and resolution capability under ideal condition. But as a matter of fact, due to
the processing technology and some disturbance, gain-phase error often exists in
hardware, which leads to the deviation between actual and ideal array manifold, then
most DOA estimation methods have deteriorated, so how to calculate this kind of error
is very important.

In recent years, gain-phase error calculation has attracted many scholars: Fried-
lander [12] analyzed its effect to MUSIC algorithm, then approximate expression of the
estimation variance is given; Weiss and Friedlander [13] discussed the first and second
order statistical properties of the spatial spectrum, then deduced the resolution
threshold; Su et al. [14] inferred the expression of spatial spectrum, the relation
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between gain-phase and resolution capacity; Wang et al. [15] concluded the quadric
equation in one unknown of average signal to noise ratio (SNR) resolution threshold
for MUSIC algorithm. All the research have shown the effect of the gain-phase error to
the DOA estimation, they also greatly promoted the practical application of corre-
sponding techniques, but there are rare published literatures in DOA estimation for
mixed signals.

A novel gain-phase error calculation approach in DOA estimation for mixed
far-field and near-field wideband signals (abbreviate as FS and NS) is provided in this
paper. First, the signals are transformed on the focusing frequency. Then peak
searching is employed for determining the far-field sources. Finally, Gain-phase error
can be calculated according to the orthogonality of far-field signal subspace and noise
subspace.

2 Array Signal Model

Define the wavelength of the signal is k, D is the array aperture, l is the distance
between the signal and the reference. Generally speaking, if l [ [ 2D2=k, it will be
in the far-field; if l 2 ðk=2p; 2D2=kÞ, it will be in the near-field. As is shown in
Fig. 1, assume that N1 wideband far-field and N2 near-field sources impinge onto a
2Mþ 1-element uniform linear array from directions of h ¼ ½h1; � � � ; hN1 ; hN1 þ 1;
� � � ; hN �, the middle sensor is treated as the reference, where N ¼ N1 þ N2,
0 \ h \ p, the space of sensors d equals half of the wavelength of the center fre-
quency, and N1, N2 is assumed to be known in advance, then array output is

XðfiÞ ¼ Aðfi; hÞSðfiÞ þ EðfiÞ ði ¼ 1; 2; � � � ; JÞ ð1Þ

1n
θ

d

10 m M

1
( )ns t

2
( )ns t

2n
θ

-1-m-M

Y

X
O

Fig. 1. Signal model
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where J is number of divided narrowband frequency bins, Aðfi; hÞ is the array manifold

Aðfi; hÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hn1Þ; � � � ; aFSðfi; hN1Þ; aNSðfi; hN1 þ 1Þ; � � � ; aNSðfi; hn2Þ; � � � ; aNSðfi; hNÞ�
¼ AFSðfiÞ; ANSðfiÞ½ �

ð2Þ

where AFSðfiÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hn1Þ; � � � ; aFSðfi; hN1Þ� is the array manifold
of FS, and aFSðfi; hn1Þ is the steering vector of sn1ðtÞ; ANSðfiÞ ¼ ½aNSðfi; hN1 þ 1Þ; � � � ;
aNSðfi; hn2Þ; � � � ; aNSðfi; hNÞ� is the array manifold of NS, and aNSðfi; hn2Þ is the
steering vector of sn2ðtÞ, here

aFSðfi; hn1Þ ¼ ½expð�j2p fis�Mðhn1ÞÞ; � � � ; expð�j2p fis�mðhn1ÞÞ; � � � ; 1;
� � � ; expð�j2p fismðhn1ÞÞ; � � � ; expð�j2p fisMðhn1ÞÞ�T

ð3Þ

and

smðhn1Þ ¼ m
d
c
coshn1 ðm ¼ �M; � � � ; �m; � � � ; 0; � � � ; m; � � � ; M;

n1 ¼ 1; 2; � � � ; N1Þ ð4Þ

is the delay for sn1ðtÞ arriving at the mth sensor with respect to the origin, on the other
hand

aNSðfi; hn2Þ ¼ ½expð�j2p fis�Mðhn2ÞÞ � � � ; expð�j2p fis�mðhn2ÞÞ; � � � ; 1;
� � � ; expð�j2p fismðhn2ÞÞ; � � � ; expð�j2p fisMðhn2ÞÞ�T

ð5Þ

according to the geometrical relationship, we can deduce the smðhn2Þ from Fig. 1

smðhn2Þ ¼
ln2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2n2 þ mdð Þ2 � 2ln2mdcoshn2

q

c
ð6Þ

reference Taylor series, Eq. (6) can be transformed into [16]

smðhn2Þ ¼ m2d2

4ln2c
cos2hn2 þ 1

c
mdcoshn2 � m2d2

4ln2c
ð7Þ

and

SðfiÞ ¼ SFSðfiÞ; SNSðfiÞ½ � T
¼ S1ðfiÞ; � � � ; Sn1ðfiÞ; � � � ; SN1ðfiÞ; SN1 þ 1ðfiÞ; � � � ; Sn2ðfiÞ; � � � ; SNðfiÞ½ � T ð8Þ

here SFSðfiÞ ¼ ½S1ðfiÞ; � � � ; Sn1ðfiÞ; � � � ; SN1ðfiÞ�T is signal vector of FS, SNSðfiÞ ¼
½SN1 þ 1ðfiÞ; � � � ; Sn2ðfiÞ; � � � ; SNðfiÞ�T is that of NS. EðfiÞ is the Gaussian white noise
matrix with mean 0 and variance r2, then corresponding covariance matrix is
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RðfiÞ ¼ 1
Z
XðfiÞXHðfiÞ

¼ 1
Z
Aðfi; hÞSðfiÞSHðfiÞAHðfi; hÞ þ r2ðfiÞI

¼ RFSðfiÞ þ RNSðfiÞ þ r2ðfiÞI

ð9Þ

the covariance matrix of FS is RFSðfiÞ ¼ 1
Z AFSðfiÞSFSðfiÞSHFSðfiÞAH

FSðfiÞ, that of NS is
RNSðfiÞ ¼ 1

Z ANSðfiÞSNSðfiÞSHNSðfiÞAH
NSðfiÞ.

We can also model the gain-phase error as

WðfiÞ ¼ diag ½W�MðfiÞ; � � � ; W�mðfiÞ; � � � ; 1; � � � ; WmðfiÞ; � � � ; WMðfiÞ�T
� �

ð10Þ

where

WmðfiÞ ¼ qmðfiÞejumðfiÞ; m ¼ �M; � � � ; �m; � � � ; 0; � � � ; m; � � � ; M; ð11Þ

is the gain-phase error of the sensor m, qmðfiÞ, umðfiÞ are the corresponding gain and
phase errors, and they are independent with each other, so the array output with
gain-phase error is

X0ðfiÞ ¼ A
0 ðfi; hÞSðfiÞ þ EðfiÞ ¼ WðfiÞAðfi; hÞSðfiÞ þ EðfiÞ ð12Þ

3 Estimation Theory

First, we need to estimate the covariance matrix with gain-phase error

R0ðfiÞ ¼ 1
Z
X0ðfiÞ X0ðfiÞð ÞH

¼ 1
Z
A0ðfi; hÞSðfiÞSHðfiÞ A0ðfi; hÞð ÞH þ r2ðfiÞI

¼ 1
Z
WðfiÞAðfi; hÞSðfiÞSHðfiÞAHðfi; hÞWHðfiÞ þ r2ðfiÞI

¼ R0
FSðfiÞ þ R0

NSðfiÞ þ r2ðfiÞI

ð13Þ

where the covariance matrix of the FS isR0
FSðfiÞ ¼ 1

ZWðfiÞAFSðfiÞSFSðfiÞSHFSðfiÞ � AH
FS

ðfiÞWHðfiÞ, that of the NS is R0
NSðfiÞ ¼ 1

ZWðfiÞANSðfiÞSNSðfiÞSHNSðfiÞ � AH
NSðfiÞWHðfiÞ.

We can employ some coherent signal subspace methods to transform the received data
on the focusing frequency

R00ðf0Þ ¼ 1
J

XJ
i¼1

TðfiÞR0ðfiÞTHðfiÞ ð14Þ
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here TðfiÞ ¼ U0
Sðf0Þ U0

SðfiÞ
� �H

is the focusing matrix, U0
Sðf0Þ is the signal subspace of

R0ðfiÞ, f0 is the focusing frequency, then we can found the MUSIC spatial spectrum of FS

PMU�FðhÞ ¼ 1

a0FSðf0; hÞ
� �HUEðf0ÞUH

E ðf0Þa0FSðf0; hÞ
¼ 1

aHFSðf0; hÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hÞ

¼ 1
Y

ð15Þ

where UEðf0Þ is the noise subspace of R00ðf0Þ, in order to be convenient to the
derivation, we express the gain-phase error with another form

wðfiÞ ¼ ½ q�MðfiÞeju�MðfiÞ; � � � ; q�mðfiÞeju�mðfiÞ; � � � ; 1; � � � ; qmðfiÞejumðfiÞ; � � � ; qMðfiÞejuMðfiÞ�T
ð16Þ

then we can simplify the denominator of the function above

Y ¼ aHFSðf0; hÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hÞ

¼
XN1

n1¼1

aHFSðf0; hn1ÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hn1Þ

¼
XN1

n1¼1

wHðf0Þ diag aFSðf0; hn1Þð Þð ÞHUEðf0ÞUH
E ðf0Þdiag aFSðf0; hn1Þð Þ

n o
wðf0Þ

¼ wHðf0ÞDðf0; hÞwðf0Þ

ð17Þ

where Dðf0; hÞ ¼ PN1

n1¼1
diag aFSðf0; hn1Þð Þð ÞHUEðf0ÞUH

E ðf0Þdiag aFSðf0; hn1Þð Þ
n o

, the

DOA of FS can be solved by minimizing (17). wðf0Þ is not null matrix, so
wHðf0ÞDðfi; hÞwðf0Þ ¼ 0 holds only if Dðf0; hÞ is singular, then h1; � � � hN1 can be
estimated by searching N1 peaks of Dðf0; hÞ.

Next, the orthogonality of signal subspace of FS and noise subspace can be utilized

a0FSðhn1Þ
� �HU0

E ¼ aHFSðhn1ÞWHU0
E ¼ 01�ð2Mþ 1�NÞ ð18Þ

it can be transformed into

aHFSðhn1ÞWHU0
E ¼ wH diag aFSðhn1Þð Þf gHU0

E ¼ wHQðhn1Þ ð19Þ

602 J. Zhen et al.



here Qðhn1Þ ¼ diag aFSðhn1Þð Þf gHU0
E, define D as the middle row of U0

E, as the
middle row of aFSðhn1Þ equals 1, the middle element of Qðhn1Þ is D too. Combining all
FS, and let QðhÞ ¼ ½Qðh1Þ; � � � ; Qðhn1Þ; � � � ; QðhN1Þ�, therefore

wHQðhÞ ¼ wH

Q 1ðhÞ
D � � �D
Q2ðhÞ

2
64

3
75 ¼ ½wH

1 ; 1; w
H
2 �

Q 1ðhÞ
D � � �D
Q2ðhÞ

2
64

3
75 ¼ 0; � � � ; 0½ � 1�ð2Mþ 1�NÞN1

ð20Þ

where w1 is the firstM rows of w, w2 is the latterM rows of w, Q 1ðhÞ is the firstM rows
of QðhÞ, Q2ðhÞ is the latter M rows of QðhÞ, define G ¼ ½D � � �D� 1�ð2Mþ 1�NÞN1

, w1

and w2 will be acquired according to (20), that is

ŵ1 ¼ � G Q1ðhÞð Þ#
� �H

ð21Þ

ŵ2 ¼ � G Q2ðhÞð Þ#
� �H

ð22Þ

ŵ1 and ŵ2 is the estimation of w1 and w2, ð Þ# means solving pseudo-inverse, then
we have

ŵ ¼ ŵT
1 ; 1; ŵ

T
2

� �T ð23Þ

Thus, estimation of gain-phase error can be calculated, and the number of sensors
and the signals must satisfy 2M þ 1 [ N1 þ N2, the method is suitable for
gain-phase error calculation in DOA estimation for mixed wideband signals, so we call
it GPW for short.

4 Simulations

The structure of the array is illustrated as Fig. 1, consider two FS and two NS impinge
on a uniform linear array with 7 omnidirectional sensors from ð73�; 85�Þ and
ð40�; 65�Þ simultaneously, the frequency of the signals limited in 0.9 GHz–1.1 GHz.
The band is divided into 9 frequency bins, here the gain and phase errors are generated
in [0, 0.5] and [�20�; 20�] randomly respectively, 500 Monte-Carlo trials are repeated.
SNR is 6 dB, number of snapshots is 30, Figs. 2 and 3 have shown gain and phase
error estimation of different sensors at every frequency bin, where ith s-A means actual
value of ith sensor, and ith s-E means the corresponding estimation, we can see from
Figs. 2 and 3, GPW can estimate the gain and phase error of the array, especially when
the frequency is near to the center point. As the center frequency corresponds to half of
the wavelength, so it is more precise than the others.
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5 Conclusion

A novel gain-phase error calculation approach in DOA estimation for mixed wideband
signals is provided in this paper. First, the signals are transformed on the focusing
frequency. Then peak searching is employed for determining the far-field sources.
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Finally, Gain-phase error can be calculated according to the orthogonality of far-field
signal subspace and noise subspace. However, it just applies to uniform linear array, we
will be committed to study the technique for planar array in future.
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Estimation for Mixed Wideband Signals

Jiaqi Zhen(&), Yong Liu, and Yanchao Li

College of Electronic Engineering,
Heilongjiang University, Harbin 150080, China

zhenjiaqi2011@163.com

Abstract. With the electromagnetic frequency getting higher and higher, the
distance between the sensors is becoming smaller and smaller, so the mutual
coupling is increasingly obvious, it will lead to the mismatch between actual and
ideal array manifold. Therefore, a novel mutual coupling error calculation
approach in direction of arrival (DOA) estimation for mixed wideband signals is
provided in this paper. First, the signals are transformed on the focusing fre-
quency. Then root finding is employed for determining the far-field signals.
Finally, mutual coupling error can be calculated according to the orthogonality
of far-field signal subspace and noise subspace.

Keywords: DOA estimation � Mutual coupling � Far-field signals
Near-field signals � Wideband signals

1 Introduction

Direction of arrival (DOA) estimation has developed very rapidly in recent years [1–5],
and many excellent algorithms has been proposed, such as multiple signal classification
(MUSIC) [6], ESPRIT [7], maximum likelihood [8] and so on, all of them can achieve
a high precision and resolution capability under ideal condition, but they are always not
in common use due to the complex circumstance. One of the reasons is the mutual
coupling effect in the array, it is the interference among sensors. Due to the unam-
biguous demand for the array in direction of arrival (DOA) estimation, the interval of
the adjacent sensor is often not allowed larger than half of the wavelength, which leads
to the serious mutual coupling, then estimation result will deviate the actual direction,
so we need to fundamentally resolve this kind of problem.

In recent years, mutual coupling error calculation has attracted many scholars.
Generally speaking, they can be classified into active calibration and passive
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calibration, the former needs a known source in advance: Zhang and Zhu [9] proposed
two kinds of compensation algorithms, but they both need to set a standard source; Ng
and See [10] presented a maximum algorithm to compensate the no calibration damage,
and it has very obvious improvement. The latter omits the hardware, but increase the
computation: Friedlander and Weiss [11] opened the door to the passive calibration;
then Sellone and Serra [12] provided a method through minimum mean square itera-
tion; In [13], researchers studied the calibration methods for the special array structure,
comparing with the active calibration, this kind of method has more computation. All
the researchers above have shown the effect of the mutual coupling to the DOA
estimation, they also greatly promoted the practical application of corresponding
techniques, but there are rare published literatures in DOA estimation for mixed
signals.

A novel mutual coupling calculation method in DOA estimation for mixed far-field
and near-field wideband signals (abbreviate as FS and NS) is provided in this paper.
First, the signals are transformed on the focusing frequency. Then root finding is
employed for determining the far-field sources. Finally, mutual coupling error can be
calculated according to the orthogonality of far-field signal subspace and noise
subspace.

2 Array Signal Model

Define the wavelength of the signal is k, D is the array aperture, l is the distance
between the signal and the reference. Generally speaking, if l [ [ 2D2=k, it will be
in the far-field; if l 2 ðk=2p; 2D2=kÞ, it will be in the near-field. As is shown in
Fig. 1, assume that N1 far-field and N2 near-field wideband signals impinge onto a
uniform linear array with 2Mþ 1 sensors from directions of h ¼ ½h1; � � � ; hN1 ;
hN1 þ 1; � � � ; hN �, the middle sensor is deemed to be the origin, and N ¼ N1 þ N2,
0 \ h \ p, the space of sensors d is half of the wavelength of the center frequency,

1n

d

10 m M

1
( )ns t

2
( )ns t

2n

-1-m-M

Y

X
O

Fig. 1. Signal model
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and N1, N2 is assumed to be known beforehand, we divide output of array into J parts,
that is

XðfiÞ ¼ Aðfi; hÞSðfiÞ þ EðfiÞ ði ¼ 1; 2; � � � ; JÞ ð1Þ

where Aðfi; hÞ is the array manifold

Aðfi; hÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hN1Þ; aNSðfi; hN1 þ 1Þ; � � � ; aNSðfi; hNÞ�
¼ AFSðfiÞ; ANSðfiÞ½ � ð2Þ

where AFSðfiÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hN1Þ� is the array manifold of FS; ANSðfiÞ ¼
½aNSðfi; hN1 þ 1Þ; � � � ; aNSðfi; hNÞ� is the array manifold of NS, here

aFSðfi; hn1Þ ¼ ½expð�j2pfis�Mðhn1ÞÞ ; � � � ; expð�j2pfisMðhn1ÞÞ�T ð3Þ

and

smðhn1Þ ¼ m
d
c
coshn1ðm ¼ �M; � � � ; �m; � � � ; 0; � � � ; m; � � � ; M;

n1 ¼ 1; 2; � � � ; N1Þ ð4Þ

is the delay for sn1ðtÞ arriving at the mth sensor with respect to the origin, meanwhile

aNSðfi; hn2Þ ¼ ½expð�j2pfis�Mðhn2ÞÞ � � � ; expð�j2pfisMðhn2ÞÞ�T ð5Þ

according to the geometrical relationship, we can deduce the smðhn2Þ from Fig. 1.

smðhn2Þ ¼
ln2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2n2 þ mdð Þ2�2ln2mdcoshn2

q
c

ð6Þ

reference Taylor series [14], Eq. (6) can be transformed into

smðhn2Þ ¼ m2d2

4ln2c
cos2hn2 þ 1

c
md coshn2 � m2d2

4ln2c
ð7Þ

and

SðfiÞ ¼ SFSðfiÞ; SNSðfiÞ½ �T ¼ S1ðfiÞ; � � � ; SN1ðfiÞ; SN1 þ 1ðfiÞ; � � � ; SNðfiÞ½ �T ð8Þ

here SFSðfiÞ ¼ ½S1ðfiÞ; � � � ; SN1ðfiÞ�T is signal vector of FS, SNSðfiÞ ¼
½SN1 þ 1ðfiÞ; � � � ; SNðfiÞ�T is that of NS. EðfiÞ is the Gaussian white noise matrix with
mean 0 and variance r2, then corresponding covariance matrix is
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RðfiÞ ¼ 1
Z
XðfiÞXHðfiÞ

¼ 1
Z
Aðfi; hÞSðfiÞSHðfiÞAHðfi; hÞ þ r2ðfiÞI

¼ RFSðfiÞ þ RNSðfiÞþ r2ðfiÞI

ð9Þ

the covariance matrix of FS is RFSðfiÞ ¼ 1
Z AFSðfiÞSFSðfiÞSHFSðfiÞAH

FSðfiÞ, that of NS is
RNSðfiÞ ¼ 1

Z ANSðfiÞSNSðfiÞSHNSðfiÞAH
NSðfiÞ, Z is the sampling times at fi.

The degree of mutual coupling is closely related to signal frequency, when there is
mutual coupling among sensors, perturbation matrix can be expressed by WðfiÞ, we
itemize Q corresponding the freedom degree of the array, according to the property of
uniform linear array, the mutual coupling among sensors is independent with one
another, then we know WðfiÞ can be expressed as

WðfiÞ ¼

1 c1ðfiÞ � � � cQðfiÞ
c1ðfiÞ 1 c1ðfiÞ . .

.

c1ðfiÞ cQðfiÞ
..
. . .

. . .
. . .

.

cQðfiÞ
. .
.

1 c1ðfiÞ
cQðfiÞ c1ðfiÞ 1

2
666666666664

3
777777777775

ð10Þ

where cqðfiÞ ðq ¼ 1; 2; � � � ; QÞ is the mutual coupling coefficient, when the distance
between two sensor is q, signal frequency is fi, the steering vector of the array can be
revised to

a0ðfi; hnÞ ¼ WðfiÞaðfi; hnÞ ðn ¼ 1; 2; � � � ; NÞ ð11Þ

corresponding array manifold is

A0ðfi; hÞ ¼ ½a0ðfi; h1Þ; � � � ; a0ðfi; hNÞ� ¼ WðfiÞAðfi; hÞ ð12Þ

so the array output is

X0ðfiÞ ¼ A0ðfi; hÞSðfiÞ þ EðfiÞ ¼ WðfiÞAðfi; hÞSðfiÞ þ EðfiÞ ð13Þ
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3 Proposed Method

The covariance matrix at the present time is

R0ðfiÞ ¼ 1
Z
X0ðfiÞ X0ðfiÞð ÞH

¼ 1
Z
A0ðfi; hÞSðfiÞSHðfiÞ A0ðfi; hÞð ÞH þ r2ðfiÞI

¼ 1
Z
WðfiÞAðfi; hÞSðfiÞSHðfiÞAHðfi; hÞWHðfiÞ þ r2ðfiÞI

¼ R0
FSðfiÞ þ R0

NSðfiÞ þ r2ðfiÞI

ð14Þ

then we can employ coherent signal method (CSM) [15] to transform the information
on the focusing frequency

R00ðf0Þ ¼ 1
J

XJ
i¼1

TðfiÞR0ðfiÞTHðfiÞ ð15Þ

here TðfiÞ ¼ U0
Sðf0Þ U0

SðfiÞ
� �H is the transforming matrix, U0

SðfiÞ is the signal eigen-
vector of R0ðfiÞ, f0 is the center frequency, then we can deduce the MUSIC spatial
spectrum of FS

PMU�FðhÞ ¼ 1

a0FSðf0; hÞ
� �HUEðf0ÞUH

E ðf0Þa0FSðf0; hÞ
¼ 1

aHFSðf0; hÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hÞ

¼ 1
Y

ð16Þ

where UEðf0Þ is the noise subspace of R00ðf0Þ, for the sake of analyzing the equation
easily, we express the mutual coupling error with another shape

wðfiÞ ¼ ½1; c1ðfiÞ; � � � ; cQðfiÞ�T ¼ ½1; wT
1 ðfiÞ�T ð17Þ

combining [11], Wðf0ÞaFSðf0; hÞ can be written as another form

Wðf0ÞaFSðf0; hÞ ¼ Gðf0; hÞwðf0Þ ð18Þ

where Gðf0; hÞ ¼ G1ðf0Þ þ G2ðf0Þ, and

½G1ðf0Þ�a;b ¼ ½aðf0; hÞ�aþb�1; a þ b � 2M
0; otherwise

�
ð19Þ
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½G2ðf0Þ�a;b ¼ ½aðf0; hÞ�a�bþ 1; a � b � 2
0; otherwise

�
ð20Þ

then we can abbreviate Y as

Y ¼ aHFSðf0; hÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hÞ

¼ wHðf0ÞGHðf0; hÞUEðf0ÞUH
E ðf0ÞGðf0; hÞwðf0Þ

¼ wHðf0ÞDðf0; hÞwðf0Þ
ð21Þ

where Dðf0; hÞ ¼ GHðf0; hÞUEðf0ÞUH
E ðf0ÞGðf0; hÞ, the DOA of FS can be solved by

minimizing (21). wðf0Þ is not null matrix, so wHðf0ÞDðfi; hÞwðf0Þ ¼ 0 sets up only if
Dðf0; hÞ is singular, then h1; � � � hN1 can be estimated by solving N1 roots of the
determinant of Dðf0; hÞ below

det½Dðf0; hÞ� ¼ 0 ð22Þ

Then we can use the orthogonality between noise and signal space of FS, that is

U0
EðfiÞ

� �Ha0FSðfi; hn1Þ ¼ U0
EðfiÞ

� �HWðfiÞaFSðfi; hn1Þ ¼ 0ð2Mþ 1�NÞ�1 ð23Þ

combining the information of h1; � � � ; hN1 , we have

U0
EðfiÞ

� �Ha0FSðfi; h1Þ
..
.

U0
EðfiÞ

� �Ha0FSðfi; hN1Þ

2
664

3
775 ¼

U0
EðfiÞ

� �HGðfi; h1Þ
..
.

U0
EðfiÞ

� �HGðfi; hN1Þ

2
664

3
775wðfiÞ

¼ HðfiÞwðfiÞ ¼ B1ðfiÞ..
.
B2ðfiÞ

� �
1

w1ðfiÞ

� �
¼ 0N1ð2Mþ 1�NÞ; 1

ð24Þ

where B1ðfiÞ is the first column of HðfiÞ, and B2ðfiÞ is the other parts of HðfiÞ, then we
can estimate the mutual coupling error as

ŵ1ðfiÞ ¼ �pin B2ðfiÞð ÞB1ðfiÞ ð25Þ

here pin() means solving the pseudo-inverse, then WðfiÞ can also be obtained according
to (10), and the number of sensors and the signals must satisfy 2M þ 1 [ N1 þ N2,
the method we proposed is suitable for mutual coupling error calculation in DOA
estimation for mixed wideband signals, so we call it MCW for short.

4 Simulations

The structure of the array is illustrated as Fig. 1, consider two FS and two NS impinge
on a uniform linear array with 8 sensors from ð50�; 60�Þ and ð70�; 80�Þ, the frequency
of the signals limited in 0.8 GHz–1.0 GHz. The band is divided into 9 frequency bins,
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suppose that the freedom degree among sensors Q = 2, mutual coupling perturbation
vector wð1ÞðfiÞ ¼ ½c1ðfiÞ; c2ðfiÞ�T ¼ ½a1ðfiÞ þ b1ðfiÞj; a2ðfiÞ þ b2ðfiÞj�T, a1ðfiÞ and
b1ðfiÞ is selected between (−0.5–0.5) randomly, a2ðfiÞ and b2ðfiÞ is selected
between (−0.25–0.25) randomly; SNR is 12 dB, the sampling times at every frequency
is 30, 300 Monte-Carlo simulations are repeated, their average values are deemed as the
final results, Figs. 2 and 3 have shown the mutual couple estimation of c1ðfiÞ and c2ðfiÞ
at every frequency, where fi − A means actual value at the ith ði ¼ 1; � � � ; 9Þ fre-
quency bin, and fi − E is the corresponding estimation.
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It can be seen from Figs. 2 and 3, the MCW method can effectively estimate the
mutual couple perturbations, especially when the frequency is near to the center fre-
quency. As the center frequency corresponds to half of the wavelength, so it is more
precise than the other parts. Then we can use these results to calibrate the array and
acquire the actual DOA of the wideband signals.

5 Conclusion

A novel mutual couple error calculation approach in DOA estimation for mixed
wideband signals is provided in this paper. First, the signals are transformed on the
focusing frequency. Then root finding is employed for determining the far-field
sources. Finally, mutual couple error can be calculated according to the orthogonality
of far-field signal subspace and noise subspace. However, it just applies to uniform
linear array, we will be committed to study the technique for planar array in future.
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Abstract. Bandwidth and energy constraints of underwater wireless sensors
networks necessitate an intelligent data transmission between sensor nodes and
the fusion center. This paper considers a data gathering underwater networks for
monitoring oceanic environmental elements (e.g. temperature, salinity) and only
a portion of measurements from sensors allows for oceanic information map
reconstruction under compressed sensing (CS) theory. By utilizing the spatial
sparsity of active sensors’ data, we introduce an activity and data detection based
on CS at the receiver side, which results in an efficient data communication by
avoiding the necessity of conveying identity information. For an interleave
division multiple access (IDMA) sporadic transmission, CS-CBC detection that
combines the benefits from chip-by-chip (CBC) multi-user detection and CS
detection is proposed. Further, by successively exploring the sparsity of sensor
data in spatial and frequency domain, we propose a novel efficient data gathering
scheme named Dual-domain compressed sensing (DCS). Simulation results
validate the effectiveness of the proposed scheme and an optimal sensing prob-
ability problem related to minimum reconstruction error is explored.

Keywords: Compressed sensing � Data gathering � Multiuser detection
Underwater wireless sensor networks

1 Introduction

Underwater wireless sensor networks (UWSN) [1] are widely applied in various
advanced applications including environmental monitoring, marine fuel exploration,
basic marine sciences and so on. Two main constraints of UWSN enabled by acoustic
communications are the limited available bandwidth and the difficulty of frequently
recharging the batteries of sensors with regard to economic efficiency and technical
consumption. UWSN is believed to be a typical energy-limited and bandwidth-limited
system, and hence a robust and efficient network data aggregation scheme is an
essential foundation for reliable high-performance in large-scale ocean environmental
monitoring networks.

Due to the observation that sensory data are mainly oceanic nature signal which are
sparse or compressible in an appropriate basis, compressive sensing (CS) [2, 3] can be
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applied to provide an efficient data gathering scheme, which allows the aggregation
node reconstruct the information map with relatively small amount of measurements
rather than the raw data from the whole wireless networks [4]. To the best of our
knowledge, authors in [5] are the first attempt to introduce the application of compressed
sensing in network data processing. The appealing reduction in signal processing and
resource requirement has spawned a range of advanced data gathering schemes in
wireless sensor networks. For example, Fazel et al. have develop a networking scheme,
namely Random Access Compressing Sensing (RACS), that combines compressed
sensing and the concepts of random channel access aiming at achieving energy and
bandwidth efficiency by only randomly activating a small part of sensor nodes [6]; Xue
et al. propose a CS-based medium access control scheme for efficient data transmission
in data gathering networks and in-depth analyze the effect of SNR on the accuracy of
transmission symbol recovery [7]. Such been investigated data gathering networks
either require complicated control overhead including identity information of active
sensor nodes or no in-depth eliminate the effect of multiple access interference on data
transmission, and hence there are still imperfections to be improved on.

Recently, a novel PHY layer approach for multi-user detection has been investi-
gated, namely multi-user detection based on compressed sensing [8], that allows for
jointly reliable user activity and data detection for direct random access in a sporadic
communication scenario, where only a small portion of transmitters are active at a
given time instant. For such sporadic transmission, the coordination of node access
enabled by access reservation protocol would consume a significant amount of addi-
tional control overhead. From the view of whole networks’ physical topology, the
location distribution of active sensors can be viewed as one kind of sparse in spatial
domain, and hence compressed sensing can be applied to jointly detect the activity and
data information of active sensors, while at the same time a highly resource-efficient
transmission can be expected. These advantages greatly innovates the development of
multi-user detection based on compressed sensing. In [9], in order to perform a reliable
MUD in the case of different sparsity, the author adopted a switching MUD schemes
from linear minimum mean square error (LMMSE) to Orthogonal matching pursuit
(OMP), which is the most famous of CS reconstruction algorithms. Bringing CS to
MUD attracts many researchers to develop MUD schemes based on CS. So far, the
multi-user detection based on CS has been applied to many wireless systems, see [10,
11] and references therein.

In this work, we concentrate on data gathering underwater sensor network that
collects information of interest for applications such as geographical and environmental
monitoring. We consider that only a portion of active sensors are selected during the
monitoring cycle and simultaneously communicate their sensory data in uplink trans-
mission, i.e., direct random access. This partial sensor selection method makes the
sensory measurements of physical phenomenon which is sparse in frequency domain,
are sparse in the spatial domain. In this paper, we innovatively introduce multi-user
detection based on compressed sensing into data gathering networks, and propose a
dual-dimensional compressed sensing (DCS) for underwater wireless data gathering
networks by successively utilizing sparsity of frequency and spatial domain. The
proposed scheme guarantees high-performance data measurements collection and
allows for the most energy-efficient data gathering networks at the same time.
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2 Preliminaries and Problem Formulation

2.1 Compressed Sensing Theory

Originated as a method for acquiring sparse solutions even for under-determined linear
systems, compressed sensing provides a new paradigm for signal processing and data
acquisition, with which the network data or signals can be efficiently sampled and
accurately reconstructed from much fewer measurements than Nyquist sampling
theory.

Consider an original signal x ¼ ðx1; x2; . . .; xnÞT , which is an n-dimensional vector.
Supposing that x is sparse itself or can be represented over a certain appropriate basis
W ¼ fuigni¼1, where ui 2 R

n. As shown in (1), x can be sparse expressed as the linear
combination of a subset of basis vector:

x ¼
Xn
i¼1

hiui or h ¼ WTx; ð1Þ

where hi is an n� 1 vector which denotes the weights vector, hi ¼ \x;ui [ and W
is the basis matrix. W is an identity matrix when x is sparse vector. We say that vector h
is perfectly s-sparse if it has at most sðs � nÞ non-zero elements. In addition, vector h
is approximately s-sparse means that it has at most s large coefficients while the
remaining coefficients are small. For simplicity and without of generality, s-sparse
signal vector include perfect sparse and approximately sparse in this paper.

According to CS theory, the original vector x can be reduced-dimensional measured
by taking a smaller number (m) of samples by using a linear/convex programming
operator U; hence the reduced-dimensional measurement vector y can be written as

y ¼ Ux ¼ UWh ¼ Ah; ð2Þ

where U ¼ fu1;u2; . . .;umgT , A ¼ UW; s�m� n, and the original vector x is com-
pressed into an m� 1 vector y. Several imposing conditions on measurement matrix U
guarantee the uniqueness of the solution, such as restricted isometry property (RIP),
incoherence and so on [12].

The problem of recovering original vector x from the compressed m-length mea-
surement vector y is equivalent to finding sparsest solution of (2), which can be
expressed as an optimization problem:

min
h

hk kp s.t. y ¼ UWh; ð3Þ

where �k kp¼ ðPn
i¼1 �j jÞ1=p denotes the lp-norm. lpð0\ p � 1Þ guarantees the RIP

condition, and hence original vector x can be accurately reconstructed in highly
probability.
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2.2 Problem Formulation

Consider a typical UWSN architecture for oceanic data gathering with N sensor nodes
deployed in a two-dimensional plane and a fusion center (FC) as shown in Fig. 1.
Specifically, the sensor nodes are uniformly distributed to collect some kinds of ocean
monitoring elements (e.g. temperature, salinity, and ocean current) and report data to
the FC via uplink multiple access channel by one hop. Generally speaking, all sensors
transmit collected information with low cost and low-energy consumption, whereas the
FC can support more complex computational consumption, such as advanced signal
processing. Typically the readings of sensor nodes have spatial correlation due to the
closeness of sensors, and hence the reconstruction of network data can be accomplished
by collecting a portion of sensory data at the FC according to CS theory. The
resource-constraint underwater network necessitates an efficient data transmission
between SNs and FC. Channelization access schemes (e.g. time division multiple
access, code division multiple access) for selected sensors’ communication would
produce a significant coordination overhead and increase the time latency. In view of
the facts, this paper aims to find an efficient data gathering approach for the large-scale
ocean monitoring underwater sensor networks as shown in Fig. 1.

3 Dual-Domain Compressed Sensing

In this section, the dual-domain compressed sensing for data gathering scheme is
proposed and illustrated for the large-scale ocean monitoring underwater sensor net-
works. The framework of the proposed scheme is simple and clear. The proposed
scheme consists of four components: (1) random sensing with probability pa.
(2) multiple access over noisy channels. (3) activity and data detection based on CS
(4) network data recovery based on CS, as shown in As shown in Fig. 2.

Fig. 1. Two-dimension underwater wireless sensor network for ocean monitoring
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3.1 Random Sensing at Sensor Nodes

Due to the fact that most natural phenomenon has a compressible/sparse representation
in an appropriate basis, random sensing is considered in this paper to conserve power
of the sensor nodes, in which case only a portion of sensors participates in sensing. To
model sensor node activity, we adopt a statistical approach, where each sensor node
equips with a simple Bernoulli random generator with a probability pa denoted as
sensing probability. Those sensors who are engaged in data transmission are referred to
as being active, while the other sensors are kept silent and overhearing state to conserve
power energy. This activity probability, that determines the total number of active
sensors Nact in a statistical sense, is assumed to be identical for all deployed sensor
nodes. Since not all sensors signaling in a given time, that is, only a few sensors are
only active on occasion and we call this sporadic transmission [13].

At the beginning of the monitoring cycle, each sensor node performs one inde-
pendent Bernoulli trial to determine which sensors participating sensing. It is note-
worthy that active sensors report data in a time frame which is assumed to be less than
the coherence time of nature phenomenon. According to CS theory, a simple and
efficient measurement matrix, random extractive matrix U, is considered in this paper to
reflect the process of random sensing. U is easily formed by randomly selecting Nact

rows from the N � N identity matrix. The elements in the random extractive matrix
have the following property:

XNact

i¼1

/ij � 1; j ¼ 1; 2; . . .;N

XN
j¼1

/ij ¼ 1; i ¼ 1; 2; . . .;Nact

ð4Þ

3.2 Multiple Access Over Noisy Channel

IDMA is a relatively novel multiple access method, which can be considered as a
special case of CDMA due to use low rate code as spreading and separating users from
specific interleavers [14]. Such a multiple access inherits many distinguished features
of the well-studied CDMA, and further improvement in terms of performance and
spectrum efficiency in UWSN. Therefore, IDMA is attractive for underwater wireless
communication.

Fig. 2. Framework of data gathering based on dual-domain compressed sensing.
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All sensors are equipped with IDMA transmitter. In prior to access channel,
multiple access techniques are adopted in processing the symbol frame to implement
multi-user transmission. Neither access reservation protocols for node coordination or
signing the activity of sensor nodes are assumed in order to avoiding significant
additional transmission. Further, we assume slotted random access for data transmis-
sion and one frame of data are transmitted per slot.

After that, all transmitted symbols are superimposed in the receiver, and the
receiver signal y is modeled as

y ¼
XK
k¼1

HkPkSdk þ n

¼Adþ n:

ð5Þ

For the kth sensor, dk 2 AM
0 is the vector including the transmitted symbols, Each

column of S 2 R
F�M contains the spreading sequence sk, Pk 2 R

F�F describes the
matrix form of user specific interleaver uk , and Hk 2 R

F0�F is channel matrix for the
node-specific block-fading channel hk . Then, the total influence of transmission can be
represented as A 2 R

F0�M , and vector d 2 AL
0 is the stacked vector of all dk , where

L ¼ KM. Further, the noise vector n 2 R
F0
is i.i.d. zero-mean Gaussian distributed, i.e.,

n�Nð0; r2nIÞ. Herein, the symbols of d are taken from the discrete augmented
alphabet A0.

Synchronous reception and perfect channel state information are assumed in system
model (5).

3.3 Activity and Data Detection Based on CS by Utilizing Sparsity
of Spatial Domain

IDMA allows a low-cost chip-by-chip (CBC) iterative multi-user detection strategy to
implement multi-user detection. However, it assumes that active sensors are exactly
known at the receiver, which is challenging in practice.

Due to the fact that each sensor is activated to transmitting measurements with a
sensing probability pa in one time frame, the number of active SNs at one time
instance, Kact, is small, resulting in a sparse signal d in the process of multiple access.
Furthermore, as to sporadic wireless communication, the connected nodes transmit
signals continuously on a frame basis by a low probability. Since sensors are active or
inactive for a whole frame, the non-zeros symbols of the sparse vector d appear in
groups or blocks form in a fixed length. Therefore, this feature is also known as block
sparsity or group sparsity [15]. For the sake of uniform expression in this paper, we
choose block sparsity in the following. The multi-user detection problem can be treated
as a block sparse signal recovery inherently, which naturally incorporate the powerful
tool CS into the joint sensor activity and data detection problem. Therefore, the greedy
group orthogonal matching pursuit (GOMP) [16] is a good choice for CS detection.

In order to enhance the robustness of uplink sporadic IDMA transmission, we
propose a CS-CBC multi-user detector that can accurately detect the sensor activity and
efficiently implement data detection. It should be noted, while classical CS could
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provide jointly recovery the activity and data detection, CS-CBC only need CS
detection to accurately detect positions of nonzero elements of sparse signal d, rather
than the values of non-zero elements.

After the user activity information obtained above, the received signal y, which
compose of the active sensor transmitted symbols modulated by the interleaved
spreading sequences, can be expressed as

y ¼
XNact

n¼1

HnPnSdn þ n

¼A2dactive þ n;

ð6Þ

where dactive only contains the transmitted symbols of active sensors, A2 has the same
form as A in system model (5) except that it only includes interleaved spreading
sequences and channel influence for active sensors. Then, CBC algorithm can be
implemented to realize active data detection.

Differing from the typical application of CS, the goal of detection based on CS is
capable of determining the activity of sensors and recovering the symbol data packets
of active sensors. Activity information of all SNs enables the construction of mea-
surement matrix U, while symbol data packets of active SNs contain the successfully
collected packets utilized for network recovery. Therefore, implementing multi-user
detection based on CS at the FC simultaneously provide two prerequisite information
for network data recovery.

3.4 Network Data Recovery Based on CS by Utilizing Sparsity
of Frequency Domain

In view of the fact the network data acquired from the monitored underwater charac-
teristics are usually are compressible or sparse representation in the frequency domain
(such as sea currents, temperature and salinity), CS theory further enables the possi-
bility of reconstruction a high-resolution information map of the monitoring network
by utilizing sparsity of frequency domain.

Supposed by the end of monitoring, the data measurement vector from the active
sensor nodes dC has been successfully acquired via MUD, which is given by

dC ¼ Uf ¼ UWh; ð7Þ

where U is the random extractive matrix that can be received from the recovered sparse
vector d, h is the sparse representation of original network data f . Therefore, the
network data recovery can be solved by the following optimization problem

min
d

hk k1 s.t. dC ¼ UWh: ð8Þ

CS theory indicates that if the number of measurements exceeds a certain threshold
rs, the original network data f can be reconstructed in high probability by solving the
problem of (8).
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4 Simulation Results

4.1 Performance of the Proposed CS-CBC

We will discuss simulation results for the reliability of the detection in terms of Symbol
Error Rate (SER), define as

SER ¼ pðd̂ 6¼ dÞ: ð9Þ

Here, the SER is given by the probability that the symbol frames of all sensors are
detected incorrectly at the FC and therefore it summarizes both activity and data
detection errors.

We consider an overloaded IDMA system, which result in under-determined
equation system for CS detection. The main simulation parameters are set as follows.
The total number of sensor nodes is N ¼ 100 and the frame length M is set to 50
symbols. In order to separate users, random interleavers are adopted. All sensor nodes
use the same spreading sequence, which is generated based on repetition coding
multiplied by a mask sequence with alternant signs, i.e., [+1, −1, +1, −1, …]. The
spreading length Ns is 64. Therefore, the overloading factor is 156%. BPSK signaling is
always considered.

Figure 3 compare the SER performance of the following four detectors: Conven-
tional CBC, CS detection, CS-CBC and Genie-knowledge CBC assuming the perfect
knowledge of active sensors, where the active probabilities is pa ¼ 0:2. Herein, the
Genie-knowledge CBC algorithm plays a lower bound of the algorithm for sensor
activity detection and data recovery. CS-CBC is superior to CS detection and CBC-AD
and their gaps become larger with higher Eb=N0. Furthermore, it can achieve the
performance of Genie-knowledge CBC under high Eb=N0. This means that CS-CBC
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Fig. 3. SER performance comparison against SNR, where active probability pa = 0.2.
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has perfect knowledge of active sensors due to the reliable performance of CS detection
to positioning non-zeros items and CS-CBC do better data recovery than CS detection.

4.2 Performance of Data Gathering Based on DCS

We consider a UWSN consisting of N sensor nodes in a simple single-path multiple
access underwater channel model with ideal power control. Real ocean meridional
current data of Monterey Bay is experiment subject, which is obtained by the Regional
Ocean Modeling System (ROMS) at 3GMT 05/13/2012. The monitored region is
100 m below the sea surface and ranged over ½�122:8	E;�122:6	E
 in longitude and
½36:6	N; 36:8	N
 in latitude. Considering that the number of active sensors is usually
large in the ocean monitoring sensor networks, the uplink frame will be split into
several subframes and IDMA scheme is operated in each subframe. The main proce-
dure is as following: Firstly, downlink control information included subframe index
and interleaver is broadcasted to all sensor nodes. Secondly, the selected nodes transmit
subframes separated by a guard time to FC. Finally, the FC implement CS-CBC and
OMP algorithm to recovery the network data. The main simulation parameters are
summarized in Table 1.

Ideal power control for each sensor node is adopted and the required power of each
sensor at the FC is P0, the distance between the sensor node and the FC is d (km), and
the carrier frequency is f (kHz). In order to achieve the required BER, the transmitted
power should be P0 � Aðd; f Þ, where

Aðd; f Þ ¼ dc � aðf Þd: ð10Þ

The constant c is usually set as 1.5, and

aðf Þ ¼ 10aðf Þ=10; ð11Þ

where aðf Þ is the absorption coefficient, with an experiential formula as follows:

aðf Þ ¼ 0:11f 2

1þ f 2
þ 44f 2

4100þ f 2
þ 2:75f 2

104
þ 0:003: ð12Þ

Table 1. Simulation parameters

Parameters Value

Data packet length 50 bit
Spreading length 64
Noise power spectral density −100 dBm
Underwater depth 100 m
Carrier frequency 10 kHz
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The reconstruction error Pe is defined as f̂ � f
�� ��

2= fk k2 to evaluate the quality of
network data recovery.

To visually illustrate the DCS scheme for data gathering network, the simulations
for real data are shown in Fig. 4. Eb=N0 is 6 dB at the FC and the sensing probability
pa is 0.3. The simulation result of PER is 0.0913 and hence about of 110 of the 120
random measurements are successfully collected for the network data recovery, leading
to a reconstruction error Pe ¼ 0:11945.

The relationship between reconstruction error Pe and the sensing probability pa is
illustrated in Fig. 5. An interesting phenomenon that the relationship curve presents
downward bending and an optimal sensing probability exists in the turning point is
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observed. Further, the turning point varies with different channel conditions and
appears latter with the increasing Eb=N0. As mentioned above, the sensing probability
pa is negatively correlated with psuc, and positively correlated with Nact. Consequently,
the optimal sensing probability reaches a balance between two influence factor related
to reconstruction error Pe in a given channel condition. The increasing Eb=N0 improves
the psuc, which breaks the original balance and push sensing probability to increase in
order to build a new balance. In addition, the reconstruction evidently deteriorates with
the increase of Eb=N0 because of the high PER. However, higher Eb=N0 consume more
energy, and the average energy consumption per sensor versus Eb=N0 at FC is shown in
Fig. 6. The performance tradeoff between resource requirement and quality of recon-
struction should be taken into consideration in system design.

5 Conclusion

In this paper, we have elaborated the role of activity and data detection based on CS in
data gathering networks in terms of symbol data recovery. The DCS scheme for data
gathering that exploits the spatial sparsity of active sensors’ data and the frequency
sparsity that exists in most natural signals is proposed. The proposed CS-CBC that
combines the benefits of CBC and conventional CS detection guarantees an efficient
data transmission in DCS. Moreover, the influence of the activity and data detection on
network recovery has been illustrated and the performance of proposed DCS scheme
has been simulated in terms of reconstruction error and energy consumption. The
optimal sensing probability problem related to minimum reconstruction error is illus-
trated and should be considered in system design.
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Abstract. The fact of multi-hop data transmission in wireless sensor network
will lead serious load unbalance. Considering the limited energy supply, the load
distribution will cause great restraints in relative applications. Existing algorithm
mostly perform the load balance inside each cluster without considering about
the entire network consumption. A cluster-based Balanced Energy Consumption
Algorithm (BECA) is proposed by collecting the data more efficiently to avoid
heavy traffic nodes so as to achieve global load balance. Simulating results show
that BECA can obtain better balance properties and prolong the network lifetime
greatly.

Keywords: Wireless sensor network � Load balance � Cluster algorithm
Lifetime

1 Introduction

In recent years, wireless sensor network technology has developed rapidly. It has
extensive potential application, including environmental monitoring and forecasting,
health care, smart home, etc., so as to require the sensor nodes to become
low-consumption, low-energy, multi-functional [1–3]. Due to the reason that the
energy of the sensor nodes is provided by the battery, the energy supply is very limited.
Then how to maximize the lifetime of network is one of most important problems in
relative researches. Existing studies have shown [4] that the lifetime of the sensor nodes
can be extended by increasing the capacity of the battery or reducing the energy
consumption of each node. It is found that, however, the battery capacity can not be
significantly improved due to weight and size limitations. Therefore, a method is
proposed to reduce the loss of the energy effectively by data collecting and load
balancing.

D. Qin—This work was supported in part by the National Natural Science Foundation China
under Grant 61302074, in part by the Natural Science Foundation of Heilongjiang Province under
Grant QC2013C061, in part by the Modern Sensor Technology Research and Innovation Team
Foundation of Heilongjiang Province under Grant 2012TD007, in part by the Postdoctoral
Research Foundation of Heilongjiang Province under Grant LBH-Q15121.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 626–634, 2018.
https://doi.org/10.1007/978-3-319-73564-1_63



Data collection is of great importance to wireless sensor network. Some of the
existing energy efficiency protocols [5] suggest that sensor nodes data can be delivered
to the BS through a path. Most of them apply a cluster-based approach [6], which select
some sensor nodes as cluster-heads which collect data from their neighbor nodes, and
then they deliver the data to an adjacent cluster-head so that the cluster members
consume less energy. Therefore, this method of sending data can greatly reduced energy
consumption. In addition, studies have shown that the application of cluster-based
algorithm network, its lifetime increased by 8 times than the average network [7].

The existing cluster-based approach allows a small range of energy consumption to
balance, but the entire network load is still unbalanced. Currently sent data from the
cluster head to the BS, there are two main methods are direct connection and shortest
path routing. The direct connection is shown in Fig. 1(b), the node near the BS con-
sumes less energy than those away from the BS. The shortest path routing is shown in
Fig. 1(c), a hot spot could transmit sensor data just like a hub, which is usually located
near the base station. The above two methods will lead to a part of the network failure
prematurely. So the better load balancing could extend the lifetime of the entire network.

In this paper, a cluster-based data gathering algorithm is proposed to solve the
problem of unbalanced energy consumption in the network. The Balanced Energy
Consumption Algorithm (BECA) is shown in Fig. 1(d), cluster heads are organized
into multiple parallel links.

2 LEACH and HEED

At present, cluster-based data collection methods are LEACH, HEED and their con-
version. There are two parts in these methods. One part is to select a cluster head and
recovery system to effectively collect data, another part is an internal cluster system that
passes these collected data to the BS. About the communication range, each node in the
network is either in a DS [8] or near a DS node. In order to let different cluster-based
data collection algorithms compare fairly, DS is applied to all of my algorithmic
studies.

BS

     (a) Single link                     (b) Direct connection 

BS BS

(c) Shortest path routing                   (d) Parallel link 

BS

Fig. 1. Inter-cluster routing scheme
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2.1 The Direct Connection of LEACH

As shown in Fig. 1(b), each cluster head sends sensor data directly to the BS. The
algorithm is applied to the LEACH protocol and it cannot balance the loss of energy.
The farther away from the base station, the transmission distance is longer, so the
cluster head nodes far from the base station to send data will consume more energy.
In WSN, inconsistency can lead to premature failure of the node at the far end of the
sensing area, which will become a blind spot.

2.2 The Shortest Path Tree of HEED

As shown in Fig. 1(c), the shortest path tree (SPT) is formed by these shortest paths, all
cluster heads in HEED deliver data to the BS through the shortest path. Although this
method minimizes the loss of energy, the entire network of energy load is still not
balanced the loss of energy is still unbalanced. It is worth noticing that the number of
data packets which are sent depends on the location of each node in the SPT. The
neighbor node of the BS is responsible for restoring all data packets to the BS, and the
node near to the root has a heavier traffic load. A hot spot is a very crowded small area
for data transmission, which is usually distributed near the BS and its energy con-
sumption is the fastest compared to the rest of the network. When the energy of the area
is exhausted, these nodes will become blind spots because they will not be able to
transfer data to other nodes.

2.3 Single Link Algorithm

This algorithm is applied to the cluster-based protocol. The single link [7] is shown in
Fig. 1(a), which is connected by the cluster heads in the network. Each cluster head
communicates only with its neighbor nodes, which sequentially send data to the BS.
This algorithm effectively reduces the energy consumption, but because of the distance
between the cluster head and the base station, energy waste still exists.

BS
 1 2 3 n 1 n

D L

(a) single link

BS
 1 2 3 4 5

D L

n

(b) two links 

BS
 1 2 3 4 5

D L

n

(c) three links 

Fig. 2. Link structure in one-dimensional networks
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3 BECA

In order to achieve energy efficient and balanced inter-cluster routing we propose
BECA algorithm. As shown in Fig. 1(d), cluster heads are organized into multiple
parallel links. Although the total energy consumption of the SPT is slightly lower than
the BECA network, the maximum energy consumption of a single node is reduced in
BECA, so that the network lifetime is extended.

3.1 Intra-link Scheduling Algorithm in One-Dimensional Networks

In the one-dimensional network model, the sensing area is a line of length L. As shown
in Fig. 2(a), the base station is located in the leftmost area, n cluster heads are placed
from the left to the right on this line. The distance between any two adjacent cluster
heads is L=n and the distance from the base station to the node 1 is D, so the distance
from the base station to the node n is D þ ðn� 1ÞL=n. In order to form m links, we set
nodes i; m þ i; 2m þ i; . . . for each link ið1 � i � mÞ.

We use a single link solution to explain our inter-link scheduling algorithm. In the
first loop, as shown in Fig. 3(a), cluster head 1 transmits one packet to the BS, and
cluster head 2 transmits the remaining packets to the BS. In the second loop, as shown
in Fig. 3(b), cluster head 1 transmits two packets of the cluster head 2 to the BS, while
cluster head 3transmits the remaining packets to the base station. In the r loops, as
shown in Fig. 3(c), cluster head 1 transmits r packets to the BS, and like this the cluster
head r þ 1 transmits n � r packet to the BS. In the last loop, as shown in Fig. 3(d),
there is no separate link and cluster head 1 transmits all n packets to the BS. After the
n loops, it repeats from the first loop.

Using a single link, each packet is delivered by a node on average. For any L and D,
when n exceeds a certain limit the cost of the relay may exceed the plan. The number of
optimal links will be discussed.

BS
1 2 3 n-1 n

n-1 n-2

(a) The first loop

BS
1 2 3 n-1 n

n-2

2
(b) the second loop 

BS

1 r n-1 n

n-r

r r+1

(c) The rth loop  

BS
1 2 n-1 n3n-1n n-2

(d) The nth loop 

Fig. 3. Intra-chain scheduling
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3.2 BECA Performance Analysis

In this part, we will compare the performance of BECA, LEACH and HEED through a
one-dimensional network model. The focus of this paper is how to achieve the max-
imum balance of energy consumption in a single node.

In order to send l bit packet through the length of the distance d, so the transmission
and receiving power are:

EtxðdÞ ¼ Eelecl þ Eampld
2 ð1Þ

Etx ¼ Eelecl ð2Þ

where Eelec ¼ 50 nJ=bit is the total energy consumed by the radio to run the trans-
mitter or receiver circuit and the transmit amplifier consumes the total energy is
Eamp ¼ 100 pJ

�
bit:m2ð Þ.

In LEACH, the energy consumption of delivering a packet at node k is:

EdcðkÞ ¼ EtxðD þ k � 1
n

LÞ ð3Þ

And the maximum loss of energy is:

Edc
Max ¼ EdcðnÞ ¼ EtxðD þ n� 1

n
LÞ ð4Þ

In HEED, the nodes far from the base station are called the upstream node, and the
upstream node delivers n � k packets for each node k. The nodes closer to the base
station are called downstream nodes, and the downstream node collects n � k þ 1
packets from each node k. The energy consumed by node k is:

EsptðkÞ ¼ n� 1ð ÞErx þ nEtxðDÞ; k ¼ 1
n� 1ð ÞErx þ ðn� kþ 1ÞEtx

L
n

� �
; k [ 1

�
ð5Þ

Suppose D [ 1=nL. The maximum energy consumption is:

Espt
Max ¼ Esptð1Þ ¼ ðn � 1ÞErx þ nEtxðDÞ ð6Þ

Now we assume that BECA uses single link. The average consumption per loop of
the node k:

EeedpðkÞ ¼ 1
n

Xn
r¼1

Nk;r
rx Erx þ Nk;r

tx Etx
1
n
L

� �
þ Nk;r

tx0 Etx D þ k � 1
n

L

� �� 	
ð7Þ

Where Nk;r
rx is the number of packets that received by node k in loop r; Nk;r

tx is the

number of packets that are sent to the next sensor and Nk;r
tx0 is the number of packets sent

to BS.

630 D. Qin et al.



Nk;r
rx ¼ n� k; r � k

r � kþ 1; r [ k

�
ð8Þ

Nk;r
tx ¼ 0; k ¼ 1 _ k ¼ r

Nk;r
rx þ 1; otherwise

�
ð9Þ

Nk;r
tx0 ¼ 0; k 6¼ 1 ^ k 6¼ r

Nk;r
rx þ 1; otherwise

�
ð10Þ

Combined with (10):

EeedpðkÞ ¼
ðn� 1Þ

2 Erx þ n þ 1
2 EtxðDÞ; k ¼ 1

ðn� kÞðn þ k� 1Þ
2n Erx þ ðn� k þ 1Þðn þ k� 2Þ

2n Etx
1
n L
� � þ n� k þ 1

n Etx D þ k� 1
n L

� �
; k [ 1

8<
:

ð11Þ

Eeedp
Max ¼ max

1� k� n
EeedpðkÞ ð12Þ

Now let n = 4, L = 200, D = 100, l = 2000 in one dimension network. As shown
in Fig. 4, comparing the maximum and minimum values of the energy consumption of
the three algorithms, it can be seen that the BECA is better than the other two algo-
rithms in terms of balancing the energy consumption of nodes.

Let’s consider using m links in BECA. We assume n ¼ n0m. The link i contains
nodes i; m þ i; . . .; ðn0 � 1Þm þ i. The energy consumption of each node k ¼
k0m þ i is:
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Fig. 4. Distribution of energy consumption of four cluster heads in one-dimensional networks
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Eeedpðm; kÞ ¼ 1
n0
Xn0

r¼1

½Nk0;r
rx Erx þ Nk0;r

tx Etxð1n0 LÞ þ Nk0;r
tx0 EtxðD þ k � 1

n
LÞ� ð13Þ

Nk0;r
rx , Nk0;r

tx And Nk0;r
tx0 can be obtained from Eqs. (8–10). So,

Eeedpðm; kÞ ¼
ðn0 � 1Þ

2 Erx þ n0 þ 1
2 EtxðDÞ; k ¼ 1

ðn0 � k0Þðn0 þ k0 � 1Þ
2n0 Erx þ ðn0 � k0 þ 1Þðn0 þ k0 � 2Þ

2n0 EtxðLn0Þ þ n0 � k0 þ 1
n0 Etx D þ k� 1

n L
� �

; k [ 1

8<
:

ð14Þ

Eeedp
Max ðmÞ ¼ max

1� k� n
Eeedpðm; kÞ ð15Þ

LEACH, HEED and BECA in the one-dimensional network performance with
change of L, D and n. We calculate the maximum energy consumption of single nodes
in three algorithms respectively to compare the load balancing of different algorithms.

The L = 200, D = 100, l = 2000, the number of cluster heads n decreases from 2 to
32. Each n corresponds to an optimal number of links m, such as BECA (with m links)
superior to LEACH and HEED. The value of n is greater, the number of links m is
more, as shown in Fig. 5, the energy consumption is smaller. As shown in Fig. 6, as
D increases, the value of m is greater, the energy saving effect is better. When n = 8,
BECA-8 and LEACH the same. Figure 7 shows that the value of L is greater, the
number of links is greater, so the energy consumption is more.
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Fig. 5. The largest energy consumption of single-node in one-dimensional networks (L = 200,
D = 100, l = 2000)
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4 Conclusion

In this paper, the BECA algorithm can effectively utilize the energy and reduce the
energy loss and prolong the network lifetime. In contrast, the cluster head in the
LEACH algorithm away from the BS bear a higher energy loss, resulting in some
nodes premature failure, reducing the WSN network life. In the HEED algorithm, the
BS will form a hot spot around it, and WSN will fail due to the existence of hot spots.
The BECA algorithm not only solves the hot issues, but also reduces the problem that
single node-constrained and premature failure due to unbalanced energy consumption
in WSN.
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Fig. 6. The largest energy consumption of single-node in one-dimensional networks (L = 200,
n = 8, l = 2000)

0 50 100 150 200 250 300
0

5

10

15

20

25

30

Th
e 

La
rg

es
t E

ne
rg

y 
C

on
su

m
ed

(m
J)

Network Width

 LEACH
 HEED
 BECA-1
 BECA-2
 BECA-4
 BECA-8

Fig. 7. The largest energy consumption of single-node in one-dimensional networks (D = 100,
n = 8, l = 2000)

An Efficient Data Collection and Load Balance Algorithm 633



References

1. Hergenroeder, A., Wilke, J., Meier, D.C.: Distributed energy measurements in WSN testbeds
with a sensor node management device. Schloer, Hannover (2010)

2. Zhang, Y., Yang, J., Li, W.J.: An authentication scheme for locating compromised sensor
nodes in WSNs. J. Netw. Comput. Appl. 33, 50–62 (2010)

3. Wu, K., Dreef, D., Sun, B.: Secure data aggregation without persistent cryptographic
operations in wireless sensor networks. Ad Hoc Netw. 5, 100–111 (2007)

4. Wang, C., Xing, L., Vokkarane, V.M.: Reliability and lifetime modeling of wireless sensor
nodes. Microelectron. Reliab. 54, 160–166 (2014)

5. Ran, G., Zhang, H., Gong, S.: Improving on LEACH protocol of wireless sensor networks
using fuzzy logic. JICS 7, 213–218 (2010)

6. Li, J., Shi, X.: Improved HEED routing protocol in wireless sensor networks. Comput. Eng.
Appl. 43, 165–167 (2007)

7. Hu, J.H., Liu, X.C., Tan, Z.F.: Improved scheme based on PEGASIS algorithm.
Microelectron. Comput. 11, 36–40 (2014)

8. Zhang, J., Xu, L., Zhou, S.M.: Constructing connected dominating set based on crossed cube
in WSN. In: International Conference on Intelligent Networking and Collaborative Systems,
pp. 443–447. IEEE, Xi’an (2013)

634 D. Qin et al.



RFID Based Electronic Toll Collection System
Design and Implementation
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Abstract. Electronic toll collection system (ETC) is usually used in Open road
tolling (ORT) or free-flow tolling. In this project, ETC system is designed both
in software and hareware. Radio frequency identification (RFID) technology is
used to further improve performance of this system. This ETC system can be
installed without tearing up the road, also this system can collect the data from
the passing vehicles, identify the license plate and vehicle model and RFID
electronic tag, retrieve the related registration informatiom from database, match
registration information with the data ETC system collected, prevent switching
license plates, collect the tolls automatically without having vehicles to slow
down to pay.

Keywords: ETC � Vehicle recognition � License plate � RFID

1 Introduction

People’s living standards continue to increase, the number of private cars is also
increasing, the vehicles through the toll station will be substantially increased, which
need to wait in line, the automobile exhaust in parking in a line brings much more
damage than running on the road. And starting the car again makes the fuel con-
sumption to increase. So it is urgent to develop completely open road tolling system
suitable for toll road.

RFID is the technology of radio frequency identification, it uses the road test reader
to identify the electronic tags on the vehicles. The cost of electronic tag is now rela-
tively high, so the use of identification is limited to only on the license plate. If the
electronic tag could be cheap enough that many most drivers would like to equip their
cars with it, RFID may get the full use to provide more accurate informaiton and show
more benefitail features. RFID technology is applied to a number of fields, without
direct contact with the identified objects, or even completely blocked objects can also
be identified, it uses electromagnetic waves to transmit data, fast, accurate and very
useful.
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2 Identification Technology

(1) Vehicle Identification

The main steps to achieve vehicle identification are shown in Fig. 1.:

The photos taken by the camera are preprocessed, the quality of the pretreatment
affects the extraction and matching. So, pretreatment is important. Color photos use a
large storage space black and white photos use less storage space, the general pre-
treatment is to take the color photos in gray scale. Use the preprocessed images to
extract information, the identified vehicles’ side view is processed to extract the fea-
tures, calculated the following data by the calculation: the length of the roof and body;
the roof length and height of the vehicle; the ratio of the two parts to the length, the
body is divided by the vertical line into two parts. Using these features to distinguish.
The eigenvalue of the standard model (car, bus, train) is calculated and then the features
are brought together to do matching work, and then output the vehicle results.

Install the camera above the lane, the background is the lane, set the gray scale of
the background as bðx; yÞ, set the gray scale of identified vehicle and the background as
f ðx; yÞ, set the gray scale of the identified vehicle as dðx; yÞ:

dðx; yÞ ¼ f ðx; yÞ � bðx; yÞ ð1Þ

The vehicle movement is calculated by comparing the difference between the gray
image of the camera and the background image, the pixel of the moving vehicle is
calculated, and the resulting video is framed, the background of each frame is constant,
segmenting the identified vehicle, filter out the interference and noise in the image, to
get a higher quality image, the image is scanned through the calculation, get three
feature ratio.

(2) License Plate Recognition

The main steps to achieve license plate recognition are shown in Fig. 2.:
The image acquired by the camera is pre-processed, and the image quality acquired

by the camera may be affected by the factors of is greatly reduced by the influence of

Fig. 1. Vehicle identification

Fig. 2. License plate recognition
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the environment such as fog, rain, etc., the efficiency of license plate recognition is
reduced. Since the license plate is a regular rectangle, the aspect ratio of the inner
contour is about 4.5:1, the subgraph calculates the gray scale approximation of the
pixels in the image. The lateral convolution factor is:

�1 0 1
�2 0 2
�1 0 1

2
4

3
5 ð2Þ

The vertical convolution factor is:

1 2 1
0 0 0
�1 �2 �1

2
4

3
5 ð3Þ

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þ G2
y

q
ð4Þ

Gx ¼ ð�1Þ � f ðx� 1; y� 1Þ þ 0 � f ðx; y� 1Þ þ 1
� f ðxþ 1; y� 1Þ þ ð�2Þ � f ðx� 1; yÞ þ 0 � f ðx; yÞ þ 2
� f ðxþ 1; yÞ þ ð�1Þ � f ðx� 1; yþ 1Þ þ 1 � f ðxþ 1; yþ 1Þ
¼ f ðxþ 1; y� 1Þ þ 2 � f ðxþ 1; yÞ þ f ðxþ 1; yþ 1Þ½ �
� f ðx� 1; y� 1Þ þ 2 � f ðx� 1; yÞ þ f ðx� 1; yþ 1Þ½ �

ð5Þ

Gy ¼ 1 � f ðx� 1; y� 1Þ þ 2 � f ðx; y� 1Þ þ 1 � f ðxþ 1; y� 1Þ
þ 0 � f ðx� 1; yÞ þ 0 � f ðx; yÞ þ 0 � f ðxþ 1; yÞ þ ð�1Þ
� f ðx� 1; yþ 1Þ þ ð�2Þ � f ðx; yþ 1Þ þ ð�1Þ � f ðxþ 1; yþ 1Þ
¼ f ðx� 1; y� 1Þ þ 2 � f ðx; y� 1Þ þ f ðxþ 1; y� 1Þ½ �
� f ðx� 1; yþ 1Þ þ 2 � f ðx; yþ 1Þ þ f ðxþ 1; yþ 1Þ½ �

ð6Þ

f ða; bÞ indicates the gray scale of the image point ða; bÞ, the gray scale of a pixel is

made by formula G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x þ G2
y

q
.

Find and scan the approximate location of the license plate, extract the license plate
information quickly. Cut each character on the license plate, then wait for the computer
to identify the characters.

License plate number can be used to retrieve the owner’s and vehicle’s information.
After the gray scale processing, the license plate change into black and white two
colors, the pixel is 0 or 1, the degree of the brightness on character projection is
different, according to the darkness to write the bit, separate each character, the
computer identifies characters’ feature. Just like before the Spring Festival the Ailpay
had an activity called scan the “Bless”, the similar characters can be identified. For
example, when we use the Alipay to scan “Blass” can also be identified as correct, that
is the proof of the bug in Ailpay. The system designed here already considered this
problem of all similarities, such as: “8” “B” and other words, so that error won’t
happen in this system.
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3 RFID Technology

(1) RFID Hardware Design

It consists electronic radio frequency tag design, reader module design, power
module and serial port design, antenna design.

Radio frequency identification can provide high accuracy data by identify the objects
in long distance, so the electronic tags should use active electronic tag design to get the
full benefit of RFID, passive electronic tag can only be recognized within near distance,
also the accuracy is relatively low. The reader module mainly identify the electronic tags
information, the electronic tags can be input the information about license plate and
vehicle. The reader can read the information in the tag and write information to the tag to
collect toll. The power module mainly provide the RF voltage, use bridge rectifier, use
large capacitance for voltage regulation. Serial port do send and receive, and the antenna
should be chosen according to the application, to achieve the best performances.

(2) The Overall Framework Design

When the RFID system is working, the vehicle with the electronic tag come into the
area with a specific frequency of the RF signal launched by the reader. The electronic
tag will produce the induced current and activate itself, send the data to the reader
through the network, and the reader transmit the information to the computer, after
computer’s operation to achieve the identify on the vehicle’s information, and then the
computer send the command to the reader, complete the task of tolling.

When vehicles are passing the reader, if there are two or more tags appear at the
same time, they will interfere each other, cause that electronic tags can not be accu-
rately read, so the use of the electronic tag anti-collision method is important. The
reader selects one of the tag groups, then inquire the tag one by one. If there is no tag,
the counter is 0, only one tag counter shows 1, there is no collision, if there are multiple
tags, the counter shows greater than or equal to 2, then there are many tags collide, at
the moment the reader come into next round to send the inquire adjustment command,
all the tags in the magnetic field are receiving this command, identify the tags one by
one, to avoid missing any tag that should be identified.

The information identified through RFID and the images acquired in camera are
send to the database server and image recognition server through the network and then
return the electronic tag to collect the toll through the network. Identify the system flow
chart as shown in Fig. 3.

Fig. 3. Identify the system flow chart
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The camera shoot on the vehicles to identify the vehicle models, license plates and
other information is compared with the RFID tag (Tag), the same is normal, different is
abnormal, when the comparison shows normal, it can finish toll collecting through the
RFID reader (Reader) and the antenna on the electronic tag (Fig. 4).

4 Tolling System Software

Tolling system software functions consist a few sub-system: user login interface, login
interface, sub-management login, owner login. Management personnel can carry out
user management, toll station intersection query, vehicle traffic query, vehicle violation
view, a single owner information, the owner can do the basic information query,
violation of detailed inquiries, consumer information query and other functions. As
shown in Fig. 5.

Fig. 4. Identify the diagram

Fig. 5. system function flow chart
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5 Conclusion

With the rapid development of China’s economy and the continuous increase in car
ownership, the highway brings people convenient travel, at the same time is also facing
enormous problems. The electronic toll collection system is an automatic tolling system
for roads, bridges and tunnels that are being developed and promoted internationally.
This technology prevents some speculators to change large vehicle license plates to
small car license plates secretly, and it prevents a lot of payment loopholes. Electronic
toll collection system is a huge system, the popularity of electronic tags is a problem yet
to be solved, vehicle license plates recognition technology also need to be improved by
use higher technology. Now Alipay and other software launched a credit live, consume
first and then pay for it, prepaid is a good trend, sesame credit deposit, these all have
brought great convenience, so this technology needs to be developed in this area.

ETC technology has the obvious characteristics and advantages of eliminating cash
transactions, eliminating the need for slowing down, effectively improving the road
capacity, greatly enhance the service level, simplify the process of tolling and reduce
environmental pollution. Without vehicles’ slowing down to pay and manully process
tolling, this system can autoamticaly collect toll, especially through network environ-
ment, help to improve the road network of integrated transport capacity and service levels.

Electronic toll collecting system (ETC) use radio frequency identification tech-
nology (RFID), road test reader and camera to identify the electronic tag, take photos of
vehicle license plate, do the corresponding match, if the matching is correct, the tolling
system will be able to access the reader, the reader write information of tolling into
electronic tags to finish process of tolling.

The cost of RFID tags are high now. The current software like WPS, CAJViewer
7.2 can convert image into characters then into text files, we can also develop such
software, read the characters in the image and write to text by using file functions in C
language., collect toll of vehicles that are not equipped with electronic tag by using
Visual Studio 2012, this is practible and achievable, the quality of acquired data will be
affected by the factors of enviroments like fog or other extrem weather.

Radio frequency identification (RFID) is a non-contact, long distance technology, it
can identify the tag that is even being blocked, coupled with the image to match, it
would be more efficient electronic toll collection system (ETC) with electronic tags
being widely used in the future.
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Abstract. This project is aiming to design a kind of survey robot that has the
combined functions of the large-scale disaster search and rescue equipment and
industrial surveillance camera, use virtual reality (VR) technology to improve
human-robot interface, to provide more simpler way to present the true images
of the survey environment. The whole design solution consists of three parts:
survey vehicle, VR (virtual reality) display system, Hand grip remote control.
Remote control can control survey vehicle mode conversion, robot movement,
and high beam brightness adjustment. Data collected by survey vehicle are used
to construct the image by VR imaging method, coupled with the VR on the
camera point of the somatosensory remote control. This can enhance the sense
of environmental immersion.

Keywords: VR � Manipulator � Multi-machine communication
Survey robot

1 Introduction

The development of archaeology nowadays has played an important role in the process
of peoples’ learning of ancient culture. However, there may be several conditions when
the archaeologists are not so familiar with the surroundings that they could not take on
archaeological investigation immediately. Thus, it will be beneficial for the members to
be able to use the survey robot with the aim at reducing the destruction of the sur-
roundings when they know little about it. In addition, some high risk industrial plants
are still using corner camera to monitor, which is not good enough to satisfy the needs
of data collection when some emergency like nuclear leakage occurs. With the growth
of robot technology, many research are being carried out with the aim at applying
various robots to related specific environment, trying to improve peoples’ operation
ways and efficiency in different environments [1]. In our research, a kind of survey
robot that not only has the combined functions of large survey facility and traditional
industrial surveillance camera. But also provides the real images of the environment in
a simpler user friendly way, with the help of manipulator it can also satisfy the need of
investigation and material transfer.
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2 Scheme of the Design

2.1 The Design of Overall System

The works designed in this project consists three subsystems, respectively, using
different data transmission means to communicate with (shown in Fig. 1). The data
transmission between the survey vehicle and the grip remote control is required to be
achieved through very long distance and with better wall penetration, so enhanced
WIFI transmission circuit is used. This circuit use the MSP430 as the core, with
enhanced nRF24l01 as a data receiver and transmitter. The data transmission distance
of the open area can reach up to 2 km; VR display system and grip remote control is
used by an operator, so the requirement is not very strict, in the aspect of transmission
distance. But the packet loss rate and bit error rate are strictly required to maintain in
a very low range, therefore these two systems can use Bluetooth for data transmission,
and set the algorithm filter at the receiving end to achieve the purpose of data
stability.

2.2 The Design of Hardware Structure

All of the three sub-systems: the survey vehicle, VR display system, and hand grip
remote control are based on microprocessor MSP430 made by TI, which is an ultra low
power consumption with 16-bites mixed signal processing, it has several characteristics
including lower voltage range, several operation modes with low power consumption,
high-speed operational capability, and abundant functional models. It is playing an
increasingly important role in embedded system, low-end areas especially in instru-
ment, supervision, medical equipment, and automobile [2].

Survey vehicle’s hardware structure is complicated, it consists of several parts
(Fig. 2), including: caterpillar-belt body frame, manipulator of three degrees of free-
dom, 10 W high beam adjustment circuit, camera rotation positioning circuit, WIFI
wireless data receiving circuit, image transmission circuit, and power supply circuit.

VR display system uses original left-right display modes, with two convex lens, it
creates the sense of environmental immersion for the operator [3]. The hardware
structure of this system includes blue-tooth data transmission circuit, image receiving
circuit, and somatosensory measurement circuit.

Fig. 1. Subsystem data transfer chart
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Hand grip remote control has four function keys and a rocking bar, with those
working together it can realize modes transfer of survey vehicles and other functions.
Circuits of this part is as follows (Fig. 3): blue-tooth data receiving circuit, WIFI
wireless data transmitting circuit, AD collection circuit, and power-supply circuit.
Besides, the remote control also has somatosensory measurement circuit to make
manual change of camera angle in mode 1.

2.3 Data Processing and Improvements in Algorithm

2.3.1 Improvements in Continuously Variable Algorithm
Continuously variable is in general realized by pulse width modulation technique
(PWM), if the duty ratio can be continuously adjusted, then continuously variable of
direct current machine can be developed [4]. Because there are only 8 comparable
timers of MCU, if four timers are used to regulate the speed, the regulation of degrees
of freedom in manipulator must be realized by externally connecting PWM output
model, so the improvement in algorithm is needed [5]. The function of speed regulation
is achieved by the electrical level changing of two PWMs and two TLLs. When the
electrical level of two TLLs is low, the bigger of the duty ratio of PWM, the higher its
speed, then the vehicle body would have a tendency of advance; when the electrical
level of two TLLs is high, the smaller of the duty ratio of PWM, the higher its speed,
then the vehicle body would have a tendency of retreat; the value of two PWMs is
depended on the value of two ADs of the rocking bar, Omni direction of the vehicle
body can be approximately obtained by the Omni direction of the rocking bar.

Fig. 2. Block diagram of the survey vehicle structure
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2.3.2 Improvements in Mean Filtering Algorithm
Filtering calculation using traditional method is to select a certain amount of contin-
uous array elements and calculate the average value as the final numerical value, then
eliminate the first value and the left will shift left as a whole to meet the next one, and
so on [6, 7]. Whole left shift algorithm costs too much time, if it is still used to filter
waves, vision delay of VR will excess the range of persistence of vision, reaction
ability of the vehicle body will be decreased dramatically. Therefore, the improvement
in algorithm is needed. Improved algorithm eliminates the part of whole left shift, and
uses received value and data replacement: recording the average value of the last group
of data as “result”, then the average value of the next group of data is the sum of the last
one minus the contribution value (data value “fl”/total data “atn”) of the original data
and the contribution value of the last data (fn/atn): result = result + (f1 − fn)/atn, after
that, replacing the first one with the last, the second with the next, and so on. Key
process is listed as below:

Fig. 3. Handle remote control circuit diagram

void init_filter()   
{ 
for(int i=0;i<40;i++)   filter[i]=2000;

} 
int filter_LV(int fn,int num) 
{ 
result=result+(fn-filter[num])/40;
filter[num]=fn;                         
return result;

} 
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2.3.3 Data Receiving and Examination
According to the difference between transmit media and transmit protocol, data
receiving of this work consists two parts: data receiving of grip remote control with
blue-tooth and data receiving of survey vehicle body with WIFI. In fact, the package
loss rate and bit error rate of blue-tooth transmission are of seriousness. When there is a
bit error or data disorder, the receiver with no ability to identify would face data chaos,
as a result, it will cause the collapse of the whole system. Especially when the
somatosensory information is transmitted disorderly in the head, the camera would
shake dramatically, even make the wearer of VR feel dizzy [8]. Because of the
uncertainty of the loss of data and the change, it is only possible to filter data in the
receiving end [9].

Filtering process is composed of the following two steps: examination of data
identity and examination of rationality (Fig. 4). Examination of data identity aims to
identify data transmitted belongs to which category, like information of head pitching
movement and information of head horizontal movement. Flags can be set in this part,
every category of information has its own flag, only when all flags are matched can
data be used. Although the problem of package loss and bit error can’t be solved
completely by this method, it improves the anastomosis rate of data processed to a
reasonable range. Examination of data rationality aims at eliminating few error points.
For example, when the numerical value is possible within the range of 0–180, but the
data received is 2000, this can be eliminated with if statement.

Fig. 4. Data reception and verification
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3 Functional Analysis and Product Samples

3.1 Main Specifications

(1) The data packet loss rate after filtering is � 0.001 and the bit error rate is � 0.
(2) VR visual effects delay is � 0.1 s within the scope of persistence of vision.
(3) Control distance and VR video transmission distance � 2 km.
(4) Camera monitoring horizontal angle has adjustable range from 0 to 360°, and

vertical angle is range from 0 to 180°.
(5) The controllable angles of the three-degree-of-freedom manipulator are 90°, 180°,

180°, respectively, and the torque force is 13 kg/cm.
(6) The power of high beam has adjustable range from 0 to 10 W.
(7) Length, width and height of the vehicle:35 cm � 15 cm � 20 cm.

3.2 Sample Pictures

See Figs. 5 and 6.

Fig. 5. The sample of vehicle

Fig. 6. The sample of VR display system and grip remote
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4 Conclusion

There are several survey vehicles in the current market, but all of them have problems
of monotonous function and complicated operation. The PackBot robots designed by a
US company called iRoBot have three types: situational awareness robot, reconnais-
sance robot, and explosive ordnance disposal robot, they are suitable for different
situations [10]. In this report, the work is a combination of situational awareness robot
and explosive ordnance disposal robot, which can be switched between these two
models randomly and conveniently, and it can be applied in areas like engineering
construction, medical rescue, and accident handling. What is more, operational steps
and processes can be simplified greatly and the ability to control can be improved
greatly by using VR technique, which can effectively reduce labor cost and increase
working efficiency. Therefore, compared to most products in the current market, this
design is of great superiority and great prospect.
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Abstract. For the validation of eMMC device performance problems involving
the effectiveness of testing and non-real time on parameters controlling, it may
not be possible to obtain the performance data flexibly and efficiently, requiring
consideration of the multi-channel parallel processing and real-time controlling.
This paper presents a development platform for eMMC 5.0 device based on
Zynq-7000. By combining hardware and software design, this platform is able
to support eight eMMC devices working in parallel and get testing information
in real time. Meanwhile, the device driver aims at achieving high performance
data transfer by using DMA.

Keywords: eMMC � Zynq � Parallelism � DMA

1 Introduction

As the storage device widely used in mobile devices, this requires the device having the
characteristics of small volume, big storage capacity, high data rate and short devel-
opment cycle. Embedded Multi-Media Card (eMMC) consisted of the NAND Flash
and a controller is perfect for these immediate needs. One of the major advantages of
eMMC is that it provides the standardized interfaces to the external devices, which
make it easier for developers to develop without dealing with the compatibility of
NAND Flash. Facing with the fast-growing eMMC market, it is necessary to design an
eMMC development platform, which is used to validate the stability, reliability, and
veracity of the product during the development and testing stage.

In recent years, many domestic and foreign researchers have been proposed some
development and testing solutions for flash memory. Kim et al. designed a develop-
ment platform for flash memory solid state disks, which adopt a Xilinx Virtex-4 FPGA
as the main processor [1]. The platform has four NAND Flash memory modules and
supports different SSD architectures. Wei et al. presented a platform for NAND Flash
based Zynq [2]. They combined the programmable logic with a processing system
within Zynq to achieve sequence control, bad block management and error correction.
Fu et al. proposed a test system for eMMC 5.0 devices based on FPGA [3]. They used
Verilog hardware description language to implement the control of eMMC device.
However, the system can only control an eMMC device to send commands at one time.
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Furthermore, there are some researches on the storage performance of eMMC
device. Deng suggested two methods of automatic data transmission synchronization,
with emphasis on eMMC busy/ready controlling and device status returning [4]. Amato
et al. putted forward four eMMC key performance indicators: sequential read,
sequential write, random read, and random write by analyzing the model of controller
[5]. To address the random write performance issue, Byungjo Kim et al. introduced a
way of the background command [6]. Compared with the conventional power-off way,
the random writing capability has gone up by 173% in this method. The studies above
are using different approaches to improve the efficiency of data reading/writing.

In order to validate the eMMC devices’ operation and data reading/writing per-
formance, this paper aims to design an eMMC platform based on the eMMC 5.0
protocol. The remainder of this paper is organized into five sections. Section 2 intro-
duces the related background about eMMC. Section 3 describes the overall architecture
of this platform. Section 4 details the design of software, and the result of the exper-
iment is given in Sect. 5. The Final section concludes the paper.

2 Background

EMMC, a storage card oriented to smart phone and table computer, is made up of
NAND Flash memory and a storage controller. The first version of embedded memory
standard specification was released by the Joint Electron Device Engineering Council
(JEDEC) in 2007. Today, it has already been updated to the eMMC 5.1 version.
EMMC 5.0 supports three data transfer modes: 1-bit, 4-bit and 8-bit. Its maximum data
transfer rate, 400 MB/s in HS400 mode, is the same with eMMC 5.1. So it is with good
graces by manufacturers of mobile device.

All manipulation of eMMC device is based on the protocol. The eMMC system has
five operation modes: boot mode, device identification mode, interrupt mode, data
transfer mode and inactive mode. After power up, if the device received the CMD0
with argument of 0xF0F0F0F0, it would be set in the boot mode. Otherwise, it would
go into device identification mode.

To realize eMMC bus data transmission, the host needs to some special signals,
including command, response, and data. All the commands and responses are trans-
ferred on the CMD line. Each of them begins with a start bit and terminates with an end
bit. The second bit indicated the transmission direction. If the bit is 1, it means this is a
host command, otherwise card response. A 7-bit CRC checksum is used to guarantee
the correctness of transmission.

Furthermore, if a data read-write command is sent, the host sends the data block on
the DAT lines subsequently. If there are no data in these lines, the lines will hold a high
level until data block is arrived. It is important to determine whether the mode is single
block or multiple blocks before executing read and write command. Figure 1 shows
read and write operations. The multiple block transmission can be terminated by the
use of CMD12. A busy signal on the DAT0 line is used to indicate that the device is
writing now. During the standby state, eMMC device could be switched into a sleep
state to save the power consumption.
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3 System Design

The eMMC platform consists of three parts: PC client, server application and eMMC
control module. The specific design of this platform is shown in Fig. 2.

The hardware is composed of a Zynq-7000, eMMC chips, power module, network
interface, USB 3.0 port and serial port. The Zynq-7000 chip is mainly composed of
dual-core ARM9 processor and FPGA material. For this structure, not only the diffi-
culty in data interaction between processor with FPGA can be solved, but also it
reduces the system’s power consumption and enhances productivity. It needs to
accomplish the following work: (1) receive commands from the client; (2) control
eMMC chips to complete operation task; (3) calculate the data performance; (4) send
back the response to the client. The response will be returned after the command is

Fig. 1. The read and write operation.

Fig. 2. The overview of eMMC development platform.
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executed. In order to improve the data processing efficiency, this system is designed to
support eight eMMCs working in parallel.

The client helps users to send commands, acquire response information and check
the error status. If a fatal error occurs, the current processing will stop. This application
is visual and concise so that it is very convenient to be used.

The server takes charge of establishing the connection with the clients. It runs on the
PetaLinux operating system, which runs on the ARM9 processor. The PetaLinux, ori-
ented for the MicroBlaze microprocessor soft cores, has a set of software development
kit for Xilinx FPGAs. Not only does it provide the BSP’s builder, but it also provides a
lot of program templates to design the device driver and application. In this way, it can
simplify the processing of system transplant and shorten the development cycle.

4 Implementation of Software

This section describes the software implementation of this platform in detail. Software
architecture involves client program, server program and block driver. The device
driver plays a key role in the overall system. Figure 3 depicts the software block
diagram.

4.1 PC Client

The main goals of this work are to packet the data exactly, establish reliable network
connection and provide access to error checking. This design provides a user interface
to input commands and arguments flexible. A lookup table is used to set clock fre-
quency and determine the level of error. All of the error message will be printed to the
user. If there is a fatal error, the current task would be interrupted, which achieves the
efficiency of the system. This approach is quite convenient and accurately for a great
number of commands.

Fig. 3. The software block diagram.
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Command Parsing. Since each client instruction contains some configuration
parameters, including command index, command argument, data and block size, it is
necessary to packet the instruction data at a specified format. Package data into entries
is the main task of this module, which can be executed when the user inputs a series of
parameters. Depending upon its parameter types, the order is parsed into various forms.
If the command is a read and write command, this module should create the data buffer,
which is used to hold the data file. The parsed commands are merged in a structure and
then transferred to the device.

Message Scheduling. This module is responsible for the communication with the
hardware devices to obtain the response information. Thus, it provides two main
functions: (1) send and receive data; (2) check the returned message so that it can be
monitored implementation of the commands and see whether any error occurred.

To make sure that all the data can be processed in real-time, this design applies a
method: it communicates with the kernel layer directly. Considering the efficiency of
this system, the command entries are transferred in a batch way. In other words, one or
more commands can be transmitted to the device.

4.2 Interface of Application

As the kernel layer cannot establish a network connection over the TCP/IP protocol
easily, it is required to set up the connection at the application level. Following this
design, the server also has a feature that it could establish network connections with
multi-user. As the number of clients request increases, the server’s response rate may
be slow commonly. To solve this problem, this design adopts the I/O multiplexing
technology [7], which could be reduced the consumption of system resources. The idea
of this mechanism is that it monitors the state of all socket descriptors. If there are any
changes, the read event will be triggered [8].

4.3 Device Driver

In order to realize data transmission between ARM and eMMC devices, this research
develops a device driver for the eMMC controller. The software flow diagram of the
device driver is shown in Fig. 4. And the driver performs the following steps.

• Device initialization, requesting an interrupt for the eMMC device interrupt event,
initializing the controller.

• Receiving commands from users.
• Once the command data have been successfully received, the command will be sent

to eMMCs.
• If it read/write command, DMA operation would be started. Then creating

send/write descriptors, loading descriptors, and initiating a DMA transfer.
• Returning the response to the users.
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Command Execution. The driver invokes the emmct_send_serial_command()
function to complete the controlling of eMMC devices. Because the device contains
specific information in different states, the implementation of eMMC command depends
on the current device state. Given this fact, the state checking module was designed,
which verifies that the next command operation conforms to the current state. On suc-
cessful validation of the device status, the command is allowed to send to the device. The
command execution has been elaborated in the following aspects:

• Disable interrupt before sending the command on the CMD line.
• Set the correct clock frequency according to current command.
• Initiate the command sending.
• Enable the interrupt.
• Check the error status, and then a command execution has completed.

Interrupt Handler. After the command or data has been sent to the eMMC device,
the device generates an interrupt to the controller. Since the interrupt types are various,
the driver should judge what interrupt is raised based on the value of mask interrupt
status. To illustrate the interrupt has done, this interruption mechanism should make an
interruption finished sign at appropriate times. Otherwise, it is considered as a timeout.

This interrupt will read the response from the response registers, and read pending
data from the FIFO. Five types of eMMC response might be resulted, depending on the
type of command. In addition to the R2, the length of other responses all is 48 bits. If a
response error happens, this module might check the specific error message by reading
the interrupt mask register. Figure 5 depicts the architecture of interrupt handler.

Data Read and Write. To transmit data on the DAT lines, two modes of data transfer
can be chosen, single block data and multiple block data transfer. While, there are two
types of multi-block transaction, open-ended multiple block read/write and multiple
block read/write with pre-defined block count. It can change the block numbers by
using CMD23 before the actual read/write command.

Fig. 4. The device driver software model.
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In order to improve the efficiency of this system, the DMA based on ring mode
structure is used [9]. In this mode, each descriptor points to two different data buffers. The
buffer1 holds a pointer to the data buffer, and buffer2 is not used in this driver. When the
system needs to read/write data, the only thing it required is sending the command to
eMMCs on each channel. The DMA engine then takes care of the operations of reading
andwriting without the processor’s intervention. However, there are some undesired data
stored in the DMA cache sometimes. If the DMA operation is initiated at this time, a data
reading/writing error might be occurred. To address this issue, this design invokes
the dma_sync_single_for_device() and dma_sync_single_for_cpu()
functions to make the cached entry invalid and ensures the security of the buffer access.

5 Experiment and Result

To verify the feasibility and efficiency, we have been implemented a suite of functional
tests for this system. The application connects to this platform via a network interface.
And we choose eight eMMC 5.0 devices (8 GB) made by Skymedi as test objects. Five
test routines are completed: initialization, bus test, single/multiple block write,
single/multiple block read and erase. Table 1 shows the specific procedure of this
experiment.

Fig. 5. Architecture of interrupt handler.

Table 1. The items of eMMC commands

Test item Command sequence

Initialization CMD0 -> CMD1 -> CMD2 -> CMD3 -> CMD9
Bus test CMD19 -> CMD14
Single/multiple block write CMD13 -> CMD7 -> CMD16 -> CMD13 -> CMD24/CMD25
Single/multiple block read CMD13 -> CMD7 -> CMD16 -> CMD13 -> CMD17/CMD18
Erase CMD13 -> CMD7 -> CMD35 -> CMD36 -> CMD38
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For the data transfer performance, we can obtain the data transfer rate by calling
emmc_dev_data_perform() function. The total amount of data written in is
1024 MB. After finishing writing, we read the data back again in this experiment.
Table 2 shows the write and read performance of the eMMCs respectively by high
speed SDR mode and HS200 mode.

On the performance side, the eMMC 5.0 device can support the maximum clock
frequency (200 MHz) in the HS400 mode. However, the maximum clock frequency of
this platform can only reach 100 MHz. When the clock frequency is set to 100 MHz,
there is a phenomenon of high frequency harmonic. Within this problem we are still
finding a solution.

6 Conclusion

This paper described a development platform for testing eMMC 5.0 devices efficiently
and timely. Using the client/server architecture, this design is allowed to control and
obtain the command information in real time. The approach of multi-channel parallel
processing is applied that improves the system performance. The system only needs to
send read/write command to eMMCs on each channel, DMA controller then takes
charge of the operations of reading and writing. From the experiment, the feasibility of
the design has been proven and it features the average write speed of 91.39 MB/s and
read speed of 97.11 MB/s in the HS200 mode. However, the issue of clock frequency,
which has the limits of data transfer rate, is needed to improve in the future work.
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Abstract. Under the background that SSD is more and more popular, this paper
shows an efficient implementation of an SSD device designed for special function
and interface on Xilinx SoC platform. The Device uses MLC NAND Flash as
storage chips and usesXilinx’s Zynq-7000 series SoC as the processor. The device
adopts the method of multi-channel parallel data transmission and pipeline
operation to achieve high performance. Enhanced ECC checking ability is pro-
vided to against the flash internal errors. The storage system also uses the RAID5
architecture to improve reliability significantly. Finally, the test results show that
the designed SSD storage device reaches the expected performance and reliability.

Keywords: SSD � DMA � Linux � FPGA

1 Introduction

Data storage plays an important role in today’s information society. With advantages in
performance, low-power and reliability, SSD (Solid-State Disk) is more and more
popular in data storage domain. As the price drops, the storage scheme based on
NAND Flash is becoming increasingly attractive relative to traditional mechanical disk
scheme in vast application area. Under this background, more and more needs of
customization of various application and interface happen.

Authors in reference 1 propose a RAID0 array storage scheme to improve the
transmission performance of the solid-state drives at the interface of SATA II [1].
Authors in reference 2 and 3 combines SSD with the PCI Express bus, PCI Express
basics and different PCI Express SSD architectures are reviewed. Finally, they present
an overview on the standardization effort around PCI Express [2, 3]. Authors in ref-
erence 4 put the SSD device together with the AHB bus and an 8 channels transmission
mechanism was put forward to improve the transmission speed [4].

This paper shows an SSD device which is optimized for volume, power con-
sumption and none general purpose computer dependency, with an additional board to
extend various interfaces like Ethernet, USB and Rocket IO. Linux DMA driver
implementation is emphatically discussed.

The rest of this paper is organized as follows. Section 2 gives the hardware design
of SSD device and the software design for the device in Sect. 3. Tests and results of the
device are showed in Sect. 4. Finally, conclusion is in Sect. 5.
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X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 657–665, 2018.
https://doi.org/10.1007/978-3-319-73564-1_67



2 Hardware and Architecture Design

The hardware contains two boards: an SSD board and a download board. The SSD
board focusses on optimized volume and power consumption for embedding into the
special purpose device. The download board is designed to download data from SSD
and forward it to various bus interfaces like network and USB. Download board is also
a test platform for testing the SSD. Two boards connect through the FMC (FPGA
Mezzanine Card) interface. The overall architecture of the system is shown in the
Fig. 1.

2.1 Module Partition of SSD Board

The SSD hardware can be divided into following modules:

Packet Analyzer. The data are transmitted in the form of packet. Packet analyzer is
responsible to deal with the packet, extract packet header information and store it in
packet header FIFO for subsequent processing of software. Packet buffer is a true
dual-port SRAM, which makes it easy to move data between each end in parallel.

DMA Controller. The main task of DMA controller is data transmission, but it also
handles transparent RAID function. Data that reach SSD disk is first deposited in the
packet buffer. Data is transmitted from the packet buffer to the page buffer which
controlled by NAC via DMA, and then wrote into the Flash arrays.

Fig. 1. The overall system diagram.
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MC (Master Controller). It is responsible for the NAND Flash management works
such as bad block management and wear-leveling. It also handles packets sent by the
upper machine and forwarding to flash array with help of Packet analyzer and DMA.
Data pipeline and parallel stream of every logical channel are organized in MC.

NAC (NAND Array Controller). The number of NACs depends on tradeoffs of
capacity, performance and cost. Each NAC controls 8 Flash chips as a logical channel,
so that it can store data in the Flash arrays in parallel efficiently [5].

2.2 Hardware Design of Download Board

The processor of download board is Zynq-7000 series SoC which produced by the
Xilinx company. Zynq-7000 products incorporate a dual core ARM Cortex-A9 based
Processing System (PS) and Xilinx Programmable Logic in a single device [6]. It
contains a Xilinx IP AXI Direct Memory Access (AXI DMA) core, which provides
high-bandwidth direct memory access between memory and AXI4-Stream target
peripherals [7]. Its optional scatter/gather capabilities also offload data movement tasks
from the CPU. Besides, this system has a serial port and a network port to debug and
test procedures. There is a FMC port to connect with the SSD board.

2.3 Hardware Overview of AXI DMA

To achieve enough performance, this paper uses scatter/gather mode of AXI DMA to
transmit data. Scatter/gather mode can put the discrete memory together as one
descriptor used for transmission [8]. AXI DMA can be divided into MM2S
(memory-mapped to stream) used to send data and S2MM (stream to memory-mapped)

Fig. 2. The AXI DMA hardware block diagram.
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used to receive data. To send data as an example, put the first section of memory
physical address in MM2S_CURDESC register, and the last section of memory address
in MM2S_TAILDESC register, then give ‘1’ to the lowest position of MM2S_DMACR
register to start DMA, data can be transmitted from download board to SSD board.
Receiving data is similar. The block diagram of AXI DMA is shown in Fig. 2.

3 Software Design of Download Board

3.1 Linux Kernel DMA Framework

The primary components of the Linux kernel DMA framework include the DMA
device control together with memory allocation and cache control.

Memory Allocation. Memory allocation is needed to provide data buffer for DMA,
but also limited by some condition of continuity and consistency. There are various
methods to allocate contiguous memory in Linux. The kmalloc() function allocates
cached memory which is physically contiguous. It is limited in the size of a single
allocation. The dma_alloc_coherent() function allocates non-cached physically
contiguous memory. It uses a new feature of Linux kernel called Contiguous Memory
Allocator (CMA) since version 3.5, and allows very large amounts of physically
contiguous memory to be allocated. We adopt kmalloc() function to allocate
memory, so the cache control should be considered that is described below.

DMA Cache Control. What modern CPU direct access is cache, but DMA direct
accesses memory, this causes the cache consistency problem. So the data buffer that
DMA used should be non-cached, or, cache must be flushed and invalidated at the right
time to assure the validity of data. Linux provides DMA functions for cache control of
DMA buffers. Function dma_map_single() is provided to transfer ownership of a
buffer from the CPU to the DMA hardware. It can cause a cache flush for the buffer in
memory to device direction. Function dma_unmap_single() is provided to
transfer ownership of a buffer from the DMA hardware back to the CPU. It can cause a
cache invalidate for the buffer in the device to memory direction.

DMA Device Control. The DMA driver is designed to be a multithreaded and
asynchronous program to improve performance [9]. Sending thread uses the comple-
tion mechanism to know if a DMA transfer task is done. The tasklet mechanism is used
to send the completion signal when DMA transmission complete interruption comes,
which replaces older bottom half mechanisms for drivers. Some DMA slave API use a
piece of opaque data called cookie to exchange communicating information. For
example, a DMA cookie is returned from dmaengine_submit() and is passed to
dma_async_is_tx_complete() to check for completion of a specific DMA
transaction.
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3.2 Linux DMA Engine Slave API

The integral flow of DMA operation using Linux DMA engine slave API is shown in
Fig. 3:

1. Use dma_request_channel() to request a DMA channel, for AXI DMA, the
1st channel is the transmit channel and the 2nd channel is the receive channel.

2. Set slave and controller specific parameters, include DMA direction, DMA
addresses, bus widths, DMA burst lengths etc.

3. dmaengine_prep_slave_single() function gets a descriptor for a DMA
transaction, which is the key data structure of a DMA transfer.

4. The dmaengine_submit() function submits the descriptor to the DMA engine
to be put into the pending queue.

5. The dma_async_issue_pending() function is used to start the DMA
transaction that was previously put in the pending queue.

6. Program waits for the DMA transfer done on a completion.

3.3 Data Stream in DMA Driver

Read Data. When the user reads the data, it will first send a packet include read
command to SSD. When the SSD receives the command, host controller of SSD parses
the command, read the NAND Flash chip on specific addresses, and sent it to the
download board via DMA. After receiving the data, the data will be sent to the
computer through the network port. The specific process as showed in Fig. 4.

Fig. 3. The operational flow of DMA engine slave API.
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1. Application on PC send the read command via Ethernet. The user space server calls
the standard ioctl interface to send command and the read interface to read data.

2. DMA driver use ssd_ioctl() and ssd_read() functions to implement the
read and ioctl interface, which invoke ssd_tx_data() function to send the
command packet, and ssd_rx_data() function to receive data.

3. Start receiving DMA and then send a packet includes read command.
4. Command arrives at the SSD. SSD parses the command, reads data from Flash

chips and send them via DMA.

Write Data. Compared to the read operation, write data operation is more simple.
When the application calls the write function, the Download Board will prepare the
data and send it to the SSD. SSD receives the data and puts it into Flash chips.

1. The application send write the command. Server use write interface to call the
underlying ssd_write() function.

2. SSD_write function calls the ssd_tx_data() function.
3. Start DMA to send the prepared data to the SSD.
4. SSD receives the data and stores it into Flash chips.

3.4 Interrupt Handling

This function is so important because the processing will impact the performance of the
system directly. The interruption of this driver can be divided into three types: the
transmission complete interruption, transmission error interruption and transmission
delay interruption. The device can only generate one interruption at a time. The 13, 14,
15 bits of transmission status register are the flag bits of these interrupts. When an
interrupt generates, the driver determines if an interrupt is triggered by reading the
status register and calls the corresponding function. Whether to send data or receive
data, when a descriptor transmission is complete, a transmission complete interrupt will
be triggered. When the complete interrupt happens, the driver executes interrupt
handlers to judge whether there is a descriptor needs to transfer, if it does, the driver

Fig. 4. The flow chart of read data.
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continues the transmission, if not, it ends the transmission. When hardware generates a
transmission error interrupt, which indicates transmission error, the program will
release resources and print warning information. Transmission delay interruption will
happen within a certain time interrupt is merged into an interrupt notifies the user. The
specific process is shown as Fig. 5.

1. The system generates an interrupt, read the value of the status register.
2. Use a spin-lock to mask other interruptions.
3. Determine the type of interrupt by reading the state of the register values.
4. Executes interrupt handler function [10].
5. Release resources and open spin-lock.

Fig. 5. Interrupt service routine.

An Implementation of Special Purpose SSD Device 663



4 Tests and Results

The AXI bus connectivity, data communication and DMA functionality have been
tested using Xilinx ChipScope Pro Analyzer. The software test can be divided into two
aspects: correctness test and performance test. For correctness test, a large file contains
random data can be prepared in advance. The file is written to SSD and read out again,
and a byte-for-byte comparison of two times file will find any data corruption. For the
performance test, operating any prepared data on SD card or network is too slow to test.
And data transfer between user space and kernel space is also intolerable overhead. So,
a test mode is implemented in DMA driver directly. Small amount of data/buffer is
prepared in memory, and sent/receive to/from SSD in a cycle. Getting system time at
the beginning and end of test, and performance is obtained by total data that sent/
received divide total time. For configuration of two and three channel write, measured
throughput between SSD and download board reach 227 MB/s and 357 MB/s. For
configuration of two and three channel read, measured results reach 240 MB/s and
374 MB/s.

5 Conclusion

The needs for high speed storage become more and more extensive, SSDs designed for
general purpose do not apply to any domain. This paper proposed a software and
hardware co-design architecture of special purpose SSD device based on SoC. It’s two
board design is verified that can balance the customized requirements and extendability
efficiently. We focus on the exposition of a DMA driver that controls a DMA engine
implemented by Xilinx AXI DMA IP. The results of tests show an ideal performance is
achieved. Since the architecture of this design is flexible, we will focus on performance
improvement, more interfaces and more application scenarios in further works.
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Abstract. Compared with the traditional Internet architecture,
Delay/Disruption Tolerant Networking (DTN) has a bundle layer
between the application layer and transport layer and is able to tol-
erate delays and disruptions. In this paper, we simulate typical DTN
routing protocols and configure a vehicular network environment to eval-
uate the protocol performance. We compare the performance evaluation
indicators that include delivery ratio, overhead ratio, average delay, and
average buffer time with different node numbers and buffer sizes. We
finish the simulation using Opportunistic Network Environment (ONE)
simulator and the DTN routing protocols are evaluated according to the
simulation results.
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1 Introduction

Currently, vehicular communication technology has been a research hot-spot of
automotive industry. In vehicular environment, vehicles are usually equipped
with short-range wireless equipments in order to communicate with other vehi-
cles or roadside infrastructures, so the communications of vehicular network
can be used for different applications and services. With the development of
Vehicular Ad-Hoc Network (VANET) [1], it is necessary for vehicles to transmit
collected information at any time. Although traditional Internet protocol is very
mature and many routing protocols have been proposed, VANET is different
from traditional network. Vehicles may move at a fast speed on the road and
road topologies are various that may lead network delays, disruptions and other
problems. Because of the facts mentioned above, a better solution is needed and
therefore the emergence of Delay/Disruption Tolerant Networking (DTN) has
attracted intensive attention [2].

DTN is a new emerging network architecture in recent years. It is used to
solve the problem that is frequent network disruptions due to node movement
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and sparsity distribution [3,4]. Thus, DTN has been applied to VANET. Mes-
sages can be stored, forwarded and then delivered to the destination node finally.
In order to transmit messages effectively, nodes may follow some routing proto-
cols so that they can cooperate with each other and achieve a better Quality of
Service (QoS).

In this paper, we evaluate six typical DTN routing protocols in a vehicu-
lar network environment and draw some valuable conclusions. The simulation
platform is Opportunistic Network Environment (ONE) simulator [5], which is
designed for DTN environment simulation. It integrates movement models, DTN
routing protocols and visual graphical interfaces, so ONE is a powerful simula-
tion tool. We select a specific map through the OpenStreetMap [6] and configure
the simulation scenario to make it approximate to a real scenario. Then we eval-
uate the performance of the six typical DTN routing protocols with different
node numbers and buffer sizes.

The remainder of this paper is organized as follows: Sect. 2 introduces the
related works including traditional routing protocols and DTN routing proto-
cols. The performance evaluation indicators that include delivery radio, overhead
ratio, average delay, and average buffer time are described in Sect. 3. Section 4
gives the details of simulator parameter configuration and evaluates the perfor-
mance of typical DTN routing protocols. Finally, Sect. 5 concludes this paper.

2 Related Works

Recently, researchers make great efforts to deal with collaboration communi-
cations between mobile nodes, so many routing protocols have been proposed.
For example, Geographic Source Routing (GSR) protocol is one of them [7]. It
abstracts map topology data and uses the road intersections as anchor nodes.
Then it calculates the shortest path from the source node to the destina-
tion node with Dijkstra algorithm. Messages are forwarded along the selected
anchor nodes. Improved Greedy Traffic Aware Routing (GyTAR) protocol [8]
dynamically selects anchor nodes for forwarding messages according to real-time
node density. Through considering neighbor node velocity, the neighbor node is
exploited to carry and forward messages at the next moment. Another protocol
is called Adaptive Connectivity Aware Routing (ACAR) protocol [9]. ACAR
selects the optimal path for forwarding messages based on Global Positioning
System (GPS), electronic map and so on. However, these routing protocols have
their limitations. Thus, considering the advantages of DTN, researchers apply
several DTN routing protocols to VANET as follows:

A. Epidemic
Epidemic routing protocol is based on flooding strategy [10]. When two nodes
meet each other, they exchange messages. After exchanging the messages
multiple times, each non-isolated node will receive all the messages.

B. Spray and Wait
Spray and Wait routing protocol is also based on flooding strategy [11]. The
routing protocol has two phases: spray phase and wait phase. In the spray
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phase, messages of the source node are spread to neighbor nodes. In the
wait phase, if the destination node is not found in the spray phase, then the
messages will be passed to the destination node by Direct Delivery algorithm.

C. First Contact
First Contact routing protocol is based on forwarding strategy [12]. In the
transmission process, only one message copy of each message is transmitted
in the network. In the First Contact routing protocol, source node will send
the message to the node that it first meets.

D. Direct Delivery
Direct Delivery routing protocol is also based on forwarding strategy [5].
Different from First Contact routing protocol, the source node will keep the
message until it meets the destination node and then the message is trans-
mitted.

E. Prophet
Prophet routing protocol is based on probability strategy [12]. The protocol
defines a transmission prediction value to describe the probability of success-
ful transmission between nodes. When two nodes meet, the two nodes update
the transmission prediction values and then decide whether to forward the
messages or not.

F. MaxProp
MaxProp routing protocol is based on scheduling strategy [12]. This protocol
sets priorities for messages. When two nodes meet, messages are transmitted
according to the priorities. The messages with low priority are less likely to
be transmitted, which makes the protocol more effective.

3 Performance Evaluation Indicators

We simulate these routing protocols under a vehicular network scenario, through
which these routing protocols are compared and analyzed. There are many fac-
tors that can be used for evaluating routing protocol performance. In this paper,
the routing protocol performance is evaluated through comparing the following
four indicators:

A. Delivery Ratio
Delivery ratio is the success rate of transmitting messages, which indicates
the ratio of the total number of messages arrive at the destination node to
the total number of messages transmitted by the source node in a certain
time period. This indicator describes the ability of the routing protocol to
forward messages correctly to the destination node.

B. Overhead Ratio
Overhead ratio refers to the ratio of difference between the messages that
arrive at the destination node and forwarded messages to number of the
messages that arrive at the destination node in a certain period of time.
High overhead ratio means that a large number of messages are forwarded,
which will increase the collision probability and energy consumption.
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C. Average Delay
Average delay is the average time that the messages arrive at the destina-
tion node from source node. Small average delay means strong transmission
capability, high transmission efficiency and low network resource occupation.

D. Average Buffer Time
Average buffer time is the average time that messages are stored in the node
buffers. It is generally measured for performance evaluation.

4 Performance Evaluation of Typical DTN Routing
Protocols

The map of downtown area in Nanjing City is selected in this paper, which is
shown in Fig. 1. The DTN routing protocol simulation is performed using ONE
simulator and the simulation interface of ONE simulator is shown in Fig. 2. With
different node numbers and buffer sizes, the performance evaluation indicators
that are delivery ratio, overhead ratio, average delay, and average buffer time of
the six DTN routing protocols are obtained and compared.

Fig. 1. Road topology map of Nanjing downtown area.

4.1 Node Number

We compare the performance of six typical DTN routing protocols with different
node numbers. In order to make the simulation approximate to a real scenario,
we mainly set four node types that are bus, taxi, car, and people with a ratio of
1:4:10:25. The simulator parameters are shown in Table 1.

The number of nodes varies from 80 to 280 and the simulation results are
shown from Figs. 3, 4, 5 and 6. From these simulation results, we can see that
the number of nodes has a great impact on the four indicators of these routing
protocols. Figure 3 shows that, with the growth of node number, the delivery
ratio increases and the impacts on MaxProp and Spray and Wait are significant.
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Fig. 2. Simulation interface.

Table 1. ONE simulator parameter configuration with different node numbers

Parameters Bus Taxi Car People

Number of nodes 2–7 8–28 20–70 50–175

Moving speed (m/s) 2.7–11.1 2.7–22.2 2.7–13.9 1.0–3.0

Buffer size (Mbytes) 8

Transmission range (m) 10

Transmission speed (Kbps) 250

Message size (Kbytes) 500–1000

Message creation interval (sec) 25–35

Map size (m) Width: 35000, Height: 30000

Movement model Shortest path map based movement

Message time to live (hr) 5

Simulation time (sec) 14400

In Fig. 4, the network overhead ratios of Direct Delivery and Spray and Wait
are independent of the node number while the overhead ratios of the other four
protocols raise when the node number increases. Figure 5 shows that the number
of nodes has different effects on the average delay. The average delay generally
decreases when the node number increases. As shown in Fig. 6, with the growth
of node number, the average buffer time of Spray and Wait protocol increases
slowly. Regarding Direct Delivery, the upward trend is not obvious. At the same
time, the average buffer times of the other protocols slowly decrease.
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Fig. 3. Delivery ratio vs number of
nodes.

Fig. 4. Overhead ratio vs number of
nodes.

Fig. 5. Average delay vs number of
nodes.

Fig. 6. Average buffer time vs number
of nodes.

Fig. 7. Delivery ratio vs buffer size. Fig. 8. Overhead ratio vs buffer size.

4.2 Buffer Size

We compare the performance of six typical DTN routing protocols with different
buffer sizes. The simulator parameters are shown in Table 2.
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Table 2. ONE simulator parameter configuration with different buffer sizes

Parameters Bus Taxi Car People

Number of nodes 4 16 40 100

Moving speed (m/s) 2.7–11.1 2.7–22.2 2.7–13.9 1.0–3.0

Buffer size (Mbytes) 4-14

Transmission range (m) 10

Transmission speed (Kbps) 250

Message size (Kbytes) 500–1000

Message creation interval (sec) 25–35

Map size (m) Width: 35000, Height: 30000

Movement model Shortest path map based movement

Message time to live (hr) 5

Simulation time (sec) 14400

Fig. 9. Average delay vs buffer size. Fig. 10. Average buffer time vs buffer
size.

The buffer sizes of the nodes vary from 4M to 14M and the simulation results
are shown from Figs. 7, 8, 9 and 10. From these simulation results, we can see that
the buffer size also has an effect on the performance of each routing protocol.
Figure 7 shows that buffer size has no effect on the delivery ratios of Direct
Delivery and First Contact. But regarding the other protocols, the larger node
buffer size is set, the higher delivery ratio can be obtained. In Fig. 8, when
the buffer size increases, the overhead ratio of Direct Delivery basically has
not been influenced and the overhead ratios of other routing protocols have a
small downward trend. As shown in Fig. 9, the impacts of the buffer size on
the average delays of Direct Delivery and First Contact are not obvious, but a
certain degree of transmission delays of the other protocols are caused when the
buffer size increases. Figure 10 shows that, with the growth of buffer size, there
is no influence on First Contact, the average buffer times of the other protocols
increase a little.
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5 Conclusion and Future Work

In this paper, through evaluating the performance of DTN routing protocols in
a vehicular network environment, some valuable conclusions are draw as follows:
(1) the node number and buffer size both have significant effects on the per-
formance of each routing protocol. (2) Epidemic has a poor performance in the
simulation. Its delivery ratio is low and transmission delay has no obvious advan-
tages. (3) Spray and Wait has the high delivery ratio and low overhead ratio, so
it outperforms the other routing protocols in the simulation. (4) Regarding First
Contact, it has low delivery ratio and high overhead ratio, so its performance is
generally worse than the other protocols. (5) The overhead ratio of Direct Deliv-
ery is closed to 0 with different node numbers and buffer sizes, which make it
the best routing protocol among the six protocols in a low energy node scenario.
(6) Prophet does not have an outstanding performance in the simulation and
MaxProp has a high delivery ratio with different node numbers and buffer sizes.

In the future, we will try more road topologies and analyze the influences of
road topologies on the routing protocol performance. Additionally, according to
previous research and analysis, we expect to improve an existing DTN routing
protocol to achieve a better performance.
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Abstract. In sporadic machine-to-machine (M2M) communication, for the
Code Division Multiple Access (CDMA) system with random access, applying
compressed sensing (CS) algorithms to communication processes is a solution
of multi-user detection (MUD). Many papers have shown that compressed
sensing multi-user detection (CS-MUD) brings the benefits of jointly detecting
activity and data. This paper focuses on the benefits of CS-MUD to the design of
spread spectrum code in CDMA systems. Simulations show that CS-MUD
brings two advantages in the spread spectrum code design: (1) There exist code
sets with short code length can accommodate more users. (2) Code sets design is
not limited to the design requirements of pseudo-random sequences, and the CS
measurement matrix can be used as the code set. That is, CS-MUD provides a
new idea for design and selection of spread spectrum code sets.

Keywords: Compressed sensing � Multi-user detection
Spread spectrum code design

1 Introduction

Effective machine-to-machine (M2M) communication for performing specific tasks is
an important part in future communication. So communication processing design
which is compatible with communication requirements and characteristics for physical
layer in M2M communication has been the research direction of concern.

1.1 CS-MUD for M2M Communication

In a sensor network where large numbers of users can be accessed, the data trans-
mission rate is low and only a portion of the total users implement access operations at
some moment. Therefore, in order to improve data transmission efficiency, transmis-
sion of control information, such as resource allocation information, should be avoided.
This requires the data fusion node to perform user activity detection and data detection.
According to the communication requirements and characteristics described above,
facilitated by the sparse feature of user activity, the technology that applies compressed
sensing (CS) to a multi-user detection (MUD) process is called compressed sensing
multi-user detection (CS-MUD).
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In sporadic transmission, only a portion of the total users are active at a given time.
Here, if view the non-active users send zeros, then the vector stacked by all users’ data
is a sparse vector. So MUD can be performed by using the sparse signal reconstruction
characteristic of CS algorithm. With the sparsity of user activity, many achievements
have been made in the combination of CS technology and MUD technology. Most of
them are based on direct sequence spread spectrum (DSSS) communication mode and
received data at chip rate. The CS problem is constructed on the basis of the data
received at the chip rate, and joint detection of user activity and data is carried out.
Based on the assumption of different communication system architectures or the use of
multiple information, there have been many improvement schemes for user activity
detection, data detection and user capacity expansion. Such as, to consider multi-path
channel [1] or asynchronous transmission [2], and to establish received signal model in
the corresponding case. For improving the accuracy of activity detection and data
detection, the temporal correlation feature of activity can be used to improve the
activity detection accuracy [1]. Bayesian algorithm, information based on finite mod-
ulation symbol set and tree search algorithm are adopted to improve detection per-
formance [3]. Combined with channel coding and decoding, soft method is used in
detection [4, 5]. Channel estimation is introduced into the detection process to detect
activity, data and channel state simultaneously [6].

1.2 Paper Focus and Contribution

Bockelmann points out that “With respect to communications, two properties of CS are
especially interesting in M2M scenarios: both data and activity can be reconstructed at
the same time and reconstruction is possible for underdetermined equation systems
[1].” As mentioned above, many papers have shown that CS-MUD can provide good
joint detection of activity and data for the Code Division Multiple Access (CDMA)
system. The detection performances of different active probabilities and different
overload conditions have been studied [7]. Some papers also consider the influences on
the detection performance that exerted by different codes or the designs of spread
spectrum code under the considered system model [8]. However, according to the
existing knowledge, there is no discussion about the benefits of CS-MUD for spread
spectrum code design in sporadic communication. In this paper, for overloaded CDMA
system, the CS-MUD performances based on group orthogonal matching pursuit
(GOMP) algorithm are simulated under different spread spectrum code sets and dif-
ferent active probabilities of users. And the results are compared with the performances
of the minimum mean-square-error (MMSE) algorithm when using m-sequences as
spread spectrum codes in fully loaded system. Simulations show that, for the consid-
ered active probability and overload condition, on the premise that the total number of
users is the same and the detection performance is similar, compared to typical spread
spectrum codes, code sets with shorter code length which are based on CS measure-
ment matrices can be found. Although compared with the typical spread spectrum code
sets, such as m-sequences, the code set based on the CS measurement matrix has poorer
auto-correlation and cross-correlation performance, using the measurement matrix as
the code set and supplemented by appropriate CS detection algorithm can achieve
better detection performance. That is, the MUD process based on appropriate CS
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detection algorithm does not harshly require the code set has very good auto-correlation
and cross-correlation performance. From this and the fact that CS detection allows
overload condition, it can be seen that, for sporadic communication in CDMA systems,
CS-MUD brings two advantages in the spread spectrum code design: (1) There exist
code sets with short code length can accommodate more users. (2) Code sets design is
not limited to the design requirements of pseudo-random sequences, and the CS
measurement matrices can be used as the code sets. That is, CS-MUD provides a new
idea for the design and selection of spread spectrum code sets.

1.3 Organization and Notation

The rest of the paper is organized as follows. Section 2 illustrates the system model
considered in this paper. Section 3 contains the simulation conditions, results and
discussions based on the system model. Finally, the conclusion is given in Sect. 4.

The notation employed in this paper is as follows. I is a set of indices that indicate
active users and Ic is the complementary set. AL�N denotes that matrix A has L rows
and N columns. For matrix A, Ai;j represents the element in row i, column j.

2 System Model

Considering a sensor network with star topology, there are some ordinary sensors that
have specific tasks and a data fusion node which allows complex signal processing in
the network. When an ordinary sensor has a demand to communicate with the data
fusion node, it sends the data to the data fusion node according to the established
transmission mode. That is, random access mode is implemented. The received data is
processed by the data fusion node and MUD is carried out, including activity detection
and data detection. Of course, sporadic communication is considered. At a given time,
only a portion of the total users send data to the data fusion node.

Adopt CDMA communication mode. Suppose the total number of users is repre-
sented by N. Each user is assigned a specific spread spectrum code of length L. The
code set which consists of all users’ spread spectrum codes is represented by matrix
AL�N . A column of the matrix represents a spread spectrum code, snðtÞ 1� n�N, used
by a specific user. Active users adopt Binary Phase Shift Keying (BPSK) modulation
mode and modulate their symbols to spread spectrum code waveforms. The symbol
sent by an active user is represented as bn 2 1;�1f g for n 2 I, where I contains indices
of active users. Non-active users can be considered as sending zeros. That is, bn ¼ 0 for
n 2 Ic. The data of a user is transmitted in frame structure, and when a user is active, an
entire frame of data is sent, i.e., the user activity is unchanged in one frame time. The
frame length is represented by M. A frame contains M symbols. This paper assumes
that all users’ active probabilities are independent and identical. It is represented by
pa 0\ pa\Pð Þ. The upper limit of active probability, P, here ensures the sparsity of
communication. Of course, the active probability of each user can be different, or the
active probabilities of different users are related, which has concern with the specific
communication scene and is not considered in this paper.
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To consider the frames are received synchronously. MUD input is the result of
multi-path compensation, attenuation compensation and other front-End processing. It
is a superposition signal of the active users’ baseband signals that pass through the
equivalent Additive White Gaussian Noise (AWGN) channel.

y ¼
XN
n¼1

bnsnðtÞþwðtÞ t2 0; T½ �: ð1Þ

wðtÞ is Gaussian noise with zero mean and variance r2, T is the symbol duration time.

3 Simulation and Discussion

Based on the above system model, the performances of CS-MUD with GOMP algo-
rithm are simulated under different spread spectrum code sets and different active
probabilities for an overload condition. In the simulations, the total number of users is
N ¼ 127. The spread spectrum code length of each user is L ¼ 80, so overload degree
is L

N � 0:63. The frame length of active users is M ¼ 100. The active probabilities
considered in this paper are 0.3 and 0.4. Because the activity of each user is in frame
form, the sparse form of the sparse vector obtained by all users’ symbols is structured.
Therefore the sparse structure of the sparse vector can be used to conduct CS-MUD
with GOMP algorithm. The details of GOMP algorithm can refer to [1].

Of course, in order to compare with the traditional method, the traditional
pseudo-random sequence, m-sequence, is used as the spread spectrum code set under
the corresponding active probabilities, and the performances of MUD based on MMSE
algorithm are simulated. In the experiments, the simulations of traditional detection
method take fully loaded condition into account. That is, for traditional detection
method, there is L ¼ N ¼ 127.

3.1 CS Measurement Matrices Considered in Simulations

Simulations show the performances of CS-MUD when three CS measurement matrices
are used as spread spectrum code sets with active probabilities of 0.3 and 0.4
respectively. The three CS matrices are two Toeplitz matrices based on two different
generation element sets and a Bernoulli matrix.

Restricted Isometry Property (RIP) [9] is a well-known condition that should be
satisfied by CS measurement matrix. Bernoulli matrix and Toeplitz matrix can satisfy
the RIP condition with high probability. They are constructed as follows.

(1) Bernoulli matrix: Construct a matrix AL�N . Each element in the matrix obeys the
Bernoulli distribution independently.

Ai;j ¼
þ 1ffiffiffi

L
p p ¼ 1

2

� 1ffiffiffi
L

p p ¼ 1
2

8>><
>>:

: ð2Þ

678 Y. Wu et al.



(2) Toeplitz matrix: If r ¼ N þ L� 1, to construct Toeplitz matrix AL�N . Its basic
structure is as follows.

A ¼
aN aN�1 � � � a1

aNþ 1 aN � � � a2
..
. ..

. . .
. ..

.

aNþL�1 aN þL�2 � � � aL

2
6664

3
7775: ð3Þ

It can be seen that the Toeplitz matrix is constructed by r generation elements. In
this paper, two Toeplitz matrices based on two different generation element sets are
constructed. The generation elements of Toeplitz matrix 1 obey the Bernoulli distri-
bution independently. The generation elements of Toeplitz matrix 2 come from a
pseudo-random sequence.

3.2 Discussion

From Figs. 1 and 2, it can be seen that, for the considered active probability and
overload condition, compared with the MUD scheme based on traditional long
m-sequences and MMSE algorithm, AMUD scheme with appropriate CS algorithm and
short spread spectrum codes that come from CS measurement matrix can achieve the
same or even better detection performance while supporting the same number of total
users. This shows that in the consideration of communication scenario, performance
requirements, communication processing and system model, a code set with short codes
based on CS measurement matrix can be chosen as spread spectrum code set.
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Fig. 1. SER simulation results for L = 80, N = 127, pa = 0.3.
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It is a fact that different CS measurement matrices have different impacts on the
performance of CS algorithms. This also can be seen in the two figures. If a CS
algorithm is to be applied to the process of communication, it must be compatible with
the whole communication process. Therefore, on the basis of the above discussions, we
can consider the characteristics of communication signals and the characteristics of
processing in communication, then design and select the spread spectrum code sets for
communication systems that combine with the CS algorithms.

The good performances of CS-MUD based on GOMP algorithm are related to
system model. The assumption that the signal before entering the detector has expe-
rienced attenuation compensation and multi-path compensation makes the equivalent
channel model an AWGN channel. So that GOMP algorithm has such a good per-
formance. In other system models, the performances of the GOMP algorithm might not
be so good. The purpose of the experiments is to indicate that, under the considered
active probability, front-End processing method of receiver and CS algorithm, on the
premise that the detection performance is not bad and the number of users is the same,
compared with the traditional MUD based on pseudo-random codes and MMSE
algorithm, we can find the spread spectrum code sets that come from CS measurement
matrices and of shorter lengths and various forms. That is, CS-MUD provides a new
idea for the design and selection of spread spectrum code sets.

4 Conclusion

In this paper, we focus on the benefits of CS-MUD for spread spectrum code design in
CDMA systems when sporadic communication is considered. Simulation results show
that, for the considered active probability and the same total number of users, compared
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Fig. 2. SER simulation results for L = 80, N = 127, pa = 0.4.
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with traditional MUD, CS-MUD can achieve better detection performance based on
appropriate system structure, front-End processing of receiver, measurement matrix
and CS algorithm. And because the CS algorithm can deal with overload condition, the
code length can be shortened. That is, CS-MUD provides a new idea for the design and
selection of spread spectrum code sets.

Many papers assume that the detector has known the channel state information of
each user, but the way and process of channel state acquisition as well as its con-
junction with the detection process have great influence on the detection performance.
Moreover, the design and selection of spread spectrum code set and its adaptability to
synchronization and channel estimation also have an impact on the system perfor-
mance. The design of receiver’s each part that is compatible with the performance of
the selected spread spectrum code set needs to be considered. This remains to be done
for further studies.
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Abstract. With the rapid development of wireless communication industry, the
problem of spectrum resource scarcity is becoming more and more serious. To
improve the spectral efficiency by compressing the adjacent carrier frequency
intervals will increase the inter carrier interference. At this point, the performance
of time-invariant filter is poor. If the communication system can make full use of
the low energy slots in the time-frequency domain, the spectral efficiency could
be improved. This paper proposes a time-frequency resource allocation method
in which there is a delay of half a symbol between adjacent carriers. Accordingly,
a time-varying filter is proposed. The simulation results show that the proposed
time-varying filter performs better than the time-invariant filter.

Keywords: Time-frequency transform � Time-varying filter
Root raised cosine signal

1 Introduction

In recent years, the mobile communication industry has developed rapidly, and various
communication services have greatly facilitated production and life. However, as the
number of terminals increases, the problem of spectrum resource scarcity is increas-
ingly serious. It is an effective approach to alleviate this problem by improving spectral
efficiency. Conventional resource allocation method is allocating the resources only in
frequency domain and applying the time-invariant filter to suppress the adjacent
channel interference. But this solution performs poor if the adjacent carrier frequency
interval is compressed. An efficient allocation scheme is to sense the low energy slots
in the time-frequency domain, and allocate the time-frequency resources according to
the time-frequency distributions of adjacent signals. In this case, the time-varying filter
is used to mitigate the interference. In addition, time-varying filter can also be applied
to cellular systems, such as D2D communication by using guard bands, non-orthogonal
multiple access in 5G, and frequency reuse in adjacent cellular cells.

Fourier transform can only be used to analyze stationary signals because it can only
tell what frequency components the signal contains, but can not tell the time when the
components appear. Short-time Fourier transform [1] is based on Fourier transform,
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and the signal is processed by adding analysis window. When the window is short,
short-time Fourier transform can show the time-varying spectrum of the signal. In
1996, Stockwell proposed the famous S transform [2]. S transform can be seen as an
evolution of short-time Fourier transform. Unlike STFT whose length of time window
is fixed, S transform uses the Gaussian window, and the length of the time window is
inversely proportional to the frequency. In addition to the linear time-frequency dis-
tribution, there are also nonlinear time-frequency distributions [3]. WVD is a typical
nonlinear distribution. It has good characteristics in time-frequency concentration, but
WVD has serious cross-term problems. In recent years, there have been many studies
on weighted-type fractional Fourier transform [4, 5].

In order to improve the efficiency of time-frequency resource utilization, some new
technologies have emerged in recent years, such as MIMO and context awareness
[6, 7]. The allocation of time-frequency resources is determined by perceiving the
user’s behavior, such as the type of application, whether the user is interacting with the
program, and so on. This method not only improves the spectral efficiency, but also
improves the quality of service. In paper [8], a context aware time-frequency resource
scheduling algorithm is proposed, which has lower computational complexity. How-
ever, this algorithm uses the channel resources fully, but does not change the energy
distribution of the signal when transmitting data, and does not use the low energy
characteristics in time-frequency domain. When all channels are transmitting data, this
method has no ability to further improve resource utilization.

In recent years, researches on time-varying filter have been in full swing. Although
there have been some researches on the time-invariant filter [9, 10], this paper forgoes
an introduction. In paper [11], a fast algorithm of inverse S transform is proposed.
Based on this, a time-varying filter for synthetic aperture radar is designed. Since the
root raised cosine signal does not have a relatively fixed time-frequency spectrum
under S transform, this filtering method is not applicable to a communication system
which employs root raised cosine signal. The time-varying filter based on S transform
proposed in [12] has similar problems. Paper [13] studies the interferences of adjacent
cell in SC-FDMA system. A time-varying filter is designed based on Choi-Williams
distribution. The signal which includes a desired signal and two interfering signals is
used in simulation, and the channel is an additive white Gauss noise channel. The
time-frequency filtering pass region (Mask) used by the receiver is generated by the
received signal in real time. The method of generating Mask is as follows: (1) transform
the received signal to time-frequency domain; (2) set the region to Mask whose energy
exceeds the threshold value. Since the Mask is determined by the received signal, the
characteristics of the received signal can significantly affect the performance of filter.
The simulation results show that the time-varying filter has advantages when the signal
to noise ratio is in a suitable range. However, when the power of noise and interference
is large, this method can’t provide the effective pass region, and can’t be used to
suppress the noise and interference.

In view of these shortcomings and based on the low energy slots of root raised
cosine signal in time-frequency domain, a new method of time-frequency resource
allocation is proposed in this paper. On this foundation, a time-varying filter is used to
eliminate interference and noise. Simulation results show that this method performs
better than the time-invariant filter.
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2 Time-Frequency Resource Allocation and Filter Design

2.1 Fundamentals of STFT Analysis

It is very important to learn the signal’s energy distribution characteristics at different
time for a non-stationary signal. Fourier transform maps the signal to a one-dimensional
spectral distribution, so it only shows what frequencies it contains. When the time-
frequency analysis method is used, the signal can be mapped to a time-frequency plane.
This plane shows the spectral characteristics of non-stationary signals at different times.
Short time Fourier transform (STFT) is a common time-frequency analysis method. It is
widely used in various fields. The main principle of STFT is to add a window which
slides with time. The window intercepts the original signal and considers the signal to be
stationary within the window. Then Fourier transform is applied to the signal within the
window, and the time-frequency distribution of the signal is formed. For discrete
sequence x nð Þ, its instantaneous data at the moment n is defined as

xn mð Þ ¼ x mð Þw n � mð Þ ð1Þ

Where w nð Þ is a window function whose length is N.
DFT of (1) can be expressed as

STFT n;xð Þ ¼
Xþ1

m¼�1 x mð Þw n � mð Þe�jmx ¼
Xþ1

m¼�1 xn mð Þe�jmx ð2Þ

This is the discrete STFT formula of the signal x nð Þ.

2.2 Time-Frequency Distribution of Root Raised Cosine Signal
and Resource Allocation

The root raised cosine signal is expressed as

hðtÞ ¼ ð4at=TÞ cos½pð1 þ aÞt=T � þ sin½pð1� aÞt=T �
ðpt=TÞ½1 � ð4at=TÞ2� ð3Þ

A system which uses root raised cosine signal as the transmit pulse and the receive
filter is an optimum receiver without inter-symbol interference. Assume that the symbol
transmit rate Rb ¼ 3:84Mbps, sampling rate fs ¼ 1:61 � 108 Hz, and the raised
cosine coefficient a ¼ 0:22. The time-frequency spectrum of the signal with different
window lengths is shown in Fig. 1 where T represents the length of the time window
and T0 ¼ 1=Rb.

Figure 1 shows that when the window length is longer than the length of symbol,
the energy concentration regions and the low energy slots emerge randomly which is
determined by the transmit symbol. In other words, the energy concentration region
will become low energy slot at the next simulation because of different transmitting
symbols. This adds obstacles to time-frequency resource allocation and filtering. With
the shortening of time window, the randomness of energy concentration region and low
energy slots decrease gradually. Low energy slots are usually present at the junction of
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two symbols. It is possible to determine the time-frequency domain occupied by the
signal when T ¼ T0. The analysis window length used in this paper is T ¼ T0=2.
The STFT spectrum of root raised cosine signal is shown in Fig. 2.

Figure 2 shows that there are low energy slots in the time-frequency spectrum of

the signals, and the positions of these low energy slots are relatively fixed. When the
transmit sequence produces a positive and negative conversion, a low energy slots is
generated at the junction of the two symbols. When two consecutive 1 (or -1) occurs,
an energy concentration region is generated at the junction of the two symbols. If the
communication system allocate the frequency of each channel and adjust the time delay

(a) (b)

(c) (d)

Fig. 1. The time-frequency spectrum at different lengths of window

Fig. 2. Time-frequency distribution when T ¼ T0=2
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of the transmitting symbols properly, these low energy slots can be fully utilized, and
then the utilization ratio of the resource will be improved. The time-frequency resource
allocation is shown in the Fig. 3.

Figure 3 shows that there is a delay of half a symbol between two adjacent signals,

which can make full use of the low energy slots in the spectrum and enhance the spectral
efficiency. However, it will add interference to the original signal. Time-invariant filter
can not distinguish two signals overlapped in frequency spectrum very well. So
time-varying filter based on time-frequency transform has some advantages.

2.3 The Proposed Time-Varying Filter

There are two ways to design time-varying filters: explicit design method and implicit
design method. Explicit design method is based on time-frequency weighting function
M t; fð Þ to calculate the impulse response h t; t0ð Þ. Finally we will get filtering result y tð Þ
by calculating the convolution of x t0ð Þ and h t; t0ð Þ.

y tð Þ ¼
Z þ1

�1
h t; t0ð Þx t0ð Þdt0 ð4Þ

Implicit design method is implemented in three steps: analysis, emphasis and
synthesis. First, get the time-frequency distribution X t; fð Þ of signal x tð Þ by the method
of WVD or STFT, and then use the time frequency weighting function M t; fð Þ to
handle with X t; fð Þ where we will get X 0 t; fð Þ. Finally, do inverse transform to convert
X 0 t; fð Þ into time domain.

The performance of filter designed by explicit design method and implicit design
method is similarly. Therefore, the filter involved in this paper is designed by implicit
design method.

In this paper, STFT transform is used to analyze time-frequency spectrum. Four
types of time-frequency weighting functions are designed.

When the spectrum of a signal is relatively fixed, the filtering pass region of the
signal can be selected according to the time frequency distribution of the signal with a
selection threshold constraint. Moreover, the filtering pass region can seriously affect
the performance of filter. In time-frequency spectrum, the energy region is selected

time
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f3

T 2T 3T 4T 5T 6T

f4
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Fig. 3. Time-frequency resource allocation
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from high to low. When the total energy reaches the threshold, a filter pass region
(mask1) can be obtained. The threshold n can be expressed as

n¼ Psum

Ptotal
ð5Þ

where Psum is the energy of the region selected, and Ptotal is the energy of the signal.
The filter domain is shown in Fig. 4.

Figure 4 shows that the filtering pass region shrinks as the energy threshold

decreases. In general the larger the power of noise and interference, the smaller the
optimal threshold. Small energy threshold may filter out some of the useful signal, but
it also means filtering out more noise and interference. Using this filtering pass region,
the energy between the two energy concentration regions is discarded. But the desired
signal has some energy here, so the filtering pass region can be improved. When the
energy concentration region is connected to each other, another filtering pass region
(mask2) is generated which is show in Fig. 5.

Figure 5 shows that the width of the energy concentration region changes with
different energy threshold, and the width of the added area change in proportion. Two
filtering pass regions above are generated by alternately sending positive and negative
signals. The signal transmitted by actual communication system are random, so the
filtering pass region generated by the statistical probability may have some advantages.

(a) =0.95ξ (b) =0.85ξ

(c) =0.75ξ (d) =0.65ξ

Fig. 4. Filtering pass region (mask1) under different energy thresholds
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The process is to send random symbols and generate some filtering pass regions
according to the energy threshold n. The filter pass region (mask3) which is shows in
Fig. 6 can be generated by superimposing all the filtering pass regions.

Figure 6 shows that the width of filtering pass region shrinks as the energy

threshold decreases, and the energy concentration region is connected. It is worth
noting that the widest position of mask3 exactly corresponds to the narrowest position
of mask1 and mask2. The filtering pass region is generated by the method of super-
position, thus it shows the energy distribution under various transmit sequences. The
problem is that there is energy of desired signal at some time-frequency area in mask3,
but the probability is very small. This region will introduce interference at most time,
without much benefit to the desired signal. Then, another filtering pass region is
proposed to remove the time-frequency regions with small occurrence probability of
the desired signal from mask3. The regions are preserved where the occurrence prob-
ability is above the threshold p. Figure 7 shows the filtering pass region (mask4).

Figure 7 shows that the widest part of the region narrows gradually as the proba-
bility threshold p increases. That leads to the filtering pass region becoming isolated.

(a) =0.90ξ (b) =0.80ξ

Fig. 5. The filtering pass region (mask2) under different energy thresholds

(a) =0.90ξ (b) =0.70ξ

Fig. 6. The filtering pass region (mask3) under different energy thresholds
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3 Simulation Results

The signal used in this paper includes a desired signal and two interference signals.
There is a delay of half a symbol between desired signal and interference signals. The
signal transmitted can be expressed as

f ðtÞ ¼ f1ðtÞþ f2ðtÞþ f3ðtÞ

¼
Xþ1

n¼�1
angðt � T0

2
Þ cosð2pftÞ � dðt � nT0Þ

þ
Xþ1

n¼�1
bngðtÞ cos½2pðf þ Df Þt� � dðt � nT0Þ

þ
Xþ1

n¼�1
cngðtÞ cos½2pðf � Df Þt� � dðt � nT0Þ

ð6Þ

where an; bn; cn is the sequences transmitted. 1=T0 ¼ Rb ¼ 3:84Mbps is the symbol
transmission rate. g tð Þ is the root raised cosine signal, f ¼ 10MHz is the carrier
frequency of the desired signal, f þ Df ; f � Df are the carrier frequencies of the
interference signals, and a ¼ 0:22 is raised cosine roll off coefficient.

In this paper, a time-invariant filter is used before time-varying filter. Figure 8
shows the simulation results.

Figure 8(a) shows that several filtering methods perform similarly when
Df ¼ 5MHz. The reason is that the bandwidth of the desired signal is 5MHz in
simulation. The interference is basically mitigated after a low pass filter, so the
time-varying filter doesn’t provide any advantages. In the case of Df ¼ 3:5MHz and
Df ¼ 2:5MHz, the time-varying filter with mask2 performs better. In the case of
Df ¼ 1:5MHz, the time-varying filter with mask1 performs better. The smaller the
adjacent carrier frequency interval, the worse the interference. At this point, although
desired signal is attenuated by using smaller filtering pass region, we can also benefits
by suppressing more interferences. So it’s better to use the time-varying filter with
mask1 when Df ¼ 1:5MHz.

(a) 0.65p = (b) 0.45p =

Fig. 7. The filtering pass region (mask4) under different probability thresholds
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4 Conclusion

In this paper, a method of resource allocation in the time-frequency domain is pro-
posed. On the basis of that, the time-varying filter based on STFT transform is used to
suppress the interference. The simulation results show that the method of time-varying
filter performs better than the time-invariant filter. Moreover, when the carrier fre-
quency intervals between interference signals and desired signal are small, it is better to
use mask1 in the time-varying filter. When the intervals are big, it is better to use mask2.
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Abstract. The limitation of bandwidth, environment and multipath fading in
wireless sensor network (WSN) cannot satisfy the need of users. Cooperative
multiple-input-multiple-output (C-MIMO) technology is introduced to improve
the communication performance, which brings in security problem as the same
time. The key management technology may ensure the confidentiality with
fewer keys but is unable to resist the compromised node attack. A new detection
algorithm is proposed to sign the compromised node and recover the informa-
tion during the transmission. Combining the key management and compromised
node detection, a secure communication mechanism for WSN is proposed to
resist the external and internal attack. Simulation results verify the advantages of
security and performance by the proposed communication mechanism.

Keywords: WSN � Security � Routing protocol � Key management

1 Introduction

WSNs have been widely used in many fields with the rapid development of electronic
information and wireless communication [1]. However, the WSN can hardly satisfy the
need of users with the limitation of bandwidth, environment and multipath fading. So,
researchers invent the MIMO communication system to break through the bottlenecks
of wireless channel capacity, which can against multipath fading and improve channel
capacity. MIMO technology can hardly be applied to the mobile terminal with the
limited size and power. So C-MIMO communication is proposed, which can make use
of mutual collaboration among the single antennas to form virtual multi-antenna
matrix. Comparing with the single-input-single-output system, the C-MIMO system
can enhance the transmission quality and the lifetime of the network without increasing
the hardware complexity [2, 3]. However, the credibility of all nodes is a basis for
cooperation mode, which provides an opportunity for attacker to destroy the network.
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Generally, the attack in WSN can be divided into external attack and internal attack.
The encryption technique can defense external attack but unable to resist the internal
attack caused by the injured nodes, since they can encrypt and decrypt the information.
Thus, suspect nodes may affect network security seriously [4, 5].

A detection model is designed for WSN to identify the suspect nodes by a few keys,
based on which a cross-layer security communication mechanism is proposed to
overcome the external attack and the internal attack caused by suspect nodes in the
C-MIMO communication. Comparing with the similar schemes [6], the proposed
mechanism can against the attack of the suspect nodes without increasing the system
complexity. In addition, the user can achieve the balance among the power, the effi-
ciency and the reliability of received data by adjusting the security level. It’s a small
probability event for intruder to break through the security authentication and infect the
nodes in network, so this paper uses deterministic parameters as the model parameters
of WSN nodes.

2 WSN Security Architecture Based on C-MIMO

2.1 Network System Model

Figure 1 shows a multi-hop cooperative WSN model which is composed of many
single antenna sensor nodes, namely host nodes. These host nodes form clusters called
MIMO nodes by a distributed clustering algorithm. The rest of the system is shown in
the figure.

The most common collaborative communication strategies are Amplify-and-
Forward (AF) and Decode-and-Forward (DF). AF amplifies and forwards the useful
signal and the noise at the same time, which will directly affect the information
transmission in network. DF can eliminate the noise and improve the reliability of
system. Moreover, system needs to decode the data that aggregates in cluster head, so
this paper adopts DF strategy.

 MIMO Link

Sink Node
Data Flow

Host Node MIMO Node

Fig. 1. System model
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Assuming that there are nT and nR nodes in the transmitting cluster and receiving
cluster, respectively. The relationship between received signal y and sending signal
x can be expressed as:

y ¼ Hxþw ð1Þ

y ¼ y1; y2; . . .; ynR½ �T ; x ¼ s1; s2; . . .; snT½ �T . H is nR � nT matrix of channel coeffi-
cients. w ¼ w1;w2; . . .;wnR½ �T represents Gaussian noise.

The channel matrix H is known to the receiving cluster instead of the transmitting
cluster, which can enhance the security of MIMO network. H could be calculated by
the known transmitting bit sequence and the corresponding received signal.

The proposed cross-layer secure communication mechanism for C-MIMO WSN is
as follows: Each host node determines whether the suspect node needs to be identified.
Normal cooperative data transmitting or forwarding will be performed if the detection
is not required. Otherwise, suspect node detection will be performed. Normal data
transmitting or forwarding will continue, if there is not any suspect node in the testing
result. Otherwise, messy code will be eliminated by symbol filter. Then, the sink node
will receive the test report, and the key management system will update key and
re-build network.

2.2 C-MIMO Network Architecture

N denotes a network with many sensor nodes. d-cluster represents a disjoint part of
N. There are two clusters with nT and nR nodes, namely A and B. This paper defines
single-antenna wireless nodes as the host nodes, and calls d-cluster and C-MIMO
transmission link as MIMO nodes and MIMO link, respectively. A C-MIMO network
with given N and d can be formed by the following steps:

Step 1: The host nodes in N construct a C-MIMO network NCMIMO through the
distributed clustering algorithm.

Step 2: MIMO nodes form a multi-hop backbone tree in NCMIMO.
Step 3: The backbone tree provides the routing which is used for data dissemination

and data receiving.

After the C-MIMO network was formed, each cluster will obtain a ID. And each
host node will contain the cluster’s ID, all host nodes’ IDs, the IDs and the size of
neighbor clusters.

2.3 Secure Key Management Mechanism

Considering the limitation of energy and the correlated behaviors between MIMO
nodes, this paper proposes a key management system, which requires a few preloading
keys. This section establishes the key management system through the topology
knowledge rather than the location knowledge which is more complex. Figure 2 shows
two kinds of keys adopted in C-MIMO system, namely C key Að Þ (for local com-
munication) and L key A;Bð Þ (for long-haul communication between two clusters). The
nodes in A encrypt transmitted signal by L key A;Bð Þ, and the nodes in B decrypt the
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received signal by the same key. Main components of the key management system are
as follows:

(1) Key pre-distribution: A shared secret key pre key b;mð Þ is pre-distributed for
b and m in WSN.

(2) Key establishment algorithm:
Step 1: A host node m sends the plaintext message (IDs of m and b) and the

encrypted message (ID of m and b, clusters list, neighbors of m)
encrypted by pre key b;mð Þ to b.

Step 2: b decrypts the information by pre key b;mð Þ after receiving a key
request from m. And b would obtain the topology information of the
whole C-MIMO network after receiving the key request from all nodes.
Then, b generates C key Að Þ and L key A;Bð Þ for A and link AB
respectively, and responses to each x in A, which consists the plaintext
message (IDs of b and x) and the encrypted message (IDs of b and x,
C key Að Þ, L key A;Bð Þ) encrypted by pre key b; xð Þ.

Step 3: x uses pre key b; xð Þ to decode the message and then to obtain C key
and L key, after receiving a key response.

(3) Secure communication link establishment:

The communication in A is encrypted by C key Að Þ, and the communication in link
AB is encrypted by L key A;Bð Þ. Only one pre-distributed key is required for each host
node m in the proposed key management mechanism. Each host node m has one C key
and i L keys, where i is the number of neighbor nodes of m in the backbone tree. The
sum of C keys and L keys in the whole network is n (the number of clusters) and
n − 1 (the number of links in the backbone tree), respectively.

3 Suspect Node Detection with Information and Network
Recovery

Suspect nodes represent the physical or logical unsafe nodes which bring security
issues that cannot be solved by encryption techniques. Moreover, the cooperative
nature of C-MIMO makes the effect of suspect nodes on network security more serious.

A
BL_key(A,B)

C_key(A)

C_key(B)

Sink

Fig. 2. Keys used in the proposed secured communication system
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So, this section proposes the suspect node detection algorithm, and insulates the sus-
pect nodes by updating the key, which can eliminate the influence of suspect nodes on
data transmission. Finally, network will be reconfigured to reduce the transmission
delay caused by the isolation of key nodes.

3.1 Suspect Node Detection

Figure 3 shows a model of suspect node detection, where A is the transmitting cluster
and D is the detecting cluster.

Security enforcement is a challenging task in cooperative communication with
multiple nodes and complex forwarding rules. To solve this problem, this paper pro-
poses an identification method in physical layer, which can detect suspect nodes
without increasing the transmission overhead.

Algorithm 1 is proposed to determine whether each cluster needs to detect the
suspect node.

Algorithm 1.

1 generate s   at node k randomly 

2 compare s with l

3 if then

4 sends the detection signal to the other nodes

5 detect the suspect node before transmitting data

6 else

7 transmit the data

8 end if

s

A D

Sink

Fig. 3. Model for suspect nodes detection
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The cluster will perform the detection, if there are suspect nodes. In the proposed
mechanism, the detecting clusters cannot detect the transmitting cluster, since they are
always the receiving side. The suspect nodes can be ignored which always send the
correct message, because they do not influence the stability of the network.

In the proposed algorithm, all the transmitting nodes in cluster A transmit the same
data stream to get the diversity gain. The host nodes in cluster A transmit the data flow
I1 ¼ I2 ¼ � � � ¼ InT to the host node in D for detection. Every host node in D can
obtain the complete data sequence R and detect the suspect node in cluster A by
obtaining the received symbols form all other nodes. The suspect node detection
algorithm at each host node in D is as follows.

Step 1: After receiving the complete data sequence R, each host node in D estimates
the transmitted symbol I by the reverse channel detection, i.e. Î ¼ WHR,
where W is Dj j � nT weighting matrix, Dj j is the number of nodes in D, and
�ð ÞH represents the conjugate transpose. Assume that the channel coefficients
matrix H is known for the detecting cluster. W can be determined as:

W ¼ H�1 nT = Dj j
HHH
� ��1HH ; Dj j[ nT

(
ð2Þ

Step 2: The detecting node can identify the suspect nodes xi and record their IDs by
checking the symbols, since the data flow sent by the normal nodes are
identical. The nodes which send the same symbols are divided into one
group to simplify the detection. The group with the most nodes is credible,
and others may contain the suspect nodes.

Step 3: When the host node m detects the suspect node x, the cryptographic detection
report with the plaintext message (ID of m and b) and the encrypted message
(ID of m, b and x) which is encrypted by pre key m; bð Þ will be transmitted to
b by each detecting host node. The nodes are classified as a suspect node, if
more than half of the host nodes in the cluster claim that node x is suspected.

Figure 4 shows a data forwarding path to describe the selection of detecting clusters
and the upper limit of identifiable suspect nodes, where the Pre A forwards data to A,
and then A forwards the data to the Post A. Let Aj j, Pre Aj j and Post Aj j denote the
number of nodes in A, Pre A and Post A, respectively. If Aj j � Post Aj j, the suspect
node in A will be detected by the Post A, and the upper limit of identifiable suspect
nodes is Aj j=2� 1. If Aj j[ Post Aj j and Aj j � Pre Aj j, the suspect node in A will be
detected by Pre A, and the upper limit of identifiable suspect nodes is Aj j=2� 1. If
Aj j[ Post Aj j and Aj j[ Pre Aj j, the suspect node in A will be detected by a larger
cluster between Pre A and Post A. The upper limit of detectable suspect nodes in
A and the nT can be determined by the following equation:

Nmax þ nT ¼ Dj j
Nmax ¼ nT

2 � 1 ð3Þ
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Nmax is the upper limit of suspect nodes in A, and Dj j represents the nodes in the
detecting cluster. By solving (3), we can get

Nmax ¼ Dj j þ 1ð Þ � 13 � 1
nT ¼ Dj j þ 1ð Þ � 23

ð4Þ

Nmax and nT will be rounded to the nearest integer if they are not integers.

3.2 Key Update and Network Recovery

The sink node will update the key and recover the network if there is a suspect node in
cluster A. This method could prevent the suspect nodes from obtaining information or
sending false reports. Sink node b takes the following approach to update the key and
recover the network:

Step 1: b sends a key update message including the plaintext message (IDs of b and
u) and the encrypted message (IDs of b and u, new C key Að Þ, and the ID
list of suspect node) which is encrypted by pre key b; uð Þ to all nodes u in
cluster A except for x.

Step 2: b sends a key update message that includes the plaintext message (IDs of
b and u) and the encrypted message (IDs of b and u, new L key A;Bð Þ)
which is encrypted by pre key b; uð Þ to each node u in every neighbor
cluster B of A except x.

Step 3: After receiving the key update information from the above steps, u decrypts
the message by pre key b; uð Þ and obtains the new C key and L_key. The
suspect node x cannot obtain information from the network, since it does not
have a new key.

The report will be sent to the sink node b layer by layer, if the suspect node in A is
detected by its parent node. b may send a key revocation packet to A and its neighbor
nodes via the reverse path of the transmission report, if each node maintains the record
of the transmission path.

A

Sink

Pre-A

Post-A

Fig. 4. Selection of cluster for detection
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The suspect nodes are often deployed on the important transmission link in actual
network. Screening out these nodes may affect the quality of the network transmission,
and even lead to an island effect. So, network need to be rebuilt after the above work.

4 Implementation and Performance Analysis

4.1 Simulation Settings

The performance of the proposed algorithm and system is evaluated by MATLAB. The
sink node sends a random signal on the premise of connected domain assurance. The
fast Rayleigh fading channel is selected to imitate a multipath fading environment. The
number of receiving symbol is 100, the modulation scheme is BPSK. This section
evaluates the proposed detection algorithm by comparing with distributed compro-
mised node detection algorithm.

4.2 Simulation Results

Figure 5 shows the accuracy of two detection algorithms with one suspect node in the
transmitting cluster.

There are four nodes in the transmitting cluster and five nodes in the detecting
cluster in the simulation, since all the cases satisfy Dj j[ nT . Figure 5 shows that the
accuracy of distributed algorithm is higher than that of the proposed algorithm, when
SNR is less than −9 dB. And the result is just the reverse when SNR is higher than
−9 dB, which is the actual wireless channel environment. Moreover, the identification
accuracy of proposed algorithm is close to 100% when SNR is greater than −4 dB. The
simulation results suggest that the proposed algorithm has higher identification accu-
racy in the actual wireless channel environment.

Figure 6 shows the bit error rate of the proposed system and the traditional system,
respectively. The case without any suspect node is simulated as a reference. Obviously,
the proposed system can significantly improve the reliability of the communication
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Fig. 5. Accuracy of two detection algorithms with one suspect node
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when the SNR is higher than −8 dB. It is clear that the proposed mechanism cannot
only improve the suspect node detection accuracy and the performance of network
security, but also ameliorate the quality of network information transmission.

5 Conclusions

This paper proposes a cross-layer communication mechanism for C-MIMO commu-
nication to solve the security threat and improve the performance of the WSN. The
mechanism contains a low cost key management system and a high-accuracy suspect
node detection algorithm. The proposed mechanism may allow the network to transmit
the data between authorized nodes, and it will update keys and recovery network if
necessary. The simulation result indicates that the detection algorithm can identify the
suspect nodes effectively, and the cross-layer communication mechanism may improve
the stability and accuracy of the data transmission in the network.
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Abstract. For the poor transmission reliability of data, this paper focuses on
the precoding techniques of the multi-user MIMO system in the broadcast phase
in, and the single-user MIMO and multi-user MIMO precoding techniques have
been studied. In the multi-user MIMO system, BD-MMSE-VP coding algorithm
is proposed to improve the BER performance of the system by using the MMSE
criterion to optimize the perturbation vector, and the system uses QR technique
to decompose BD channel matrix. Simulation results verify the effective of the
proposed precoding algorithm.

Keywords: Multi-user � MIMO system � Precoding � Block diagonalization

1 Introduction

With advent of the era of “Internet +”, the mobile Internet has been seen everywhere
and played an important role in the development of human society. People enjoy the
convenience of mobile communications at the same time, but also put forward higher
requirements on the mobile communication technology, which promoted the rapid
development of mobile communications [1]. It has developed from the first generation
mobile communication (1st-generation, 1G) based on analog cellular technology to the
fourth generation mobile communication (4th-generation, 4G) mainly based on MIMO
systems through 30 years’ development. 1G only provided high quality speech ser-
vices, but now mobile communication has to meet all aspects of the demand, including
work, leisure and entertainment. Mobile communication brings people endless con-
venience and well-being [2]. However, 4G cannot meet the current requirements of
achieving interconnectedness of all things. Therefore, the next generation of commu-
nication technology - the fifth generation mobile communication (5th-generation, 5G)
has also started to be studied.

In this paper, we focus on the preprogramming in the multi-user MIMO system
broadcast phase. The inter-user interference can be eliminated by precoding the signals
sent to the multiuser at the base station.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part I, LNICST 226, pp. 701–709, 2018.
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2 The Precoding Technique of Multi-user MIMO System

2.1 Traditional Precoding Technology

Multi-user MIMO system can achieve the communication between base station and
multiple users in the same frequency domain or time domain, increasing the spectrum
efficiency and the reliability of communication system [3]. Multi-user MIMO as the 5G
core technology has attracted many researchers’ attention. In the broadcast link, the
base station needs to send multiple data streams to multiple users. The signals obtained
by each user contain not only the signals sent by the base station to them, but also the
interference signals of other users. In addition, the users cannot cooperate among each
other. The multi-user interference (MUI) occurs. Therefore, it is necessary to encode
the transmitted signal before the signal is transmitted or to performing the detection
operation at the receiving end, in order to eliminate the interference between the users
and separate the information required by each user.

The precoding in Multi-user MIMO system is classified into linear and non-linear
precoding. The linear precoding mainly includes channel inversion (CI) and block
diagonalization (BD). The nonlinear precoding includes Dirty Paper Coding (DPC) and
Tomlinson-Harashima Precoding (THP) [4].

CI precoding can be divided into the following two types: channel inversion pre-
coding (ZF-CI) based on zero forcing and channel inversion precoding (MMSE-CI)
based on minimum mean square error. Similar to the linear precoding of single-user
MIMO, CI preprogramming is simple, with low computational complexity and thus
easy to be implemented in communication systems, but weak at the anti-jamming.
Block diagonalization precoding uses singular value decomposition of the channel
matrix and is more suitable for the case of multi-antenna users. The computational
complexity of Block diagonalization precoding is much smaller than other precoding
algorithms, but it increases significantly as the number of users and receiving antennas
increases. Therefore, it is important to find a new precoding algorithm that can reduce
the block diagonalization precoding complexity and improve the system performance.

For non-linear dirty paper coding, the key idea is to treat other user signals as
interference in addition to the effective user. Dirty paper coding can achieve close to the
total channel capacity of multiple users, but is too complicated in computation to be
applied to real communication system. Nonlinear THP precoding is formed on the basis
of dirty paper coding. Although it does a compromise in terms of computational
complexity and performance, it is still necessary to perform multiple iterations to
eliminate user interference. THP is not suitable to the real communication system due
its computational complexity. Therefore, in this section, we go into more detail on BD
precoding and propose an optimization scheme.

2.2 An Optimal Coding Scheme Based on Block Diagonalization

The traditional block diagonalization coding (BD) uses the singular value decompo-
sition (SVD) to decompose the channel matrix and obtains the zero matrix of the
unitary matrix as the coding matrix. However, computational complexity of the sin-
gular value decomposition increases sharply as the number of transmitting and
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receiving antennas increases [5]. The study on precoding with low complexity and
ideal performance is very important. In this paper, a block diagonalization scheme
based on Perturbation Vector (VP) is proposed. The optimization of the perturbation
vector is based on the MMSE criterion. Therefore, we name the proposed code scheme
as BD-MMSE-VP.

In this paper, we use the multiuser MIMO system as a model to study the BD
pre-coding optimization scheme. The base station transmits the perturbation signal
vector, and for the optimization of the perturbation vector, the MMSE is used as the
criterion. The client needs to carry out simple modulo operation on the received signal
to restore the signal. Unlike traditional BD precoding, BD-MMSE-VP encoding uses
QR decomposition channel matrix, while traditional BD precoding uses SVD.

H is the channelmatrix between the base station and all users,H ¼ HT
1H

T
2 � � �

�
HT

K �T ,
Ĥ is H’s pseudo inverse matrix, Ĥ ¼ HH HHH

� ��1
, and Ĥ ¼ Ĥ1Ĥ2 � � � ĤK

� �
, so

HĤ1 ¼
H1

..

.

HK

2
64

3
75 Ĥ1 � � � ĤK

� � ¼
H1Ĥ1 � � � H1ĤK

..

. . .
. ..

.

HKĤ1 � � � HKĤK

2
64

3
75

¼
INR;1

. .
.

INR;K

2
64

3
75 ¼ INR ð1Þ

From the above can be seen when j 6¼ k, HjĤk ¼ 0. The channel matrix of all
other users except the user j is constructed as follows:

~Hj ¼ HT
1 � � �HT

j�1H
T
jþ 1 � � �HT

K

h iT
ð2Þ

If you want to avoid other users on the user j caused by user interference, then the
user j pseudo inverse matrix must fall in the matrix of zero space, so

~HjĤj ¼ 0; j ¼ 1; 2. . .;K ð3Þ

Now, QR decomposition of the pseudo inverse matrix of user j is performed

Ĥj ¼ Q̂jR̂j j ¼ 1; . . .;K ð4Þ

According to QR decomposition properties, R̂j is the upper triangular matrix, and
Q̂j column vector can form the standard orthogonal basis of the matrix Ĥj. In order to

eliminate inter-user interference, ~HjĤj ¼ ~HjQ̂jR̂j ¼ 0, because R̂j is reversible

matrix, so ~HjQ̂j ¼ 0. Q̂j is removing the orthogonal base forming the zero space.

Let Wj ¼ Q̂j, construct a valid matrix Heff ;j ¼ WjH, BD-MMSE-VP coding
principle is shown in Fig. 1:
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The optimal perturbation vector and power constraint factor are found by using
MMSE criterion, dj n½ � is the user j wants to get the signal, d̂j n½ � is the user j actually
receives the signal, The minimum homogeneous error of the two signals is expressed
by the formula (4), while BH

j is the user receives the detection matrix, if it is unit array,
then the system optimization problem is transformed into the base station transmitter
optimization problem, and we know Heff ;j, dj n½ �, tr Rnð Þ. So the problem to be solved is
when pj n½ �, xj½n�, gj are what values, the dj n½ � and d̂j n½ � mean square error is minimal,

and power constraint is
PNB

n¼1
xHj n½ �xj n½ � ¼ P, P is the base station total transmit power.

e pj n½ �; xj½n�; gj
� � ¼

XNB

n¼1

E d̂j n½ � � dj n½ ��� ��2� �

¼
XNB

n¼1

E gjB
H
j Heff ;jxj n½ � þ zj n½ �� �� dj n½ �

��� ���2	 


¼
XNB

n¼1

Eð gjB
H
j Heff ;jxj n½ � þ zj n½ �� �� dj n½ �

� �H
� gjB

H
j Heff ;jxj n½ � þ zj n½ �� �� dj n½ �

� �
Þ

¼
XNB

n¼1

E
g2j x

H
j n½ �HH

eff ;jHeff ;jxj n½ � � gjd
H
j n½ �BH

j Heff ;jxj n½ �
þ g2j tr Rnð Þ � gjx

H
j n½ �HH

eff ;jBjdj n½ � þ dHj n½ �dj n½ �

0
@

1
A

ð5Þ

Firstly, the Lagrangian function is constructed by using the Lagrangian algorithm:

f pj n½ �; xj n½ �; gj; k
� � ¼ e pj n½ �; xj n½ �; gj

� � þ k
XNB

n¼1

xHj n½ �xj n½ � � P

 !
ð6Þ

And then pj n½ �, xj½n�, k were partial guide:

@f �ð Þ
@xj n½ � ¼ g2j x

H
j n½ �HH

eff ;jHeff ;j � gjd
H
j n½ �BH

j Heff ;j þ kxHj n½ � ¼ 0 ð7Þ

Fig. 1. BD-MMSE-VP precoding diagram
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@f �ð Þ
@gj

¼
XNB

n¼1

2gjxHj n½ �HH
eff ;jHeff ;jxj n½ � � dHj n½ �BH

j Heff ;jxj n½ �

þ 2gjtr Rnð Þ � xHj n½ �HH
eff ;jBjdj n½ � ¼ 0

ð8Þ

@f �ð Þ
@k

¼
XNB

n¼1

xHj n½ �xj n½ � � P¼ 0 ð9Þ

Let n ¼ NBtr Rnð Þ
P , finally we can obtain

xj n½ � ¼ Fjdj n½ � ¼ 1
gj
HH

eff ;j Heff ;jH
H
eff ;j

þ nI
� ��1

Bjdj n½ � ð10Þ

gj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
P

XNB

n¼1

dHj n½ �BH
j Heff ;j Heff ;jHH

eff ;j þ nI
� ��2

HH
eff ;jBjdj n½ �

vuut ð11Þ

Relative to the perturbation vector signal dj n½ � coding matrix is

Fj ¼ 1
gj
HH

eff ;j Heff ;jHH
eff ;j þ nI

� ��1
Bj, and the perturbation vector pj n½ � can be formed by

a spherical encoder.

pj n½ � ¼ argmin Bj sj n½ � þ sp0j n½ �
� ���� ��� ð12Þ

The user j receive signal can be expressed as

yj n½ � ¼ Heff ;jxj n½ � þ zj n½ �

¼ 1
gj
Heff ;jH

H
eff ;j Heff ;jH

H
eff ;j þ nI

� ��1
Bj sj n½ � þ spj n½ �� �þ zj n½ �

� 1
gj
Bj sj n½ � þ spj n½ �� �þ z0j n½ �

ð13Þ

The equation z0j n½ � contains the Gaussian redundant interference noise, which is
multiplied by the power of the user j to remove the power scaling, and the user j knows
the value of the spherical encoder s, so the receiver can eliminate spj n½ � influence by
modulo operation.

3 Implementation and Performance Analysis

In this section, the performance of the proposed algorithm and system will be evaluated
and analyzed in terms of the optimized coding sum rate and complexity of optimized
coding.
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3.1 Optimized Coding Sum Rate Analysis

The sum of the rates of the multiuser MIMO systems is the sum of all single user rates.
Through the use of BD-MMSE-VP precoding in multi-user MIMO systems, Heff ;j is the
equivalent matrix of base station and user j, transmit a signal is xj n½ � ¼ 1

gj
HH

eff ;j

Heff ;jHH
eff ;j þ nI

� ��1
Bjdj n½ �, the receiving signal where in the user is yj n½ � ¼ Heff ;j

xj n½ � þ zj n½ �. According to feature decomposition, we can easily obtain Heff ;jHH
eff ;j ¼

QKQH , Heff ;jxj n½ � is decomposed:

Heff ;jxj n½ � ¼ 1ffiffiffiffi
gj

p QUQBjdj n½ � ð14Þ

While Q is the unit matrix, U is the diagonal matrix, and the value on the diagonal

is kj
kj þ n, kj is K matrix’s diagonal elements. According to (14), and it can be seen that

the user j input signal can be expressed as:

Heff ;jxj n½ �� �
k ¼

1ffiffiffiffi
gj

p qk;1
k1

k1 þ n
� � � qk;NR;j

kNR;j

kNR;j þ n

� 

�
qH1;1 � � � qHNR;j;1

..

. . .
. ..

.

qH1;NR;j
� � � qHNR;j;NR;j

2
664

3
775

cj;1 n½ �
..
.

cj;NR;j n½ �

2
64

3
75 ð15Þ

So the user j’s k-th received signal is represented by the following equation:

yj;k n½ � ¼ 1ffiffiffiffi
gj

p
XNR;j

l¼1

kl
kl þ n

qk;l
�� ��2 !

cj;k n½ � þ z00j;k n½ � ð16Þ

While z00j;k n½ � ¼ 1ffiffiffi
gj

p
PNR;j

m¼1;m 6¼k

PNR;j

l¼1

kl
kl þ n qk;lq

H
m;l

 !
cj;k n½ � þ zj;k n½ �, including internal data

stream interference and signal noise zj;k n½ �, so the user j SINR is:

SINRj;k ¼
XNB

n¼1

scj;k n½ ��� ��2
tcj;m n½ ��� ��2 þ zj;k n½ ��� ��2 ð17Þ

While s ¼ 1ffiffiffi
gj

p
PNR;j

l¼1

kl
kl þ n qk;l

�� ��2 !
, t ¼ 1ffiffiffi

gj
p

PNR;j

m¼1;m6¼k

PNR;j

l¼1

kl
kl þ n qk;lq

H
m;l

 !
, so the

BD-MMSE-VP coding sum rate is:

RBD�MMSE�VP ¼
XK
j¼1

XNR;j

k¼1

log2 1þ SINRj;k
� � ð18Þ

706 G. Wang and S. Li



3.2 Complexity Analysis of Optimized Coding

For multiuser MIMO precoding complexity analysis, this section considers only the
complexity of the base station precoding algorithm and measures the computational
complexity using floating-point arithmetic. Traditional BD precoding uses the SVD
decomposition, its complexity:

CSVD ¼ K � 4N2
BNR þ 13 NR � NR;j

� �3� �
ð19Þ

The BD-MMSE-VP coding uses QR decomposition and perturbation vector opti-
mization, QR decomposition complexity is

CQR ¼ 11
3
N3
B þ 5

3
N2
B þ KN2

R;j � NB � 1
3
NR;j

	 

ð20Þ

It can be seen that the QR operation is much smaller than the SVD by comparing
the SVD and QR operations, because the QR is decomposed NB � NR;j, and the matrix
of the traditional BD precoding SVD is NR � NR;j

� �� NB.

3.3 Simulation Results

In this paper, BD-MMSE-VP precoding and traditional BD precoding algorithm is
simulated by Matlab. In the multi-user MIMO system broadcast stage, QPSK is used
for modulation and demodulation. The number of base stations is 8, and each user
adopts two receiving antennas, the number of users is 4. The simulation compares the
system and the rate and BER performance, the specific simulation parameters are
shown in Table 1 below:

It can be seen from Figs. 2 and 3 that the BD-MMSE-VP precoding proposed in
this paper has a great advantage over traditional BD precoding, both BER performance
and system sum rate performance, and the signal-to-noise ratio In the case of no more
than 10 dB, BD-MMSE-VP pre-coding performance advantage is more obvious. When
the signal-to-noise ratio is 5 dB, the BD-MMSE-VP precoding is improved by
5 bps/Hz compared with the traditional BD precoding algorithm. When the SNR is

Table 1. Multi-user MIMO precoding simulation parameter

Parameter Set values

System Multiple-MIMO
Antenna configuration/User number 8 * 2/K = 4
Channel condition Zero mean complex Gaussian random channel
Noise White Gaussian Noise
Modulation mode QPSK
Precoding algorithm Traditional BD/BD-MMSE-VP algorithm
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15 dB, the BD-MMSE-VP precoding is better than the traditional BD precoding The
algorithm improves the rate of 2 bps/Hz. This is because the BD-MMSE-VP uses the
Lagrangian algorithm to allocate the transmit power, allocates more transmit power for
subchannels with good channel states, and the channel subcarriers are allocated less or
do not allocate transmit power. Noise ratio is maximized, but with the increase of the
signal-to-noise ratio, the BD-MMSE-VP precoding is almost evenly distributed to all
subchannels, so its rate performance is high Noise ratio is similar to the traditional BD
precoding. BD-MMSE-VP precoding BER performance is better than traditional BD
precoding. At BER = 10−2, BD-MMSE-VP precoding obtains a gain of 2.7 dB relative
to traditional BD algorithm.

4 Conclusions

In the multiuser MIMO system, two kinds of linear precoding of CI and BD are
preliminarily studied, and two kinds of nonlinear codes such as DPC and THP coding
are difficult to be applied because of the high complexity of non-linear coding DPC and
THP coding. The performance of BD pre-coding is better than that of the CI
pre-coding, and the BD-MMSE-VP precoding is proposed at the same time, which is
combined with the BD algorithm of QR decomposition, and the MMSE criterion is
used to optimize the perturbation vector. Simulation results show that the performance
of sum rate and BER has been greatly improved by comparison.
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